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ABSTRACT 
Relevance is a complex, but core, concept within the field of 
Information Retrieval. In order to allow system comparisons the 
many factors that influence relevance are often discarded to allow 
abstraction to a single score relating to relevance. This means that 
a great wealth of information is often discarded. In this paper we 
outline the creation of a video test collection with graded relevance 
assessments, to the best of our knowledge the first example of such 
a test collection for video retrieval. To directly address the 
shortcoming above we also gathered behavioural and perceptual 
data from assessors during the assessment process. All of this 
information along with judgements are available for download. Our 
intention is to allow other researchers to supplement the 
judgements to help create an adaptive test collection which contains 
supplementary information rather than a completely static 
collection with binary judgements.   

CCS Concepts 
• Information systems~Test collections   • Information 

systems~Relevance assessment 
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1. INTRODUCTION 
Judgment of relevance is a heavily studied topic within Information 
Retrieval. Relevance judgment is important to both the search 
process itself [14], and in the creation of test collections [3; 12]. 
With regard to the latter, there is a considerable body of work which 
has investigated the criteria assessors use to judge relevance for the 
creation of test collections [3; 12]. However the generation of test 
collections is not without its drawbacks. On one hand, when 
generating relevance assessments for test collections, the behavior 
of assessors is not normally considered as important [8], beyond the 
overall time taken to create a set of relevance judgments [12; 16]. 
Given the importance of relevance assessment to the information 
seeking process, the relative lack of research studying assessors is 
perhaps surprising. On the other hand, often by necessity, relevance 
assessments are reduced down to a binary decision which ignores 
the many facets of relevance [11]. There are some exceptions to 

this. TREC HARD considered multiple levels of relevance in their 
assessments [1]. Whilst in the area of image retrieval, previous 
ImageCLEF tasks have considered the variance within tasks [4; 5]. 
Although these initiatives have gone some of the way to addressing 
this shortcoming for text and image retrieval to the best of our 
knowledge there has been no such effort for video retrieval. Thus 
in this paper we attempt to address the issue of a lack of details on 
the creation assessments and provide a test collection with variable 
levels of relevance assessment for video retrieval, this is addressed 
in our 2 research objectives: 

1. Create a video test collection with graded relevance 
assessments 

2. To capture behavioural and perceptual information about the 
judgment process to augment the judgments. 

In relation to the second objective, all data captured as part of the 
judgment process described in this paper is available for download 
(http://dx.doi.org/10.15129/7f16e19f-794a-4cd5-a9d7-
caba4e2bcf2a). It is hoped this repository will not be a static 
resource, but rather we welcome other researchers to download and 
use this resource, which will be updated with future results from 
future evaluations of others. The remainder of this paper is 
organised as follows. In the next section we describe the corpus 
used for evaluation. We follow this with a description of the topics 
used for assessment. We follow this with an outline of the 
judgement process and information gathered. Finally we provide a 
conclusion section.  

2. CORPUS 
The British Universities Film and Video Council Roundabout 
Collection (http://bufvc.ac.uk/newsonscreen/roundabout) was used 
as a corpus. This collection contains a total of 660 videos 
showcasing Britain and Asia during the 1960s to the late 1970s. 
The videos have a mixed time duration, from about 44 secs up to 
about 10 minutes in duration. The videos are categorised based on 
their topics and each video contains additional metadata including 
a title, keywords, location, date and summary (see Table 1). 

3. TOPICS 
To identify topics all of the text from all of the documents was 
downloaded and placed into a tag cloud (see Figure 1) to visualise 
commonly occurring words and themes. This resulted in an initial 
list of 17 topics. To help narrow down the topics we created HITs 
on CrowdFlower which required users to create search terms. We 
wanted to see how diverse the range of search terms would be. After 
discussion of the topics amongst the research team and also analysis 
of the search terms returned, a final list of 10 topics was decided 
upon, those topics (and descriptions are): 

1. Manufacturing in Britain: Identify products that Britain was 
manufacturing during the 1960s and 70s 
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2. Outdoor Water Activities: Identify water sports well-known to 
the world or equipment used for the water sports 

3. South East Asia Country Development: Identify countries in 
South East Asia and their development in areas of either 
education, industry, agriculture or society in the 1960s and 70s 

4. British Exhibitions: Identify famous exhibitions you can see 
in Britain (including Scotland, England and Wales) 

5. Asian Culture Events: Identify events, festivals or cultural 
exchanges between Asia and Britain 

6. Industrial Research: Identify industries in Britain that have 
students studying and learning, Industrial experts 
investigating their industry through site visits can also be 
included. 

7. Aviation Display: Identify demonstrations and events 
associated with aircraft. 

8. Educational Visit for Children: Identify events where children 
or students visit other countries or take part in educational 
events such as learning new skills and supporting educational 
campaigns.  

9. Transport for People: Identify the modes of transport 
commonly used by people in Asia and Britain. 

10. Military Events: Identify well-known military ceremonies or 
events in Britain. 
Table 1: Example of metadata provided for each video. 

ID 327511 

URL http://bufvc.ac.uk/newsonscreen/search/index.p

hp/story/327511 

Start Time  17 

End Time  166 

Title  Treble One Squadron 

Series Name Roundabout  

Issue No.  1 

Date 

Released  

May-62  

Story within 

the issue   

01-Mar 

Summary  COI synopsis: Treble One Squadron, famous 

aerobatic unit of the Royal Air Force making its 

last public appearance before reconstituting as a 

fighter unit, in a breathtaking display of precision 

flying. 

Keywords Displays; Aviation; Air force 

COI Ref MI 1072/1 

 

 

Figure 1: Tag cloud describing metadata from Roundabout 

Collection.  

4. JUDGEMENT PROCESS 

4.1 Procedure 
Gathering assessments involved two stages. The first stage 
involved collecting search terms and the second involved collecting 
relevance assessments. For the first stage each participant was sent 
an online form. This form contained each of the search topics, for 
each topic the participants were asked to provide 4 queries that they 
would use to satisfy the information need exemplified in the topic. 
The participants were also asked to rate the perceived the difficulty 
of the topic on a 5 point scale. 

In the second stage participants were assigned to groups. Each 
group was given a set of 2 topics and for each topic had to provide 
a relevance assessment for the top 5 ranked videos (see next section 
for explanation of ranking). Each set of relevance assessments was 
collected individually in our lab. The participants were asked to rate 
the relevance of each video on a four point scale. A four point scale 
has previously been proposed for gathering relevance assessments 
[9]. For our scale we used the 3 options from the TREC HARD 
track, namely not relevant, partially relevant and highly relevant. 
We also gave the participants the option to say that they are not 
sure.  

After each judgment the participants were presented with a 
questionnaire. This questionnaire asked questions about effort 
which are inspired by the NASA TLX [7], which has previously 
been used to measure effort for both TREC HARD [15] and 
ImageCLEF [6]. Following the procedure of Kelly and Azzopardi 
[10] we used a 7 point Likert scale for our questions rather than the 
standard TLX scale. We also removed the question about 
performance, as this question reverses the scale. After each topic 
we also asked participants to judge their knowledge of the topic and 
how interesting the topic was on a 7 point Likert scale. An 
additional benefit of gathering this information is that it allows us 
to make some comparisons between the effort involved in making 
those assessments for video retrieval with the effort for text [15] 
and image [6] assessment. 

4.2 Ranking Videos 
To rank the videos we used the search terms gathered in the first 
part of the assessment. Each search query was used to rank the 
documents using TFIDF (based on the metadata associated with 
each video), the each document in top 10 documents of each rank 
was assigned a score from 10 for top rank down to 1 for 10th rank. 
These scores was aggregated across all queries and the videos with 
the 5 highest scores were used for assessment. The variance in 
search terms gathered in the first stage of the assessment insures a 
variance in returned videos. In this way we simulate the pooling 
that normally occurs when creating a test collection [13].   

4.3 Participants 
In total 20 participants were recruited as assessors. 12 male and 8 
female, with an average age of 30. 10 were International students 
studying at the University of Strathclyde, 8 workers, 1 self-
employed and 1 homemaker. For stage 1, a total of 80 distinct 
search terms were contribute by the participants across all 10 topics. 
For stage 2, a total of 50 videos were judged across all 10 topics, 
resulting in a total of 200 relevance judgements. 

5. DATA GATHERED 
In this section we outline some of the data gathered during the 
relevance assessments. 

http://bufvc.ac.uk/newsonscreen/search/index.php/story/327511
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5.1 Relevance Assessments 
In Table 2 we can see that there is a reasonably even distribution of 
assessments throughout the three relevance categories. We can also 
see differences in the results returned from our pooling approach, 
topics 2,3 and 10 have a high number of highly relevant documents, 
whereas topics 8 has only 1. Overall for only 2 videos were 
individual assessors unable to make a judgement. In terms of 
assessor agreement we plot agreement (see Figure 2) in a similar 
way to Alonso and Mizzaro [2], where we plot error distribution. 
For ground truth we consider the majority decision. Column 0 
represents complete agreement, +1 represents 1 assessor having a 
positive assessment outside the consensus, -1 represents 1 assessor 
having a negative assessment outside the consensus. In our figure 
we have to additional columns, a tie represents when an equal 
number of assessors have differing assessments, n/a represents 
where there is a majority (2) and 2 other assessors disagree, 1 being 
more positive and 1 more negative in assessment. We can see only 
for a small number of documents is there a consensus (32%). This 
helps demonstrate the difficulty in getting a consensus and perhaps 
why multiple assessments a range of assessments may be beneficial 
in test collections.  

Table 2: Choice of relevance assessment per topic. 

Topic Not Sure Not 

Relevant 

Partially 

Relevant 

Highly 

Relevant  

1 0 6 7 7 

2 0 4 5 11 

3 0 2 7 11 

4 0 5 9 6 

5 0 10 5 5 

6 1 1 11 7 

7 0 13 3 4 

8 1 12 6 1 

9 0 8 5 7 

10 0 6 3 11 

Total 2 67 61 70 

 

 

Figure 2: Agreement between reviewers Table 1 the number 

of responses given for each of the topics.  

5.2 Time   
Table 3 shows the average duration of videos judged for each topic. 
In comparison we present the average judgement time per video. It 
can be seen that for most judgements that the assessors do not watch 

the entire video. We can also see high variance in judgement time, 
with some topics taking a lot less time than other topics.  

Table 3: Average duration for all videos in each topic 

Topic Number Avg. Duration (secs) Avg. Judgement (secs) 

1 373 140 

2 264 54 

3 352 156 

4 364 163 

5 214 58 

6 401 85 

7 294 126 

8 212 145 

9 262 55 

10 329 64 

 

Table 4: Video duration classification, sample mean and 

sample standard deviation 

Time duration (sec) Number of 

Videos judged 

Mean (Std 

Dev.)  

Short (0-200 sec)                 68 63.49 (5.62) 

 

Medium (201-400 sec)             56 121.61 (11.01) 

 

Long (>401sec) 76 130.16 (12.27) 

 

 

Figure 3: Scatter plot of video duration against judgement 

time per participant across all topics 

We also considered if video length has any impact on assessment 
time. Initially we segmented videos in short (0-200 secs), medium 
(201-400 secs) and (401-600 secs) segments (see Table 4). It was 
found that longer videos took longer to judge on average in 
comparison with shorter videos. This finding is in keeping with 
previous research on text documents [15]. To look at this in more 
detail we plotted time duration of the video and the time per 
judgement in a scatter plot (see Figure 3). We can observe from the 
plot that there is only a weak correlation (R2 = 0.1028) between the 
video duration and the judgement time. This suggests that as video 
time increase in video duration does not always produce a linear 

0%

5%

10%

15%

20%

25%

30%

35%

-2 -1 0 1 2 tie n/a

y = 0.1618x + 55.491

R² = 0.1028

0

100

200

300

400

500

600

700

0 200 400 600 800



increase in the time taken for relevance judgement. Based on the 
scatter plot, most relevance judgements across the collection are 
made within 200 secs while some judgements took more than 300 
seconds to complete. 

5.3 Workload 
Table 5 presents the average responses for the 7 point Likert scales 
that measure work load and interest. The not sure category only has 
responses from 2 participants, but it clearly has higher workload 
and lower interest than any other assessment. In terms of workload 
we see that the more clear categories i.e. not relevant and highly 
relevant, have lower workload in almost all categories in 
comparison to partially relevant. Again this is in keeping with other 
research which has found that less clear relevance assessments have 
higher workloads [15]. 

Table 5: Average responses for post judgement 

questionnaires. All on a 7 point Likert scale. Higher=better.  

Question Not Sure Not 

Relevant 

Partially 

Relevant 

Highly 

Relevant 

Mental 4.5 3.0 3.4 2.29 

Physical 5 2.15 1.94 1.9 

Temporal 5.5 2.42 2.68 2 

Effort 5.5 3.05 3.37 2.41 

Frustration 4 2.86 3.06 1.94 

Interest  3.5 3.77 3.94 4.59 

6. CONCLUSION  
In our introduction we set out two research objectives, namely: 

1. Create a video test collection with graded relevance 
assessments 

2. To capture behavioural and perceptual information about the 
judgment process to augment the judgments. 

In this paper we have described the topics, document collection and 
judgment process that were used to create our test collection. As 
part of the judgment process we gathered feedback from the 
assessors on their assessments as well as measuring time taken to 
make judgments. All of this data is made available to other 
researchers. Researchers can use this test collection for video 
search evaluations, to the best of our knowledge a video test 
collection with variable relevance judgments is not available. We 
will also maintain this test collection and encourage supplementary 
data to be gathered by researchers.  
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