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Abstract

To ensure the safe operation of many safety critical structures such

as nuclear plants, aircraft and oil pipelines, non-destructive imaging is

employed using piezoelectric ultrasonic transducers. These sensors typ-

ically operate at a single frequency due to the restrictions imposed on

its resonant behaviour by the use of a single length scale in its design.

To allow these transducers to transmit and receive more complex signals

it would seem logical to use a range of length scales in the design so

that a wide range of resonating frequencies will result. In this article we

derive a mathematical model to predict the dynamics of an ultrasound

transducer that achieves this range of length scales by adopting a frac-

tal architecture. In fact, the device is modelled as a graph where the

nodes represent segments of the piezoelectric and polymer materials. The

electrical and mechanical fields that are contained within this graph are

then expressed in terms of a finite element basis. The structure of the

resulting discretised equations yields to a renormalisation methodology

which is used to derive expressions for the non-dimensionalised electrical

impedance and the transmission and reception sensitivities. A compari-

son with a homogenised (standard) design shows some benefits of these

fractal designs.

1 Introduction

Ultrasonic transducers are devices that are used to convert energy from one

form to another [6]. In this context, they convert energy from its electrical form

to mechanical vibrations and vice versa [37, 36]. These devices can act as both

transmitters and receivers, they typically work by emitting a wave (which is con-
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verted from electrical energy to mechanical energy) through a medium, then lis-

tening and interpreting the echoes of the transmitted wave (which at this point is

transformed back into electrical energy from mechanical vibrations). To further

improve the transmission and reception sensitivities [13, 29], composite struc-

tures are utilized in piezoelectric ultrasonic transducers. Many biological species

such as dolphins, bats, etc, naturally produce and receive ultrasound by utilising

a wide variety of intricate geometries in their transduction ’equipment’; often

with resonators spread over a range of length scales [26, 25, 20, 7, 9, 27, 31, 8].

However, the man-made transducers tend to employ a regular geometry on a

single length scale. Due to this characteristic, the man-made transducers are

unable to operate over a wider range of frequencies resulting in transmission

and reception sensitivities with narrow bandwidths. To produce transducers

with wider bandwidths, structures with a range of geometrical components need

to be mathematically modelled. One such structures is a fractal [23, 24, 28]. One

approach to designing a new transducer is to experimentally assess its operating

ability, however this is very time consuming. Each device requires materials to

be sought, cut to the desired shape, bonded to other components such as inatch-

ing and backing layers, and is expensive and time consuming. In addition, to

determine its transmission sensitivity the device has to be immersed in a wa-

ter tank, input voltages of different frequencies are applied, and a hydrophone

placed at some distance from the transducer monitors the output. An assess-

ment can also be made by connecting the transducer to an electrical circuit and

measuring its electrical impedance over a range of frequencies. Given the large

number of variables present in any design then the use of mathematical models

to assess radically new concepts such as that proposed in this paper is fully justi-

fied. Various papers have described wave propagation in fractal media for other
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applications [17, 11, 18, 1, 2, 5, 12, 19]. This paper will build a model of a frac-

tal ultrasound transducer and compares this model’s operational qualities with

that of a standard (homogenised) design. In the past, a finite differences ap-

proach [23] was used in the examination of this topic; an approach in which each

edge of the fractal lattice was modelled as a one dimensional piezoelectric bar

with the only degree of freedom present in the plane of the lattice. Consequently,

there was no allowance for other types of motion of the lattice or directions of

the electric field. This was a local description of the dynamics of the individ-

ual edges which, when joined to other edges from the lattice, led to the global

dynamics of the device. To account for the three dimensional world that the de-

vice is embedded within, this paper will derive the governing equations from the

general tensor equations. This framework enables the deployment of different

parameterisations and a scenario where the displacement acts out of the plane of

the lattice with the electric field operating within the plane of the lattice will be

examined in this paper. We will use a finite element methodology and introduce

new basis functions to express the wave fields within the lattice. This Galerkin

approach leads to discrete formulation that lends itself to a renormalisation ap-

proach. The Sierpinski gasket will be used for the simulation of a self-similar

transducer in this paper [10, 32]. Such an ultrasonic transducer would start

with an equilateral triangle of piezoelectric crystal. This equilateral triangle is

composed of four identical equilateral sub-triangles whose side length is half of

the original. The first generation (n = 1) would be obtained by replacing the

central sub-triangle by a polymer material. This process is then repeated for

several generations with the removed sub-triangles from the smallest triangles

being filled with a polymer (see Figure 1). The associated graph is constructed

by a process which starts from the order n = 1 design (which consists of three
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piezoelectric triangles and one polymer triangle), assigns a vertex to the centre

of each of these triangles and, by connecting these vertices together with edges,

the SG(3,4) lattice at generation level n = 1 is constructed (see Figure 2). The

polymer triangle has a vertex denoted by a non-filled circle which was degree

3 whereas each piezoelectric triangle has a vertex denoted by a filled circle and

has degree 4. The lattice has side length L units which remains constant as the

generation level n increases. Therefore, as n increases, the length of the edge

between adjacent vertices tends to zero and in this limit the lattice will perfectly

match the space filling properties of the original Sierpinski gasket [21]. The total

number of vertices is N∗ = 3n + 3n−1 = N (n) + 1 where N (1) = 3 and N (2) = 11

(see Figures 3 and 4) and h(n) = L/(2n − 1) is the edge length between any

two adjacent piezoelectric vertices. The piezoelectric vertex degree is 4 (apart

from the boundary vertices (input/output vertices) which have degree 3) and

M = (5×3n−3)/2 denotes the total number of edges. These boundary vertices

will be used to interact with external loads (both electrical and mechanical) and

so we introduce fictitious vertices A,B and C to accommodate these interfacial

boundary conditions (see Figures 3 and 4). Denote by Ω the set of points lying

on the edges or vertices of SG(3, 4) and denote the region’s boundary by ∂Ω.

Note that the edges joining the piezoelectric nodes to the polymer nodes are

composed of a piezoelectric section (shown by the full line in Figure 3 along the

edge joining node 1 to 4) and a polymer section (shown by the dashed line along

this same edge). In what follows we will retain the freedom to vary the fraction

of piezoelectric material in this edge from ν = 1 (piezoelectric material only) to

ν = 0 (polymer material only).
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n = 0 n = 1 n = 2 n = 3 n = 4

Figure 1: The first few generations of the Sierpinski gasket. The black trian-

gles are a piezoelectric material and the smallest white triangles are a polymer

material.

n = 1 n = 2 n = 3

Figure 2: The first few generations of the Sierpinski gasket lattice SG(3, 4).

2 Model Derivation

The lattice represents the vibrations of piezoelectric and polymer materials (here

the focus will be on PZT-5H and HY1300/CY1301 hardset [30] respectively) that

have been manufactured to form a Sierpinski gasket. The interplay between the

electrical and mechanical behaviour of the lattice vertices is described by the

piezoelectric constitutive equations [37, 36]

Tij = cijklSkl − ekijEk, (1)

Di = eiklSkl + εikEk, (2)
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where Tij is the stress tensor, cijkl is the stiffness tensor, Skl is the strain tensor,

ekij is the piezoelectric tensor, Ek is the electric field vector, Di is the electrical

displacement vector and εik is the permittivity tensor (where the Einstein sum-

mation convention is adopted). The strain tensor is related to the displacement

gradients ui,j by

Sij =
ui,j + uj,i

2
, (3)

and the electric field vector is related to the electric potential φ via

Ei = −φ,i. (4)

The dynamics of the piezoelectric material is then governed by

ρE üi = Tji,j, (5)

subject to Gauss’ law

Di,i = 0 (6)

where ρE is the density and ui is the component of displacement in the direction

of the ith basis vector. So, combining equations (5) and (1) gives

ρE üi = cjiklSkl,j − ekjiEk,j. (7)

Combining equations (6) and (2) gives

Di,i = eiklSkl,i + εikEk,i = 0. (8)

We will restrict attention to the out of plane displacement only (a horizontal

shear wave) by stipulating that

u =
(

0, 0, u3(x1, x2, t)
)

, (9)

this choice of parameterisation will simplify the algebra significantly and will lead

to a scalar dynamical equation. It also will allow us to consider the transverse
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vibrations of the device which is of engineering interest in the application of

this device. There are of course other parameterisations that could be chosen

and a suitable choice would also afford the study of the vector elastodynamical

equations. So only u3,1 and u3,2 are nonzero then equation (7) gives

ρE ü3 = c13klSkl,1 + c23klSkl,2 − ekj3Ek,j. (10)

From equation (3) we get

Sij =































1
2
u3,1 i = 1, j = 3 or i = 3, j = 1

1
2
u3,2 i = 2, j = 3 or i = 3, j = 2

0 otherwise,

(11)

so equation (10) gives

ρE ü3 = c1331u3,11 + c1332u3,21 + c2331u3,12 + c2332u3,22 − ekj3Ek,j. (12)

From the properties of PZT-5H (see Appendix 11.2), then

ρE ü3 = c44(u3,11 + u3,22)− ekj3Ek,j. (13)

since c55 = c44 and the Voigt notation has been used to express these tensors as

matrices. For example, c44 ≡ c2323 and e24 ≡ e223. Now ifE =
(

E1(x1, x2), E2(x1, x2), 0
)

then

ρE ü3 = c44(u3,11 + u3,22)− e113E1,1 − e123E1,2 − e213E2,1 − e223E2,2. (14)

That is

ρE ü3 = c44(u3,11 + u3,22)− e15E1,1 − e14E1,2 − e25E2,1 − e24E2,2. (15)

Then, for PZT-5H,

ρE ü3 = c44(u3,11 + u3,22)− e24(E1,1 + E2,2), (16)
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since e15 = e24. From equation (8) we get

e113S13,1 + e131S31,1 + e223S23,2 + e232S32,2 + ε11E1,1 + ε22E2,2 = 0. (17)

That is, for PZT-5H,

e15u3,11 + e24u3,22 + ε11E1,1 + ε22E2,2 = 0. (18)

Therefore

e24(u3,11 + u3,22) + ε11(E1,1 + E2,2) = 0 (19)

since ε11 = ε22 for PZT-5H. So we get

E1,1 + E2,2 = −e24
ε11

(u3,11 + u3,22). (20)

Substituting this equation into equation (16) gives

ρE ü3 = c44(u3,11 + u3,22) +
e224
ε11

(u3,11 + u3,22). (21)

A similar analysis can be conducted for the polymer phase. The dynamical

equation in each phase can be written as

ü3 = c2∇2u3 (22)

where c is the shear wave velocity defined as

c =











cT =
√

cT44/ρ
E , cT44 = cE44 + e224/ε

E
11, PZT-5H

cP =
√

cP44/ρ
P , polymer

(23)

and ∇2 = ∂2/∂x21 + ∂2/∂x22. cT44 is the piezoelectrically stiffened shear modu-

lus in the ceramic phase, cP44 is the shear modulus of the polymer, ρE/P is the

density in the E-piezoelectric / P - polymer phase, e24 is an element of the piezo-

electric tensor, and ε11 is an element of the permittivity tensor. The polymer’s
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material tensors are given in the Appendix 11.2 and the derivation cP follows

similar lines to these for the piezoelectric material. We impose the initial con-

ditions u3(x, 0) = u̇3(x, 0) = 0 and the boundary conditions of continuity of

displacement and force at ∂Ω (the boundary to Ω). By introducing the non-

dimensionalised variable θ = cT t/h then (temporarily dropping the subscript on

u and the superscript on h)

∂2u

∂θ2
=
h2

c2T
c2 ∇2u. (24)

Applying the Laplace transform L : θ → q then gives

q2 ū =
h2

c2T
c2 ∇2ū. (25)

We will seek a weak solution ū ∈ H1(Ω) where on the boundary ū = ū∂Ω ∈

H1(∂Ω). Now multiplying by a test function w ∈ H1
B(Ω), where H

1
B(Ω) := {w ∈

H1(Ω) : w = 0 on ∂Ω}, integrating over the region Ω, and using Green’s first

identity
∫

Ω
ψ ∇2φ dv =

∮

∂Ω
ψ(∇φ.n) dr −

∫

Ω
∇φ.∇ψ dv, where n is the outward

pointing unit normal of surface element dr, gives

∫

Ω

q2 ū w dx =
h2

c2T
c2
∮

∂Ω

w(∇ū.n) dr − h2

c2T
c2
∫

Ω

∇ū.∇w dx. (26)

Now h2
∮

∂Ω
w(∇ū.n) dr is zero since w = 0 on ∂Ω and so, we seek ū ∈ H1(Ω)

such that

q2
∫

Ω

ū w dx = −h
2

c2T
c2

∫

Ω

∇ū.∇w dx (27)

where w ∈ H1
B(Ω).

3 Galerkin discretisation

Using a standard Galerkin method we replace H1(Ω) and H1
B(Ω) by the finite

dimensional subspaces S and SB = S ∩H1
B(Ω). Let UB ∈ S be a function that
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approximates ū∂Ω on ∂Ω, then the discretised problem involves finding Ū ∈ S

such that

q2
∫

Ω

Ū W dx = −h
2

c2T
c2

∫

Ω

∇Ū .∇W dx, (28)

where W is the test function expressed in this finite dimensional space. Let

{φ1, φ2, · · · , φN , φN+1} form a basis of SB and set W = φj, then

q2
∫

Ω

Ūφj dx = −h
2

c2T
c2

∫

Ω

∇Ū .∇φj dx, j = 1, . . . , N + 1. (29)

Furthermore, let ψI , I = {N + 2, N + 3, N + 4} form a basis for the boundary

nodes and let

Ū =
N+1
∑

i=1

Uiφi +
∑

i∈I

UBi
ψi. (30)

Hence, equation (29) becomes

N+1
∑

i=1

(

q2
∫

Ω

φiφj dx+
h2

c2T
c2
∫

Ω

∇φi.∇φj dx

)

Ui =

−
∑

i∈I

(

q2
∫

Ω

ψiφj dx+
h2

c2T
c2
∫

Ω

∇ψi.∇φj dx

)

UBi
(31)

where j ∈ {1, 2, . . . , N,N + 1}. That is

AjiUi = bj (32)

where

Aji = q2
∫

Ω

φiφj dx+
h2

c2T
c2
∫

Ω

∇φi.∇φj dx, (33)

and

bj = −
∑

i∈I

(

q2
∫

Ω

ψiφj dx+
h2

c2T
c2
∫

Ω

∇ψi.∇φj dx

)

UBi
. (34)

It is important to now explicitly record the fractal generation level n and so

equation (33) can be written

A
(n)
ji = q2H

(n)
ji +

(

h(n)
)2

c2T
K

(n)
ji , (35)
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where

H
(n)
ji =

∫

Ω

(φjφi)dx, (36)

and

K
(n)
ji = c2

∫

Ω

(∇φj.∇φi)dx. (37)

1 2

3

4

A B

C

(0, 0) (h, 0)

(h2 ,
√
3h
2 )

(h2 ,
h

2
√
3
)

(−h, 0) (2h, 0)

(h,
√
3h)

1©

2©3©

4© 5©

6©

7© 8©

9©

Figure 3: The modified Sierpinski Gasket lattice SG(3, 4) at generation level

n = 1. Nodes 1, 2 and 3 are the input/output piezoelectric nodes, node 4 is a

polymer node, and nodes A (or 5), B (or 6) and C (or 7) are fictitious nodes used

to accommodate the boundary conditions. The lattice has 9 elements (circled

numbers), with two vertices adjacent to each element.
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1 2

3

4

5 6

7

8

9 10

11

12

A B

C

(0, 0) (h, 0)

(h/2,
√
3h/2)

(h/2, h/(2
√
3))

(2h, 0) (3h, 0)

(5h/2,
√
3h/2)

(5h/2, h/(2
√
3))

(h,
√
3h) (2h,

√
3h)

(3h/2, 3
√
3h/2)

(3h/2, 7h/(2
√
3))

(−h, 0) (4h, 0)

(2h, 2
√
3h)

1©

2©3©

4© 5©

6©

7© 8©

9©10©

11© 12©

13©

14© 15©

16©

17©18©

19© 20©

21©

22© 23©

24©

Figure 4: The modified Sierpinski Gasket lattice SG(3, 4) at generation level

n = 2. Nodes A (or 13), B (or 14) and C (or 15) are fictitious nodes used

to accommodate the boundary conditions. The lattice has 24 elements (circled

numbers), with two vertices adjacent to each element.

3.1 Transformations of the fundamental basis functions

In this section we will consider transformations of some fundamental basis func-

tions φ̂J , φ̂K and ψ̂I (see Figures 5, 6 and 7) to get basis functions φJ , φK and

ψI at each vertex in the lattice. These basis functions will be based on a fun-

damental basis function for the interior piezoelectric vertices (J), one for the

interior polymer vertices (K) and one for the exterior piezoelectric vertices (I).
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We choose the design of the fundamental basis functions φ̂J as shown in Figure 5

with nodes (
√
3
2
h, h

2
), (

√
3
2
h, −h

2
), ( h√

3
, 0) and (−

√
3

2
h, h

2
). The φ̂J basis function is

defined such that (we ease the notation by setting x1 = x, and x2 = y)

φ̂j(x, y) =















1 if (x, y) = (xj , yj)

0 if (x, y) = coordinates of vertices adjacent to vertex j.

(38)

The basis functions have a compact support and are identically zero outside the

edges that are incident upon the particular vertex.

x

y

J

B

C

A

D

(0, 0)

( h√
3
, 0)

(
√
3h
2
, h
2
)

(
√
3h
2 , −h2 )

(−
√
3h

2 , h2)

Figure 5: Plan view of φ̂J , the fundamental basis function for the piezoelectric

vertices; it is symmetric with respect to the x axis.
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x

y

A B

C

K

(0, 0) (h, 0)

(h
2
,
√
3h
2
)

(h2 ,
h

2
√
3
)

Figure 6: Plan view of φ̂K , the fundamental basis function for the polymer

vertices.

x

y

I D

(0, 0) (h, 0)

Figure 7: Plan view of φ̂I , the fundamental basis function.
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For the fundamental basis functions φ̂J (see Figure 5) we have five nodes and so

the functional form has five unknowns. Setting

φ̂J(x, y) = a+ bx+ cy + dx2 + ey2, (39)

then, by applying equation (38), we get

φ̂J(0, 0) = a = 1, (40)

φ̂J(
h√
3
, 0) = 1 +

h√
3
b+

h2

3
d = 0, (41)

φ̂J(

√
3h

2
,
h

2
) = 1 +

√
3

2
hb+

h

2
c+

3

4
h2d+

h2

4
e = 0, (42)

φ̂J(

√
3h

2
,
−h
2

) = 1 +

√
3

2
hb− h

2
c+

3

4
h2d+

h2

4
e = 0 (43)

and

φ̂J(
−
√
3h

2
,
h

2
) = 1−

√
3

2
hb+

h

2
c+

3

4
h2d+

h2

4
e = 0. (44)

Equations (41) to (44) provide four equations in the four unknowns b, c, d and

e, which give b = 0, c = 0, d = −3/h2 and e = 5/h2 and substituting these into

equation (39) gives

φ̂J(x, y) = 1− 3

h2
x2 +

5

h2
y2. (45)

Similarly, for the fundamental basis function φ̂K (see Figure 6), we have four

nodes, so we need to form an equation with four unknowns, so consider

φ̂K(x, y) = a + bx+ cy + d(x2 + y2). (46)

By applying equation (38), then we get

φ̂K(0, 0) = a = 0, (47)

φ̂K(h, 0) = hb+ h2d = 0, (48)

φ̂K(
h

2
,

√
3h

2
) =

h

2
b+

√
3h

2
c+ h2d = 0 (49)

16



and

φ̂K(
h

2
,
h

2
√
3
) =

h

2
b+

h

2
√
3
c+

h2

3
d = 1. (50)

Equations (48) to (50) provide three equations in the three unknowns b, c and

d, which gives b = 3/h, c =
√
3/h and d = −3/h2, and substituting these into

equations (46) gives

φ̂K(x, y) =
3

h
x+

√
3

h
y − 3

h2
(x2 + y2). (51)

Similarly, for the fundamental basis functions ψ̂I (see Figure 7), we have two

nodes, so consider

ψ̂I(x, y) = a+ d(x2 + y2). (52)

By applying equation (38), we get

ψ̂I(0, 0) = a = 1 (53)

and

ψ̂I(h, 0) = 1 + h2d = 0. (54)

This equation gives d = −1/h2, and substituting this into equation (52) gives

ψ̂I(x, y) = 1− 1

h2
(x2 + y2). (55)

Having established the fundamental (canonical) basis functions for each type of

vertex in the lattice we now need to calculate the specific basis functions for each

vertex. In order to do this each fundamental basis functions is mapped onto the

specific vertex by a series of transformations such as a translation, a rotation,

or a reflection in the x or y axis. This has to be performed for each vertex in

the lattice and below we illustrate the process by detailing the transformations

for a small subset of these vertices.
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x

y

x
¾

y
¾

B

C

DA

1 2

3

4

5 6

7

Figure 8: The plan view of the basis function φ2. The coordinate axis x′ lies

along the edge JD in Figure 5.

In Figure 8 the plan view of the basis function centred on vertex 2 at fractal

generation level n = 1 is shown. The form of this basis function is obtained by

relating it to the canonical basis function shown in Figure 5 as given by equation

(45) (with respect to the (x′, y′) coordinate frame shown in red in Figure 8). To

transform this plan view of φ2 to the plan view of φ̂J then we simply need to

transform the (x, y) axis in Figure 8 to the (x′, y′) axis in Figure 5. So the first

step is via a translation of x2 = (h, 0) to x′2 = (0, 0) (see Figure 9). So, from

equation (45), we have so far

φ2(x− h, y) = 1− 3

h2
(x− h)2 +

5

h2
y2. (56)
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In general, the translation of the basis vectors to the point (xj , yj) is given by

the transformation

RT (xj) =







x− xj

y − yj






. (57)
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Figure 9: The plan view of φ2, after the first transformation.

The second step in transforming φ2 to φ̂J is via a reflection in the (y axis) (see

Figure 10). Reflection in the y axis can be obtained by multiplying the basis

vectors by the matrix

RR =







−1 0

0 1






. (58)
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Figure 10: The plan view of φ2, after the second transformation.

Then from this plan view of φ2, the third (final) step in transforming φ2 to φ̂J is

via a rotation of −π/6 (clockwise) (see Figure 11). The anticlockwise rotation

by an amount θ is obtained by multiplying the basis vectors by the matrix

Rθ =







cos θ − sin θ

sin θ cos θ






. (59)
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Figure 11: The plan view of φ2, after the third (final) transformation.

So, for example, at fractal generation level n = 1,

φ2 = R−π

6

◦RR ◦RT (x2)φ̂J(x, y) (60)

= R−π

6

◦RRφ̂J(x− x2, y)

= R−π

6

φ̂J(−x− x2, y)

= φ̂J

(

− cos(−π
6
)(x+ x2)− sin(−π

6
)y,− sin(−π

6
)(x+ x2) + cos(−π

6
)y
)

= φ̂J

(

− (x+ h)

√
3

2
+

1

2
y,

1

2
(x+ h) +

√
3

2
y
)

= 1− 3

h2
(

− (x+ h)

√
3

2
+

1

2
y
)2

+
5

h2
(1

2
(x+ h) +

√
3

2
y
)2

=
2

h
x− 4

√
3

h
y +

4
√
3

h2
xy − 1

h2
x2 +

3

h2
y2. (61)
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Figure 12: The plan view the basis function φ3.

To transform φ3 (see Figure 12) to φ̂J (see Figure 5) we need a translation of

x3 = (h/2,
√
3h/2) (see Figure 13).
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Figure 13: The plan view of φ3, after the first step of transformation.
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The second (final) step in transforming φ3 to φ̂J is via a rotation of π/2 (anti-

clockwise) (see Figure 14).
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Figure 14: The plan view of φ3, after the second step of transformation.

So,

φ3 = Rπ

2
◦RT (x3)φ̂J(x) (62)

= Rπ

2
◦ φ̂J

(

x− h

2
, y −

√
3h

2

)

= φ̂J

(

− y +

√
3h

2
, x− h

2

)

= 1− 3

h2
(

− y +

√
3h

2

)2
+

5

h2
(

x− h

2

)2

= 1− 5

h
x+

3
√
3

h
y +

5

h2
x2 − 3

h2
y2. (63)
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Figure 15: The plan view of the basis function ψ6, before transformation.

To transform the basis function ψ6 (see Figure 15) to the canonical basis function

ψ̂I (see Figure 7), the first step is a translation of x6 = (2h, 0) (see Figure 16).
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Figure 16: The plan view of ψ6, after the first step of transformation.
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The second (final) step in transforming ψ6 to ψ̂I is via a rotation of π (see Figure

17).
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Figure 17: The plan view of ψ6, after the second (final) step of transformation.

So,

ψ6 = Rπ ◦RT (x6)ψ̂I(x) (64)

= Rπ ◦ ψ̂I(x− 2h, y)

= ψ̂I(−x+ 2h,−y)

= −3 +
4

h
x− 1

h2
x2 − 1

h2
y2. (65)
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Figure 18: The plan view of the basis function ψ7, before transformation.

To transform ψ7 (see Figure 18) to ψ̂I (see Figure 7), the first step is a translation

of x7 = (h,
√
3h) (see Figure 19).
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Figure 19: The plan view of ψ7, after the first step of transformation.
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The second (final) step in transforming ψ7 to ψ̂I is via a rotation of 2π/3 (anti-

clockwise) (see Figure 20).
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Figure 20: The plan view of ψ7, after the second (final) step of transformation.

So,

ψ7 = R 2π

3
◦RT (x7)ψ̂I(x) (66)

= R 2π

3

◦ ψ̂I(x− h, y −
√
3h)

= −3 +
2

h
x+

2
√
3

h
y − 1

h2
x2 − 1

h2
y2. (67)
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Related steps from φj and ψj to their respective canonical basis function

j (1) Translation (RT ) (2) Reflection (RR) (3) Rotation (Rθ)

1 − − −π/6

2 (h, 0) y axis −π/6

3 (h
2
,
√
3h
2
) − π/2

4 − − −

5 (−h, 0) − −

6 (2h, 0) − π

7 (h,
√
3h) − 2π/3

Table 1: The related steps of the transformation from φj, j = 1, . . . , 4 and ψj ,

j = 5, 6, 7 to their respective canonical basis function in fractal generation level

n = 1.

A summary of the transformations required for each basis function at fractal

generation level n = 1 is given in Table 1. A table summarising the coefficients

that subsequently arise for each basis function is given in Table 7 (see Appendix).
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Figure 21: The plan view of the basis function φ75, before transformation.

The above process can then be repeated for fractal generation level n = 2. Recall

that at each generation level the overall length of the lattice remains fixed (L)

and the edge length h decreases. As such the canonical basis function given by

equation (45) can still be applied here since it will be automatically scaled as

its coefficients depend on h. For example, to transform φ7 (see Figure 21) to φ̂J

(see Figure 5), the first step is a translation of x7 = (5h/2,
√
3h/2) (see Figure

22).
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Figure 22: The plan view of φ7, after the first transformation.

The second step in transforming φ7 to φ̂J is via a reflection in the y axis (see

Figure 23).
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Figure 23: The plan view of φ7, after the second transformation.

Then from this plan view of φ7, the third (final) step in transforming φ7 to φ̂J

is via a rotation of π/2 (anticlockwise) (see Figure 24).
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Figure 24: The plan view of φ7, after the third (final) transformation.

So,

φ7 = Rπ

2
◦RR ◦RT (x7)φ̂J(x) (68)

= Rπ

2
◦RRφ̂J

(

x− 5h

2
, y −

√
3h

2

)

= Rπ

2
φ̂J

(

− x+
5h

2
, y −

√
3h

2

)

= φ̂J

(

− y +

√
3h

2
,−x+ 5h

2

)

= 30− 25

h
x+

3
√
3

h
y +

5

h2
x2 − 3

h2
y2. (69)
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Figure 25: The plan view of the basis function φ9, before transformation.

To transform φ9 (see Figure 25) to φ̂J (see Figure 5) the first step is a translation

of x9 = (h,
√
3h) (see Figure 26).
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Figure 26: The plan view of φ9, after the first transformation.

The second related step is a reflection in the (y axis) (see Figure 27).
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Figure 27: The plan view of φ9, after the second transformation.

Then from this plan view of φ9, the third (final) step is a rotation of −5π/6

(clockwise) (see Figure 28).
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Figure 28: The plan view of φ9, after the third (final) transformation.

Hence,

φ9 = R−5π

6

◦RR ◦RT (x9)φ̂J(x) (70)

= R−5π

6

◦RRφ̂J(x− h, y −
√
3h)

= R−5π

6

φ̂J(−x+ h, y −
√
3h)

= φ̂J

(

√
3

2
x−

√
3h

2
+

1

2
y −

√
3h

2
,
1

2
x− h

2
−

√
3

2
y +

3h

2

)

= 1− 3

h2
(

√
3

2
x+

1

2
y −

√
3h

)2
+

5

h2
(1

2
x−

√
3

2
y + h

)2

= −3 +
14

h
x− 2

√
3

h
y − 1

h2
x2 +

3

h2
y2 − 4

√
3

h2
xy. (71)

36



x

y

x
¾ y

¾

B

A

D

C

1 2

3

4

5 6

7

8

9 10

11

12

13 14

15

Figure 29: The plan view of the basis function φ10, before transformation.

To transform φ10 (see Figure 29) to φ̂J (see Figure 5) the first step is a translation

of x10 = (2h,
√
3h) (see Figure 30).
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Figure 30: The plan view of φ10, after the first transformation.

The second (final) step is a rotation of −5π/6 (clockwise) (see Figure 31).
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Figure 31: The plan view of φ10, after the second (final) transformation.

So,

φ10 = R−5π

6

◦RT (x10)φ̂J(x) (72)

= R−5π

6

◦ φ̂J(x− 2h, y −
√
3h)

= φ̂J(−
√
3

2
x+

√
3h +

y

2
−

√
3h

2
,−1

2
x+ h−

√
3

2
y +

3h

2
)

= 1− 3

h2
(

−
√
3

2
x+

1

2
y +

√
3h

2

)2
+

5

h2
(

− 1

2
x−

√
3

2
y +

5h

2

)2

= 30− 8

h
x− 14

√
3

h
y − 1

h2
x2 +

3

h2
y2 +

4
√
3

h2
xy. (73)
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Related steps from φj and ψj to their respective canonical basis function

j (1) Translation (RT ) (2) Reflection (RR) (3) Rotation (Rθ)

1 − − −π/6

2 λ(h, 0) y axis −π/6

3 λ(h
2
,
√
3h
2
) − π/2

4 − − −

5 λ(2h, 0) − −π/6

6 λ(3h, 0) y axis −π/6

7 λ(5h
2
,
√
3h
2
) y axis π/2

8 λ(5h
2
, h
2
√
3
) − −

9 λ(h,
√
3h) y axis −5π/6

10 λ(2h,
√
3h) − −5π/6

11 λ(3h
2
, 3

√
3h
2

) − π/2

12 λ(3h
2
, 7h
2
√
3
) − −

13 λ(−h, 0) − −

14 λ(4h, 0) − π

15 λ(2h, 2
√
3h) − 2π/3

Table 2: The related steps of the transformation from φj , j = 1, . . . , 12 and ψj ,

j = 13, 14, 15 to their respective canonical basis function in fractal generation

level n = 2, where λ = 1/3.

A table showing all the transformations required to create the basis functions,

for fractal generation level n = 2, is shown in Table 2. Another table showing the

coefficients that arise from this process for each basis function is given in Table 8
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(see Appendix). To aid in the visualisation of these basis functions an example is

provided in the graph below, which shows the lattice basis functions φj where j =

1, 2 and 3, which are the interior PZT-5H nodes at fractal generation level n = 1

(see Figure 3). The lattice basis functions φ1 at vertex (0, 0) (as shown in green

in Figure 32) is connected to node 2 through element 1, node A through element

7, node 3 through element 3 and node 4 through element 4. The lattice basis

functions φ2 at vertex (h, 0) (as shown in blue in Figure 32) is connected to node

1 through element 1, node B through element 8, node 3 through element 2 and

node 4 through element 5. The lattice basis functions φ3 at vertex (h/2,
√
3h/2)

(as shown in blue in Figure 32) is connected to node 1 through element 3, node

2 through element 2, node C through element 9, and node 4 through element 6.

Figure 32: The basis functions φj where j = 1, 2 and 3 at fractal generation

level n = 1.
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The graph below shows the lattice basis functions φ4 which is the interior poly-

mer node at fractal generation level n = 1 (see Figure 3). The lattice basis

functions φ4 at vertex (h/2, h/2
√
3) (as shown at Figure 33) is connected to

node 1 through element 4, node 2 through element 5 and node 3 through ele-

ment 6.

Figure 33: The basis function φ4 at fractal generation level n = 1.

The graph below shows the lattice basis functions ψj where j = 5, 6 and 7 which

are the exterior nodes at fractal generation level n = 1 (see Figure 3). The lattice

basis functions ψ5 at vertex (−h, 0) (as shown in red in Figure 34) is connected

to node 1 through element 7. The lattice basis functions ψ6 at vertex (2h, 0)

(as shown in blue in Figure 34) is connected to node 2 through element 8. The

lattice basis functions ψ7 at vertex (h,
√
3h) (as shown in green in Figure 34) is

connected to node 3 through element 9.
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Figure 34: The basis functions ψj where j = 5, 6 and 7 at fractal generation

level n = 1.

The graph below shows the lattice basis functions φj where j = 1, 2 and 3 which

are some of the interior PZT-5H nodes at fractal generation level n = 2 (see

Figure 4). The lattice basis functions φ1 at vertex (0, 0) (as shown in green in

Figure 35) is connected to node 2 through element 1, node A (that is, node 13)

through element 22, node 3 through element 3, and node 4 through element 4.

The lattice basis functions φ2 at vertex (h, 0) (as shown in blue in Figure 35)

is connected to node 1 through element 1, node 5 through element 7, node 3

through element 2, and node 4 through element 5. The lattice basis functions

φ3 at vertex (h/2,
√
3h/2) (as shown in blue in Figure 35) is connected to node

1 through element 3, node 2 through element 2, node 9 through element 14, and

node 4 through element 6.
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Figure 35: The basis functions φj where j = 1, 2 and 3 at fractal generation

level n = 2.

The graph below shows the lattice basis functions φj where j = 5, 6 and 7 which

are some of the interior PZT-5H nodes at fractal generation level n = 2 (see

Figure 4). The lattice basis functions φ5 at vertex (2h, 0) (as shown in green in

Figure 36) is connected to node 2 through element 7, node 6 through element 8,

node 7 through element 10, and node 8 through element 11. The lattice basis

functions φ6 at vertex (3h, 0) (as shown in blue in Figure 36) is connected to

node 5 through element 8, node B (that is, node 14) through element 23, node 7

through element 9, and node 8 through element 12. The lattice basis functions

φ7 at vertex (5h/2,
√
3h/2) (as shown in blue in Figure 36) is connected to node

5 through element 10, node 6 through element 9, node 10 through element 15,

and node 8 through element 13.
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Figure 36: The basis functions φj where j = 5, 6 and 7 at fractal generation

level n = 2.

The graph below shows the lattice basis functions φj where j = 9, 10 and 11

which are some of the interior PZT-5H nodes at fractal generation level n = 2

(see Figure 4). The lattice basis functions φ9 at vertex (h,
√
3h) (as shown in

green in Figure 37) is connected to node 3 through element 14, node 10 through

element 16, node 11 through element 18, and node 12 through element 19. The

lattice basis functions φ10 at vertex (2h,
√
3h) (as shown in blue in Figure 37)

is connected to node 7 through element 15, node 9 through element 16, node 11

through element 17, and node 12 through element 20. The lattice basis functions

φ11 at vertex (3h/2, 3
√
3h/2) (as shown in blue in Figure 36) is connected to

node 9 through element 18, node 10 through element 17, node C (that is, node

15) through element 24, and node 12 through element 21.
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Figure 37: The basis functions φj where j = 9, 10 and 11 at fractal generation

level n = 2.

The graph below shows the lattice basis functions φj where j = 4, 8 and 12

which are the interior polymer nodes at fractal generation level n = 2 (see

Figure 4). The lattice basis functions φ4 at vertex (h/2, h/2
√
3) (as shown in

green in Figure 38) is connected to node 1 through element 4, node 2 through

element 5 and node 3 through element 6. The lattice basis functions φ8 at

vertex (5h/2, h/2
√
3) (as shown in blue in Figure 38) is connected to node 5

through element 11, node 6 through element 12 and node 7 through element

13. The lattice basis functions φ12 at vertex (3h/2, 7h/2
√
3) (as shown in red in

Figure 38) is connected to node 9 through element 19, node 10 through element

20 and node 11 through element 21.
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Figure 38: The basis functions φj where j = 4, 8 and 12 at fractal generation

level n = 2.

The graph below shows the lattice basis functions ψj where j = 13, 14 and 15

which are the exterior nodes at fractal generation level n = 2 (see Figure 4).

The lattice basis functions ψ13 at vertex (−h, 0) (as shown in green in Figure 39)

is connected to node 1 through element 22. The lattice basis functions ψ14 at

vertex (4h, 0) (as shown in blue in Figure 39) is connected to node 6 through

element 23. The lattice basis functions ψ15 at vertex (2h, 2
√
3h) (as shown in

red in Figure 39) is connected to node 11 through element 24.
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Figure 39: The basis functions ψj where j = 13, 14 and 15 at fractal generation

level n = 2.

As described above each of the lattice basis functions is given by

φj(x, y) =















aj + bjx+ cjy + djx
2 + fjy

2 + gjxy j ∈ J

aj + bjx+ cjy + dj(x
2 + y2) j ∈ K

(74)

and

ψj(x, y) = aj + bjx+ cjy + dj(x
2 + y2) j ∈ I (75)

where (x, y) ∈ Ω and a, b, c, d, f and g ∈ R are coefficients to be determined (see

Tables 7 and 8 Appendix 11.1) and J = {1, 2, 3} at n = 1, J = {1, 2, 3, 5, 6, 7, 9, 10, 11}

at n = 2 which are the interior PZT-5H nodes, K = {4} at n = 1 and

K = {4, 8, 12} at n = 2 which are the polymer nodes and I = {5, 6, 7} at

n = 1, I = {13, 14, 15} at n = 2 which are the exterior PZT-5H nodes. Hence

∇φj(x, y) =















(bj + 2djx+ gjy, cj + 2fjy + gjx) j ∈ J

(bj + 2djx, cj + 2djy) j ∈ K

(76)

and

∇ψj(x, y) = (bj + 2djx, cj + 2ejy) j ∈ I. (77)
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For each element (edge) e where e ∈ MJ (which is the set of elements in the

interior that are piezoelectric), for eH
(n)
ji where j, i ∈ {1, 2, . . . , N,N +1} we can

write equation (36) using equation (74) as

MJH
(n)
ji =

∫

e

(

(aj + bjx+ cjy + djx
2 + fjy

2 + gjxy)

.(ai + bix+ ciy + dix
2 + fiy

2 + gixy)
)

dx

=

∫

e

(

ajai + (ajbi + aibj)x+ (ajci + aicj)y + (ajdi + aidj + bjbi)x
2

+(ajfi + aifj + cjci)y
2 + (ajgi + aigj + bjci + bicj)xy + (bjdi +

bidj)x
3 + (cjfi + cifj)y

3 + (bjfi + bifj + cjgi + cigj)xy
2 + (bjgi +

bigj + cjdi + cidj)x
2y + (fjgi + figj)xy

3 + (djgi + digj)x
3y + (djfi

+difj + gjgi)x
2y2 + djdix

4 + fjfjy
4
)

dx. (78)

Similarly, for each element (edge) e where e ∈MK (which is the set of elements

in the interior that are a polymer - piezoelectric mix), then

MKH
(n)
ji =

∫

e

(

(

aj + bjx+ cjy + djx
2 + fjy

2 + gjxy
)

.
(

ai + bix+ ciy +

di(x
2 + y2)

)

)

dx

=

∫

e

(

ajai + (ajbi + aibj)x+ (ajci + aicj)y + (bibj + ajdi + aidj)x
2

+(cicj + ajdi + aifj)y
2 + (bicj + bjci + aigj)xy + (bjdi + bidj)x

3 +

(cjdi + cifj)y
3 + (bjdi + bifj + cigj)xy

2 + (cjdi + cidj + bigj)x
2y +

digjxy
3 + digjx

3y + (didj + difj)x
2y2 + didjx

4 + difjy
4
)

dx. (79)

For the boundary elements e ∈ MI (which is the set of elements that connect

to the exterior) note that MIH
(n)
ii = MJH

(n)
ii where i ∈ J (corner vertices). For

a piezoelectric element lying between vertex p and vertex q the isoparametric

representation, given by

(

x(s), y(s)
)

=
(

(xj − xi)s+ xi, (yj − yi)s+ yi

)

(80)
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s = 0

p (xp, yp)

s = 1

q (xq, yq)

s

Figure 40: An isoparametric element (edge) between piezoelectric vertices

p (xp, yp) and q (xq, yq).

s = 0

p (xp, yp)

s = 1

q (xq, yq)

s = ν

s

Figure 41: An isoparametric element (edge) between piezoelectric vertex

p (xp, yp) and polymer vertex q (xq, yq). The fraction of piezoelectric material

in this edge is given by ν.

is employed, where s = 0 and s = 1 and dx = h ds (see Figure 40). For the

elements that join a piezoelectric node to a polymer node a similar representation

is used but here dx = h/
√
3 ds and the region between s = 0 and s = ν is

piezoelectric and that between s = ν and s = 1 is polymer (see Figure 41).

Substituting this into equations (78) and (79) gives

H
(n)
ji =























h
∫ 1

0
φjφi ds if e ∈MJ

h√
3

∫ 1

0
φjφi ds if e ∈MK

h
∫ 1

0
φjφi ds if e ∈MI .

(81)

Let us start with an interior piezoelectric element (e ∈ MJ), say e = 1 ∈ MJ

which is connected between node 1 at (xi, yj) = (0, 0) and node 2 at (xj , yj) =

(h, 0). From equation (80) we get (x(s), y(s)) = (hs, 0) and then from equation
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(81) we get

e=1H
(1)
11 = h

∫ 1

0

φ1(hs, 0)φ1(hs, 0) ds (82)

= h

∫ 1

0

(

1− s2
)2
ds. (83)

Similarly,

e=1H
(1)
12 = h

∫ 1

0

φ1(hs, 0)φ2(hs, 0) ds (84)

= h

∫ 1

0

(

1− s2
)(

2s− s2
)

ds

= h

∫ 1

0

(

1− s2
)(

2− s
)

s ds, (85)

where we note that e=1H
(1)
21 = e=1H

(1)
12 . Also

e=1H
(1)
22 = h

∫ 1

0

φ2(hs, 0)φ2(hs, 0) ds (86)

= h

∫ 1

0

(

2s− s2
)2
ds

= h

∫ 1

0

(

2− s
)2
s2 ds. (87)

So for each interior piezoelectric element (e ∈MJ),

MJH
(n)
ji = h



































∫ 1

0
(s2 − 1)2 ds if j = i = p

∫ 1

0
(s2 − 1)(s− 2)s ds if (j = p and i = q) or (j = q and i = p)

∫ 1

0
(s− 2)2s2 ds if j = i = q

0 otherwise,

(88)

where element e connects node p to node q. Evaluating these integrals gives

MJH
(n)
ji =

h

30



































16 if j = i = p

11 if (j = p and i = q) or (j = q and i = p)

16 if j = i = q

0 otherwise.

(89)
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For a piezoelectric - polymer element (e ∈ MK), let us take the example e =

5 ∈ MK which is connected between node 2 at (xi, yj) = (h, 0) and node 4 at

(xj , yj) = (h/2, h/(2
√
3)). From equation (80) we get (x(s), y(s)) = (−h/2s +

h, h/(2
√
3)s) and then from equation (81) we get

e=5H
(1)
22 =

h√
3

∫ 1

0

φ2(
−h
2
s+ h,

h

2
√
3
s)φ2(

−h
2
s+ h,

h

2
√
3
s) ds (90)

=
h√
3

∫ 1

0

(

1− s2
)2
ds. (91)

Similarly,

e=5H
(1)
24 =

h√
3

∫ 1

0

φ2(
−h
2
s+ h,

h

2
√
3
s)φ4(

−h
2
s+ h,

h

2
√
3
s) ds (92)

=
h√
3

∫ 1

0

(

1− s2
)(

2− s
)

s ds. (93)

where we note that e=5H
(1)
42 = e=5H

(1)
24 . Also

e=5H
(1)
44 =

h√
3

∫ 1

0

φ4(
−h
2
s+ h,

h

2
√
3
s)φ4(

−h
2
s+ h,

h

2
√
3
s) ds (94)

=
h√
3

∫ 1

0

(

2− s
)2
s2 ds. (95)

So, for each piezoelectric - polymer element (e ∈MK),

MKH
(n)
ji =

h√
3



































∫ 1

0
(s2 − 1)2 ds if j = i = p

∫ 1

0
(s2 − 1)(s− 2)s ds if (j = p and i = q) or (j = q and i = p)

∫ 1

0
(s− 2)2s2 ds if j = i = q

0 otherwise.

(96)

That is

MKH
(n)
ji =

h

30
√
3



































16 if j = i = p

11 if (j = p and i = q) or (j = q and i = p)

16 if j = i = q

0 otherwise.

(97)
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Note that from equation (35) since MKH
(n)
ji = h/

√
3
( ∫ ν

0
φjφi dx+

∫ 1

ν
φjφi dx

)

=

h/
√
3
∫ 1

0
φjφi dx, then ν does not explicitly appear. We will see later that

for c2K
(n)
ji for e ∈ MK , we need to apply equation (23) where MKc2K

(n)
ji =

h/
√
3
(

c2T
∫ ν

0
∇φj.∇φi ds+ c2P

∫ 1

ν
∇φj.∇φi ds

)

and so ν does appear explicitly in

that case. For exterior piezoelectric elements (e ∈ MI = {M+1,M+2,M+3}),

let us take the example for one element that is e = 7 ∈ MI which is connected

between node 1 at (xi, yj) = (0, 0) and node 5 at (xj, yj) = (−h, 0) and apply

equation (80) to get (x(s), y(s)) = (hs, 0). Then from equation (81) we get

e=7H
(1)
11 = h

∫ 1

0

φ1(hs, 0)φ1(hs, 0) ds (98)

= h

∫ 1

0

(

1− s2
)2
ds. (99)

Similarly, for each exterior piezoelectric element (e ∈MI),

MIH
(n)
ji = h











∫ 1

0
(s2 − 1)2 ds if j = i = q

0 otherwise.
(100)

Note that there is only one combination of basis functions in these exterior

piezoelectric elements since the left hand side of equation (31) does not involve

the basis functions at boundary vertices I denoted by ψI . That is

MIH
(n)
ji =

h

30











16 if j = i = q

0 otherwise
(101)

where q is the corner vertex of the SG(3, 4) lattice connected to element e (for

n = 1, q ∈ {1, 2, 3}, and for n = 2, q ∈ {1, 6, 11}). Assembling the full matrix
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in equation (36) gives, for generation level n = 1

H
(1)
ji =

h

30



















48 + 16√
3

11 11 11√
3

11 48 + 16√
3

11 11√
3

11 11 48 + 16√
3

11√
3

11√
3

11√
3

11√
3

48√
3



















=
h

30
Ĥ

(1)
ji , (102)

and for generation level n = 2

H
(2)
ji =

h

30









































































0 0 0 0 0 0 0 0

Ĥ
(1)
ji 11 0 0 0 0 0 0 0

0 0 0 0 11 0 0 0

0 0 0 0 0 0 0 0

0 11 0 0 0 0 0 0

0 0 0 0 Ĥ
(1)
ji 0 0 0 0

0 0 0 0 0 11 0 0

0 0 0 0 0 0 0 0

0 0 11 0 0 0 0 0

0 0 0 0 0 0 11 0 Ĥ
(1)
ji

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0









































































. (103)

Similarly for eK
(n)
ji we can write equation (37)

MJK
(n)
ji = c2

∫

e

(

(bj + 2djx+ gjy, cj + 2fjy + gjx).(bi + 2dix+ giy, ci + 2fiy + gix)
)

dx

= c2
∫

e

(

bjbi + 2(bjdi + bidj)x+ (bjgi + bigj)y + 4djdix
2 + gjgiy

2

+2(djgi + digj)xy + cjci + (cjgi + cigj)x+ 2(cjfi + cifj)y + gjgix
2

+4fjfiy
2 + 2(fjgi + figj)xy

)

dx. (104)
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For each element (edge) e where e ∈MK or e ∈MI

MKK
(n)
ji = MIK

(n)
ji = c2

∫

e

(bj + 2djx, cj + 2djy).(bi + 2dix, ci + 2diy)dx,

= c2
∫

e

(

bibj + 2(djbi + dibj)x+ 4didjx
2 + cicj + 2(dicj + djci)y

+4didjy
2
)

dx. (105)

By using the definition of c that in equation (23) and using equation (80) then

we can write equation (37) as

K
(n)
ji =























hc2T
∫ 1

0
∇φj.∇φi ds if e ∈MJ

h√
3

(

c2T
∫ ν

0
∇φj.∇φi ds+ c2P

∫ 1

ν
∇φj .∇φi ds

)

if e ∈MK

hc2T
∫ 1

0
∇φj.∇φi ds if e ∈MI ,

(106)

where ν is a parameter indicating the volume fraction of piezoelectric material

in edge e. For e ∈MJ ,

MJK
(n)
ji = hc2T



































52
h2

∫ 1

0
s2 ds if j = i = p

−44
h2

∫ 1

0
s(s− 1) ds if (j = p and i = q) or (j = q and i = p)

52
h2

∫ 1

0
(s− 1)2 ds if j = i = q

0 otherwise.

(107)

That is

MJK
(n)
ji =

2

3h
c2T



































26 if j = i = p

11 if (j = p and i = q) or (j = q and i = p)

26 if j = i = q

0 otherwise.

(108)

55



For e ∈MK ,

MKK
(n)
ji =

h√
3



















































12
h2 (c

2
T

∫ ν

0
s2 ds+ c2P

∫ 1

ν
s2 ds) if j = i = p

12
h2 (c

2
T

∫ ν

0
s(s− 1) ds+ c2P

∫ 1

ν
s(s− 1) ds) if (j = p and i = q)

or (j = q and i = p)

12
h2 (c

2
T

∫ ν

0
(s− 1)2 ds+ c2P

∫ 1

ν
(s− 1)2 ds) if j = i = q

0 otherwise.

(109)

That is

MKK
(n)
ji =

2

3h
c2T



















































2
√
3
(

ν3 +
c2
P

c2
T

(1− ν3)
)

if j = i = p
√
3
(

ν2(2ν − 3)− c2
P

c2
T

(ν − 1)2(1 + 2ν)
)

if (j = p and i = q)

or (j = q and i = p)

2
√
3
(

ν(ν2 − 3ν + 3)− c2
P

c2
T

(ν − 1)3
)

if j = i = q

0 otherwise.

(110)

For e ∈MI ,

MIK
(n)
ji = hc2T











52
h2

∫ 1

0
s2 ds if j = i = q

0 otherwise.
(111)

That is

MIK
(n)
ji =

2

3h
c2T











26 if j = i = q

0 otherwise.
(112)

Assembling the full matrix in equation (37) gives, for generation level n = 1

K
(1)
ji =

2

3h
c2T



















D 11 11 R

11 D 11 R

11 11 D R

R R R E



















=
2

3h
c2T K̂

(1)
ji , (113)
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D=78 + 2
√
3
(

ν3 +
c2
P

c2
T

(1 − ν3)
)

, R=
√
3
(

ν2(2ν − 3) − c2
P

c2
T

(ν − 1)2(1 + 2ν)
)

and

E=6
√
3
(

ν(ν2 − 3ν + 3)− c2
P

c2
T

(ν − 1)3
)

. For generation level n = 2

K
(2)
ji =

2

3h
c2T









































































0 0 0 0 0 0 0 0

K̂
(1)
ji 11 0 0 0 0 0 0 0

0 0 0 0 11 0 0 0

0 0 0 0 0 0 0 0

0 11 0 0 0 0 0 0

0 0 0 0 K̂
(1)
ji 0 0 0 0

0 0 0 0 0 11 0 0

0 0 0 0 0 0 0 0

0 0 11 0 0 0 0 0

0 0 0 0 0 0 11 0 K̂
(1)
ji

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0









































































. (114)

Combining equations (102) and (113) gives equation (35) as

A
(1)
ji = h



















α β β P

β α β P

β β α P

P P P θ



















= hÂ
(1)
ji , (115)

where α = (q2/30)
(

48+(16/
√
3)
)

+(2/3)
(

78+2
√
3
(

ν3+(c2P/c
2
T )(1−ν3)

))

, β =

(11/30)q2+22/3, P = (q2/30)(11/
√
3)+(2/3)

(√
3
(

ν2(2ν−3)−(c2P /c
2
T )(ν−1)2(1+

2ν)
))

, and θ = (q2/30)(48/
√
3)+ (2/3)

(

6
√
3
(

ν(ν2−3ν+3)− (c2P/c
2
T )(ν−1)3

))

.
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Similarly, for generation level n = 2,

A
(2)
ji = h









































































0 0 0 0 0 0 0 0

Â
(1)
ji β 0 0 0 0 0 0 0

0 0 0 0 β 0 0 0

0 0 0 0 0 0 0 0

0 β 0 0 0 0 0 0

0 0 0 0 Â
(1)
ji 0 0 0 0

0 0 0 0 0 β 0 0

0 0 0 0 0 0 0 0

0 0 β 0 0 0 0 0

0 0 0 0 0 0 β 0 Â
(1)
ji

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0









































































. (116)

A similar treatment, by using the definition of c that in equation (23), can be

given to equation (34) to give
(

m = (N + 1)/2
)

b
(n)
j =















































−(
∫

eM+1
(q2ψN+2φj + h2∇ψN+2.∇φj)dx)UA, j = 1

−(
∫

eM+2
(q2ψN+3φj + h2∇ψN+3.∇φj)dx)UB, j = m = (N + 1)/2

−(
∫

eM+3
(q2ψN+4φj + h2∇ψN+4.∇φj)dx)UC , j = N

0 otherwise.

(117)
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Using the isoparametric representation given by equation (80)

b
(n)
j = hη















































UA, j = 1

UB, j = m

UC , j = N

0 otherwise

(118)

where

η =
2

3
− 11

30
q2. (119)

For generation level n = 1,

b
(1)
j = h(

2

3
− 11

30
q2)















































UA, j = 1

UB, j = 2

UC , j = 3

0 otherwise

, (120)

and for generation level n = 2,

b
(2)
j = h(

2

3
− 11

30
q2)















































UA , j = 1

UB , j = 6

UC , j = 11

0 otherwise

. (121)

4 A Homogenised Model of the Transducer

In this section we introduce a homogenised model of this composite transducer

[29, 33] that will be compared with the renormalisation approach being devel-

oped here; this comparison being made at a low number of fractal generation
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levels (these are the most interesting cases as these are potentially manufac-

turable). The homogenised model described below can be thought of as the

Figure 42: Illustration of a standard 1-3 composite transducer where the ceramic

is black and the polymer is white. It clearly shows the regularity in the structure

and the reliance on a single length scale.

operating characteristics that one would obtain from a conventional (i.e. non-

fractal) 1-3 composite transducer as illustrated in Figure 42. The constitutive

relations for the individual phases have a compact form, within the ceramic (E)

phase, and within the polymer (P ) phase [35, 34, 15]. From equation (1), and

due to the properties of PZT-5H (see Appendix), we get

T11 = T12 = T21 = T22 = T33 = 0, (122)

and

T13 = T31 = c1313S13 + c1331S31 − e113E1. (123)

That is

T5 = c55(S13 + S31)− e15E1, (124)

and, using equation (3), since from equation (9) u1,3 = 0, then

T5 = c44u3,1 − e24E1, (125)

since c55 = c44 and e15 = e24. Similarly we get

T23 = T32 = c3223S23 + c3232S32 − e232E2, (126)
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that is

T4 = c44u3,2 − e24E2. (127)

So we rewrite equations (125) and (127), for the piezoelectric phase as

TE
5 = cE44u

E
3,1 − e24E

E
1 (128)

and

TE
4 = cE44u

E
3,2 − e24E

E
2 . (129)

Similarly, for polymer phase we get

T P
5 = cP44u

P
3,1, (130)

and

T P
4 = cP44u

P
3,2, (131)

since there is no piezoelectric effect in the polymer phase. From equation (2) we

get for the piezoelectric phase

DE
1 = e24u

E
3,1 + εE11E

E
1 , (132)

and

DE
2 = eE24u

E
3,2 + εE11E

E
2 , (133)

and for the polymer phase we get

DP
1 = εP11E

P
1 , (134)

and

DP
2 = εP11E

P
2 , (135)

where DE
3 , D

P
3 are zero. We assume that any movement (strain) in the polymer

phase is compensated by a strain in the piezoelectric phase, and so we can write

ū3,1 = vuE3,1 + v̄uP3,1, (136)
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and

ū3,2 = vuE3,2 + v̄uP3,2, (137)

where v is the volume fraction of the piezoelectric phase where this is calculated

via

v(n) =

3
2
(3n − 1)

(

L
2n−1

)

+ 3n
(

L
(2n−1)

√
3

)

ν

3
2
(3n − 1)

(

L
2n−1

)

+ 3n
(

L
(2n−1)

√
3

) (138)

where 3(3n−1)/2 is the number of elements that are piezoelectric (MJ), 3
n is the

number of elements that are a polymer-piezoelectric composite (MK), L/(2
n−1)

is the length of elements MJ and L/
(

(2n − 1)
√
3
)

is the length of elements MK .

That is

v(n) =
3
2
(3n − 1) + 3n−

1

2 ν
3
2
(3n − 1) + 3n−

1

2

(139)

and v̄(n) = 1 − v(n) is the volume fraction of polymer, where ν is the volume

fraction of ceramic in the edges adjacent to the degree three vertices as detailed

in section 3 and in equation (106) (see Figure 3, 4). For example at generation

level (n = 1) if ν = 1 then v = 1 and if ν = 0 then v = 3/(3 +
√
3). Assuming

the electric fields are similarly averaged then

Ē1 = vEE
1 + v̄EP

1 , (140)

and

Ē2 = vEE
2 + v̄EP

2 . (141)

Assuming that the stresses in each phase are equal then

T̄4 = TE
4 = T P

4 (142)

and

T̄5 = TE
5 = T P

5 . (143)
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If the electrical displacements are also equal in each phase then

D̄1 = DE
1 = DP

1 (144)

and

D̄2 = DE
2 = DP

2 . (145)

From the symmetry of the SG(3, 4) lattice (see Figure 44) then we have

ū3,2 = ū3,1 = ū, (146)

since uE3,2 = uE3,1 = uE, and uP3,2 = uP3,1 = uP . We take the electric fields to be

the same in both phases, namely,

Ē1 = Ē2 = Ē, (147)

since EE
1 = EE

2 = EE, and EP
1 = EP

2 = EP . Also

T̄4 = T̄5 = T̄ , (148)

and

D̄1 = D̄2 = D̄. (149)

From equations (142), (148), (146) and (147) we can write equation (129) as

T̄ = cE44u
E − e24E

E , (150)

and from equations (144), (149), (146) and (147) we can write equation (132) as

D̄ = e24u
E + εE11E

E. (151)

For the polymer phase, we have from equations (142), (148) and (146) that we

can write equation (131) as

T̄ = cP44u
P , (152)
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and from equations (144), (149) and (147) we can write equation (134) as

D̄ = εP11E
P . (153)

From equation (146) we can write equations (137) and (136) as

ū = S̄ = vuE + v̄uP , (154)

and from equation (147) we can write equations (140) and (141) as

Ē = vEE + v̄EP . (155)

From equation (152) we get

uP =
T̄

cP44
, (156)

and from equation (153) we get

EP =
D̄

εP11
. (157)

Hence, from equations (154) and (156) we get

uE =
1

v
(S̄ − v̄

T̄

cP44
), (158)

and from equations (155) and (157) we get

EE =
1

v
(Ē − v̄

D̄

εP11
). (159)

Substituting equations (158) and (159) into equation (150) gives

T̄ = cE44
1

v
(S̄ − v̄

T̄

cP44
)− e24

1

v
(Ē − v̄

D̄

εP11
). (160)

That is

T̄
(

1 +
v̄cE44
vcP44

)

=
cE44
v
S̄ − e24

v
Ē +

v̄e24
vεP11

D̄. (161)
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Also, substituting equations (158) and (159) into equation (151) gives

D̄ =
e24
v

(

S̄ − v̄
T̄

cP44

)

+
εE11
v

(

Ē − v̄
D̄

εP11
). (162)

That is

D̄
(

1 +
v̄εE11
vεP11

)

=
e24
v
S̄ − v̄e24

vcP44
T̄ +

εE11
v
Ē. (163)

Hence,

D̄ =
εP11e24

vεP11 + v̄εE11
S̄ − v̄e24ε

P
11

cP44(vε
P
11 + v̄εE11)

T̄ +
εP11ε

E
11

vεP11 + v̄εE11
Ē. (164)

That is

D̄ =
εP11e24
ε̄∗

S̄ − v̄e24ε
P
11

cP44ε̄
∗
T̄ +

εP11ε
E
11

ε̄∗
Ē, (165)

where ε̄∗ = vεP11 + v̄εE11. Putting this into equation (161) gives

T̄
(

1 +
v̄cE44
vcP44

)

=
cE44
v
S̄ − e24

v
Ē +

v̄e224
vε̄∗

S̄ − v̄2e224
vcP44ε̄

∗
T̄ +

v̄e24ε
E
11

vε̄∗
Ē (166)

that is

T̄
(

1 +
v̄cE44
vcP44

+
v̄2e224
vcP44ε̄

∗

)

=
(cE44
v

+
v̄e224
vε̄∗

)

S̄ +
( v̄e24ε

E
11

vε̄∗
− e24

v

)

Ē, (167)

and so

T̄
(

vcP44ε̄
∗ + v̄cE44ε̄

∗ + v̄2e224
)

=
(

cE44c
P
44ε̄

∗ + v̄cP44e
2
24

)

S̄ +
(

v̄cP44e24ε
E
11 − cP44e24ε̄

∗
)

Ē.

(168)

That is

T̄ = c̄44S̄ − ē24Ē, (169)

since c̄44 =
(

cE44c
P
44ε̄

∗+v̄cP44e
2
24

)

/
(

vcP44ε̄
∗+v̄cE44ε̄

∗+v̄2e224
)

and ē24 =
(

cP44e24vε
P
11

)

/
(

vcP44ε̄
∗+

v̄cE44ε̄
∗ + v̄2e224

)

. Substituting this into equation (165) gives

D̄ =
εP11e24
ε̄∗

S̄ +
εP11ε

E
11

ε̄∗
Ē − v̄e24ε

P
11

cP44ε̄
∗
(c̄44S̄ − ē24Ē), (170)
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that is

D̄ =
(εP11e24

ε̄∗
− v̄e24ε

P
11c̄44

cP44ε̄
∗

)

S̄ +
(εP11ε

E
11

ε̄∗
+
v̄e24ε

P
11ē24

cP44ε̄
∗

)

Ē. (171)

Now

εP11e24
ε̄∗

− v̄e24ε
P
11c̄44

cP44ε̄
∗

=
εP11e24
ε̄∗

− v̄e24ε
P
11

(

cE44c
P
44ε̄

∗ + v̄cP44e
2
24

)

cP44ε̄
∗
(

vcP44ε̄
∗ + v̄cE44ε̄

∗ + v̄2e224
)

=
cP44e24vε

P
11

vcP44ε̄
∗ + v̄cE44ε̄

∗ + v̄2e224
= ē24. (172)

So

D̄ = ē24S̄ + ε̄11Ē, (173)

where ε̄11 = (εP11ε
E
11)/ε̄

∗ + (v̄e24ε
P
11ē24)/(c

P
44ε̄

∗). We then have

Ē =
D̄

ε̄11
− ē24
ε̄11

S̄, (174)

and so we can rewrite equation (169) as

T̄ = c̄44S̄ − ē24
( D̄

ε̄11
− ē24
ε̄11

S̄
)

. (175)

That is

T̄ = c̄T44S̄ − ζ̄D̄, (176)

where c̄T44 = c̄44 + ē224/ε̄11 and ζ̄ = ē24/ε̄11. The specific acoustic impedance of

the composite is then [33],

Z̄T =
√

c̄T44ρ̄T (177)

where ρ̄T = vρE+v̄ρP is the average density, and the longitudinal velocity is [33],

c̄T =

√

c̄T44
ρ̄T
. (178)

In order to calculate the transmission sensitivity, consider the circuit shown in

Figure 43. The current across the transducer Ī is given by [29]

Ī =
aV̄

ZE + b
(179)
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where a = ZP/(Z0 + ZP ), b = Z0ZP/(Z0 + ZP ), Z0 is series electrical load and

ZP is the parallel electrical load. The non-dimensionalised form for the electrical

impedance of the transducer is then [29]

Z̄E =
1

qC̄0Z0

(

1− ζ̄2C̄0

2qZ̄T

(K̄F T̄F + K̄BT̄B)
)

, (180)

where T̄F = 2Z̄T/(Z̄T + ZL) and T̄B = 2Z̄T/(Z̄T + ZB) are non-dimensional

transmission coefficients, K̄F and K̄B are also non-dimensional and are given by

K̄F =
(1− e−qτ̄ )(1− R̄Be

−qτ̄ )

(1− R̄F R̄Be−2qτ̄ )
(181)

and

K̄B =
(1− e−qτ̄ )(1− R̄F e

−qτ̄ )

(1− R̄F R̄Be−2qτ̄ )
(182)

where R̄F = (Z̄T − ZL)/(Z̄T + ZL) and R̄B = (Z̄T − ZB)/(Z̄T + ZB) are non-

dimensionalised reflection coefficients and τ̄ = L/c̄T is the wave transit time

across the device. Note that the capacitance of the device is given by C̄0 =

Arε̄11/L. The non-dimensionalised transmission sensitivity ψ̄ is [14]

ψ̄(f) =
( F̄

V

)

/ζ̄C̄0 = −aĀF λ̄K̄F

2C̄0

(

1− ζ̄2λ̄(K̄FTF + K̄BTB)

2qZ̄T

)−1

, (183)

where λ̄ = C̄0/(1+ qC̄0b) and ĀF = 2ZL/(ZL+ Z̄T ) are dimensionless constants.

The non-dimensionalised reception sensitivity φ̄ is [13]

φ̄ =
( V̄

F

)

(ē24L) =
(−ζ̄TF K̄F H̄ē24L

qZ̄T

)(

1− ζ̄2H̄(K̄FTF + K̄BTB)

2q2Z̄TZE

)−1

, (184)

where H̄ = qC̄0b/(1 + qC̄0b). Having derived expressions for the main operating

characteristics of a homogenised device these will be used to compare with the

characteristics of the fractal device using the renormalisation approach. This

will allow us to assess any practical benefits arising from this novel design.
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5 Renormalisation Model of the Transducer Op-

erating Characteristics

Mechanical and electrical loads will be introduced to the transducer at its bound-

aries as displayed in Figure 43. In the mechanical load at the front face of the

transducer the governing equation is

ρL
∂2uL
∂t2

= YL
∂2uL
∂x2L

, (185)

where uL is the displacement of the load material, ρL is the density and YL is

the shear modulus. That is

∂2uL
∂t2

=
YL
ρL

∂2uL
∂x2L

(186)

and so, nondimensionalising in a similar fashion to equation (24), gives

∂2uL
∂θ2

=
(hcL
cT

)2∂2uL
∂x2L

(187)

where cL is the wave speed in the load (c2L = YL/ρL). Taking Laplace transforms

as was done in equation (25) gives

∂2ūL
∂x2L

−
( qcT
hcL

)2

ūL = 0. (188)

Hence, the displacement in the load is

ūL = ALe
(−qcTxL/hcL) +BLe

(qcT xL/hcL), (189)

where AL and BL are constants. Similarly the displacement in the backing layer

(subscript B) is given by

ūB = ABe
(−qcT xB/hcB) +BBe

(qcT xB/hcB), (190)
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Z0

Mechanical Load

Backing

Material
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Mechanical Load

Sierpinski Gasket

Figure 43: Physical layout of the fractal transducer.

where AB and BB are constants and cB is the wave speed in the backing material.

As the backing layer is highly attenuative it is assumed that there is only a wave

travelling away from the piezoelectric layer (SG(3, 4)) interface (xB = 0) in the

direction of increasing xB, and so we set BB = 0. Continuity of displacement

at the transducer-mechanical load interface and the symmetry of the SG(3, 4)

lattice give

UA = ūB(0) = AB, (191)

UB = ūL(0) = AL +BL, (192)

UC = ūL(0) = AL +BL, (193)
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where UA, UB and UC are the mechanical displacements at the fictitious vertices

A,B and C, respectively. The force F on each vertex is given by F = ArT̄ ,

where Ar = ξL/(2n − 1) is the cross-sectional area of each edge of the fractal

lattice. Hence, from equation (176),

x1

x2

Figure 44: The line of symmetry given by x1 = x2

F = Arc̄
T
44S̄ − ζ̄D̄Ar. (194)

By applying an electrical charge Q̄ at one of the transducer-electrical load in-

terfaces then Gauss’ law gives D̄ = Q̄/Ar. Since S̄ = ∂ū/∂x, then

F = Arc̄
T
44

∂ū

∂x
− ζ̄Q̄. (195)

So from the continuity of force we get FT (ūm) = FL(ū∂Ω) = FL(xL = 0). That

is, from equation (189),

Arc̄
T
44

(UB − Um)

h
− ζ̄Q̄ = ArYL

( qcT
hcL

)

(−AL +BL), (196)

and so

UB − Um − ζ̄Q̄

c̄T44

( h

Ar

)

=
ZL

¯̄ZT

q(−AL +BL), (197)
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where the mechanical impedance of the load is ZL = ArYL/cL, of the backing

material is ZB = ρBcBAr, and of the transducer is ¯̄ZT = Arc̄
T
44/cT , where ρL (ρB)

is the density and cL (cB) is the wave velocity in the load (backing material).

At each generation level of the Sierpinski gasket transducer the ratio of the

cross-sectional area of each edge to its length is denoted by ξ = Ar/h. The

overall extent of the lattice (L) is fixed and so the length of the edges will

steadily decrease and, by fixing ξ, the cross-sectional area will also decrease as

the fractal generation level increases. Hence, equation (197), and its equivalent

at the front face of the transducer, can be written

U1 − UA − ζ̄Q̄

c̄T44ξ
=

ZB

¯̄ZT

q(−AB), (198)

UB − Um − ζ̄Q̄

c̄T44ξ
=

ZL

¯̄ZT

q(−AL +BL). (199)

From equations (191) and (198) we have that UA = γ1U1+δ1 and from equations

(192),(193) and (199) we have

UB = γmUm + δm = UC = γNUN + δN , (200)

where

γj =















(1− qZB

¯̄ZT

)−1, j = 1

(1− q ZL

¯̄ZT

)−1, j = m or N

(201)

and

δj =















− ζ̄Q̄
c̄T
44
ξ

(

1− qZB

¯̄ZT

)−1

, j = 1

(

1− q ZL

¯̄ZT

)−1(
ζ̄Q̄
c̄T
44
ξ
− 2ALq

ZL

¯̄ZT

)

, j = m or N.

(202)

Hence, equation (118) becomes

b
(n)
j = hγ̄jUj + hδ̄j j = 1, m or N (203)
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where γ̄j = ηγj and δ̄j = ηδj. Putting equation (203) into equation (32) gives

Â
(n)
ji Ui = γ̄jUj + δ̄j (204)

where Â = A/h as in equation (115). Hence,

(Â
(n)
ji − B̂

(n)
ji )Ui = δ̄j, i = 1, m or N (205)

where

B̂
(n)
ji =





















































γ̄1 0 · · · · · · 0

0 0
. . .

...

...
. . .

. . .

0 0

γ̄m

0 0

. . .
. . .

...

...
. . . 0 0

0 · · · · · · 0 γ̄N





















































. (206)

That is

F
(n)
ji Ui = δ̄j, (207)

and so

Ui = G
(n)
ji δ̄j, (208)

where

G
(n)
ji =

(

F
(n)
ji

)−1
=

(

Â
(n)
ji − B̂

(n)
ji

)−1
(209)

represents the Green’s transfer matrix.
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6 Renormalisation

From equation (208) the desired weightings at each vertex in Ω is given by

U
(n)
j = G

(n)
j1 δ̄1 +G

(n)
jm δ̄m +G

(n)
jN δ̄N . (210)

In particular we will be interested in U
(n)
1 , U

(n)
m and U

(n)
N and so we only need

to be able to calculate the pivotal Green’s functions G
(n)
ij , i, j ∈ {1, m,N}. If

1 b e m

d

r

q

z

N

Figure 45: Three Sierpinski Gasket lattices of generation level n−1 are connected

by the edges in bold
(

(b, e), (d, r) and (q, z)
)

to create the Sierpinski Gasket

lattice at generation level n.

we temporarily ignore matrix B̂ in equation (209) (this matrix originates from

consideration of the boundary conditions) then, due to the symmetries of the

SG(3, 4) lattice (and hence in matrix A(n)), we have

Ĝ
(n)
ii = Ĝ

(n)
jj = x̂, say, where i, j ∈ {1, m,N} (211)

(i.e corner-to-same-corner), and

Ĝ
(n)
jk = Ĝ

(n)
hk = ŷ, say, where j, k, h ∈ {1, m,N}, j 6= k 6= h (212)
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(i.e corner-to-other-corner), where

Ĝ(n) = (Â(n))−1. (213)

For clarity, at level n + 1, we denote, X̂ = Ĝ
(n+1)
ii and Ŷ = Ĝ

(n+1)
ij where i, j,∈

{1, m,N}, i 6= j. The matrix is symmetrical and consequently, Ĝ
(n)
ij = Ĝ

(n)
ji .

From equation (24), since

θ(n) =
cT
h(n)

t, (214)

then L : θ(n) → q(n) where q(n) = iω̂(n) = i2πf̂ (n) = i2π(cT/h
(n))−1f (n), f̂ (n) is

the nondimensionalised natural frequency, ω̂(n) is the nondimensionalised angu-

lar frequency and f (n) (and ω(n)) are the dimensionalised equivalents. In order

to use the renormalisation approach detailed below then we set q = q(n) = q(n+1).

This simply means that the output from the renormalisation methodology (and

hence the electrical impedance and transmission/reception sensitivities) at a

given q (fixed) is then that quantity at frequency f (n) at generation level n. So

when comparing outputs at different generation levels one must ensure that the

frequency is scaled appropriately (by (cT/h
(n))−1) when re-dimensionalising. An

iterative procedure can be developed from equation (35) which can be written

as

Â
(n)
ji = 8

5
q2In − T (n) (215)

where

T (n) = βR(n) − 4In, (216)

R(n) = R̄(n−1) + V (n−1), (217)
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R̄(n−1) is a block-diagonal matrix whose three blocks are equal to R(n−1) with

R(1) =













0 −1 −1

−1 0 −1

−1 −1 0













, (218)

and (see Figure 45)

V (n) =















−1 if (h, k) ∈ {(b, e), (d, r), (q, z), (e, b), (r, d), (z, q)}

0 otherwise

. (219)

So, using equations (215) and (216), we can write equation (213) as

Ĝ(n) =
(

8
5
q2In − T (n)

)−1

=
(

(8
5
q2 + 4)In − βR(n)

)−1
. (220)

Hence,

(Ĝ(n+1))−1 = (8
5
q2 + 4)In+1 − βR(n+1). (221)

Since Ḡ(n) is a block-diagonal matrix then

(Ḡ(n))−1 = Â(n)

=
(

8
5
q2In − T (n)

)

= 8
5
q2In+1 − T̄ (n)

= 8
5
q2In+1 − (βR̄(n) − 4Īn)

= (8
5
q2 + 4)In+1 − βR̄(n). (222)

Now

In+1 = Ḡ(n)(Ḡ(n))−1

= Ḡ(n)
(

(8
5
q2 + 4)In+1 − βR̄(n)

)

= Ḡ(n)
(

(8
5
q2 + 4)In+1 − β(R̄(n) + V (n)) + βV (n)

)

.
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From equations (217) and (221) then

In+1 = Ḡ(n)
(

(Ĝ(n+1))−1 + βV (n)
)

= Ḡ(n)
(

(Ĝ(n+1))−1 + βV (n)Ĝ(n+1)(Ĝ(n+1))−1
)

= (Ḡ(n) + Ḡ(n)βV (n)Ĝ(n+1))(Ĝ(n+1))−1. (223)

Hence

Ĝ(n+1) = Ḡ(n) + βḠ(n)V (n)Ĝ(n+1). (224)

To calculateG
(n)
ij the boundary conditions must be reintroduced. From equations

(209),(215) and (216)

(G(n))−1 = Â(n) − B̂(n)

= (8
5
q2In − T (n))− B̂(n)

= 8
5
q2In − (βR(n) − 4In)− B̂(n)

= (8
5
q2 + 4)In − βR(n) − B̂(n). (225)

Now, from equation (220)

In = Ĝ(n)(Ĝ(n))−1

= Ĝ(n)
(

(8
5
q2 + 4)In − βR(n) − B̂(n) + B̂(n)

)

.

From equation (225) then,

In = Ĝ(n)
(

(G(n))−1 + B̂(n)
)

= Ĝ(n)
(

(G(n))−1 + B̂(n)G(n)(G(n))−1
)

= (Ĝ(n) + Ĝ(n)B̂(n)G(n))(G(n))−1. (226)

Hence

G(n) = Ĝ(n) + Ĝ(n)B̂(n)G(n). (227)
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6.1 Derivation of the pivotal recursion relationships

The (i, j)th element of the matrix equation (224) can be written as,

Ĝ
(n+1)
ij = Ḡ

(n)
ij +

∑

h,k

βḠ
(n)
ih V

(n)
hk Ĝ

(n+1)
kj . (228)

The system of linear equation in Ĝ
(n+1)
ij will create the renormalisation recursion

relationships for the pivotal Green’s functions. However, these recursions do not

include the boundary conditions. Since the subgraphs of Figure 1 only connect

to each other at the corners, it will transpire that the recursions in equation (228)

only involve two pivotal Green’s functions, namely, corner-to-corner and corner-

to-same-corner; the so called input/output nodes. To proceed, we now need to

determine x̂ and ŷ as defined in equations (211) and (212). Using equations

(219) and (228) we get

Ĝ
(n+1)
11 = Ḡ

(n)
11 +

∑

h,k

βḠ
(n)
1h V

(n)
hk Ĝ

(n+1)
k1

= Ĝ
(n)
11 + βḠ

(n)
1d V

(n)
dr Ĝ

(n+1)
r1 + βḠ

(n)
1b V

(n)
be Ĝ

(n+1)
e1

= Ĝ
(n)
11 − βĜ

(n)
1NĜ

(n+1)
r1 − βĜ

(n)
1mĜ

(n+1)
e1 .

That is

X̂ = x̂− 2βŷĜ
(n+1)
e1 , (229)

since we know from equation (219) that V
(n)
dr = V

(n)
be = −1 and by symmetry

Ḡ
(n)
1d = Ĝ

(n)
1N , Ĝ

(n)
1N = Ĝ

(n)
1m and Ĝ

(n+1)
r1 = Ĝ

(n+1)
e1 . Similarly,

Ĝ
(n+1)
e1 = Ḡ

(n)
e1 +

∑

h,k

βḠ
(n)
eh V

(n)
hk Ĝ

(n+1)
k1

= βḠ(n)
ee V

(n)
eb Ĝ

(n+1)
b1 + βḠ(n)

eq V
(n)
qz Ĝ

(n+1)
z1

= −βĜ(n)
11 Ĝ

(n+1)
b1 − βĜ

(n)
1NĜ

(n+1)
z1 .
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Therefore

Ĝ
(n+1)
e1 = −βx̂Ĝ(n+1)

b1 − βŷĜ
(n+1)
z1 . (230)

Also

Ĝ
(n+1)
b1 = Ḡ

(n)
b1 +

∑

h,k

βḠ
(n)
bh V

(n)
hk Ĝ

(n+1)
k1

= Ĝ
(n)
m1 + βḠ

(n)
bb V

(n)
be Ĝ

(n+1)
e1 + βḠ

(n)
bd V

(n)
dr Ĝ

(n+1)
r1

= ŷ − βĜ(n)
mmĜ

(n+1)
e1 − βĜ

(n)
mNĜ

(n+1)
e1 .

Hence

Ĝ
(n+1)
b1 = ŷ − βĜ

(n+1)
e1 (x̂+ ŷ), (231)

since Ĝ
(n+1)
r1 = Ĝ

(n+1)
e1 . Finally,

Ĝ
(n+1)
z1 = Ḡ

(n)
z1 +

∑

h,k

βḠ
(n)
zh V

(n)
hk Ĝ

(n+1)
k1

= βḠ(n)
zr V

(n)
rd Ĝ

(n+1)
d1 + βḠ(n)

zz V
(n)
zq Ĝ

(n+1)
q1

= −βĜ(n)
m1Ĝ

(n+1)
b1 − βĜ(n)

mmĜ
(n+1)
z1 .

Therefore

Ĝ
(n+1)
z1 = −βŷĜ(n+1)

b1 − βx̂Ĝ
(n+1)
z1 , (232)

since Ĝ
(n+1)
d1 = Ĝ

(n+1)
b1 and Ĝ

(n+1)
q1 = Ĝ

(n+1)
z1 . Equations (229) to (232) provide

four equations in the four unknows X̂, Ĝ
(n+1)
e1 , Ĝ

(n+1)
b1 and Ĝ

(n+1)
z1 . Rearranging

equation (229) gives (for ŷ 6= 0, β 6= 0)

Ĝ
(n+1)
e1 =

x̂− X̂

2βŷ
, (233)

and substituting this into equation (231) gives

Ĝ
(n+1)
b1 = ŷ + (x̂+ ŷ)

(X̂ − x̂

2ŷ

)

. (234)
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Now rearranging equation (230) gives (for ŷ 6= 0, β 6= 0)

Ĝ
(n+1)
z1 =

−1

βŷ

(

Ĝ
(n+1)
e1 + βx̂Ĝ

(n+1)
b1

)

, (235)

and substituting equations (233) and (234) into equation (235) gives

Ĝ
(n+1)
z1 =

−1

βŷ

[ x̂− X̂

2βŷ
+ βx̂ŷ + βx̂(x̂+ ŷ)

(X̂ − x̂

2ŷ

)]

=
X̂ − x̂

2β2ŷ2
(

1− x̂β2(x̂+ ŷ)
)

− x̂, (236)

and substituting equations (234) and (236) into equation (232) gives (where

X̂ = Ĝ
(n+1)
11 )

[(X̂ − x̂)

2β2ŷ2
(

1− β2x̂(x̂+ ŷ)
)

− x̂
]

(1 + βx̂) = −βŷ
[

ŷ + (x̂+ ŷ)
(X̂ − x̂)

2ŷ

]

(237)

so

(X̂ − x̂)
[

(

1− β2x̂(x̂+ ŷ)
)

(1 + βx̂)

2β2ŷ2
+
βŷ(x̂+ ŷ)

2ŷ

]

= x̂(1 + βx̂)− βŷ2 (238)

and so

(X̂− x̂)
[

(1−β2x̂2−β2x̂ŷ)(1+βx̂)+β3ŷ2(x̂+ ŷ)
]

= 2β2ŷ2(x̂+βx̂2−βŷ2) (239)

Expanding and factorising we get,

X̂ = x̂+
2β2ŷ2(x̂+ βx̂2 − βŷ2)

(1 + βx̂+ βŷ)(1− β2x̂2 − βŷ + β2ŷ2)
. (240)

By substituting this into equations (233),(234) and (236) gives

Ĝ
(n+1)
e1 =

−βŷ(x̂+ βx̂2 − βŷ2)

(1 + βx̂+ βŷ)(1− β2x̂2 − βŷ + β2ŷ2)
, (241)

and

Ĝ
(n+1)
b1 =

ŷ(1 + βx̂)

(1 + βx̂+ βŷ)(1− β2x̂2 − βŷ + β2ŷ2)
, (242)

79



and so

Ĝ
(n+1)
z1 =

−βŷ2
(1 + βx̂+ βŷ)(1− β2x̂2 − βŷ + β2ŷ2)

. (243)

Now, for Ŷ = Ĝ
(n+1)
m1 , equation (228) gives

Ĝ
(n+1)
m1 = Ḡ

(n)
m1 +

∑

h,k

βḠ
(n)
mhV

(n)
hk Ĝ

(n+1)
k1

= βḠ(n)
meV

(n)
eb Ĝ

(n+1)
b1 + βḠ(n)

mqV
(n)
qz Ĝ

(n+1)
z1

= −βĜ(n)
m1Ĝ

(n+1)
b1 − βĜ

(n)
mNĜ

(n+1)
z1 .

Therefore

Ŷ = −βŷ(Ĝ(n+1)
b1 + Ĝ

(n+1)
z1 ). (244)

Putting equations (242) and (243) into equation (244) gives

Ŷ =
−βŷ2(1 + βx̂− βŷ)

(1 + βx̂+ βŷ)(1− β2x̂2 − βŷ + β2ŷ2)
. (245)

The boundary conditions can now be considered by rewriting the (i, j)th element

of the matrix equation (227) as,

G
(n)
ij = Ĝ

(n)
ij +

∑

h,k

Ĝ
(n)
ih B̂

(n)
hk G

(n)
kj (246)

and so we have,

G
(n)
11 = Ĝ

(n)
11 +

∑

h,k

Ĝ
(n)
ih B̂

(n)
hk G

(n)
k1

= Ĝ
(n)
11 + Ĝ

(n)
11 B̂

(n)
11 G

(n)
11 + Ĝ

(n)
1mB̂

(n)
mmG

(n)
m1 + Ĝ

(n)
1N B̂

(n)
NNG

(n)
N1.

Therefore

x = x̂+ x̂γ̄1x+ 2ŷγ̄my (247)

since B̂
(n)
11 = γ̄1, B̂

(n)
mm = B̂

(n)
NN = γ̄m from equation (206). Similarly,

G
(n)
1m = Ĝ

(n)
1m +

∑

h,k

Ĝ
(n)
mhB̂

(n)
hk G

(n)
k1

= Ĝ
(n)
m1 + Ĝ

(n)
m1B̂

(n)
11 G

(n)
11 + Ĝ(n)

mmB̂
(n)
mmG

(n)
m1 + Ĝ

(n)
mN B̂

(n)
NNG

(n)
N1.
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Hence

y = ŷ + ŷγ̄1x+ x̂γ̄my + ŷγ̄my. (248)

Letting G
(n)
mm = z and G

(n)
mN = w then,

G(n)
mm = Ĝ(n)

mm +
∑

h,k

Ĝ
(n)
mhB̂

(n)
hk G

(n)
km

= Ĝ(n)
mm + Ĝ

(n)
m1B̂

(n)
11 G

(n)
1m + Ĝ(n)

mmB̂
(n)
mmG

(n)
mm + Ĝ

(n)
mN B̂

(n)
NNG

(n)
Nm.

Therefore

z = x̂+ ŷγ̄1y + x̂γ̄mz + ŷγ̄mw. (249)

Finally,

G
(n)
mN = Ĝ

(n)
mN +

∑

h,k

Ĝ
(n)
mhB̂

(n)
hk G

(n)
kN

= Ĝ
(n)
mN + Ĝ

(n)
m1B̂

(n)
11 G

(n)
1N + Ĝ(n)

mmB̂
(n)
mmG

(n)
mN + Ĝ

(n)
mN B̂

(n)
NNG

(n)
NN .

Hence

w = ŷ + ŷγ̄1y + x̂γ̄mw + ŷγ̄mz. (250)

The four equations (247),(248),(249) and (250) can be solved to express x, y, w, z

in terms of x̂, ŷ, γ̄1, γ̄m. Solving equations (247),(248) for x and y gives

x =
x̂+ 2ŷγ̄my

1− x̂γ̄1
. (251)

Substituting equation (251) into equation (248) gives

y = ŷ + ŷγ̄1
( x̂+ 2ŷγ̄my

1− x̂γ̄1

)

+ x̂γ̄my + ŷγ̄my. (252)

Therefore

y =
ŷ

(

1− x̂γ̄1
)(

1− γ̄m(x̂+ ŷ)
)

− 2ŷ2γ̄1γ̄m
. (253)

Rearranging equation (249) we get

z(1 − x̂γ̄m) = x̂+ ŷγ̄1y + ŷγ̄mw. (254)
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That is

z =
x̂+ ŷγ̄1y + ŷγ̄mw

1− x̂γ̄m
. (255)

Substituting equation (255) into (250) gives

w(1− x̂γ̄m) = ŷ + ŷγ̄1y + ŷγ̄m
( x̂+ ŷγ̄1y + ŷγ̄mw

1− x̂γ̄m

)

(256)

which can be written as

w =
ŷ(1 + γ̄1y)

1− x̂γ̄m
+
ŷγ̄m

(

x̂+ ŷ(γ̄1y + γ̄mw)
)

(1− x̂γ̄m)2
. (257)

Therefore

w =
ŷ
(

1 + γ̄1y(1 + γ̄m(ŷ − x̂))
)

(x̂γ̄m − 1 + ŷγ̄m)(x̂γ̄m − 1− ŷγ̄m)
. (258)

7 Electrical Impedance and Transmission Sen-

sitivity

In transmission mode there is no force incident on the front face of the transducer

and so in equation (202) AL = 0. The voltage V̄ is defined as follows

V̄ =

∫ L

0

Ēdx (259)

and using equation (174) and then equation (154)

V̄ =

∫ L

0

(

− ζ̄S̄ +
D̄

ε̄11

)

dx

=

∫ L

0

(

− ζ̄
∂ū

∂x
+
D̄

ε̄11

)

dx.

Now integrating and using Gauss’ law gives

V̄ = −ζ̄(UN − U1) +
Q̄L

Arε̄11

= −ζ̄(UN − U1) +
Q̄

C̄0

. (260)
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Since the charge Q̄ =
∫

Īdt =
√

ρE/cT44 h
∫

Īdθ where θ = cT t/h then, by taking

Laplace transforms, we get

Q̄ =

√

ρE

cT44
h
Ī

q
. (261)

That is

Ī =
qQ̄cT44ξ

ZT
, (262)

where ZT =
√

cT44ρ
EAr. The electrical impedance of the device, denoted by ZE ,

is given by

ZE =
V̄

Ī
=

V̄

qQ̄

(cT44ξ

ZT

)−1

=
(−ζ̄C̄0(UN − U1) + Q̄

Q̄C̄0q

)(cT44ξ

ZT

)−1

=
( ZT

C̄0qcT44ξ

)(

1− ζ̄C̄0(UN − U1)

Q̄

)

. (263)

Now using equation (210)

U
(n)
1 = G

(n)
11 δ̄1 +G

(n)
1mδ̄m +G

(n)
1N δ̄N

= G
(n)
11 δ̄1 + δ̄m(G

(n)
1m +G

(n)
1N )

= G
(n)
11 δ̄1 + 2G

(n)
1mδ̄m

since G
(n)
1m = G

(n)
1N and δ̄N = δ̄m. From equation (202), then

U
(n)
1 = − ζ̄Q̄η

c̄T44ξ

((

1− q
ZB

¯̄ZT

)−1

G
(n)
11 −

(

1− q
ZL

¯̄ZT

)−1

2G
(n)
1m

)

. (264)

Similarly,

U
(n)
N = G

(n)
N1δ̄1 +G

(n)
Nmδ̄m +G

(n)
NN δ̄N

= G
(n)
N1δ̄1 + δ̄m(G

(n)
Nm +G

(n)
NN).

Therefore

U
(n)
N = − ζ̄Q̄η

c̄T44ξ

((

1− q
ZB

¯̄ZT

)−1

G
(n)
N1 −

(

1− q
ZL

¯̄ZT

)−1

(G
(n)
Nm +G

(n)
NN)

)

. (265)
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Substituting equations (264) and (265) into equation (263) gives

ZE =
( ZT

C̄0qcT44ξ

)(

1 +
ζ̄2C̄0η

c̄T44ξ

((

1− q
ZB

¯̄ZT

)−1

(G
(n)
N1 −G

(n)
11 )

+
(

1− q
ZL

¯̄ZT

)−1

(−G(n)
Nm −G

(n)
NN + 2G

(n)
1m)

))

=
( ZT

C̄0qc
T
44ξ

)(

1 +
ζ̄2C̄0η

c̄T44ξ
(σ1 + σ2)

)

. (266)

Hence, the non-dimensionalised electrical impedance is given by

ẐE(f ;n) = ZE/Z0 =
( ZT

C̄0qc
T
44ξZ0

)(

1 +
ζ̄2C̄0η

c̄T44ξ
(σ1 + σ2)

)

(267)

where σ1 =
(

1−q(ZB/
¯̄ZT )

)−1
(G

(n)
N1−G

(n)
11 ) and σ2 =

(

1−q(ZL/
¯̄ZT )

)−1
(−G(n)

Nm−

G
(n)
NN +2G

(n)
1m). Continuity of force at the front face given by equation (196) and

continuity of displacement given by equation (193) (with AL = 0) gives

F = FL(xL = 0) = ArYL

( qcT
hcL

)

UC . (268)

Substituting equation (200) into equation (268) gives

F = ArYL

(qcT
hcL

)

(γmUm + δm). (269)

From equations (201) and (202) with AL = 0, then

F = ArYL

( qcT
hcL

)((

1− q
ZL

¯̄ZT

)−1

Um +
ζ̄Q̄

c̄T44ξ

(

1− q
ZL

¯̄ZT

)−1)

. (270)

Therefore

F =
ξYLqcT
cL

(

1− q
ZL

¯̄ZT

)−1(

Um +
ζ̄Q̄

c̄T44ξ

)

, (271)

since ξ = Ar/h. To obtain Um we make use of equation (210) to obtain

U (n)
m =

ζ̄Q̄η

c̄T44ξ

(

−
(

1− q
ZB

¯̄ZT

)−1

G
(n)
m1 +

(

1− q
ZL

¯̄ZT

)−1

(G(n)
mm +G

(n)
mN )

)

. (272)
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Therefore equation (271) becomes

F =
YLqcT
cL

( ζ̄Q̄

c̄T44

)(

1− q
ZL

¯̄ZT

)−1(

− η
((

1− q
ZB

¯̄ZT

)−1

G
(n)
m1 −

(

1− q
ZL

¯̄ZT

)−1

(G(n)
mm +G

(n)
mN)

)

+ 1
)

. (273)

From equations (262) and (179)

Q̄ =
ĪZT

qcT44ξ
=

aV̄

(ZE + b)

ZT

qYT ξ
, (274)

then substituting in equation (273) gives

F

V̄
=

ZTZLζ̄a
¯̄ZT (ZE + b)cT44ξ

(

1− q
ZL

¯̄ZT

)−1(

− η
((

1− q
ZB

¯̄ZT

)−1

G
(n)
m1 −

(

1− q
ZL

¯̄ZT

)−1

(G(n)
mm +G

(n)
mN )

)

+ 1
)

, (275)

and so

F

V̄
=

ZTZLζ̄a
¯̄ZT (ZE + b)cT44ξ

K(n) (276)

where

K(n) =
(

1−qZL

¯̄ZT

)−1(

−η
((

1−qZB

¯̄ZT

)−1

G
(n)
m1−

(

1−qZL

¯̄ZT

)−1

(G(n)
mm+G

(n)
mN)

)

+1
)

.

(277)

The non-dimensionalised transmission sensitivity ψ is then given by

ψ(f ;n) =
(F

V̄

)

/ζ̄C̄0 =
aZLZT

¯̄ZT (ZE + b)cT44ξC̄0

K(n). (278)

7.1 Reception Sensitivity

In reception mode AL is now non zero because the front face will be subject to

a force (given by the incoming signal). From equations (202) and (210)

U
(n)
1 = − ζ̄Q̄η

c̄T44ξ

(

1− q
ZB

¯̄ZT

)−1

G
(n)
11 +

( ζ̄Q̄

c̄T44ξ
− 2ALq

ZL

¯̄ZT

)

η
(

1− q
ZL

¯̄ZT

)−1

2G
(n)
1m (279)
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and

U
(n)
N = − ζ̄Q̄η

c̄T44ξ

(

1−qZB

¯̄ZT

)−1

G
(n)
N1+

( ζ̄Q̄

c̄T44ξ
−2ALq

ZL

¯̄ZT

)

η
(

1−qZL

¯̄ZT

)−1

(G
(n)
Nm+G

(n)
NN).

(280)

Putting these into equation (260) gives

V̄ =
ζ̄2Q̄η

c̄T44ξ

(

1− q
ZB

¯̄ZT

)−1

(G
(n)
N1 −G

(n)
11 ) +

( ζ̄2Q̄

c̄T44ξ
− 2ζ̄ALq

ZL

¯̄ZT

)

η
(

1− q
ZL

¯̄ZT

)−1

(2G
(n)
1m −G

(n)
Nm −G

(n)
NN ) +

Q̄

C̄0

.

Then

V̄ =
ζ̄2Q̄η

c̄T44ξ
σ1 +

ζ̄2Q̄η

c̄T44ξ
σ2 − 2ζ̄ALq

ZL

¯̄ZT

ησ2 +
Q̄

C̄0

(281)

and so

V̄ =
ζ̄2Q̄η

c̄T44ξ
(σ1 + σ2)− 2ζ̄ALq

ZL

¯̄ZT

ησ2 +
Q̄

C̄0

. (282)

From equation (195) the force in the load (ζ = 0) is given by

F = ArYL
∂ūL
∂x

. (283)

From equation (189)

∂ūL
∂x

=
( qcT
hcL

)(

BLe
(−qcT xL/hcL) −ALe

(−qcT xL/hcL)
)

, (284)

and so, at xL = 0,

∂ūL
∂x

=
(qcT
hcL

)(

− AL

)

, (285)

since in receiving mode BL = 0. Substituting this equation into equation (283)

we get

F =
ξqcTZL

Ar

(

−AL

)

(286)

since ξ = Ar/h and ZL = YLAr/cL. Then

AL =
−FAr

ξqcTZL
. (287)
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Substituting this and equation (274) into equation (282) gives

V̄ =
aV̄ ZT

(ZE + b)qcT44ξ

( ζ̄2η

c̄T44ξ
(σ1 + σ2) +

1

C̄0

)

+
2F ζ̄ησ2
ξc̄T44

, (288)

since c̄T44 =
¯̄ZT cT/Ar, and so

V̄
[

1− aZT

(ZE + b)qcT44ξ

( ζ̄2η

c̄T44ξ
(σ1 + σ2) +

1

C̄0

)]

=
2F ζ̄ησ2
ξc̄T44

, (289)

and hence

V̄

F
=

2ζ̄ησ2
ξc̄T44

(

1− aZT ζ̄
2η(σ1 + σ2)

(ZE + b)qcT44c̄
T
44ξ

2
− aZT

(ZE + b)qcT44ξC̄0

)−1

. (290)

The non-dimensionalised reception sensitivity φ is then

φ(f ;n) =
( V̄

F

)

(ē24L)

=
2ζ̄ ē24Lησ2

ξc̄T44

(

1− aZT ζ̄
2η(σ1 + σ2)

(ZE + b)qcT44c̄
T
44ξ

2
− aZT

(ZE + b)qcT44ξC̄0

)−1

.(291)

8 Steady State Solutions

The true fractal case arises when we allow the fractal generation level n to tend to

infinity and we assume that the renormalisation recursion relationships converge

to a steady state (we denote these steady state solutions by a ∗ superscript).

Note we will examine the convergence of these recursion relationships later (see

section 9.3) when we consider the pre-fractal SG(3, 4) transducer (at increasing

but finite fractal generation levels).

Case A: ŷ∗ = 0

If ŷ∗ = 0 then equation (229) is automatically satisfied (since X̂ = x̂ = x̂∗) and

from equations (230) and (231) we get

Ĝ∗
e1 = −βx̂∗Ĝ∗

b1 (292)
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and

Ĝ∗
b1 = −βx̂∗Ĝ∗

e1. (293)

Substituting equation (292) into equation (293) gives

Ĝ∗
b1(1− β2x̂∗2) = 0. (294)

Therefore Ĝ∗
b1 = 0 or x̂∗ = ±1/β. In the former case then Ĝ∗

e1 = 0 and in the

latter case Ĝ∗
b1 = ∓Ĝ∗

e1. From equation (232) we get

Ĝ∗
z1(1 + βx̂∗) = 0. (295)

Therefore Ĝ∗
z1 = 0 or x̂∗ = −1/β. Now bringing in the boundary conditions

equation (255) gives

z =
x̂∗

1− x̂∗γ̄m
(296)

where x̂∗ 6= 1/γ̄m. From equation (251) we get

x =
x̂∗

1− x̂∗γ̄1
(297)

where x̂∗ 6= 1/γ̄1. From equation (248) we get

y = x̂∗γ̄my. (298)

That is

y = 0 (299)

and from equation (250) we get

w = x̂∗γ̄mw, (300)

giving

w = 0. (301)
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In the case where Ĝ∗
b1 = Ĝ∗

e1 = Ĝ∗
z1 = 0 we denote the solution as x∗ = χ,

χ ∈ C and in the case where x̂∗ = ±1/β we denote the solutions as Ĝ∗
b1 = ∓λ,

Ĝ∗
e1 = ∓λ and Ĝ∗

z1 = θ (or 0 when x̂∗ = 1/β) where λ, θ ∈ C. The full set of

steady state solutions for this branch of solutions are summarised in the table

below.

Case x̂∗ ŷ∗ Ĝ∗
b1 Ĝ∗

e1 Ĝ∗
z1 x y w z note

A1 −1
β

0 λ −λ θ −1
β+γ̄1

0 0 −1
β+γ̄m

β 6= γ̄1, β 6= γ̄m

A2 1
β

0 −λ λ 0 1
β−γ̄1

0 0 1
β−γ̄m

β 6= γ̄1, β 6= γ̄m

A3 χ 0 0 0 0 χ
1−χγ̄1

0 0 χ
1−χγ̄m

γ̄1 6= 1
χ
, γ̄m 6= 1

χ
,χ 6= ± 1

β

Case B: ŷ∗ 6= 0

If ŷ∗ 6= 0 then from equation (229) we get

−2βŷ∗Ĝ∗
e1 = 0, (302)

and so

Ĝ∗
e1 = 0. (303)

Substituting this into equations (230) and (231) we get

x̂∗Ĝ∗
b1 + ŷ∗Ĝ∗

z1 = 0 (304)

and

Ĝ∗
b1 = ŷ∗. (305)

Substituting equation (305) into equation (304) gives

Ĝ∗
z1 = −x̂∗. (306)
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Substituting equations (305) and (306) into equation (232) gives

x̂∗ + βx̂∗2 − βŷ∗2 = 0. (307)

Note that x̂∗ 6= 0 since this would imply that ŷ∗ was zero. Also substituting

equations (305) and (306) into equation (244) gives

ŷ∗ = −βŷ∗(ŷ∗ − x̂∗). (308)

That is

ŷ∗ = x̂∗ − 1

β
. (309)

Putting this into equation (307) gives

x̂∗ =
1

3β
. (310)

Putting this into equation (309) gives

ŷ∗ =
−2

3β
. (311)

Now putting equations (310) and (311) into the boundary conditions equation

(253) gives

y =
−2β

3β2 − 3γ̄1γ̄m + β(−γ̄1 + γ̄m)
. (312)

Putting equations (310),(311) and (312) into equations (251) and (258) gives

x =
β + 3γ̄m

3β2 − βγ̄1 + βγ̄m − 3γ̄1γ̄m
(313)

and

w =
−2β(β − γ̄1)

(β − γ̄m)
(

3β2 − 3γ̄1γ̄m + β(−γ̄1 − γ̄m)
) . (314)

Substituting equations (310),(311),(312) and (314) into equation (255) gives

z =
β2 − 3γ̄1γ̄m + β(γ̄1 + γ̄m)

(β − γ̄m)
(

3β2 − 3γ̄1γ̄m + β(−γ̄1 + γ̄m)
) . (315)
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Note that from equation (214), h(n) → 0 and q(n) → 0 as n → ∞, and so from

equation (267) the non-dimensionalised electrical impedance tends to infinity

((ẐE(f ;n)) → ∞), from equation (278) the non-dimensionalised transmission

sensitivity tends to zero (ψ(f ;n) → 0), and from equation (201) γj → 1 and

from equation (203) γ̄j → η∗. From equation (119) we get

η∗ =
2

3
. (316)

From equation (291) the non-dimensionalised reception sensitivity is

φ∗(f ;n) =
2ζ̄ ē24Lη

∗σ∗
2

ξc̄T44

(

1− aZT (ξc̄
T
44 + C̄0ζ̄

2η∗(σ∗
1 + σ∗

2))

ξc̄T44ZT + ξ2cT44c̄
T
44bqC̄0 + C̄0ζ̄2η∗ZT (σ

∗
1 + σ∗

2)

)−1

,

(317)

and, since q(n) → 0, then

φ∗(f ;n) =
4ζ̄ ē24Lσ

∗
2

3ξc̄T44(1− a)
, (318)

where

σ∗
2 =















































1
1+β

, in case A1

1
1−β

, in case A2

χ
χ−1

, in case A3

−3(3β+4)
9β2+β−12

in case B.

(319)

9 Results

From a practical perspective, these fractal transducers will only be able to be

manufactured at low fractal generation levels. The formulation presented above

will allow us to compare the fractal design (using the renormalisation derivation)

with a conventional (Euclidean) design (using homogenisation) in terms of the
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key operating characteristics of the reception and transmission sensitivity spec-

tra [16]. Within each, the presence of higher amplitudes, multiple resonances,

and improved bandwidth (the range of frequencies over which the performance

exceeds a certain decibel level) are the key performance indicators of interest

in this section. A careful examination of the transmission and reception sensi-

tivities of the fractal device as the fractal generation level is increased has been

performed. However, to keep the presentation here succinct and to produce

results that are pertinent to devices that can be physically produced, we will

focus on fractal generation levels n = 4, 5, 6. A typical profile of the electrical

impedance spectrum (magnitude) given by equation (267) is shown in Figures 46

(n = 4), 49 (n = 5) and 52 (n = 6) (dashed line); it is compared to the equivalent

profile given by a model of the traditional design (180) (full line). The overall

trend of the curve is that of a capacitor (1/f profile) with a prominent resonance.

The important features of this plot that the design engineer is interested in are

the location and magnitude of the first minimum (fr) and the first maximum

(fa) turning points. The first minimum is where the mechanical resonance (or

series resonance) occurs and, as this provides the least resistance to the electri-

cal energy being supplied, is the frequency at which the device should be used

in transmission mode. This device will produce its maximum force on the me-

chanical load at this frequency. The absolute value of the electrical impedance

at this frequency is also important therefore and the lower it is the higher will

be the peak transmission sensitivity of the device. The first maximum (known

as the anti-resonance or parallel resonance frequency) is where the electrical

impedance of the device peaks and is therefore the optimal frequency to operate

the device in reception mode. As can be seen in Figures 46, 49 and 52 for the

traditional design (full line) f
(4)
r = 1.7 MHz, |ZE(fr; 4)| = 31.5 dB, f

(4)
a = 2.5
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Figure 46: Non-dimensionalised electrical impedance (equation (267)) versus

frequency for the SG(3) lattice transducer at fractal generation level n = 4

(dashed line). The non-dimensionalised electrical impedance of the standard

(Euclidean) transducer (equation (180)) is plotted for comparison (full line).

Parameter values are given in Table 4.

MHz, f
(5)
r = 1.7 MHz, |ZE(fr; 5)| = 35 dB, f

(5)
a = 2.5 MHz, f

(6)
r = 1.7 MHz,

|ZE(fr; 6)| = 38 dB and f
(6)
a = 2.5 MHz. As discussed above, these frequencies

correspond precisely to the first maximum in the transmission sensitivity plots

(Figures 47, 50 and 53, full line) and the reception sensitivity plots (Figures 48,

51 and 54 full line). From the parameter values for PZT5-H (see [4]) then in

equation (23) the piezoelectrically stiffened velocity (cT ) is approximately 2370

m/s and the polymer stiffened velocity (cP ) is approximately 992 m/s and, with

an overall device length of L = 0.5 mm, then the first mechanical resonant fre-

quency is approximately fa = cT/(2L) = 2.4 MHz. This agrees reasonably well
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Figure 47: Non-dimensionalised transmission sensitivity (equation (278)) versus

frequency for the SG(3) lattice transducer at fractal generation level n = 4

(dashed line). The non-dimensionalised transmission sensitivity of the standard

(Euclidean) transducer (equation (183)) is plotted for comparison (full line).

Parameter values are given in Table 4.

with the reception sensitivity maximum for the homogenised estimate for fa. For

the Sierpinski gasket design the electrical impedance resonance frequencies are

much lower (f
(4)
r = 0.25 MHz, f

(5)
r = 0.54 MHz, f

(6)
r = 1.2 MHz and f

(4)
a = 0.45

MHz, f
(5)
a = .93 MHz, f

(6)
a = 2 MHz) and this suggests that it is a complex

interaction between the edge lengths in the graph associated with the various

generation levels that are causing these resonances; so the internal geometry is

dictating the device behaviour as anticipated. Importantly, the magnitude of

the electrical impedance at the electrical resonance frequency is higher than the

traditional design; there is about a 5 dB increase for n = 6. This results in the
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Figure 48: Non-dimensionalised reception sensitivity (equation (291)) versus

frequency for the SG(3) lattice transducer at fractal generation level n = 4

(dashed line). The non-dimensionalised reception sensitivity of the standard

(Euclidean) transducer (equation (184)) is plotted for comparison (full line).

Parameter values are given in Table 4.

reception sensitivity spectrum having a much larger gain for n = 6; there is a 7

dB improvement in the transmission sensitivity gain from the traditional design

to the fractal design (see Figure 54). Importantly, this peak in the reception

sensitivity also results in an enhanced bandwidth; if we take the noise floor to

be 3 dB below the peak gain of the traditional design (that is 5 dB) then the

operational bandwidth of the traditional design is 1.5 MHz (or 70%) whereas

the fractal design has an operational bandwidth of around 3 MHz (or 140%). It

should be borne in mind of course that no matching layers (or indeed an opti-

mised backing layer) have been used in this design, and that the transducer is

solely composed of the piezoelectric-polymer composite material.
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9.1 Electrical Impedance and Transmission/Reception Sen-

sitivities

Let us start by examining the performance of the first generation lattice (n = 4).

Figure 46 shows that the electrical impedance of the fractal lattice has its first

resonance (the electrical resonance) at around f
(4)
r = 0.25 MHz (at a lower fre-

quency than the Euclidean case f
(4)
r = 1.7 MHz) and that the higher frequency

resonances are absent. Figure 47 shows that the transmission sensitivity of the

fractal design has a maximum amplitude (gain) that is lower than the Euclidean

case (standard design) at its lower operating frequency (26 dB at 0.23 MHz

compared to 31 dB at 1.8 MHz for the Euclidean case). Although if we take the

noise floor to be 3 dB below the peak gain of the traditional design then the

operational bandwidth of the traditional design is 0.5 MHz whereas the frac-

tal design has no operational bandwidth. Figure 48 shows that the reception

sensitivity the fractal design does show some encouraging results with a much

higher peak amplitude than that of the Euclidean case and at a lower operating

frequency (at 0.32 MHz its sensitivity is 14 dB whereas the peak sensitivity of

the standard device is 8 dB at 2.3 MHz). Following this is an examination of

the next generation level (n = 5). Also in generation level n = 5 the electri-

cal impedance of the fractal lattice has its first resonance at around 0.5 MHz

(at a lower frequency than the Euclidean case) and that the higher frequency

resonances are absent.
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Figure 49: Non-dimensionalised electrical impedance (equation (267)) versus

frequency for the SG(3) lattice transducer at fractal generation level n = 5

(dashed line). The non-dimensionalised electrical impedance of the standard

(Euclidean) transducer (equation (180)) is plotted for comparison (full line).

Parameter values are given in Table 4.
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Figure 50: Non-dimensionalised transmission sensitivity (equation (278)) versus

frequency for the SG(3) lattice transducer at fractal generation level n = 5

(dashed line). The non-dimensionalised transmission sensitivity of the standard

(Euclidean) transducer (equation (183)) is plotted for comparison (full line).

Parameter values are given in Table 4.

The transmission sensitivity of the fractal design in generation level n = 5 has a

maximum amplitude (gain) that is lower than the homogenised case (standard

Euclidean design) at its lower operating frequency (at 0.55 MHz its sensitivity

is 26 dB and the peak sensitivity of the standard (Euclidean) device is 29 dB at

1.8 MHz). The bandwidth of around 25 dB is smaller than that of the Euclidean

case (see Table 3).
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Figure 51: Non-dimensionalised reception sensitivity (equation (291)) versus

frequency for the SG(3) lattice transducer at fractal generation level n = 5

(dashed line). The non-dimensionalised reception sensitivity of the standard

(Euclidean) transducer (equation (184)) is plotted for comparison (full line).

Parameter values are given in Table 4.

The reception sensitivity of the fractal design in generation level n = 5 has again

a much higher peak amplitude than that of the Euclidean case at its lower oper-

ating frequency (at 0.6 MHz its sensitivity is 14 dB whereas the peak sensitivity

of the standard (Euclidean) device is 8 dB at 2.3 MHz). This examination can

continue and below we consider the sixth generation level (n = 6) performance.
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Figure 52: Non-dimensionalised electrical impedance (equation (267)) versus

frequency for the SG(3) lattice transducer at fractal generation level n = 6

(dashed line). The non-dimensionalised electrical impedance of the standard

(Euclidean) transducer (equation (180)) is plotted for comparison (full line).

Parameter values are given in Table 4.

At fractal generation level n = 6 the electrical impedance of the fractal lattice

has its first resonance at around 1.2 MHz. This is at a higher impedance gain

than the Euclidean case (which resonates at a higher frequency) and again the

higher frequency resonances are absent.
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Figure 53: Non-dimensionalised transmission sensitivity (equation (278)) versus

frequency for the SG(3) lattice transducer at fractal generation level n = 6

(dashed line). The non-dimensionalised transmission sensitivity of the standard

(Euclidean) transducer (equation (183)) is plotted for comparison (full line).

Parameter values are given in Table 4.

The transmission sensitivity of the fractal design in generation level n = 6 has

a maximum amplitude (gain) that is lower than the Euclidean case (at 1.1 MHz

its sensitivity is 26 dB and the peak sensitivity of the standard device is 28 dB

at 1.8 MHz). Once again the bandwidth around 25 dB is smaller than that of

the homogenised case.
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Figure 54: Non-dimensionalised reception sensitivity (equation (291)) versus

frequency for the SG(3) lattice transducer at fractal generation level n = 6

(dashed line). The non-dimensionalised reception sensitivity of the standard

(Euclidean) transducer (equation (184)) is plotted for comparison (full line).

Parameter values are given in Table 4.

As before the reception sensitivity maximum amplitude of the fractal design (in

generation level n = 6) is higher than the Euclidean case (14 dB at 1.3 MHz

compared to 8 dB at 2.3 MHz for the Euclidean case), with the bandwidth

around this peak sensitivity being bigger than that of the Euclidean case.
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9.2 Homogeneous Euclidean transducers

Figure 55: Non-dimensionalised electrical impedance of the standard (Eu-

clidean) transducer Z̄E(f ;n) (dB) (equation (180)) versus frequency f(MHz)

and volume fraction of ceramic ν for a 1-3 composite transducer. Parameter

values are given in Table 4.

The electrical impedance of the standard (Euclidean) design was calculated us-

ing the homogenisation approach that led to equation (180). As can be seen in

Figure 55 the resonances (peaks in the electrical impedance amplitude) only ap-

pear once the volume fraction of the polymer (ν) exceeds a threshold of roughly

0.95.
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Figure 56: Non-dimensionalised transmission sensitivity of the standard (Eu-

clidean) transducer ψ(f ;n) (dB) (equation (183)) versus frequency f(MHz) and

volume fraction of ceramic ν for a 1-3 composite transducer. Parameter values

are given in Table 4.

At the low volume fraction of the polymer (ν) there is a number of resonances.

As the volume fraction increases these resonances shift to higher frequencies. It

can be seen that the peak sensitivity is 28 dB and the bandwidth around this

peak sensitivity is bigger at the low volume fractions of the polymer (ν).
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Figure 57: Non-dimensionalised reception sensitivity of the standard (Euclidean)

transducer φ(f ;n) (dB) (equation (184)) versus frequency f(MHz) and volume

fraction of ceramic ν for a 1-3 composite transducer. Parameter values are given

in Table 4.

At low volume fractions of the polymer (ν) there are a number of resonances in

the low frequency regime. As the volume fraction of ceramic increases the peak

sensitivity increases as well.
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Design Parameter Symbol Magnitude Dimensions

Parallel electrical impedance load ZP 1000 Ohms

Series electrical impedance load Z0 50 Ohms

Length of fractal L 0.5 mm

Mechanical impedance of the front load ZL 1.5 MRayls

Mechanical impedance of the backing layer ZB 0.02 MRayls

Table 4: Parameter Values for the Sierpinski Gasket Transducer [22, 23].

9.3 Convergence

The norm of the difference between the energy in the power spectrum at suc-

cessive generation levels, integrated with respect to frequency, is calculated for

the transmission/reception sensitivities, as follows

m
∑

i=1

|ψ(fi;n)− ψ(fi;n+ 1)| = ψ∗(n), (320)

and
m
∑

i=1

|φ(fi;n)− φ(fi;n+ 1)| = φ∗(n). (321)

where ψ∗(n) and φ∗(n) record the convergence of the transmission and reception

sensitivities respectively as the fractal generation level increases. Figure 58

shows the dependence of these norms on the generation level. Scrutiny of the

underlying spectra shows that the transmission sensitivity accrues more and

more resonances as the fractal generation n increases. As the length scale of

the smallest edge is decreasing with n then resonances at higher frequencies

appear; again the lack of damping in the model permits these resonances to

have amplitudes which would not be present in an experimental setting. As n
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is increased further, then the various peaks become quite dense and a very flat

response emerges which doesnt change over the frequency range of interest (up

to 10MHz). Hence, the successive spectra start to reach a steady state and this

accounts for the steady state that is reached after n = 10. A similar story holds

for the reception sensitivity.

5 10 15 20

1

2

3

4

5

6

n

φ∗(n) (dB)

Figure 58: The convergence of the transmission and reception sensitivities is

examined by plotting the differences in the energies in successive spectra as the

fractal generation level increases. Non-dimensionalised transmission sensitivity

(ψ∗(n)) (equation (320)) (full line) and non-dimensionalised reception sensitivity

(φ∗(n)) (equation (321)) (dashed line) versus the fractal generation level. The

transmission sensitivity converges by generation level n = 10 and the reception

sensitivity by generation level n = 5, over this frequency range where fi ∈

[0.1, 10]MHz.
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10 Conclusions

The performance of a composite piezoelectric ultrasound transducer, where its

internal architecture is a fractal, is compared with that of a traditional design.

The former case is modelled using a renormalisation approach whereas the latter

case is modelled using homogenisation. In the previously published paper [3],

only ceramic elements were used, however in this paper, this was improved on

by using a combination of ceramic and polymer elements. New basis functions,

whose support is the underlying fractal graph, were developed for the finite el-

ement analysis. To assess the performance of this new device a model for a

homogenised device was derived. This represents the standard designs that are

used whereby the piezoelectric and polymer constituents are on the same length

scale and are often arranged in a periodic structure. A low fractal generation

levels (n = 4, 5 and 6) of this new transducer was investigated as these are in

the regime most likely to be amenable to manufacture. A significantly higher

amplitude reception sensitivity was produced by the fractal transducer when

compared to the standard design; note however that a lower transmission sensi-

tivity amplitude resulted. The convergence of the fractal device’s performance

as the fractal generation level increases was also considered. It was seen that,

in both transmission and reception modes, the outputs converge by generation

level n = 5 and n = 10 respectively. The reception sensitivity also resulted

in a wider bandwidth than the standard design; if we take the noise floor to

be 3 dB below the peak gain of the traditional design. The positive results in

this theoretical work have subsequently led to a program to manufacture these

fractal devices. Our future work will then focus on a comparison between the

results presented here and our experimental findings.
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11 Appendix

11.1 Geometrical and basis function details for fractal

generation levels n = 1 and n = 2

Adjacent vertices to (xj , yj)

j (xj, yj) (xj+1, yj+1) (xj+2, yj+2) (xj+3, yj+3) (xj+4, yj+4)

1 (0, 0) A 2 3 4

2 (h, 0) 1 3 B 4

3 (h
2
,
√
3h
2
) 1 2 C 4

4 (h
2
, h
2
√
3
) 1 2 3

A (−h, 0) 1

B (2h, 0) 2

C (h,
√
3h) 3

Table 5: Coordinates of the vertices and a list of the adjacent vertices to vertex

(xj , yj) for generation level n = 1. The vertex labelling is given in Figure 3.
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Adjacent vertices to (xj, yj)

j (xj , yj) (xj+1, yj+1) (xj+2, yj+2) (xj+3, yj+3) (xj+4, yj+4)

1 (0, 0) A 2 3 4

2 (h, 0) 1 3 5 4

3 (h
2
,
√
3h
2
) 1 2 9 4

4 (h
2
, h
2
√
3
) 1 2 3

5 (2h, 0) 2 6 7 8

6 (3h, 0) 5 7 B 8

7 (5h
2
,
√
3h
2
) 5 6 10 8

8 (5h
2
, h
2
√
3
) 5 6 7

9 (h,
√
3h) 3 10 11 12

10 (2h,
√
3h) 7 9 11 12

11 (3h
2
, 3

√
3h
2

) 9 10 C 12

12 (3h
2
, 7h
2
√
3
) 9 10 11

A (−h, 0) 1

B (4h, 0) 6

C (2h, 2
√
3h) 11

Table 6: Coordinates of the vertices and a list of the adjacent vertices to vertex

(xj , yj) for generation level n = 2. The vertex labelling is given in Figure 4.
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j a b c d f g

1 1 0 0 − 1
h2

3
h2 −4

√
3

h2

2 0 2
h

−4
√
3

h
− 1

h2

3
h2

4
√
3

h2

3 0 − 5
h

3
√
3

h
5
h2 − 3

h2 0

4 0 3
h

√
3
h

− 3
h2

5 0 − 2
h

0 − 1
h2

6 -3 4
h

0 − 1
h2

7 -3 2
h

2
√
3

h
− 1

h2

Table 7: Coefficients of the basis functions φj j = 1, . . . , 4 (see equations (61),

(63) and (74)) and ψj j = 5, 6, 7 (see equations (65) and (67)) for fractal gener-

ation level n = 1.
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j a b c d f g

1 1 0 0 − 1
h2

3
h2 −4

√
3

h2

2 0 2
h

−4
√
3

h
− 1

h2

3
h2

4
√
3

h2

3 0 − 5
h

3
√
3

h
5
h2 − 3

h2 0

4 0 3
h

√
3
h

− 3
h2

5 -3 4
h

8
√
3

h
− 1

h2

3
h2 −4

√
3

h2

6 -8 6
h

−12
√
3

h
− 1

h2

3
h2

4
√
3

h2

7 30 −25
h

3
√
3

h
5
h2 − 3

h2 0

8 -18 15
h

√
3
h

− 3
h2

9 -3 14
h

−2
√
3

h
− 1

h2

3
h2 −4

√
3

h2

10 30 − 8
h

−14
√
3

h
− 1

h2

3
h2

4
√
3

h2

11 -8 −15
h

9
√
3

h
5
h2 − 3

h2 0

12 -18 9
h

7
√
3

h
− 3

h2

13 0 − 2
h

0 − 1
h2

14 -15 8
h

0 − 1
h2

15 -15 4
h

4
√
3

h
− 1

h2

Table 8: Coefficients of the basis functions φj j = 1, . . . , 12 (see equations (69),

(71), (73) and (74)) and ψj j = 13, 14, 15 for fractal generation level n = 2.
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11.2 The material properties of PZT-5H [4, 36, 37]

cEpq =

































12.6 7.95 8.41 0 0 0

7.95 12.6 8.41 0 0 0

8.41 8.41 11.7 0 0 0

0 0 0 2.3 0 0

0 0 0 0 2.3 0

0 0 0 0 0 2.325

































× 1010N/m2, (322)

eip =













0 0 0 0 17 0

0 0 0 17 0 0

−6.5 −6.5 23.3 0 0 0













C/m2, (323)

εEij =













1700ε0 0 0

0 1700ε0 0

0 0 1470ε0













C/(V m). (324)

where ε0 = 8.854× 10−12C/(Vm). The density is ρE = 7500 kgm−3.

11.3 The material properties of polymer HY1300/CY1301

hardset [22, 30]

cPpq =

































0.71976 0.404985 0.404981 0 0 0

0.40498 0.71976 0.40498 0 0 0

0.40498 0.40498 0.71976 0 0 0

0 0 0 0.15739 0 0

0 0 0 0 0.15739 0

0 0 0 0 0 0.15739

































×1010N/m2,

(325)
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and

εPij =













4ε0 0 0

0 4ε0 0

0 0 4ε0













C/(Vm). (326)

where The density is ρP = 1150 kgm−3.
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