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1 Introduction

The Integral Equation Theory (IET) of Molecular Liquids has been an active area of academic

research in theoretical and computational physical chemistry for over 40 years because it pro-

vides a consistent theoretical framework for describing the structural and thermodynamic proper-

ties of liquid-phase solutions. The theory can describe pure and mixed solvent systems (including

anisotropic and non-equlibrium systems) and has been already used for theoretical studies of a vast

range of problems in chemical physics/physical chemistry, molecular biology, colloids, soft mat-

ter and electrochemistry. A considerable advantage of IET is that it can be used to study specific

solute-solvent interactions, unlike continuum solvent models, but yet it requires considerably less

computational expense than explicit solvent simulations.

However, until recently this area of research (although active) was mostly considered as an

outlier compared to molecular simulation methods. Among other reasons for this, we would like to

highlight the following: (i) due to several problems with bridge functionals (see below), the theory

has traditionally been considered to be too inaccurate for widespread use in practical applications

such as research in the biomedical and environmental sciences; (ii) a lack of stable implementations

of the IET algorithms in user-friendly computational software prevented researchers with non-

computational backgrounds from using these methods.

The situation has changed during the last decade. Recent developments in theoretical and com-

putational aspects of IET have made it possible to make accurate calculations of thermodynamic

and structural properties of solvation across multiple classes of molecular systems at relatively low

computational expense.1–9 IET methods have been implemented in several open-source and pro-

prietary pieces of computational chemistry software including Amber,1 ADF10 and MOE.11 Fur-

thermore, IET has found an ever-increasing number of successful applications, including comput-

ing solubility of druglike molecules,12 fragment-based drug design,13,14 molecular recognition,15

modelling the binding of water and ions by proteins and DNA,16–20 predicting tautomer ratios,21

interpreting solvent densities around biomacromolecules,22 and sampling molecular conforma-

tions.3,7,23–27 As a result, more and more groups around the world have become involved in either
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using the existing IET methods or developing new ones, and it is anticipated that the popularity of

IET methods will rapidly increase in the near future.

The main purpose of this review is to overview the recent developments in IET with a particular

focus on IET methods for predicting solvation thermodynamics of organic molecules (including

biomolecules), an area that has undergone significant developments in the last 5-7 years. Be-

cause the Reference Interaction Site Model (RISM) is (arguably) the most developed molecular

IET method in terms of computational and practical aspects, we will mainly focus on it in the

review. Other molecular theory methods (classical DFT, Molecular Ornstein Zernike and energy-

representation method) will be briefly overviewed at the end of the manuscript.

We note that most of the studies we will discuss in the manuscript deal with aqueous solutions

due to the importance of the subject. However, other liquid systems will also be considered in

various sections of the review where they are relevant.

To set the scene, we will start with basic experimental and theoretical aspects of solvation

thermodynamics followed by a brief description of the main formulae of the IET. Then we will

discuss practical aspects of the RISM methods (numerical algorithms, software implementations

and hybridisation of RISM with other methods). Thermodynamic calculations within RISM will be

overviewed in Section 5 where we will focus on new solvation free energy functionals developed

during the last few years. Different applications of RISM will be discussed in Section 6 followed

by a section on other molecular theory methods. We finish our review with Conclusions where we

will discuss ongoing trends, current challenges and prospective directions for future developments

in IET.

2 Solvation thermodynamics: general concepts

Ben-Naim defined solvation as the process of transferring one solute molecule from fixed position

in an ideal gas phase to a fixed position in the liquid phase at constant pressure and temperature.28

In the case of aqueous solutions, the solvation process is called hydration.
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Below we provide basic definitions of the main thermodynamics quantities that characterise

processes associated with molecular solvation with a focus on solvation free energy (SFE) and its

links with other important thermodynamics quantities. We will also briefly discuss different exper-

imental techniques for measuring SFE in a view to assessing the validity of available experimental

data in the literature. At the end of the section, we will briefly overview the main modern non-IET

computational approaches to calculate SFE.

2.1 Solvation free energy (SFE) and its key role in solvation thermodynam-

ics

The change of Gibbs free energy of a molecular solute upon solvation - solvation free energy, SFE,

is a fundamental equilibrium quantity which is inherently related to many other important thermo-

dynamic characteristics like partition coefficient, solubility, association/dissociation constant, etc.

In the case of aqueous solutions, the SFE is usually called hydration free energy (HFE).

2.1.1 SFE and partition coefficients

In chemistry, a partition coefficient (P) is the ratio of the concentrations of a substance in two

heterogenous phases in thermodynamic equilibrium with each other.30 In the case of partition of a

molecule between gaseous phase and aqueous solution the partition coefficient is called the Henry’s

law constant (KH ):31, 32

KH =
Cg(i)

Caq(i)
(1)

where Cg(i) and Caq(i) are equilibrium molecular concentrations of the molecules i in gaseous and

aqueous phases, respectively. (The inverse of this equilibrium constant is sometimes referred to as

the Ostwald solubility coefficient.) The relationship between HFE and KH is:

∆Ghyd = RT ln (KH) , (2)
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Figure 1: The main pathways that influence the distribution of persistent organic pollutants (POPs)

between atmosphere and water. Hydration free energy (∆Ghyd) is an important thermodynamic

parameter used to describe the main processes of POP distribution between atmosphere and water.

It is closely related to the Henry’s law constant, KH (see eq 2). In turn, KH is widely used to

model the flux of a molecule from air to water, F1→2 (see eq 3). Reprinted with permission from

Ref.29 Copyright 2011 American Chemical Society.

where ∆Ghyd is the HFE, R is the ideal gas constant, T is the temperature. Experimental meth-

ods to obtain Henry’s law constants are discussed below (see the Section Experimental methods

to measure SFE). Henry’s law constants are widely used in environmental chemistry to describe

compound exchange between air (troposphere) and water (ocean, river, lake, etc.)33–37 Several

dominant mechanisms that determine the air-water exchange are shown in Figure 1. Generally,

they can be modeled using the equation of a flux across surfaces:34,37

F1→2(i) = K1/2(i)

(
C1(i) −

C2(i)

Pi,eq

)
, (3)

where F1→2(i) is the flux of molecules i from compartment 1 to compartment 2, K1/2(i) is the

kinetic parameter represented by the mass transfer coefficient of the molecules i, C1(i) and C2(i)

are equilibrium molecular concentrations of the molecules i in compartments 1 and 2, respectively,

Pi,eq is the equilibrium partition coefficient of the molecules i between the two compartments.

The air-water exchange is particularly important to investigate the global fate of persistent organic

pollutants (POPs).34,38–40 This class of pollutants is characterized by: (i) long-term persistence,
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Figure 2: To reach the target protein drug molecules should overcome several physical-chemical

barriers. One of them is penetration of the molecules, situated in the intercellular aqueous media,

through lipid cell membrane. The property which shows the molecule partition behavior between

these two media as called lipophilicity. It was found42 that the value of logarithm of partition

coefficient between n-octanol and water (logPoct/wat) has high correlation with the corresponding

value of lipophilicity.

(ii) long-range atmospheric transport and deposition, (iii) bioaccumulation, (iv) adverse effects on

biota.34,38 POPs have been used as fungicides and pesticides for many years.38 Although the further

use and production of POPs has been banned,41 their persistence in biological compartments (e.g.

soil, water, plants, and sediment) means that they still pose a significant environmental hazard. The

global extent of the distribution of POPs became apparent with their detection in the Arctic and

Antarctic (where they have never been used or produced) at levels posing a hazard for both wildlife

and humans.38 For this reason, understanding and clarifying the global fate of POPs is one of the

most important current environmental and ecological problems.

In turn, the logarithm of the partition coefficient between n-octanol and water (logPoct/wat) is

a key physical/chemical parameter in understanding the distribution of molecules in both environ-

mentally and pharmaceutically relevant systems. The value of logPoct/wat is highly correlated with

the value of lipophilicity42 which is commonly defined as the partitioning behavior of compounds

between aqueous and organic phases (fats, membrane lipids, etc.) (see Figure 2). Lipophilicity is

an essential parameter to estimate absorption, transport, and excretion of pollutants and druglike
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compounds from a living organism. Log Poct/wat is defined as the decadic logarithm of the ratio

of the concentration of the un-ionized form of a compound in n-octanol to the concentration of its

un-ionized form in aqueous phase:

logPoct/wat = log

(
[A]un−ionized

oct

[A]un−ionized
wat

)
, (4)

where [A] is the equilibrium concentration of compound A. To measure the partition coefficient of

ionizable solutes, the pH of the aqueous phase is adjusted such that the predominant form of the

compound is un-ionized. The classical and most reliable technique for measurement of logPoct/wat

is the shake-flask method, which consists of dissolving a fixed quantity of the solute in a volume of

n-octanol and water, then measuring the concentration of the solute in each solvent. The method

is well-described elsewhere.43,44 Alternatively, logPoct/wat can be estimated using values of the

corresponding free energies of hydration and solvation in n-octanol:

logPoct/wat = −
∆Gsolv(oct) −∆Ghyd

RT ln(10)
, (5)

where the solvation free energy in n-octanol is given as ∆Gsolv(oct). Although logPoct/wat in this

equation does not correspond exactly to that measured by experiments, because the miscibility of

water and n-octanol is not zero, it has been widely used and is often considered to be satisfac-

tory to give useful first order estimates of n-octanol/water partition coefficients (or, conversely, of

hydration or n-octanol solvation free energies).

2.1.2 SFE and association/dissociation constants

Molecular association processes (complex formation, self-assembling, etc.) are essential in many

fields of investigation: chemistry, biochemistry, pharmaceutics, food engineering, etc. To give

an example, excessively strong binding of a drug molecule by blood proteins may significantly

decrease the concentration of free (non-bound) drug molecules in the blood stream resulting in

lower efficiency of the pharmaceutical against a disease.45 The strength of binding (association) is
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Figure 3: Thermodynamic cycle to estimate constants of association (e.g. protein-ligand binding)

and dissociation (e.g. carboxylic group dissociation) in liquid (aqueous) phase ∆rG
(aq) using the

corresponding value in gaseous phase ∆rG
(g) and solvation (hydration) free energies for reagents

and products ∆GA
solv, ∆GB

solv, ∆GC
solv.

commonly evaluated by the complex formation constant (Kcomp) (also called the stability constant).

We note that biochemists rarely talk about association constants, but rather their reciprocal, the

dissociation constants (Kd). In the special case of salts, the dissociation constant can also be called

an ionization constant (Ki). The classical experimental techniques to determine the constants

(e.g. differential scanning calorimetry, isothermal titration calorimetry, etc) are well-described

elsewhere.46–48 The value of Kcomp can be calculated indirectly from the thermodynamic cycle

shown in Figure 3, in which the hydration/solvation free energy terms are important terms. For

example, for the process of protein-ligand binding, Kcomp can be calculated as:

lnKcomp = −
∆rG(g)+∆GPL

hyd
−(∆GP

hyd
+∆GL

hyd)
RT

, (6)

where Kcomp is the complex formation constant, ∆rG
(g) is the free energy of association (e.g.

protein - ligand binding) in gaseous phase, ∆GP
hyd, ∆GL

hyd, and ∆GPL
hyd are hydration free energies

of protein (P), ligand (L), and protein-ligand complex (PL), respectively.

The thermodynamic cycle via the vapour (see Figure 3) may also be used to study acid-base

behavior of pharmaceutical molecules, which is of key importance in estimating their distribution

in an organism. Many physical/chemical properties are extremely sensitive to whether the drug
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molecule is neutral or charged: aqueous solubility, lipophilicity, membrane permeability - to name

a few. The acidity of molecules is usually estimated by the acid dissociation constant (Ka). Due

to the many orders of magnitude spanned by Ka values, a logarithmic measure of the acid dissoci-

ation constant is more commonly used in practice: pKa = − log10Ka. The classical experimental

techniques of direct pKa determination (potentiometric titration, spectrophotometric method, con-

ductometry, etc.) are well-described elsewhere.49,50 Alternatively, pKa can be calculated using

solvation free energy terms (see Figure3). For the case of pKa in water:

pKa =
∆rG(g)+∆GA−

hyd
+∆GH+

hyd
−∆GHA

hyd

RT ln(10)
, (7)

where pKa is the acid dissociation constant, ∆rG
(g) is the free energy of the reaction (dissociation

of the acid HA) in gaseous phase,∆GHA
hyd, ∆GA−

hyd, and ∆GH+

hyd are HFEs of protonated acid HA,

anion A−, and proton H+, respectively, R is the ideal gas constant, T is the temperature. We note

that as the free energy of reaction in solution phase is a state function its value can be obtained

from other thermodynamic cycles.51

2.1.3 SFE and intrinsic solubility

The intrinsic solubility of an ionizable molecule is defined as the concentration of the neutral

form of the molecule in solvent at thermodynamic equilibrium with a small excess of undissolved

solute. For a crystalline solute, solvation free energy can be related to intrinsic solubility by a

thermodynamic cycle via the vapor:52

∆Gsol = ∆Gsub +∆Gsolv = −RT ln (VmSo) , (8)

where ∆Gsol is the Gibbs free energy of solution, ∆Gsub is the Gibbs free energy of sublimation

∆Gsolv is the SFE, So is the intrinsic solubility, R is the molar gas constant, T is the temperature,

and Vm is the molar volume of the crystalline solute. The calculation of the intrinsic solubility of

organic molecules via computation of the Gibbs free energy of solution remains a significant chal-
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lenge for computational chemistry since an error of 5.7 kJ/mol (1.36 kcal/mol) in ∆Gsol equates to

a 10-fold error in solubility. It has recently been shown that implicit continuum or explicit solvent

simulation give random errors of ∼10-15 kJ/mol (∼2.5-3.5 kcal/mol) when used to calculate the

SFEs of druglike molecules.53,54 Nevertheless, some success has been achieved using this approach

for simple organic solutes55 and for druglike molecules.12,52

2.1.4 Enthalpic and entropic terms

SFE contains two contributions:56

∆Gsolv = ∆Hsolv − T∆Ssolv, (9)

where ∆Hsolv is the change of enthalpy and ∆Ssolv is the change of entropy for the solvation

process. The first term (∆Hsolv), the so-called heat effect of the solvation process, equals the

amount of energy that can be converted to heat (useful work) at constant pressure and temperature

(it can be measured calorimetrically), whereas the last term (T∆Ssolv) equals the amount of energy

that the system gives to an external medium due to its disordering (or, otherwise, the system takes

from the external medium for its ordering). So, the system should be in a thermal contact with the

external media, the temperature of which is constant and equal to the temperature of the system.

For example, let us consider a hydration complex formation upon solvation of a molecule with

polar/charged groups or a metal ion in water.57,58 The process results in a more ordered system

due to the formation of additional bonds between the solute and water and the entropy of the

system decreases (∆Ssolv < 0, −T∆Ssolv > 0).56 It means that the system takes some energy

from the external medium for molecule-water bond formation. However, complex formation is

an exothermic process and is accompanied by the release of heat (∆H < 0solv). Due to the

fact that, generally, during the formation of a hydration complex the amount of heat released is

larger than the amount of absorbed energy,57,59 the free energy of the reaction has a negative value,

∆Gsolv < 0, indicating that the process is spontaneous.
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2.1.5 Free energy profiles

Solvation and related processes (e.g. dissociation/association of complexes in solution) can often

be characterized by a free energy profile (a so-called potential of mean force, PMF). According

to the Ben-Naim definition,28 PMF is the work involved (the Gibbs free energy at constant pres-

sure and temperature) in bringing two (or many) selected particles from infinite separation (in

condensed phase) to the final configuration (in condensed phase). One should note that the PMF

is closely related to the pair density distribution function which gives the probability of finding a

particle j at a certain distance from particle i:

PMF (rij ,Ωij) = −kBT ln [g(rij,Ωij)] , (10)

where g(rij,Ωij) is the pair density distribution function, rij is the distance-vector between ith

and jth molecules, Ωij = {φij, θij , ψij} is the relative orientations of the ith and jth molecules

(given by the set of Euler angles), kB is the Boltzmann constant, T is the temperature. For a

complex formation process in water (e.g. protein – ligand binding), the free energy profile60 and

its enthalpic and entropic contributions are shown in Figure 4. At a distance A, there are no

interactions between the protein and the ligand because the molecules are far away from each

other. As the ligand comes closer to the protein binding center ( Figure 4, distance B), both of

them must release some water from their first solvation shells due to steric crowding. The process

is accompanied by an increase of the system entropy (∆rS
(aq) > 0, −T∆rS

(aq) < 0) and the

absorption of heat from external media for the partial desolvation of the interacting molecules

(∆rH
(aq) > 0). However, the distance B is still too large for the formation of direct contacts

between the ligand and the protein, which takes place at a distance C. The heat release due to the

protein - ligand interactions and the rearrangement of water molecules is considerable larger than

the increase of the entropic term (entropy of the system decreases). So, the resulting free energy

of the interactions is negative indicating that the process is spontaneous.
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Figure 4: Free energy profile (red solid line) and its enthalpic (blue dashed line), and entropic

(green dashed-dotted line) contributions of the protein – ligand binding in water, where r is the

distance between the ligand (L) and the binding site of protein (P). Behavior of the system at dis-

tances A, B, and C is discussed in the text. The free energy profiles were adopted with permission

from Ref.60 Copyright 2010 American Chemical Society.

Conclusion: As the previously discussed physical/chemical properties are widely used in envi-

ronmental chemistry to predict the global fate of persistent organic pollutants34,39 and in pharma-

ceutical chemistry in predicting the pharmacokinetic behavior of novel drug-like molecules (e.g.

tablet stability and dissolution, oral digestion, membrane penetration, and absorption in different

tissues52,61–64), accurate and fast methods for determination of solvation/hydration free energies

would have wide-spread benefits.

2.2 Experimental methods to measure SFE

The common experimental techniques to measure the solvation free energies of organic molecules

can be roughly separated into direct and indirect methods.

The choice of one or another approach depends on the solubility and volatility of the com-

pounds under investigation. Generally, the solubility of both pharmaceutically- and ecologically-

relevant compounds in water is low and one may assume (or make a correction to) an infinitely-

diluted solution. In this case, HFE can be estimated through the Henry’s law constant (see eq 2).

Direct methods are applicable only for molecules with volatility from relatively high (Cgas/Caq > 0.1)

to moderate (0.10 > Cgas/Caq > 0.01),65 e.g. persistent organic pollutants. The compounds with
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lower volatility (e.g. drug-like molecules) can be investigated by indirect approaches that calcu-

late solvation free energies from separate measurements of intrinsic solubility and pure compound

vapour pressures. We will briefly review both direct and indirect methods for measurement of

SFEs with a focus on aqueous solutions.

2.2.1 Direct methods

The direct methods can be categorised as either static or dynamic. Static methods involve prepa-

ration of dilute aqueous solutions containing an organic compound and allowing it to partition

into the gas phase (so-called headspace) in contact with the solution in a closed vessel under

temperature-controlled conditions until thermodynamic equilibrium is reached. The Henry’s law

constant determination within the approach is based on the following equation:

Cg = Caq0

KH(Vg/Vaq)

KH(Vg/Vaq) + 1
, (11)

whereCg is the headspace concentration of an organic solute,Caq0 is the initial concentration of the

solute, KH is the Henry’s law constant, Vg and Vaq are the volumes of the headspace and aqueous

phases, respectively.

In this approach, the error in determining KH can be reduced by one of two widely used

techniques: the equilibrium partition in closed system (EPICS)66 approach or the static headspace

method (the latter is also called phase ratio variation, PRV).67 EPICS is based on measurement of

the headspace concentration of a solute from multiple sealed bottles having different headspace-

to-liquid volume ratios (Vg/Vaq) and the same initial amount of the solute (the initial number

of mole is constant). The principle problem limiting the accuracy of the EPICS method is the

difficulty of delivering equal quantities of compound in the several bottles. In turn, the static

headspace method considers the equilibration in one vial of a given volume of an aqueous solution

(Caq0 =constant) with several given volumes of solute-free air (different amounts of the aqueous

solution are removed from the vial with a syringe).

Generally, direct static techniques are sensitive enough for compounds with high volatility
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because of the limited size of the headspace and water sample. For molecules with moderate

volatility, the direct dynamic approach is preferable. The technique is more accurate than the static

equilibration method because the measurement is based on a relative concentration change in one

phase, and as a result, it is also capable of measuring much lower values of Cgas/Caq. The direct

dynamic approach include such techniques as the gas stripping method (GSM)68 and the so-called

”wetted-wall column” (WWC) or concurrent flow technique.69

The first of these methods allows the determination of the Henry’s law constant by measure-

ment of the compound loss in liquid phase by stripping it from the solution into a gaseous phase

using a bubble column apparatus:

ln

(
Ci

C0

)
= −

KHG

V RT
ti, (12)

where Ci and C0 are current and initial concentrations of the solute, G is the gas flow rate, V is

the volume of the liquid, ti is the current time, R is the gas constant, T is the temperature. This

experimental design requires that the velocity of the rising bubbles is sufficiently small and the

height of the column is sufficiently great to establish air-water equilibrium. Moreover, the bubbles

need to be large enough to allow the absorption of the solute molecules to the surface of the gas

bubbles to be neglected.70,71

An alternative dynamic approach is the WWC technique in which the compound of interest is

equilibrated between a flow of gas and a thin layer of solvent within a long vertical column.72 This

technique allows one to avoid the problem of solute absorption; however, there is a risk of trapping

solution aerosol in the vapor trap at the bottom of the mixing column.69 As with the gas stripping

method, it is important that sufficient contact time is allowed to ensure that chemical equilibrium

has been reached.

Thus, for compounds with an extremely low volatility (e.g. drug-like molecules) even the

dynamic approach is not sensitive enough.
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Figure 5: Thermodynamic cycle to estimate solution free energy (∆Gsoln) using the corresponding

value of the vaporization free energy (∆Gvap) or sublimation free energy (∆Gsub) and solvation

free energy (∆Gsolv). The figure was adopted with permission from Ref.233 Copyright 2011.

2.2.2 Indirect methods

The solvation free energy of solutes with low vapour pressures can often be calculated indirectly

from separate measurements of solubility and pure compound vapour pressure by a thermodynamic

cycle via the vapour (see Figure 5).

The traditional ”gold-standard” method for measuring solubility is the shake-flask method. The

sample compound is added to a buffered solution until precipitation occurs. The solution is then

agitated until thermodynamic equilibrium has been established. The excess precipitate is removed

by filtration or centrifugation, and the concentration of compound in solution is measured. The

main problem with the shake-flask method is that it is difficult to guarantee that thermodynamic

equilibrium has been established. Additional errors may also be incurred by the filtration or cen-

trifugation step and the use of buffers. Alternatively, solubility can be measured by potentiometric

methods which are more accurate than many classical methods.73–75 This makes them suitable for

use in a pharmaceutical development setting, where accurate solubility data is required.76,77 The

principle benefit of the potentiometric methods is that they increase the rate at which thermody-

namic equilibrium is obtained, but they can typically only be used for solutes with a pKa in the

range 2 - 12. Experimental intrinsic solubility data reported as part of a blind challenge to predict
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solubilities was measured by a potentiometric method.78

Reliable experimental vapor pressure data for a wide range of structurally simple compounds

(generally, with intermediate vapor pressure, 1 – 100 kPa) are available from established databases

(e.g. Dortmund Databank, DDB) and published compilations.79–81 However, these databases do

not contain experimental data for compounds with ambient vapor pressures ¡∼ 0.0001 kPa (e.g.

pharmaceutical molecules).82 Although moderate vapour pressures (1 – 200 kPa) are relatively

easy to measure, it remains a significant challenge to measure low (0.001 – 1 kPa) and very low

(¡ 0.001 kPa) vapor pressures. The standard experimental techniques to measure vapor pressure in

low-pressure regions are the transpiration method (or inert gas flow method)83 and the molecular

(Knudsen) effusion method. In the transpiration method a stream of inert gas is passed over the

sample at a constant temperature and known flow rate such that the carrier gas becomes saturated

with the sublimed sample. The carrier gas is then condensed downstream and the mass and purity

of the sublimate are measured. The vapour pressure over the pure sample at that temperature is

then calculated from the volume of the inert gas and the mass of the sublimate. The main problem

faced in these experiments is that bioactive molecules typically have very low vapour pressures that

are difficult to measure accurately at room temperature. Furthermore, one has to be cautious about

the chemical stability of the solutes under investigation.84 In Knudsen effusion a sample is placed

in a closed container (”Knudsen cell”) with a small hole (0.5 - 1.5 mm diameter) in the side. It is

assumed that thermodynamic equilibrium is established between the sample and its vapor phase

inside the container. The vapor effuses out of the small hole into vacuum, and the vapor pressure

is calculated using the Knudsen equation by measuring the rate of the sample mass loss.

2.2.3 Available experimental SFE data

Currently, experimental SFE data are available for only several thousand of the millions of known

organic compounds and around a hundred solvents.85–92 The largest available compilations of SFEs

for small molecules is the Minnesota Solvation Database (http : //comp.chem.umn.edu/mnsol/),

which presents a collection of 3037 experimental free energies of solvation or transfer free energies
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for 790 unique solutes (541 neutral solutes and 249 singly-charged ions) in 92 solvents (includ-

ing water). The distributed version of the database requires a licence, which is free of charge for

non-profit organizations.

Chamberlin, Cramer and Truhlar collected a dataset of experimental HFEs at varied tempera-

tures.93,94 The dataset contains measurements of HFEs from different sources for a variety of small,

non-ionic organic molecules in a broad temperature range and was used for parameterization of the

SM6T and SM8T solvation models.93,94

Recently D.L. Mobley and J.P. Guthrie organized the FreeSolv database

(http : //www.escholarship.org/uc/item/6sd403pz), which builds on previous work from the

Mobley lab and others. It contains experimental and calculated HFE for 504 small molecules.

Experimental values are taken from prior literature and will continue to be curated. Calculated

values are based on the GAFF small molecule force field in TIP3P water with AM1-BCC charges.

We note that very few experimental SFE data are available for druglike molecules. The available

collections of HFEs for drug-like and pesticide-like molecules are the SAMPL1,54 SAMPL2,53

SAMPL395 and SAMPL496 datasets recently published as part of blind prediction challenges.

Conclusion: Although there has been recent progress in the development of experimental meth-

ods to obtain SFEs, accurate measurements of SFEs for drug-like molecules and pollutants are

still problematic. Experimental investigation of compounds with low volatility and/or solubility

are challenging because they require precise and laborious measurements with highly sensitive in-

struments. As a result, these studies remain expensive and time-consuming (about one month of

intensive work is necessary to determine the SFE of one drug-like molecule).97

2.3 SFE calculations: brief overview of main approaches

Accurate calculation of SFEs/HFEs of organic molecules has been a subject of very intensive

research in computational and theoretical chemistry for many years. Indeed, as a fundamental

thermodynamic parameter, SFE is a key quantity to verify the validity of a solvation theory or
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method. From another side, SFE is important in many applied aspects of research in computational

chemistry. For example, SFEs have been used in the calculation of octanol-water partition coef-

ficients,61,98,99 protein-ligand binding affinities,100–102 acid-base dissociation constants (pKa’s),103

and aqueous solubilities.12,52,104 Since these physicochemical properties are important in industrial

applications, such as predicting the pharmacokinetic behavior of novel pharmaceutical molecules,

improving the accuracy of computational methods to calculate SFEs would have widespread ben-

efits.

Many different methods for SFE/HFE predictions have been developed at different levels of

complexity: from empirical relationships like linear free energy and QSPR models and to ’bottom

up’ QM/MM methods with explicit solvent models. Overviewing all of them is out of scope of

this review; we will only briefly overview the main classes of SFE computational methods in this

section. For more information we refer to the following reviews:

• We would like to emphasise the role of recent SAMPL1,54 SAMPL2,53 SAMPL3,95 and

SAMPL496 blind HFE challenges that provoked a wave of interest in HFE predictions using

different computational techniques. These works contain several benchmark data sets that

can be used for verifying new models. The critical analyses of the performance of different

methods in these challenges are insightful and provide interesting information.

• Critical comparisons of the HFE predictive ability for explicit and implicit solvent models

can be found in Refs.54,91,105–115

2.3.1 ’Top down’ methods: cheminformatics and QSPR approaches

Quantitive Structure-Property Relationships (QSPRs) are empirically parameterized functions that

relate a target property to a set of molecular descriptors calculable from a simple computational

representation of the molecule.116

The simplest form of a QSPR model used to predict SFE are the Group Contribution (GC)

20



methods,87,115 in which the SFE is commonly represented as a linear sum:

∆Gsolv =
∑

aixi + c, (13)

where ai and c are the regression coefficients and intercept determined by multi-linear regression,

x is a count of the number of occurrences of a particular atom or fragment in the solute and ∆Gsolv

is the SFE, which is the property to be predicted. The GC methods are a form of linear free

energy relationship.117–119 For small molecule datasets, GC methods often report quite accurate

predictions, but they have a number of well-known problems, which mean that they often do not

extrapolate well to larger and more complicated molecules. Firstly, atomic or molecular fragments

are not necessarily independent of each other, their effect on intra- and inter- molecular interactions

will depend upon their situation in the molecule and their environment. Secondly, the assumption

of linearity is questionable, i.e. the addition of a second or third hydrophobic group to a molecule

may have a different effect on its HFE than addition of a first hydrophobic group. There are

also a number of practical problems with Group Contribution methods. In order to determine

a statistically significant regression coefficient for each variable and to ensure that all common

molecular fragments are represented, each structural fragment must be present an adequate number

of times in the training dataset; given the paucity of accurate experimental data, this presents a

major problem. Depending upon the size of the fragments used, a GC approach may not be able to

distinguish between two different isomers of the same molecule. Bilirubin, which is a metabolite

of hemoglobin that can cause jaundice in young babies, provides an interesting example of this

problem. The medical cure is the use of phototherapy, which causes a cis-trans isomerism. The

trans- product is more soluble in water and is safely excreted via the kidneys from the body.120

However, the solubility of both molecules is predicted to be the same by many Group Contribution

methods.11 Moreover, application of GC methods for many practical tasks becomes complicated

due to the significant number of descriptors which are required for predictions of HFEs for a

wide range of solutes.53,54,87,95,96,115 The problems associated with Group Contribution approaches
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have meant that recently the majority of QSPR publications on the prediction of solvation free

energy have tended to use other sets of molecular descriptors.54,95,96,112–115,121 Despite the more

advanced nature of these QSPR models as compared to GC approaches, the majority of them still

not extrapolate well to molecules dissimilar to those in the training dataset.

2.3.2 ’Bottom up’ methods: implicit vs explicit solvent

Although cheminformatics/QSPR approaches provide a computationally inexpensive way to pre-

dict SFEs and other thermodynamic parameters, these methods do not have molecular-scale model

of solvation behind them. As a result, even successful predictions by these methods do not provide

chemical/physical insights into the underlying solvation processes; also, as a rule, their applica-

tions are limited to selected classes of compounds.

’Bottom up’ methods that make predictions starting from a molecule-scale model of the solva-

tion process provide an alternative route for predicting SFEs. Commonly used ’bottom up’ meth-

ods to calculate SFE may be categorized as either implicit or explicit solvent models.54,91,105–115

The full theoretical background of these methods has been the subject of a large number of excel-

lent review articles and books (see also above) and will not be recapitulated here. Nevertheless,

we provide a brief overview of both methods below in order to place the integral equation theory

of molecular liquids in the context of other computational solvent models.

Implicit continuum models consider the solvent to act like a uniform polarizable medium char-

acterized by a dielectric constant, ǫ, into which the solute is embedded in a suitably shaped cav-

ity.107,122–124 The solvation free energy is decomposed as:

∆Gsolv = ∆Gelec +∆Grep−disp +∆Gcav, (14)

where the terms on the right hand side are due to polarization of the solute by the solvent en-

vironment (∆Gelec), repulsion-dispersion interactions between solute and solvent (∆Grep−disp),

and formation of a cavity in the solvent (∆Gcav). The first term, ∆Gelec, can be calculated for
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a given molecular geometry by solving either the Generalized-Born or Poisson-Boltzmann equa-

tions, which can be done for pure solvents and electrolyte solutions.109 A wide variety of methods

have been proposed to calculate ∆Gcav and ∆Grep−disp. A common approach is to combine these

terms and represent them by an equation of the form

∆Gcav +∆Grep−disp = γSASA+ b, (15)

where SASA is the solvent accessible surface area of the solute and γ and b are constants ob-

tained by empirical fitting against experimental data for non-polar molecules. The accuracy of this

method is questionable since the linear relationship between ∆Gcav +∆Grep−disp and SASA only

holds for simple organic molecules.

Implicit continuum models ignore the microscopic solvent structure, which precludes an ac-

curate description of specific, short-range solute-solvent interactions that give rise to many of the

interesting phenomena of solution chemistry.

Explicit solvent simulations offer a more thermodynamically rigorous approach to calculating

solvation free energies.91,104–106,110,125–131 The standard computational model used for these calcu-

lations is a simulation box comprising a solute molecule immersed in a large number of solvent

molecules each of which is modeled in atomistic detail. The calculation of solvation free energies

requires an exploration of the possible configurations of the molecules in the system (using molec-

ular dynamics or Monte Carlo algorithms) acting under the observed potential energy function

(usually evaluated using molecular mechanics force fields).

The calculation of long-range electrostatic interactions in such many-body systems is computa-

tionally intensive with the result that large-scale computing resources are required. Solvation free

energies can be calculated using explicit solvent simulations by four main groups of methods:109 (i)

thermodynamic integration (TI); (ii) free energy perturbation (FEP); (iii) probability densities; (iv)

non-equilibrium work (NEW) methods. Since the free energy (of solvation) is a state function it is

(formally) independent of the path used to calculate it. However, convergence of the calculations
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(and, consequently, the accuracy of the calculations) depends on the method as well as the energy

landscape of the system. A comparative analysis of different methods and their applications can

be found here.54,91,105–115

A recent series of blind challenges for the calculation of the HFEs of pharmaceutically and

environmentally relevant molecules (SAMPL1, SAMPL2, SAMPL3, SAMPL4) has demonstrated

the current state of the art of implicit continuum and explicit solvent simulation based approaches.53,54,95,96

The best predictions were in the range RMSE=2.5-3.5 kcal/mol, which equates to an ∼2 log unit

error in the related equilibrium physicochemical property (e.g. solubility, pKa, etc). Clearly, these

methods are not accurate enough for many practical applications (e.g. modern pharmaceutical

research). As the authors of these challenges observe, ”Accurate calculations of more complex

properties or events will remain over the horizon until these more basic values [HFEs] can be

predicted with greater accuracy”.53

3 Integral Equation Theory (IET) of molecular liquids

The integral equation theory (IET) of molecular liquids has a special place among the implicit

solvent methods, since it combines a reasonable level of molecular description of the solute with

low computational costs. IET provides information about the solvent density around the solute (in

terms of density distribution functions), which is not accessible by continuum solvent methods.

Another advantage of IET is its ability to perform single-point SFE calculations with a free energy

functional, instead of the series of calculations that are necessary for SFE calculations with most

explicit solvent methods. Such fruitful combination of IET’s features provoked a range of studies

of SFE using the method starting from the final decade of the last century.107,132–138

Although qualitative agreement with experimental data is demonstrated in some of these ap-

plications, extensive benchmarking has indicated that the standard IET free energy functionals

do not give accurate HFEs; indeed experimental and computed values may differ by an order of

magnitude. Thus, the original formulation of IET allows only a qualitative correct description of
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molecular solvation effects,18,139 whereas quantitatively accurate prediction of energetic parame-

ters has been a challenge for quite sometimes.134,138,140 However, recent development of hybrid

free energy functionals has allowed IET to approach chemical accuracy in terms of predictions of

solvation thermodynamics2,92,141 All these achievements have brought forth a dramatic growth of

interest in this area.

Below we provide a brief overview of the main IET formulae, starting with a description of

simple systems (spherical particles interacting via short-range potentials) and then progressing

towards IET methods for complex molecular systems. We refer to Refs142–144 for more detailed

descriptions of IET fundamentals.

3.1 The Ornstein - Zernike (OZ) equation for simple fluids

The fundamental relationship in the integral equation theory of liquids is the Ornstein-Zernike

(OZ) equation,147 which defines the total correlation function h(r) between a pair of spherical

particles 1 and 2 for the case of a homogeneous isotropic fluid with density ρ as:

h(r12) = c(r12) + ρ

∫
c(r13)h(r32)dr3, (16)

where c(r) is the so-called direct correlation function which was first introduced by Ornstein and

Zernike. The pair density distribution function g(r) can be found from h(r) as g(r) = h(r) + 1.

Figure 6: Typical form of the (a) total, and (b) direct site-site correlation functions for different

components of a liquid.
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ρg(r) gives the probability to find a particle in the volume element dr located at the distance r

from another particle. Therefore, g(r) is also often referred as pair correlation function or pair

distribution function.142–144,148

The physical significance of eq 16 is most easily seen if an attempt is made to solve it recur-

sively, i.e. by eliminating h(r) under the integral using the equation:

h(r12) = c(r12) + ρ
∫
c(r13)c(r32)dr3+

ρ2
∫ ∫

c(r13)c(r34)c(r42)dr3dr4 + ...
(17)

Writing the OZ equation in this form shows that the total pair correlation function between particles

1 and 2 (h(r12)) is a sum of the pair direct correlation function between the particles (c(r12)) and an

indirect correlation function (γ(r12) = h(r12)− c(r12)) propagated via increasingly large numbers

of intermediate particles. Thus, the right-hand side in eq 17 represents an infinite series comprised

of ”chains” of various direct correlations.143,148

One should note that the OZ equation keeps in consideration only the first term in eq (corre-

lation via any particle 3) of the cluster expansion considered here (eq 17), and that in many the

following elaborations of the method this limitation to the first term has been silently preserved.

We note, however, that high–order correlation functions are important for correct description of

inhomogeneous fluids and many important phenomena such as glass transition, wetting, conden-

sation etc.143–145,148 Therefore, further development of the theory of fluids requires consideration

of the higher terms of the cluster expansion.143–146

It is worth noting at this point that the OZ equation can be generalized for mixtures of spherical

particles as:

hij(r12) = cij(r12) +

M∑

m=1

ρm

∫
cmi(r13)hmj(r32)dr3, (18)

where M is the number of components in the mixture. The total and direct correlation functions

are illustrated for a typical mixture in Figure 6. At short distances, the total correlation functions

reveal sharp peaks and slopes corresponding to solvation shells, whilst at long-range distances the
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functions decay weakly with oscillations.

By contrast, the direct correlation functions behave asymptotically with c(r) → −βu(r) as

r → ∞; u(r) is the pair interaction potential between the liquid particles, β = 1/kBT , kB is

the Boltzmann constant, and T is the absolute temperature. This asymptotic behavior holds true

for a wide range of liquids provided that the liquid is not near the critical point.143,148 Due to the

complicated form of the total correlation functions, it is often convenient to operate with indirect

correlation functions γ(r12) which are usually smoother functions.143

The OZ equation (eq 16) contains two unknowns functions, h(r) and c(r). In order to solve

for these functions, a second equation must be introduced, the so-called ”closure relation”, which

couples h(r) and c(r) with the pair interaction potential u(r). The algebraic form of this closure

relation can be written as:142,143,148

h(r) + 1 = exp(−βu(r) + γ(r) +B(r)). (19)

The closure relation introduces a so-called ”bridge” function (B(r)), which is a functional of the

indirect correlation function, (B(r) = B[γ(r)]).

The total and direct correlation functions, h(r) and c(r), respectively, can be found by numeri-

cal solution of eq 16 and eq 19 provided that u(r), T , andB(r) are known. Unfortunately, however,

an exact expression for B(r) is not currently known. Therefore, a number of different approxima-

tions have been introduced for the bridge function. Finding a good bridge parameterization is one

of the main problems of the theory of liquids.

Most of commonly used approximate bridge functionals (and hence closure relations) fall into

one of two general classes: (i) those based on the local approximation hypothesis; (ii) those that

introduce a small number of free parameters into the bridge functional, whose values are obtained

self-consistently to give optimal thermodynamic consistency.

The closure relations based on the local approximation hypothesis replace the generally non-

local bridge functional, B[γ(r)], by a local bridge function depending on γ(r), b(γ(r)). It should

be noted, however, that so far there is no rigorous theory behind this replacement of the nonlocal
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bridge functional by a bridge function. The first and most widely used local approximate clo-

sure relations were the Percus-Yevick (PY), the hypernetted chain (HNC) and the mean spherical

(MSA) approximations.

The simplest approximation of the bridge functional is the HNC closure143 that just ignores the

bridge, i.e. B[γ(r)] = 0. Thus, the HNC closure reads:

h(r) + 1 = exp(−βu(r) + γ(r)). (20)

This approximation is mainly used to describe systems with long-range Coulombic interac-

tions.

The PY closure149 is usually applied to describe systems with short-range interactions. It takes

the bridge function in the form B[γ(r)] = ln(1 + γ(r))− γ(r), so that:

h(r) + 1 = exp(−βu(r))(γ(r) + 1). (21)

The mean spherical approximation (MSA) is characterized by the bridge function B[γ(r)] =

ln(1+ γ(r)−βu(r))−γ(r)+βu(r) and has a different form depending on the particle type in the

system. For a system consisting of hard core particles, when the asymptotic property of the direct

correlation function is assumed to be c(r) → −βu(r) as r → ∞, the MSA has the form:

h(r) + 1 = 1− βu(r) + γ(r). (22)

The MSA can be rewritten for systems comprising of particles with a soft core by splitting the

pair interaction potential into an attractive and a repulsive part, u(r) = u1(r) + u2(r). The bridge

function is taken as the attractive part of the potential, such that the closure can be written as:143

h(r) + 1 = exp(−βu1(r))(1− βu2(r) + γ(r)). (23)

The HNC and MSA closures were combined in the Kovalenko-Hirata (KH) closure150 that in
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the case of OZ equation for simple fluids reads as (see more discussion on this closure for molecular

liquids below):

h(r) + 1 =





exp[−βu(r) + γ(r)] if h(r) ≤ 0,

1− βu(r) + γ(r) if h(r) > 0.
(24)

The Martynov-Sarkisov (MS) closure151 was obtained by estimation of the density expansion

of the bridge functional and from analysis of the bridge functional behavior in the vicinity of the

critical point. The bridge functional is taken as B[γ(r)] =
√

1 + 2γ(r)− γ(r) − 1, such that the

closure reads:

h(r) + 1 = exp(−βu(r) +
√

1 + 2γ(r)− 1). (25)

It has been shown that to obtain good local closure approximations it is necessary to explic-

itly incorporate the pair interaction potential u(r) into the bridge function.152 Duh, Haymet and

Henderson153,154 used this idea to define a semiempirical (DHH) closure for the OZ equation:

B(Γ) = −Γ2 1

2

[
1 +

(
5Γ + 11

7Γ + 9

)
Γ

]−1

(26)

where Γ(r) = γ − βu2(r). u2(r) corresponds to the attractive part of the potential, which is

defined by partitioning the potential into a reference (repulsive) part and a perturbation (attractive)

part following the method of Weeks et al.155 The DHH closure quite accurately describes some

Lennard-Jones systems. The idea of incorporating a potential term into the bridge-function has

also been applied in the construction of the Martynov-Sarkisov-Vompe (MSV) closure.156

The second class of approximate closure relations use a small number of free parameters in

the bridge functional, whose values are obtained by fitting against experimental data to obtain

thermodynamic consistency. Examples of these self-consistent approximate closures include the

Rogers-Young,157 the Zerah-Hansen,158 and the Verlet159 closures.
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The Rogers-Young closure157 takes the form:

B[γ(r)] = ln

(
1 +

exp (f(r)γ(r))− 1

f(r)
− 1

)
− γ(r) (27)

where f(r) = 1 − exp(−ar) and a is a self-consistent variable parameter. This closure combines

the advantages of the PY closure at small distances (f(r = 0) = 0) and of the HNC closure at

large distances (f(r = ∞) = 1).

The Zerah-Hansen closure158 combines the HNC approximation at large distances r and the

soft core MSA (SMSA) equation at small distances r according to:

h(r) + 1 = exp (−βu1(r))×(
1 + exp(f(r)(γ(r)−βu2(r)))−1

f(r)

) (28)

where u1(r) and u2(r) are the repulsive and the attractive parts of the pair interaction potential

u(r), f(r) = 1− exp(−ar), and a is a self-consistent variable parameter.

The Verlet closure159 has the form

B[γ(r)] =
1

2

γ2(r)

1 + aγ(r)
(29)

where a is an empirical parameter. We note that this formula is the basis of the approximation

suggested by Duh, Haymet and Henderson, which is described above.

Since it is commonly easier to estimate bridge functionals for simple systems (e.g. hard

spheres), the bridge functionals obtained for these simple systems are sometimes used in a renor-

malized form for more complicated systems. One example is given by the reference (modified)

hypernetted chain closure (RHNC or MHNC),160 which uses B(r) = BHS(r, σ) such that the

closure relationship reads:

h(r) + 1 = exp [−βu(r) + γ(r) +BHS(r, σ)] (30)
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where BHS(r, σ) is the bridge function of a hard sphere system, σ is the effective diameter of hard

sphere, u(r) ≡ U(r, σ, ǫ) is the potential of the reference system. Malijevsky and Labik have

proposed a bridge function BHS(r, σ) with coefficients depending on single free parameter, the

packing factor η = πρσ3/6.161

3.2 The Molecular OZ (MOZ) equation

The theory outlined in the preceding section is only applicable to atomic liquids. The MOZ equa-

tion is the generalization of the Ornstein-Zernike (OZ) equation to non-spherical molecules.143,148

For a homogeneous, isotropic fluid, the MOZ equation can be written as:

h(r12,Θ1,Θ2) = c(r12,Θ1,Θ2)+

ρ
Z

∫
c(r13,Θ1,Θ3)h(r32,Θ3,Θ2)dr3dΘ3

(31)

where the two-particle total and direct correlation functions are depend on the displacement of

the two particles characterized by r12 = (x, y, z) and on the orientation of the two molecules

denoted by Θ1 and Θ2, which are sets of the three Euler angles (ψ, θ, ϕ)(i = 1, 2). Z is equal to

4π or 8π2 depending on whether the molecule is linear, where the molecule’s orientation can be

described by two angles (e.g. HCl molecule); or nonlinear, where the molecule’s orientation must

be described by three angles (e.g. H2O molecule). Integration is carried out over all positional

(dr3) and orientational (dΘ3) coordinates of molecule 3.

When the concentration of the solute in pure solvent tends to zero (i.e. an infinitely dilute

solution), the MOZ equations can be rewritten as three independent equations, operating with

solvent - solvent, solute - solvent and solute - solute correlation functions, respectively, which can

be solved separately.143

In principle, the MOZ equation offers a very powerful method for the calculation of solvent

structure. The calculated density correlation functions can be directly compared to experimental

observables obtained by structural methods (e.g. neutron scattering). Nevertheless, the MOZ

equation is still rarely used to study molecular liquids because of the difficulty of solving the high-
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dimensional equations. The simplest approach to this problem involves expanding h(r12,Θ1,Θ2),

c(r12,Θ1,Θ2) and the potential of intermolecular interaction in spherical harmonics.162 In this

form, the expressions become algebraically complex, which leads to a number of problems. Firstly,

numerical solutions of the equations converge very slowly. Secondly, it becomes necessary to

careful investigate the convergence of the series for each molecular system.

We note, however, that a significant progress in this area was recently made by several groups;163–166

see more discussion on these methods below.

3.3 Reference Interaction Site Model (RISM): main formulae

To circumvent the problems found in operating with the high-dimensional MOZ equation, several

methods have been developed originating from the work of Chandler and Anderson,167 generally

named Reference Interaction Site Models (RISM), that reduce the dimensionality of the original

MOZ equations. These methods have been used for a wide range of applications in the chemical

sciences3,7,13,21,92,101,136,141,168–170 and we will mostly focus on them in this review.

Overall, RISM has many attributes that make it an excellent method to complement traditional

implicit continuum or explicit solvent simulations (and to replace them in some situations). From

one side, the theory allows calculation of solvent density distributions and solvation thermody-

namic parameters at significantly lower computational expense than explicit solvent simulations.

From another side, the theory may be used to study specific solute-solvent interactions that are

not accessible by continuum solvent models. Moreover, the theory is not limited to bulk water

solutions and it can be generalized to many different pure and mixed solvent systems.171–173

RISM theory has been used to study a wide-variety of physicochemical phenomena: the surface-

induced structure of water,174 salt effects on the solubility of noble gases in water,175 the con-

formational stability of peptides in aqueous solution,176–180 prediction of shape and size distri-

bution of micelles,181–183 effects of salts16,184 and alcohol185 on peptide conformations, electron

transfer at water-electrode interfaces,186 calculation of the partial molar volume of ions187 and

molecules.188–190 Recently RISM areas of applications have been extended to hydration thermo-
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dynamics of proteins,191–193 supramolecular assemblies,3,194,195 ion interactions with DNA196 and

proteins,3,20 computational drug-design,3,101,197 and solvation effects in ionic liquids198,199 and in

nano-porous materials.7,200

3.3.1 1D RISM

In the 1D RISM approach, the 6D MOZ equations are approximated by a set of one-dimensional

integral equations, operating with the intermolecular spherically-symmetric site-site correlation

functions. This means that solute and solvent molecules are treated as sets of sites with spheri-

cal symmetry, which allows the OZ equations to be written in terms of correlation functions that

depend only on the distance between these sites (see Figure 7).148 In the RISM theory there are

three kinds of site-site correlation functions: intramolecular correlation functions ω(r), total corre-

lation functions h(r) and direct correlation functions c(r).143 Due to the spherical symmetry, these

functions depend only on the radial distance r between interaction sites.

The benefit of this approach is that the resulting integral equations in the 1D RISM approach

can be solved with minimal computational effort for most systems of chemical interest. For exam-

ple, using current numerical algorithms, the solvation free energy of an average druglike molecule

may be calculated in a matter of seconds on a modern personal desktop computer.2,4,201,202 By com-

parison, the calculation of solvation free energies for the same molecules by continuum methods

takes a few seconds and by explicit solvent simulation takes between hours and days.54,91,105–115

In the original 1D RISM method167 and its extension to dipolar liquids (XRISM203) the site-

site Ornstein-Zernike (SSOZ) integral equations are solved by combining them with a closure

relation. Accurate solution of the SSOZ equation in principle requires integration over an almost

infinite series of integrals over high order correlation functions which are practically incomputable.

For this reason, an additional approximation is introduced into RISM in the form of a simplified

Bridge function in the closure relationship (see below). Despite significant efforts142,143,153,204,205

the design of appropriate bridge functionals is still currently an open problem in the IET.

The intramolecular correlation functions describe the structure of the molecule. We will use
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Figure 7: 1D and 3D RISM correlation functions. (a) Intermolecular solute-solvent correlation

function hα(r) computed by 3D RISM for a model solute; (b) Spherically-symmetric correlation

functions in 1D RISM: site-site intramolecular (ωss′(r)) between the site of solute molecule and

intermolecular (hsα(r)) correlation functions between sites of solute and solvent molecules. The

inset plot shows the radial projections of solute site-oxygen water density correlation functions. (c)

Solvent-solvent correlations in both 1D and 3D RISM methods: site-site intramolecular correlation

functions (ωsolv
γξ (r)) and intermolecular correlation functions (hsolvαξ (r)) between sites of solvent

molecules. The inset shows the radial projections of water solvent site-site density correlation

functions: oxygen-oxygen (OO, blue dashed), oxygen-hydrogen (OH, green solid) and hydrogen-

hydrogen (HH, red dash-dotted). Reprinted with permission from Ref.2 Copyright 2011 American

Chemical Society.

notation ωss′(r) for the intramolecular correlation function between the sites s and s′ of the solute

molecule and notation ωsolv
αξ (r) for the intramolecular correlation function between sites α and ξ of

the solvent molecule. For two given sites, s and s′, of one molecule the intramolecular correlation

function is written as:

ωss′(r) =
δ(r − rss′)

4πr2ss′
, (32)

where rss′ is the distance between the sites and δ(r − rss′) is the Dirac delta-function.

The intermolecular solute-solvent correlations in RISM are described by the pairwise total

correlation functions hsα(r), and direct correlation functions csα(r) (index s corresponds to the
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solute sites and index α corresponds to the solvent site). The total correlation functions hsα(r) can

be expressed via the radial distribution function (RDF) as:

hsα(r) = gsα(r)− 1, (33)

where gsα(r) is RDF of sites α of the solvent molecule around the site s of the solute. The model

also uses the solvent-solvent total correlation functions hsolvαξ (r) which give the distribution of sites

ξ of solvent molecules around the site α of a selected single solvent molecule.

The direct correlation functions csα(r) are related to the total correlation functions via the set

of 1D RISM integral equations:143

hsα(r) =
∑M

s′=1

∑N
ξ=1

∫
R3

∫
R3

ωss′(|r1 − r′|)×

cs′ξ(|r
′ − r′′|)χαξ(|r

′′ − r2|)dr
′dr′′

(34)

where r = |r1− r2| and χαξ(r) are the bulk solvent susceptibility functions, M and N are number

of sites in solute and solvent, correspondingly.

The mutual correlations between sites located on molecules in bulk solvent are described by the

solvent susceptibility function χξα(r). This function can be obtained from the solvent site-site total

correlation functions (hsolvξα (r)) and the 3D structure of a single solvent molecule (intramolecular

correlation function, ωsolv
ξα (r). See Figure 7, c)):143,168

χξα(r) = ωsolv
ξα (r) + ρhsolvξα (r) (35)

where ρ is the bulk number density of the solvent (here and after we imply that each molecule site

is unique in the molecule, so that ρα = ρ for all α if not specified otherwise).
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To make eq 34 complete, N ×M closure relations are introduced:

hsα(r) = exp(−βusα(r) + γsα(r) +Bsα(r))− 1

s = 1, . . . ,M

α = 1, . . . , N

(36)

where usα(r) is a pair interaction potential between the sites s and α, Bsα(r) are site-site bridge

functions (see below).

The interaction potential is commonly represented by a long range electrostatic term uelsα(r)

and a short-range Lennard-Jones (LJ) term uLJsα (r) as:

usα(r) = uelsα(r) + uLJsα (r),

uelsα(r) =
qsqα
r
;

uLJsα (r) = 4ǫLJsα

[(
σLJ
sα

r

)12
−
(

σLJ
sα

r

)6]
,

(37)

where qs and qα are the partial electrostatic charges of the corresponding solute and solvent sites,

ǫLJsα and σLJ
sα are the LJ solute-solvent interaction parameters.

In general, the exact bridge functions Bsα(r) in eq 36 are practically uncomputable and one

needs to use some approximation.142,143,153 As in the case of simple fluids considered above, the

most straightforward and widely used model is the HNC approximation, which sets Bsα(r) to

zero.204 The corresponding closure then reads:

hsα(r) = exp [−βusα(r) + γsα(r)]− 1.

s = 1, . . . ,M

α = 1, . . . , N

(38)

However, due to the uncontrolled growth of the argument of the exponent the use of the HNC

closure can lead to a slow convergence rate, and in many cases even divergence of the numerical

solution of RISM equations.206,207 One way to overcome this problem is to linearize the exponent

36



in eq 38 when its argument is larger than a certain threshold constant C:

hsα(r) = {





exp(Ξsα(r))− 1 Ξsα(r) ≤ C,

Ξsα(r) + exp(C)− C − 1 Ξsα(r) > C,

(39)

where Ξsα(r) = −βusα(r)+γsα(r). The linearized HNC closure for the case C = 0 was proposed

by Hirata and Kovalenko208 and has since been referred to as either the partial-linearized hyper-

netted chain (PLHNC) closure or the KH closure. When C goes to infinity, the PLHNC closure

(eq 39) becomes the HNC closure (eq 38).

As a systematic approach to treat the HNC convergence problems, Kast and Kloss proposed to

use a partial series expansion of order n (PSE-n) of the HNC closure:207

hsα(r) =





exp (Ξsα(r))− 1 if Ξsα(r) ≤ 0,

n∑
i=0

(Ξsα(r))
i/i!− 1 if Ξsα(r) > 0.

(40)

The PSE-n closures interpolate between the KH and HNC closures: setting n = 1 results in

the KH closure; n → ∞ gives the HNC closure and its convergence issues. PSE closures of order

3 or 4 achieve a good balance between these limit cases: they have been found to provide good

numerical convergence and they give results that well approximate calculations with the HNC

closure.207 Due to these properties PSE-3 and PSE-4 as well as their 3D versions (see below) have

been extensively applied recently for a variety of polar and charged systems.138,170,173,196,209

One drawback of the RISM and XRISM theories203,210–213 is that they give a trivial result for

the static dielectric constant of a polar liquid.

ǫRISM = 1 + 4πβρµ2/3 (41)

where µ is the dipole moment of a solvent molecule and ρ is the solvent number density. One solu-

tion to this problem is offered by ARISM, which applies a coefficient, A, to the interaction potential
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to scale electrostatic interactions and to ensure that the desired dielectric constant is obtained.214

Although this approach can be used to study salts at infinite dilution, it leads to several inconsis-

tencies at finite salt concentrations.215 Currently, the most widely-adopted method to model such

finite concentration salt solutions is the dielectrically consistent RISM (DRISM), which allows the

desired dielectric constant to be computed under a wide-range of thermodynamic conditions. In

the DRISM formalism, the RISM closure is modified by an additional term similar to a bridge

function (given here for the HNC closure):

hα(r) = exp(−βuα(r) + γα(r) + bα(r))− 1

α = 1, . . . , N
(42)

where bα(r) is a bridge correction included to account for dielectric screening effects that are

poorly modelled in the original site-site RISM theory. A wide-variety of different closures are

compatible with DRISM.209,216 The ion-ion correlation functions obtained using DRISM are both

consistent with the behaviour of solvent molecules and dielectrically correct. This effect arises

by indirect coupling of the correlations with solvent molecules since the ion-solvent and ion-ion

interaction potentials are not altered a priori. The XRISM, ARISM, and DRISM methods have

been used to study aqueous ionic solutions in both the infinite dilution regime137,171,187,213,217–221 and

over a range of finite salt concentrations.175,215,222–229 These studies have used a number of different

water and ion models at both ambient conditions141,221 and at extreme temperatures,225,226,228,229

pressures,228,229 and concentrations.227

3.3.2 3D RISM

1D RISM does not properly take into account the spatial correlations of the solvent density around

the solute due to the approximations inherent to the method. Therefore, in 1996 Beglov and Roux

proposed a three-dimensional extension of RISM – 3D RISM.230,231 In the 3D RISM method, the

6D solute-solvent MOZ equation is approximated by a set of 3D integral equations via partial

integration over the orientational coordinates.230,231 In the case of the 3D RISM method, instead
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of one 6D MOZ equation one has to solve N solvent 3D equations, which is computationally

more feasible. 3D RISM is commonly considered to be more useful than 1D RISM for modeling

complex macromolecules, such as proteins, where knowledge of the solvent structure at local

surface sites is important in interpreting biological function. The computational expense required

to solve the 3D RISM equations is typically of the order of 100-fold greater than that required to

solve the 1D RISM equations for a given molecular system.

The 3D RISM equations operate with the intermolecular solvent site - solute total correlation

functions hα(r), and direct correlation functions cα(r) (Figure 7):

hα(r) =
∑N

ξ=1

∫
R3 cξ(r − r′)χξα(|r

′|)dr′,

α = 1, . . . , N
(43)

where χξα(r) is the bulk solvent susceptibility function, ξ, α denotes the index of sites in a solvent

molecule, , and N is the number of sites in a solvent molecule.

The solvent susceptibility functions in eq 43 can be calculated once for a given solvent at certain

thermodynamic conditions by 1D RISM (see eq 35) and then they enter the 3D RISM equations as

known input parameters.

To make eq 43 complete, N closure relations are introduced:

hα(r) = exp(−βuα(r) + γα(r) +Bα(r))− 1

α = 1, . . . , N
(44)

where uα(r) is the 3D interaction potential between the solute molecule and α site of solvent,

Bα(r) are bridge functions.

The 3D interaction potential between the solute molecule and α site of solvent (uα(r), see eq

44) is estimated as a superposition of the site-site interaction potentials between solute sites and

the particular solvent site (usα(r)), which depend only on the absolute distance between the two
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sites:

uα(r) =
M∑

s=1

usα(|rs − r|) (45)

where rs is the radius-vector of solute site (atom), M is the number of sites in the solute molecule.

When the bridge functions Bα(r) are all set to zero it gives the 3D HNC closure232 that reads

as:

hα(r) = exp(−βuα(r) + γα(r))− 1

α = 1, . . . , N.
(46)

Consequently, a 3D version of the PSE-n expansion207 (eq 40) of the 3D HNC closure takes

the form:196,207

hα(r) =





exp (Ξα(r))− 1 if Ξ(r) ≤ 0,

n∑
i=0

(Ξα(r))
i/i!− 1 if Ξα(r) > 0,

(47)

where Ξα(r) = −βuα(r) + γα(r).

The PLHNC closure in the case of 3D RISM reads as:

hα(r) =





exp(Ξα(r))− 1 Ξα(r) ≤ C,

Ξα(r) + exp(C)− C − 1 Ξα(r) > C.
(48)

We note that in the literature the combination of the PLHNC (or KH whenC = 0 ) closure relations

(eq 48) and the 3D RISM equations (eq 43) is sometimes referred to as 3D RISM/PLHNC (or 3D

RISM/KH) theory,101,168 but for succinctness we will use 3D RISM instead.

4 RISM: practical aspects

4.1 Numerical algorithms for solving RISM equations

Although RISM is a computationally inexpensive technique compared to explicit solvent simula-

tion, reducing the time required to solve the RISM equations is still of significant importance, es-
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Figure 8: (a) Representation of the 3D-grid box in calculations of total correlation function (hα(r),
where α is the solvent site) within the 3D RISM. Grid points are shown only at the edges of the

3D-box. (b) Representation of a grid in calculations of total site-site correlation function (hsα(r),
where s and α are solute and solvent sites, accordingly) within the 1D RISM. Number of grid points

and values of grid step and cutoff distance are specified in the text. Republished with permission

from Ref.233 Copyright 2011.

pecially for applications in which large numbers of calculations are required, e.g. high-throughput

virtual screening, or when RISM is used in combination with Monte Carlo or molecular dynam-

ics simulations.1,234–237 Even for simple examples such as an isotropic liquid the RISM requires a

non-trivial numerical solution of a system of OZ-type integral equations.148 The complexity of the

solution increases dramatically with the number of different interacting sites of the system.1,143,238

The most straightforward algorithm to solve the OZ-type equations is the Picard algorithm

which is based on a successive substitution scheme (this method is sometimes called ”direct itera-

tion method”). This technique is easy to implement but it suffers from poor convergence.143,221,239

The more advanced methods that are most commonly used to solve OZ-type equations can

be roughly classified into four general domains. In the first category there are methods based on

Picard iterations with techniques like vector extrapolation or iterative subspace extrapolation used

to improve the convergence.1,240–242 These methods are closely related to the method of modified

direct inversion of the iterative subspace (MDIIS) that is actively used by the RISM community.243
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Maruyama and Hirata further developed this approach by using modified Anderson method to

accelerate 3D RISM calculations on Graphics Processing Units (GPUs).5 This work shows that

the modified Anderson method on GPUs provides greatly accelerated convergence of 3D RISM

calculations when compared to the MDIIS method on Central Processing Units (CPUs).5

In the second category there are hybrid Newton-Raphson/Picard iteration methods. We note

that the Newton-Raphson (NR) method itself is not typically an efficient way to solve IET equa-

tions because it requires the calculation and inversion of a large Jacobian matrix. In this hybrid

methods, the dimensionality of the Newton-Raphson part is reduced by expansions of the IET

equations in basis sets of roof functions,244 plane waves245–247 or wavelets.221,248,249

In the third category are procedures for solving the OZ equation using matrix-free iterative

Krylov or Newton-GMRES solvers.250,251

In the final category there are methods4,201,239 that are based on the so-called mutligrid ap-

proach.252–256 These methods use a combination of coarse and fine grid iterations to accelerate

convergence. A thorough benchmark of the performance of the multigrid method for SFE calcula-

tions and comparative analysis of different numerical methods for 1D and 3D RISM equations can

be found here.4 See also Appendix 3 for a typical model set-up for HFE calculations of organic

molecules by RISM.

4.2 Hybridization of RISM with other methods (QM and MM)

The Nobel Price in Chemistry 2013 to Karplus, Levitt and Warshel for the development of QM/MM

methods for studying molecular systems reflected the popularity of multi-scale concepts, where

different parts of the system are treated at different levels of complexity.257–266 The current status

of QM/MM methods is reviewed elsewhere.267–269 In the framework of this concept RISM (and

IET in general) can be linked to other methods. The advantage of RISM is that, as we show below,

it can be linked with methods from both quantum mechanics and molecular mechanics domains. In

this section we discuss several examples of incorporating RISM solvation models in a multiscale

description of complex molecular systems.
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4.2.1 RISM–QM

Up to date there have been already developed several hybrid modeling techniques that couple

RISM with different Quantum Mechanics (QM) methods (RISM–QM) to study effects of solvent

on the solute electronic structure.

The RISM–SCF method proposed by Ten-no et al270 couples the extended RISM theory with

the Hartree-Fock equation to allow the solvation effect on the electronic structure of a solute to be

calculated. The variational equation subject to the orthonormalization constraint in the RISM–SCF

approach was originally given by Ten-no et al270 as:

∑

i

〈δφi | Fi − fi
∑

λ

Vλbλ | φi〉 = 0 (49)

where fi is the occupation number of orbital φi, b is a population operator for solute site λ, Vλ is the

electrostatic potential induced by solvent on site λ, and F is the Fock operator for the intramolecu-

lar portion of solute. The term F solv
i = Fi − fi

∑
λ Vλbλ is commonly denoted the ”solvated” Fock

operator. The standard self-consistent molecular orbital calculation is coupled with RISM through

site-site Coulombic interactions. The electrostatic potential induced by solvent on site λ of solute

can be calculated from the RISM total correlation function hλα as:

Vλ = ρ
∑

α

qα

∞∫

0

4πr2
hλα(r)

r
dr (50)

where qα is the atomic partial charge on solvent site α. The RISM equations themselves are solved

using the atomic partial charges calculated from the wave-function, which are normally obtained

by least-squares fitting to reproduce the electrostatic potential at grid points outside the solute. The

partial charges on solute site λ are expressed from the population operator, bλ, by summing over

all the contributions due to electrons and nuclei:

qλ = q
(N)
λ −

∑

i

fi〈φi | bλ | φi〉 (51)
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The electronic and solvent structure of the system may then be solved self-consistently using

the cycle: (a) calculate partial charges on solute atoms from current wave-function; (b) compute

the solvent distribution from RISM using the current partial charges; (c) calculate the electrostatic

potential on each solute atom using eq 50; (d) recompute the wave-function for the next step

of the SCF calculation using the new solvated Fock operator. The original RISM–SCF method

was extended by Sato et al271 to derive the variational conditions of the multiconfigurational self-

consistent field (RISM–MCSCF) method and the expression for the analytical gradient of the free

energy with respect to the solute nuclear coordinates.

Although the original RISM–SCF approach has been used widely, the least-squares fitting pro-

cedure used to calculate atomic partial charges leads to the following drawbacks: (i) the calculated

partial charges depend on the choice of grid points; (ii) the evaluation of point charges is an ill-

posed problem for some solutes or solute conformations, e.g. molecules with buried atoms; (iii) the

point charge representation is a poor model of the electron distribution. To address these problems,

Yokogawa et al272 proposed the RISM–SCF–SEDD procedure, where SEDD stands for spatial

electron density distribution. In this approach, the electron density of the solute is expanded in a

set of spherical auxiliary basis functions, following the procedure of Gill et al.273

The RISM–SCF and RISM–SCF–SEDD procedures use the site-site Ornstein-Zernike equa-

tion (1D RISM) to model the influence of solvent on the electronic structure of the solute. A

natural extension of these methods is to couple the more theoretically advanced 3D RISM ap-

proach with quantum mechanics calculations, which has been done for both ab initio molecu-

lar orbital calculations274 and Kohn-Sham density functional theory.10,205 The principle benefit of

these methods is that unlike the original RISM–SCF they allow the 3D spatial distribution func-

tions of solvent molecules around solute to be calculated. The orientational distribution of solvent

molecules around solute can be obtained within the RISM–QM framework using the MOZ-SCF

method proposed by Yoshida and Kato.162

In the combined Density Functional Theory (DFT) and 3D RISM method (DFT/3DRISM) pro-

posed by Gusarov et al10 and implemented in the Amsterdam Density Functional (ADF) program,
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the electronic structure of the solute is calculated from the self-consistent KS-DFT equations modi-

fied to include the presence of solvent. The total system of the solute and solvent has the Helmholtz

free energy defined as

A [ne(r), {ργ(r)}] =

Esolute [ne(r)] + ∆µsolv [ne(r), {ρα(r)}]
(52)

where Esolute is the electronic energy of the solute consisting of the standard components, ∆µsolv

is the excess chemical potential of solvation coming from the solute-solvent interaction and sol-

vent reorganization due to the presence of the solute, ne(r) is the electron density distribution,

and {ρα(r)} are the classical density distributions of interaction sites α = 1, ..., s of the solvent

molecule(s). The solute energy is determined by the standard KS- DFT expression.10

The self-consistent Kohn-Sham equation for the case of a solute in solution which can be

obtained by minimization of the free energy functional subject to the standard normalization con-

ditions, is given by:

[
−1

2
∆+ υi(r) + υh(r) + υxc(r) + υsolv(r)

]
ψj(r)

= ǫjψj(r)
(53)

where υi(r) comprises the external potential and the nuclear attractive potential, υh(r) is the

Hartree potential, υxc(r) is the exchange-correlation potential, ǫj is the energy of the Kohn-Sham

orbital, ψj(r). The addition term, υsolv, is the solvent potential, which is computed using 3D RISM

as:

υsolv(r) =
δ∆µsolv [ne(r), {ργ(r)}]

δne(r)
. (54)

In 2008 Kloss, Heil and Kast developed the embedded cluster reference interaction site model

(EC-RISM)275 that uses a self-consistent procedure for the determination of the electronic structure

of the solute and the embedding solvent. The main idea of the method is that solvent distribution

functions are computed via 3D RISM and then the resulting solvent charge distribution is mapped
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onto a set of discrete background point charges which interact with the solute electronic structure

which in turn influences the solvent response. It was shown that for a small organic molecule

the procedure converges in less than 10 iteration cycles.275 The EC-RISM approach has several

advantages for practical applications of RISM-QM because (in the words of the authors of Ref.275):

”The EC-RISM framework is easily coupled to an existing quantum chemistry code that allows

the specification of discrete background charges. The iterative cycles can be controlled entirely by

scripting languages, do not require modifications to the quantumchemical program, and converge

quite quickly. The methodology works seamlessly with variational and non-variational theories,

both for the integral equation and for the quantum chemistry part. As in the RISM-SCF approach,

the solvent granularity and H-bonding are adequately accounted for. The framework can directly

be applied to heterogeneous systems such as a reacting, solvent-exposed species in the active site

of an enzyme.”275

The use of RISM based methods to model solvent in electronic structure calculations is still

a relatively new field. Nevertheless there have been reported significant successes of applying

RISM–QM modeling methods to various problems in different areas of chemical sciences.

Sato et al271 used the RISM–SCF and RISM–MCSCF methods to study the influence of aque-

ous solvent on the relative stabilities of cis- and trans-isomers of 1,2-difluoroethylene. While

the trans-isomer was correctly identified to be more stable in both gas and solution, a relatively

larger stabilising effect due to solvent was observed for the cis-isomer. Electron correlation was

shown to enhance the solvation for the studied systems. Sato et al276 compared the wave-functions

of all species in the reaction Cl− + CH3Cl → ClCH3 + Cl− calculated using RISM and PCM

solvent models at the RHF/6-311G* level of theory. The potentials of mean force were very

similar for the two methods, but the electronic distortion due to solvation obtained by PCM was

slightly smaller than that obtained by RISM–SCF. Using the energy partitioning scheme proposed

by Nakai et al277 and Sato et al,276 the authors demonstrate that the Cl-CH3 bond is more polarized

in the wave-function obtained using PCM, while the C-H bond is important in the wave-function

obtained by RISM–SCF. Vchirawongkwini et al278 used RISM–SCF–SEDD calculations at the
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HF/6-311+G* and B3LYP/6-311+G* level of theory to illustrate that the experimentally observed

breaking of symmetry of carbonate anions (from D3h to C3v) in aqueous solution is caused by bulk

solvent rather than specific solvent molecules. The RISM–SCF method was applied by Ten-no

et al279 to study the solvent effect on carbonyl compounds (formaldehyde, acetaldehyde, acetone

and acrolein). The vertical transition energies (n → π, π → π∗, σ → π∗) of formaldehyde were

found to be shifted relative to those in vacuo due to presence of solvent, with the π → π∗ shift in

acrolein predicted to be different from those in the other complexes. As would be expected, the

dipole moment of the solute was enhanced by aqueous solvent.

Sato et al280 proposed a method to model the reorganization of solvent that occurs when the

charge of an organic compound is changed. The method uses RISM-SCF coupled with a proce-

dure to evaluate nonequilibrium solvation free energy developed by Chong et al.281 The process

of charging N,N-dimethylaniline (DMA → DMA+) in acetonitrile solvent, a popular system in

studies of the charge-transfer reaction, was chosen as a model system. It was shown that the cal-

culated energy of the charge-transfer process was in reasonable agreement with the experimental

data. Moreover, it was shown that the reorganization of solvent could be partitioned into contribu-

tions from the atoms of the solute molecule. Analysis of the model system revealed that the energy

is not much effected by solute geometry while the individual atomic contribution is significantly

changed, especially by the motion of the amino-group.

Combinations of the 3D RISM and quantum DFT methods have been used to model a wide-

variety of different chemical systems and phenomena, including solvation effects on conforma-

tional equilibria,168 molecular structure in ionic liquids,282 the electronic structure of metals,283

the aggregation of asphaltenes,284–286 the behaviour of polyester ionomers,287 and the absorption

spectroscopy of nickel(II) and vanadyl porphyrins relevant to bitumen and crude oils.288

The EC-RISM approach was successfully applied for prediction of tautomer ratios,21 study-

ing solvation effects on NMR chemical shifts170 and prediction of acidity constants of organic

molecules in dimethyl sulfoxide (DMSO) solution.173
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4.2.2 RISM–MM

Liquid-phase environment considerably effects the equilibrium distribution of solute conforma-

tions. Accounting for the solvent effect is particularly important in investigations of flexible

biomolecules (e.g. peptides, proteins, etc).3,7,24,25,143,289 To study these effects, 1D and 3D RISM

have been coupled with conformational sampling methods (e.g. Monte Carlo (MC) simulated

annealing, a multicanonical algorithm in Molecular Dynamics (MD), etc.).3,7,24–27,143,289 One ad-

vantage of this approach is that 1D and 3D RISM can simulate very dilute (e.g. electrolyte or

drug-like molecule) solutions,13,196,209,290 which are difficult to study satisfactorily with explicit

solvent simulation methods. The combination of a conformational sampling method with RISM

allows a detailed description of the structure and flexibility of molecules in solution.3,7,24–27,143,289

The hybridization methodology used in combined RISM and Monte Carlo approaches (RISM–

MC) is based on the following considerations. In the case of infinitely diluted solution, the potential

energy of the system can be represented as a sum of three contributions:

U(r) = UA + UB + UAB, (55)

where UA ≡ UA(rA) and UB ≡ UB(rB) are the potential energies of the isolated solute molecule

(subsystem A) and solvent molecules (subsystem B), respectively, where their interactions are

characterized by UAB ≡ UAB(rA, rB); rA and rB are configurations of the subsystems. The

potential of mean force of the system is given by:

Ψ(r) = UA(r) + ∆Ψ(r), (56)

where ∆Ψ(r) is the solvent-inducted potential. It determines the influence of solvent molecules on

the conformation of the solute molecule in solution. For a N−site solute molecule this potential

can be written as:289

∆Ψ(r1, . . . , rN) =

N∑

s<s′

∆Ψss′(r), (57)
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where s and s′ are two solute’s sites, r is the distance between the sites, ∆Ψss′(r) is the corre-

sponding two-side (pair) component. There are several works on determination of the form of the

pair solvent-mediated potential Ψss′(r).
204,291,292 Chandler et al291 obtained it as:

∆Ψss′(|rs − rs′|) = −kBT
∫ ∫

csα(|rs − rα|)×

χαβ(|rα − rβ|)cβs′(|rβ − rs′|)drsdrs′
(58)

The main bottleneck in this approach is that the potential of mean force Ψ(r), which determines

the potential field acting on the solute molecule in solution, depends not only on the nature of the

solute-solvent interactions and liquid-phase properties, but also on the conformation of the solute

molecule. This condition requires a self-consistent determination of Ψ(r) such that the equilibrium

conformation of the solute molecule rA and the effective potential Ψ(r) are mutually-dependent.

One of the earliest publications about the hybrid RISM – Monte Carlo (RISM–MC) approach

was published by Khalatur in 1995.293 The method was tested on a flexible polymer chain in con-

densed phase imitated by Lennard-Jones particles with purely repulsive interactions between the

particles and chain beads. Unfortunately, the article293 is not easy to access for many in the inter-

national scientific society. The self-consistent scheme of RISM–MC calculations is available in a

later work of Khalatur and Khokhlov.289 The scheme contains one preparation step and three main

steps (see Appendix 1). A distinctive feature of this scheme is that it operates with an intramolecu-

lar correlation function that is averaged over several different conformations (Step 1, c). It leads to

a decrease in the number of RISM-steps and speeds-up the convergence of the algorithm. Khalatur

and Khokhlov tested the combination of 1D RISM with MC simulated annealing on the flexible

polymer chain in a solvent imitated by Lennard-Jones particles.289

In 1998, Khalatur et al294 applied this self-consistent scheme to investigate a collapse of flexible

polymer chain surrounded by colloidal particles (modeled by LJ-particles). They tested 1D RISM

with two closure relations (HNC and Percus-Yevick, PY149). It was found that the results obtained

by the HNC closure are in better agreement with the data obtained previously by lattice simulations.

In the same year, Kinoshita, Okamoto, and Hirata177 proposed a similar self-consistent scheme
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for 1D RISM – MC calculations and applied it to investigate conformations of Met-enkephalin

in two different solvents: (i) the SPC/E water and (ii) a simple, repulsive potential system. They

initiated the calculations from five different conformations of the solute and found that the most

stable gas-phase conformation is also the most probable in water. The authors revealed that the

simulation located the minimum energy conformation more quickly in solution than in gas-phase.

They concluded that water decreases the number of probable solute conformations in solution.

In 2002, Kast co-workers236 extended the hybrid 1D RISM – MC technique to study complex-

ation thermodynamics (see Appendix 2). The proposed flowchart was applied for investigation of

18-crown-6 complexes with alkali metal ions in methanol and acetonitrile. The main computational

advantage of the proposed scheme is the use of the incremental chemical potential approximation

that relates a change of the solvent-induced chemical potential to a change of conformation starting

from one initial set of 1D RISM equations. It is, therefore, not necessary to recompute the explicit

RISM solution for every new configuration, thus accelerating the computations substantially.

As was noted by Kinoshita et al,,177 the RISM–MC technique is only appropriate for investiga-

tions of relatively small compounds and short peptides, whereas long peptide chains and proteins

(which have considerably larger conformational flexibility) should be studied with the multicanon-

ical approach, which allows very efficient sampling of phase space. In brief, the multicanonical

algorithm is constructed in such a way that a solute configuration with any energy has equal prob-

ability (in other words, all energies have equal weight) and a 1D random walk in energy space is

realized. As a result, the system can overcome any energy barrier.

The first attempt to combine the multicanonical approach and 1D RISM was performed in

2000 by Hirata and co-workers.295 Met-enkephalin in aqueous solution was chosen as an example

system. The authors showed that the proposed technique covers much wider configurational space

than the canonical simulations. Moreover, the method allows one, not only to locate the energy

global minimum, but also to calculate the ensemble average of any physical quantity for a wide

range of temperatures. The authors calculated averages for the total energy, its component terms,

end-to-end distance, and the distributions of the backbone dihedral angles.
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Later on Miyata and Hirata combined the MD multicanonical method with the 3D RISM the-

ory.23 As a benchmark model they chose an aqueous solution of acetylacetone. No intramolecular

hydrogen bonds were found within the solvated solute molecule, whereas these bonds were ob-

served in gas-phase calculations. In turn, the most stable solute conformation found by the 3D

RISM–MD method had no intramolecular hydrogen bonds. The explanation provided by the au-

thors was that the energy required to break hydrogen bonds is compensated by the formation of

stable solute – solvent hydrogen bonds.

Recently Omelyan and Kovalenko developed an efficient computational scheme for handling

of solvation forces in the multiscale method of multiple time step molecular dynamics (MTS-MD)

of a biomolecule steered by effective solvation forces obtained from the 3D-RISM calculations

of SFE.27 The approach is based on calculation of the effective solvation forces acting on the

biomolecule by using advanced solvation force extrapolation (ASFE) at inner time steps while

solving the 3D-RISM integral equations only at large outer time steps.

The ASFE method is the most advanced implementation of RISM-MD up to date and it com-

prises a number of innovative theoretical and computational techniques such as: ”non-Eckart trans-

formation of coordinate space, modified least-square minimization of the residuals between the

extrapolated and original coordinates/forces in the transformed space, maintaining an extended

force-coordinate pair set while selecting the best subset for the smallest force residual minimum,

balancing the normal equations, and incremental increase of the extrapolation interval.”27 In com-

bination with the the optimized isokinetic Nosé-Hoover chain (OIN) thermostat,26 this technique

allows one to dramatically increase the accessible simulation time-scale for RISM-MD (up to sev-

eral orders of magnitude).27

4.3 Examples of RISM implementation in molecular modelling software

Solvers for the 1D or 3D RISM equations have been implemented in several multi-purpose molec-

ular modeling programs and stand-alone codes. The electronic structure of a solute in solution

can be modeled using DFT coupled with the 3D RISM solvent model in the Amsterdam Density
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Functional (ADF) program.10 The Amber and AmberTools1 codes permit 3D RISM to be used as

a solvent model in conjunction with single-point, energy minimization, molecular dynamics and

binding free energy calculations (MM-3DRISM) using standard force-fields. The output files of

the Amber/AmberTools programs are in the correct format for input to the Placevent program,193

which can be used to map solvent binding sites on proteins and other biological macromolecules.

The CHARMM (Chemistry at HARvard Molecular Mechanics)262 program contains an implemen-

tation of 1D RISM, but as yet there is no 3D RISM solver. The Molecular Operating Environment

(MOE)11 software uses an implementation of 3D RISM to map solvent and small-molecule bind-

ing sites on protein surface. The RISM-MOL201 and RISM-MOL3D4 packages contain routines

to solve OZ type integral equations using a universal multigrid technique.239,252,253 At the time

of writing, the official release of NWCHEM296 does not contain an implementation of 1D or 3D

RISM methods, but a recent publication suggests that one or both of these methods may become

available in the near future.297

Recently Maruyama et al developed a new highly efficient 3D-RISM code for massively par-

allel machines combined with the volumetric 3D fast Fourier transform (3D-FFT).8 The code was

tested on the RIKEN K supercomputer in Japan using a large calculation cell (20483 grid points)

on 16,384 nodes, each having eight CPU cores; the results have shown that the new 3D-RISM has

excellent scalability on the RIKEN K supercomputer.8 This report opens new avenues for RISM

applications on highly parallel supercomputer architectures.

5 Thermodynamic parameters within RISM

The total and direct correlation functions calculated by RISM allow one to obtain many different

thermodynamic properties (partial molar volumes, solvation free energies, enthalpies, entropies,

etc.) from analytical formulae. In this section we will overview main methods of calculations of

these properties by RISM with a focus on recent developments in SFE/HFE calculations by RISM.

At the end of this section we will provide a summary of main RISM SFE functionals developed up
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to date in Table 1.

5.1 Partial molar volume (PMV) calculations

Partial molar volume (PMV) V̄ is an important physicochemical property that characterizes how

the volume of a solution varies with the addition of component i to the system at constant temper-

ature and pressure:

V̄ =

(
∂V

∂ni

)

T,P,nj 6=i

. (59)

PMV is a thermodynamic quantity and carries a different meaning from the geometric volume

(i.e. molecular volume, van der Waals volume, etc.) of the solute.192,300 At infinite dilution, the

PMV of a molecular solute comprises the following terms:192,299,301

V̄ = VW + VT︸ ︷︷ ︸
VC

+VI + kBTχT , (60)

where VI (”interaction” volume) corresponds to a decreasing of the system volume because of

specific interactions between water molecules and the solute molecule, VC (”cavity” volume) is

the volume of the cavity created in the solvent large enough to accommodate the solute molecule,

kBTχT is the ideal term that describes the volume effect related to the kinetic contribution to the

Figure 9: (a) The cavity volume of small solute can be represented as a combination of two con-

tributions: ”intrinsic” volume and ”thermal” volume VT ; (b) Schematic illustration of the van der

Waals volume VW and the void volume VV within the solvent-inaccessible core of protein. Subfig-

ure (a) is reproduced with permission from Ref.298 Copyright 2011 American Institute of Physics.

Subfigure (b) was adopted with permission from Ref.299 Copyright 2001 John Wiley & Sons.
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pressure of a solute molecule due to translational degrees of freedom, where χT is the isothermal

compressibility of pure solvent at temperature T , kB is the Boltzmann constant. For water, the

value of the ideal term is about 1 cm3 ·mol−1,301 and therefore it can usually be ignored. Chalikian

et al301 have shown that for proteins it is necessary to take into account the volume of structural

voids within the solvent-inaccessible core of the solute molecule (VV ) (see Figure 9, b)).

The cavity volume, VC can be further decomposed into two contributions: (i) the ”intrinsic”

volume of the solute (which can be approximated by the van der Waals volume VW for low molecu-

lar weight solutes). (ii) the ”thermal” (”void, ”empty”192,300) volume VT associated with thermally

induced molecular vibrations of both the solute and solvent molecules, which create empty space

around the solute molecule299,301 (see Figure 9, a))

Dimensionless PMV (DPMV) ρV̄ in water can be calculated within the framework of the 1D

RISM approach for the case of infinitely diluted solution using the following expression:136,143

ρV̄ = 1 +
4πρ

N

∑

s

∞∫

0

(
hsolv
oo (r)− hso(r)

)
r2dr, (61)

where N is the number of atoms in the solute molecule, and hsolvoo (r) and hso(r) are the total

correlation functions between oxygen atoms in bulk water and between solute site s and water

oxygen, respectively.

Within the 3D RISM approach, solute-solvent site correlation functions can be used to compute

the solute DPMV via following expression:188,192,299

ρV̄ = ρkBTχT

(
1− ρ

Nsolvent∑

α=1

∫

R3

cα(r)dr

)
. (62)

PMV computed by both 1D RISM (R = 0.984) and 3D RISM (R = 0.988) are well correlated

with experimental data for many different classes of chemicals233,298 (see Figure 10). However,

a slight bias that is linearly related to the solute size is observed for both 1D and 3D RISM. In

Refs233,298 a formula to correct the PMV calculations by RISM has been proposed, which takes
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Figure 10: Comparison of experimental and calculated PMVs for a dataset comprising alcohols,

alkanes, alkylbenzenes, dienes, ethers, ketones, and several polyfragment solutes. The ideal corre-

lation is illustrated by the dashed line, while the line-of-best-fit is indicated by the solid line; r is

the correlation coefficient. Republished with permission from Ref.233 Copyright 2011.

into account the linear behavior of errors in both the 1D and 3D RISM approaches:

V̄ = bRISM
1 · V̄ RISM + bRISM

0 , (63)

where V̄ RISM is the PMV obtained by the RISM approach, bRISM
1 is a scaling coefficient, bRISM

0

is an intercept.

Ratkova and Fedorov298 demonstrated universal relations between the PMV in water and the

static electric polarizability (α). They found that the relationship PMV – α has fine well-organized

structure that strongly depends on the chemical nature of the solutes. Thus, for compounds within

a specific chemical class the PMV – α correlation has a strong linear behavior. For different

chemical classes these correlations are parallel-shifted with respect to each other. It was found that

these shifts are caused by the specific solute-solvent interactions and can be presented as a function
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of the solute lone pairs and π-electrons. This concept resulted in the following universal model:298

V̄ = Aα +B − (C1nlp + C2nπe) , (64)

whereA, B, C1 and C2 are constants, nlp is the number of lone pairs in a solute molecule and nπe is

the number of π-electrons, accordingly. The efficiency and universality of the model was demon-

strated on an external test set containing several dozen polyfunctional and druglike molecules.

PMV is an important property in interpreting the pressure induced denaturation of proteins.

Imai et al299 used 3D RISM and Kirkwood-Buff theory to calculate the PMVs of extended and

α-helical forms of poly-glycine and poly-glutamic acid peptides containing from 1 to 7 residues

(n.b. glutamic acid residues were modelled in the neutral form). For the transition from extended

to helical form in poly-glycine oligomers, it was shown that ∆VW ∼ 0, ∆VV > 0, ∆VT < 0,

and ∆VI ∼ 0, which indicates that for these peptides VV and VT are the most important terms in

interpreting the conformational dependence of the total PMV, even though VW typically makes an

order of magnitude larger contribution to the absolute partial molar volume. The results were qual-

itatively similar for poly-glutamic acid, but the VV term of the α-helical conformer was observed

to contain contributions due to voids caused by the stacking of side-chains, as well as from the cen-

tre of the α-helix. Also, unlike glycine-oligomers, the interaction volumes (∆VI) of poly-glutamic

acid peptides were observed to be uniformly negative, due to electrostriction of the solvent induced

by the polar side chain groups. It was found that as the length of the peptide is increased, the Van

der Waals volume (VW ) increases significantly more rapidly than the thermal volume. The corol-

lary of this is that the PMV of a protein or similar large biomolecule is almost completely given by

the sum of the Van der Waals and void volumes, both of which may be calculated from geometric

considerations. This observation may explain why the use of molecular volumes rather than partial

molar volumes in many empirical modelling studies has succeeded in accounting for volumetric

properties of proteins.302 It is interesting to note, however, that for small solutes (e.g. glycine or

glutamic acid residue, or by inference a pharmaceutical) the thermal volume makes a significant
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contribution to the total PMV. Imai et al302 used 3D RISM to calculate the partial molar volumes of

five proteins (bovine panreatic trypsin inhibitor, ribonuclease A, hen egg-white lysozyme, hovine

milk β-lactoglobulin A, and bovine pancreatic α-chymotrypsinogen A) in pure aqueous solution

at 25 ◦C. An excellent correlation was observed between the experimental and calculated partial

molar volumes.

5.2 Enthalpy and entropy of solvation in 1D and 3D RISM

More detailed analysis of the solution-phase thermodynamics requires decomposition of the solva-

tion free energy into the solvation enthalpy (∆Hsolv) and the solvation entropy (∆Ssolv). There are

several ways to perform this decomposition.168,191,208,303,304 The most general one is to determine

entropy as a partial derivative of SFE over temperature.191 Since experiments are most commonly

performed at fixed pressure, it is convenient to introduce the decomposition as follows:

∆Ssolv =

(
∂∆Gsolv

∂T

)

P

; (65)

∆Hsolv = ∆Gsolv + T∆Ssolv.

This method requires calculation of the total and direct correlation functions at several values

of the temperature.191

∆Hsolv contains two contributions from both solute-solvent (uv) and solvent-solvent (vv) in-

teractions:56,191

∆Hsolv = ∆Euv +∆Evv, (66)

where ∆Euv is the energy of solute-solvent interactions and ∆Evv is the solvent reorganization

energy defined as the change in the solvent-solvent interaction energy due to the solute.56

The ∆Euv term can be calculated relatively easily in both 1D and 3D-RISM formalisms191,208,303

because it is a function of only the solute-solvent correlation functions. The resulting integrals are

57



given as:

1D RISM: ∆Euv = ρ
∑

sα

∫
(hsα(r) + 1)usα(r)dr, (67)

3D RISM: ∆Euv = ρ
∑

α

∫
(hα(r) + 1)uα(r)dr.

The term ∆Evv depends on both temperature derivatives of distribution functions and ther-

modynamic ensemble.191,305 Therefore, in practice it is most easily computed using the following

expression:?

∆Evv = ∆Gsolv + T∆Ssolv −∆Euv. (68)

5.3 SFE functionals: large variety of expressions

Within the RISM approach, SFE is determined in terms of the pair distribution function, g(r1, r2).

Generally, the form of the SFE functional can be obtained by thermodynamic integration306 using

Kirkwood’s equation:

∆Gsolv =

∫ 1

0

dλ

〈
∂U(r1, . . . , rN , λ)

∂λ

〉

λ

, (69)

Within the 1D RISM approach, eq 69 can be written in the following form:

∆GRISM
solv = ρ2

N

∑
sα

∫ 1

0
dλ
∫∫

usα(|r2 − r1|)×

gsα(r1, r2, λ)dr1dr2.
(70)

To evaluate this equation requires calculations of the total correlation function hsα(r, λ) (see eq 33)

at various λ. To determine the SFE for one compound one should perform about 10 – 100 com-

puter simulations, which in the case of complex organic molecules requires large computational

resources.
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5.3.1 End-point SFE functionals in 1D RISM

Singer and Chandler204 showed that for the HNC closure relation the thermodynamic integration

can be taken analytically and eq 70 can be replaced by a simpler SFE functional which allows one

to obtain the value of ∆Gsolv from a single-point computer simulation:

∆GHNC
solv = 2πρkBT

∑

sα

∞∫

0

[−2csα(r)−

csα(r)hsα(r) + h2sα(r)]r
2dr.

(71)

Later Kovalenko and Hirata143,307 performed a similar derivation of the 1D RISM/KH free

energy functional:

∆GKH
solv = 2πρkBT

∑N
s=1

∑M
α=1

∞∫
0

[−2csα(r)−

csα(r)hsα(r) + h2sα(r)Θ(−hsα(r))]r
2dr.

(72)

However, it was shown that the energetic parameters of the system under investigation predicted

by these free energy expressions are considerably overestimated.134,140 Many efforts have been

spent to improve the theoretical background of the RISM-based functionals for SFE calculations.

Several advanced models have been developed to describe thermodynamics of hydration/solvation

more accurately than previous methods. One of the earliest models developed by Chandler, Singh

and Richardson assumes Gaussian fluctuations (1D RISM/GF) of the solvent molecules:291

∆GGF
solv = 2πρkBT

∑N
s=1

∑M
α=1

∞∫
0

[−2csα(r)−

csα(r)hsα(r)]r
2dr

(73)

Although the 1D RISM/GF free energy expression provides better agreement with experimen-

tal data for some solutes,132 it is not widely used because it does not properly account for molecular

effects for polar solutes.135 More recently, Ten-no and Iwata308 have proposed the Partial Wave (1D

RISM/PW) model, which is derived from a distributed partial wave expansion of solvent molecules
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around the solute:

∆GPW
solv = ∆GGF

solv+

2πρkBT
∑N

s=1

∑M
α=1

∞∫
0

h̃sα(r)hsα(r)r
2dr

(74)

where r = |r1 − r2| and

h̃sα(|r2 − r1|) =
N∑

s′=1

M∑

ξ=1

∫

R3

∫

R3

ω̃ss′(|r1 − r′|)×

hs′ξ(|r
′ − r′′|)ω̃solv

αξ (|r′′ − r2|)dr
′dr′′,

ω̃ss′(r) and ω̃solv
αξ (r) are the elements of matrices W−1, W−1

solv which are inverses to the matrices

W = [ωss′(r)]Nsolute×Nsolute
and Wsolv =

[
ωsolv
αξ (r)

]
Nsolvent×Nsolvent

built from the solute and solvent

intramolecular correlation functions ωss′(r) and ωsolv
αξ (r) respectively.

Kovalenko and Hirata also proposed the repulsive bridge extension of the 1D RISM/HNC func-

tional – the 1D RISM/HNCB free energy expression, to improve overestimated solute-solvent in-

teractions for hydrophobic molecules:208

∆GHNCB
solv = ∆GHNC

solv +

2πρkBT
∑

sα

∞∫

0

(hsα(r) + 1)(e−BR
sα(r) − 1)r2dr.

(75)

Here BR
sα(r) is a repulsive bridge correction function, which is given for each pair of solvent α and

solute s atoms by the expression:

exp(−BR
sα(r)) =

∏

ξ 6=α

〈
ωαξ ∗ exp

(

−βεsξ(
σsξ
r )

12)
〉

(76)

where ωαξ(r) are the solvent intramolecular correlation functions, and σsξ and εsξ are the site-site

parameters of the pair-wise Lennard-Jones potential.

Although reasonable qualitative agreement with experimental data have been reported by some
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authors, benchmark studies132,134–137 have shown that the standard RISM approaches do not deliver

accurate SFEs; experimental and computed values may differ by an order of magnitude. So, despite

the large variety of free energy functionals, accurate calculation of SFEs within RISM has been

impossible until the recent development of novel semi-empirical free energy functionals (see the

section Semi-empirical SFE functionals).

5.3.2 SFE functionals in 3D RISM

The 3D RISM/HNC free energy expression is given by:309

∆GHNC
solv = kBT

Nsolvent∑

α=1

ρα

∫

R3

[
1

2
h2α(r)− cα(r)

−
1

2
cα(r)hα(r)]dr.

(77)

As shown by Kast and Kloss,207 for a PSE-n expansion of the HNC closure of order n (see eq

47), corresponding free energy expression can be found analytically as:207,209

∆GPSE−n
solv = ∆GHNC

solv

− kBT

Nsolvent∑

α=1

ρα

∫

R3

[
Θ (Ξα)) (Ξα(r))

n+1

(n+ 1)!

]
dr,

(78)

where Θ is the Heaviside step function:

Θ(x) =





1 for x > 0,

0 for x ≤ 0.
(79)

As one can see, at n → ∞ eq 78 corresponds to the 3D RISM/HNC free energy expression

given by eq 77. Consequently, at n=1 eq 78 gives the 3D RISM/PLHNC (or 3D RISM/KH) free en-

ergy functional originally developed by Kovalenko and Hirata309 that can be written in a simplified
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form as:3

∆GKH
solv = kBT

Nsolvent∑

α=1

ρα

∫

R3

[
1

2
h2α(r)Θ(−hα(r))

− cα(r)−
1

2
cα(r)hα(r)]dr.

(80)

The GF free energy expression initially developed by Chandler, Singh and Richardson for 1D

RISM291 has been adopted by for the 3D RISM case:101

∆GGF
solv = kBT

Nsolvent∑

α=1

ρα

∫

R3

[−cα(r)−

1

2
cα(r)hα(r)]dr

(81)

where ρα is the number density of a solute sites α.

Although the GF free energy expression and HNC-like free energy expressions (generally de-

scribed by eq 78) have been extensively used to qualitatively model thermodynamics of different

chemical systems by 3D RISM3,101,192,304,310 they generally give HFE values that are strongly bi-

ased from experimental data with a large standard deviation error.2,92,101,134,140,141 However, the

advantage of these SFE functionals is that they all can be written in a form:

∆GRISM
solv =

Nsolvent∑

α=1

∫

R3

Φα(r)dr (82)

where the integrand functions Φα(r) are given as compact analytical expressions. Therefore, the

SFE can be decomposed into components coming from each of solute and solvent interaction

sites that provide very useful information for studying detailed mechanisms or solute-solvent in-

teractions and association of molecules in a complex solution.7,194,195,311 The integrand functions

Φα(r) determine the 3D Solvation Free Energy Density (3D-SFED) coming from a given solvent
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interaction site α around the solute molecule.195 3D-SFED characterizes the intensity of the effec-

tive solute-solvent interactions in different 3D spatial regions at the solute surface and indicates

where these contribute the most/least to the entire SFE.194 Therefore, 3D-SFED can provide useful

information about different association/adsorption processes at complex biomolecule and supra-

molecule aggregate surfaces.194,195,312

5.4 Semi-empirical SFE functionals

Recently a new class of semi-empirical SFE functionals have been developed for both 1D and 3D

RISM.2,92,313 The unifying factor in these models is that they include some empirical corrections

obtained by fitting against the error ε between calculated SFEs and experimental data:

ε = ∆Gexp
solv −∆Gmodel

solv , (83)

where ∆Gexp
solv is the experimental value of SFE, ∆Gmodel

solv is the SFE calculated by the RISM

approach (superscriptmodel denotes the RISM-based free energy functionals, see the Section SFE

functionals: large variety of expressions).

Although a variety of different semi-empirical SFE functionals have been proposed for both 1D

and 3D RISM,2,92,136,141,202,313,315 they all use empirical parameters taken from one (or both) of the

following classes: (i) a calculated partial molar volume; (ii) a set of atomic or substructure based

descriptors. These classes of parameters are used to account for errors in the calculated SFEs that

are systematic with respect to the excluded volume and selected chemical groups, respectively. In

the following sections, we discuss the relative importance of each of these classes of descriptors

for 1D and 3D RISM semi-empirical free energy functionals.

5.4.1 Improvement of SFE predictions with a volume correction

As discussed in Section 5.3, a wide variety of free energy functionals have been proposed for 1D

(and 3D) RISM. However, several recent systematic studies2,92,141 of the performance of common
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RISM SFE functionals for predicting solvation thermodynamics in aqueous solutions have indi-

cated that the accuracy of HFEs calculated by these methods is not satisfactory and for organic

solutes the calculated values may differ by as much as an order of magnitude from experimental

values. The errors in HFEs calculated by 1D RISM have previously been attributed to an over-

estimation of the energy required to form a cavity in the solvent and an underestimation of the

electrostatic contribution to the hydration free energy of hydrogen bonding sites.136 To address

these deficits, Chuev et al136 proposed the Partial Wave Correction (1D RISM/PWC) model:

∆GPWC
hyd = ∆GPW

hyd + aρβ−1V̄ + bδOH, (84)

where ∆GPW
hyd is the HFE value computed by the 1D RISM/PW functional (eq 74), V̄ is the PMV

of the solute (see eq 61), ρ is the number density of water, and δOH is the delta-function which

equals 1 if OH-group is present in the solute molecule, otherwise it equals zero, a and b are the

correction coefficients which are determined by linear regression.136

For a test set of 19 organic solutes studied in this work,136 the 1D RISM/PWC free energy func-

tional provided better agreement with experimental data than the original 1D RISM/PW model.136,316,317

In its current state, however, the 1D RISM/PWC model is not suitable for many polyfunctional or-

ganic solutes due to its limited parameterization and it therefore requires further development.

For 1D RISM, only a weak correlation is observed between the calculated PMV and the error

in calculated HFEs.92 By contrast, the error in HFEs calculated using 3D RISM/GF model has a

very strong linear correlation with the 3D RISM calculated partial molar volume (see Figure 11),

with R = 0.99 for a dataset of 185 simple organic molecules). Based on this observation, Palmer

et al313 proposed the 3D RISM/UC (Universal Correction) free energy functional:313

∆GUC
solv = ∆GGF

solv + aGF
1 (ρV̄ ) + aGF

0 , (85)

where ∆GGF
solv is the SFE obtained by the 3D RISM/GF free energy functional (eq 81), ρV̄ is

the DPMV, aGF
1 is the scaling coefficient, aGF

0 is the intercept. The 3D RISM/UC model has been
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Figure 11: Correlation between the DPMV (ρV̄ ) and the difference between the 3D RISM calcu-

lated and experimental HFEs. Both the training and the test set molecules fall on the line-of-best-fit

(which is indicated by a solid line). Reprinted with permission from Ref.313 Copyright 2010 Amer-

ican Chemical Society.

shown to give accurate predictions of HFE for a test set of 120 organic compounds from different

chemical classes (R=0.94, STDE=0.99 kcal/mol, ME=0.11 kcal/mol). The functional has been

combined successfully with other molecular modelling methods to compute the intrinsic aqueous

solubility of crystalline organic molecules12 and to predict absolute and relative protein-ligand

binding free energies in water.102

Recently, it was shown that the UC functional can be used for accurate prediction of octanol–

water partition coefficient.314 That work shown that the UC improves the prediction accuracy of

3D RISM/KH theory for SFE in octanol and reduces RMSE to as low as 1.03 kcal/mol. It was

also noted in that work that ”the UC makes the theoretical prediction less sensitive to a choice of

solvent molecule geometry and possibly of force field parameters.”314

The idea of a volume correction introduced in the 3D RISM/UC method313 has been further de-

veloped in recently published works9,315,318 which reported several new SFE functionals for molec-

ular theories.

A cavity-corrected (CC) functional has been proposed which assumes that 3DRISM predicts
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the electrostatic component of the HFE accurately, but requires a modification of the nonpolar

contribution (i.e. the free energy for formation of the cavity created by the solute in the solvent)

in order to yield accurate HFEs.315 The method contains one adjustable parameter, γ, which can

be computed from molecular dynamics simulations of Lennard-Jones solutes. The 3D RISM/CC

functional has the form:

∆Gcc
hyd = ∆GKH

hyd +
kBTρo

2
(1− γ)

∫

Vin

cnpo (r)dr3 (86)

where ∆GKH
hyd is the HFE computed by the KH free energy functional (eq 80), ρo is the number

density of the water oxygen sites in bulk solution, and cnpo (r) is the direct correlation function for

water oxygen sites computed with solute partial charges set to zero; cnpo (r) is integrated within the

solvent excluded volume of the solute as indicated by Vin. The CC functional provides reasonably

accurate estimates of the HFEs of small organic solutes (R2 = 0.88 and RMSE=1.29),315 but a

validation of the method for druglike molecules has not yet been published.

5.4.2 Structural Descriptors Correction (SDC) functional: structural corrections as a tool

to further improve SFE calculations

Basic ideas of the SDC model and its coupling with RISM (RISM/SDC model). The concept

of using empirical corrections to improve the accuracy of SFEs calculated by RISM has recently

been extended in the Structural Descriptor Correction (SDC) functional:29,92

∆GSDC
hyd = ∆Gmodel

solv +
∑

i

amodel
i Di + amodel

0 (87)

where ∆Gmodel
sold is the SFE calculated with a model free energy functional within the RISM ap-

proach, amodel
0 is a constant, and the remaining terms are a set of structural corrections.

The method is based on a combination of the RISM with a small number of chemical descriptors

associated with the main features of the chemical structure of solutes. The main idea of the SDC

model is illustrated by Figure 12.
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Figure 12: Illustration of the Structural Descriptor Corrections (SDCs) for one molecule from the

dataset (3,3’,5,5’-tetrachlorobiphenyl). The SDC model equation is a linear combination of the the

following terms: a1D1 is the DPMV correction, a2D2 is the correction on branches, a3D3 is the

correction on benzene rings, a4D4 is the correction on halogen atom, a0 is the cavity independent

systematic error (see eq 87). Reprinted with permission from Ref.29 Copyright 2011 American

Chemical Society.

The theoretical framework of the SDC model is as follows. Firstly, a small set of structural cor-

rections (DPMV, counts of electron-donating/withdrawing substituents, counts of aromatic rings,

etc) are introduced with empirical coefficients obtained by multi-linear regression so as to reduce

the modelling error ε (see eq 83) of the RISM-based HFEs calculations. Since the structural cor-

rection descriptors are independent and the total number of the corresponding primary fragments

is small, the regression can be carried out without concern over collinearity of the independent

variables. However, the authors92 selected only those variables that improved the accuracy of the

model as quantified by the coefficient of determination, R2, which is a commonly used metric to

judge regression equations:319

R2 = 1−

∑n
i=1(yi − fi)

2

∑n
i=1(yi − ȳ)2

, (88)

where fi are the predicted values, n is the number of observations, yi are the experimental values,

ȳ is the mean of the experimental data.
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Figure 13: Normal distribution functions of the difference ∆Gmethod
hyd − ∆Gexp

hyd. The table on the

right gives the accuracy of the HFEs calculated with different RISM HFE expressions in terms

of the mean value (ME) and standard deviation (STDE) for a test set of 120 solutes (kcal/mol).

The HNC closure was used in computing HFE with the HNC and HNCB functionals, while all

other results were obtained with the PLHNC closure. The inset figure shows the same data for

values between -20 kcal/mol and 20 kcal/mol on the x-axis. Reprinted with permission from Ref.92

Copyright 2010 American Chemical Society.

Within the approach it is assumed that substructural elements of the solute contribute inde-

pendently to the prediction error, which means that polyfunctional solutes can be represented as

a linear combination of structural corrections and regression coefficients obtained for monofunc-

tional solutes. Put another way, the SDC model should predict the property of interest for a wide

range of polyfunctional solutes without additional reparametrization. For this reason, the train-

ing set was selected to contain only monofunctional molecules, whereas polyfunctional molecules

were present only in the test set.

Significant structural descriptors. In the case of alkanes, that have no specific interactions

with water molecules, the excluded volume effect makes a significant contribution to their hydra-

tion.89,91,320 Several descriptors have been proposed which take into account the excluded volume

effect: the solvent accessible surface area (SASA),320–322 PMV,136 their combination,323 number of
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carbon atoms,324 etc. In previous works,92,136 it has been shown that for a set of alkanes the error

in HFE obtained by 1D RISM can be efficiently eliminated with a correction based on DPMV and

a free coefficient aPW
0 (see eq 87, the last term). For solutes with branched alkyl chains, the num-

ber of branches can be incorporated as an additional correction to improve 1D RISM-calculated

HFEs.2

The authors of these previous works92,141 demonstrated that the empirical corrections described

above are not enough to give accurate HFEs for other chemical classes of solutes. Each class of

solutes has its own bias, but the standard deviation inside most of these classes is small. Thus, it

was supposed that the bias for each chemical class can be removed by the use of the appropriate

fragment correction. To obtain a higher accuracy of HFE predictions Ratkova et al92 proposed a

small set of fragment-based descriptors associated with the main features of the chemical struc-

ture of solutes: such as number of branches, electron-donating/withdrawing substituents, aromatic

rings, etc. Alternatively, Palmer et al141 used descriptors on number of atoms of different types in

the molecules.

Performance of the 1D RISM/SDC model. Figure 13 shows the comparison analysis of the ac-

curacy of HFEs calculated with different 1D RISM free energy functionals.92 The 1D RISM/HNC

and 1D RISM/KH free energy functionals (eqs 71, 72) give significantly overestimated values of

HFE. The major component of the error is the bias of the difference ∆Gmodel
hyd −∆Gexp

hyd with respect

to zero. However, removing the bias does not on its own lead to accurate HFE calculations for the

1D RISM/HNC and 1D RISM/KH free energy expressions because the STDE is considerable.

By contrast, although HFEs calculated with the 1D RISM/PW free energy functional (eq 74) also

contain a significant bias with respect to experimental data (ME is 10.91 ± 0.20 kcal/mol), they

contain a much smaller random error. Thus, removing the bias of the error permits HFEs to be

computed with high accuracy. Application of the 1D RISM/PWC model for the correction of 1D

RISM/PW data leads to a decrease of the difference between experimental and calculated values

(ME is 0.63 ± 0.18 kcal/mol) but it only weakly affects the STDE. In turn, the 1D RISM/PW data
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Figure 14: Performance of the 1D RISM/SDC model with different sets of partial charges for the

internal test set of compounds. The ideal correlation is indicated with a solid line, while the STDE

is given by dashed lines. Polyfragment aromatic solutes are indicated with solid circles, while

dashed circles illustrate polyfragment non-aromatic solutes. Republished with permission from

Ref.233 Copyright 2011.

corrected with the 1D RISM/SDC model are less biased with respect to experimental values, while

the STDE is significantly less than that for the PW method (about 1.5 times smaller). Thus, the

HFEs computed using the SDC model are significantly more accurate than those obtained using

the PW model.

It has been shown that the 1D RISM/SDC model allows one to obtain HFEs for ”simple”

solutes with high accuracy.2,92 However, in the case of polyfragment solutes, the 1D RISM/SDC

model is more sensitive to the chemical nature of solutes. Thus, the model allows one to predict

HFEs with an accuracy of about 1 kcal/mol for chlorinated benzenes with fewer than three chlorine

atoms but it provides worse results for chlorinated benzenes with larger number of chlorine atoms.

Ratkova233 have shown that reparameterizing the 1D RISM/SDC model using QM-derived partial

charges (the 1D RISM/SDC(QMq) model) rather than OPLS partial charges leads to an increase

in prediction accuracy. Since these calculations are significantly more computationally expensive,
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Figure 15: The difference between predicted and experimental HFEs versus experimental values

for 38 polyfragment compounds of the test set of solutes: (a) the 3D RISM/SDC approach, (b)

cheminformatics approach. Dashed lines indicate the corresponding standard deviations of the

errors. Reprinted with permission from Ref.2 Copyright 2011 American Chemical Society.

however, the authors recommend that for ”simple” solutes the 1D RISM/SDC model should be

used with OPLS partial charges, which are sufficient to give HFEs with small bias with respect

to experimental data and a standard deviation of about 0.5 kcal/mol (see Figure 14). In the case

of aromatic solutes, however, the QM-derived partial charges are more suitable since they are

sensitive to the electron-donating/withdrawing nature of substituents, whereas the OPLS partial

charges do not so accurately reflect these details.

Efficiency of the SDC functional with 1D and 3D RISM approaches. The accuracy of HFE

calculations within the RISM approach can be further increased by employing the more advanced

3D RISM technique. The 3D RISM/SDC model requires fewer structural corrections compared to

the 1D RISM/SDC model. In particular, since it estimates the cavity created by a solute molecule

in water more accurately than 1D RISM, 3D RISM does not require a correction on number of

branches in the solute.

The 1D RISM/SDC models and 3D RISM/SDC models have different but complementary

attributes. Although the 3D RISM/SDC model is more accurate (RMSE ∼ 0.5 kcal/mol rather than

RMSE ∼ 1.0 kcal/mol), it is also more computationally expensive (by ∼ 100-fold). The authors of
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these methods suggest that the 1D RISM/SDC model be used for initial high throughput screening

of large compound databases, while the 3D RISM/SDC model is better suited to refinement of the

screening results for selected compounds.

Comparison of the RISM/SDC with a cheminformatics approach. It has previously been

demonstrated that the SDC functional yields more accurate HFE predictions with respect to tra-

ditional RISM-based free energy functionals.2,92,202,313 Since the data obtained by the uncorrected

free energy functionals (e.g. PW, GF, etc.) is biased, however, it is necessary to check whether

its inclusion in the RISM/SDC models is warranted, or whether a cheminformatics model com-

prising regression against the SDC variables only would be more accurate. To investigate this

further, the authors compared RISM/SDC and SDC only (i.e. omitting ∆GRISM
hyd and DPMV (ρV̄ ))

models derived using the same fitting procedure and experimental data. For ”simple” solutes, the

cheminformatics based approach (SDC) gave similar results to the combined RISM and cheminfor-

matics model (RISM/SDC model). However, very different results were obtained for polyfragment

molecules, where HFEs computed by the cheminformatics (SDC) approach were found to be in-

accurate, with prediction errors twice as large as those obtained with the RISM/SDC model (see

Figure15). These results show that the RISM captures the most important features of the hydration

phenomena that are not accessible in the cheminformatics approach.

5.5 Initial state correction SFE functionals

A conceptually different free energy functional has been recently proposed by Sergiievskyi et al

that uses computed direct correlation functions to correct the SFE to the isothermal-isobaric en-

semble.318 The functional was initially developed for the Molecular Density Functional Theory

(MDFT),163,164,325–327 but can also be applied to 3D RISM.318 The main idea behind this approach

is to introduce a proper PMV correction for the correct initial state in the thermodynamic cycle

of solvation to make the modelling results to be consistent with the isobaric-isotherm ensemble

that is pertinent to experiments. Here we will refer to this SFE functional as the Thermodynamic
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Ensemble Correction (TEC) functional. When applied to 3D RISM, the TEC functional takes the

form:9,318

∆GTEC
solv = ∆GRISM

solv +
kBT

2
ρ2ĉs(k = 0)V̄ (89)

where ∆GRISM
solv is the SFE computed from 3D RISM calculations, ρ is the number density of the

pure solvent, ĉs(k = 0) ≡
∫
cs(|(r)|)d(r), and V̄ is the PMV of the solute at infinite dilution in the

given solvent. The second term in eq 89 can also be obtained from ρ2ĉs(k = 0) = 1− 1/ρkBTχT .

This approach has been tested by Sergiievskyi et al for both 3D RISM with the HNC closure and

MDFT with the homogeneous reference fluid (HRF) approximation giving RMSDs of 1.8 kcal/mol

and 2.39 kcal/mol, respectively, for a dataset of small organic molecules.318 They obtained that for

the 3D RISM/TEC the standard deviation of the error is considerably smaller than the RMSD

(σ3DRISM = 1.45 kcal/mol and σMDFT = 1.6 kcal/mol), which indicates a large systematic error

that the authors attribute to the use of the HNC closure and other approximations behind the 3D

RISM method.

The idea of the initial state correction suggested by Sergiievskyi et al318 was further developed

in the recent work by Misin et al.9 The authors of that work suggested that for the 3D RISM theory

another functional has to be used instead of eq 89 to make a correction for the proper initial state

in the modeling thermodynamic cycle of solvation. The formula for this functional (referred as the

Initial State Correction (ISc) functional) reads as:9

∆GISc
solv = ∆GRISM

solv − ρkBT V̄ +
kBT

2
ρ2ĉs(k = 0)V̄ . (90)

To support their statement, Misin et al presented results of an extensive benchmarking of

both the TEC and the ISc SFE functionals for 3D RISM calculations of HFEs of various organic

molecules at a range of different temperatures between 278 K and 378 K.9 The original derivation

by Sergiievskyi et al of general formulae behind the thermodynamic ensemble/initial state correc-

tion was developed within the scope of the HNC approximation.318 Therefore, Misin et al used
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either the HNC SFE functional (eq 77) or the 3d order PSE-n expansion (PSE-3) of the HNC SFE

functional (eq 78) for calculating the ∆GRISM
solv term in both TEC and ISc SFE functionals.

The results of the benchmarking have shown that the RISM/ISc SFE functional provides better

accuracy of the HFE predictions than the RISM/TEC SFE functional for the whole range of tem-

peratures. In addition, the RMSE of the RISM/ISc HFE predictions remains practically constant

for all temperature (around 1.5-1.7 kcal/mol). To compare, the RMSE of the RISM/TEC HFE

predictions gradually increases with temperature from 3 kcal/mol at 278 K to almost 4 kcal/mol at

368 K.9

The 3D RISM/ISc model provides best accuracy when combined with the HNC closure/SFE

functional (eq 46 and eq 77) for calculating the ∆GRISM
solv term in eq 90; however, much better

numerical stability with only a slight decrease in accuracy can be achieved with use of the PSE-3

closure/SFE functional (eq 47 and eq 78).9

We note that in contrast to the 3D RISM/UC (eq 85), 3D RISM/CC (eq 86) and 3D RISM/SDC

(eq 87) SFE functionals that use adjustable parameters, 3D RISM SFE calculations by the TEC

and ISc SFE functionals do not require additional training and/or extensive parameterization. At

the same time, the 3D RISM/ISc model predicts the HFE for a wide set of organic molecules both

at ambient and non-ambient temperatures with an accuracy that is comparable9 with the accuracy

of the HFE predictions provided by MD calculations for a similar set of molecules.114

The theoretical background behind the thermodynamic ensemble/initial state corrections is cur-

rently a subject of debates.328 Nevertheless, the pilot results presented by Sergiievskyi et al318 and

Misin et al9 look encouraging and give a hope that the accuracy of solvation thermodynamic pa-

rameters calculated by molecular theories can be significantly improved.
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6 RISM coming into laboratories: selected examples of recent

applications

Thanks to the recent advances in theory and computational discussed above, RISM has recently

begun to be used more widely in the computational molecular sciences.

The main areas of application of RISM fall into three general categories:

• molecular-scale effects on solvent structure and thermodynamics with a particular focus on

solvation phenomena at complex molecular interfaces (e.g. mapping of solvent and cosolute

binding sites on the surface of biological macromolecules);

• solvent effects on conformational and configurational properties of bio- and macromolecules

molecules and their assemblies;

• analysing and predicting phys-chem properties of molecular solvation.

In this section we provide several examples of successful RISM applications in different areas

of life sciences, chemical engineering and biotechnology. More examples can be found in recent

topical reviews and future articles.3,6,7,15,138

6.1 Solvation phenomena at complex molecular interfaces

6.1.1 Mapping of solvent and cosolute binding sites on the surface of biological macro-

molecules

1D and 3D RISM permit the equilibrium density distributions of solvent and co-solute species

around a solute to be calculated at considerably lower computational expense than by molecular

simulation. The obtained functions are free from statistical noise and by definition correspond to

the thermodynamic limit. Since the maximums in these functions correspond to regions where

there is a high density of the given solvent component, they provide an excellent method to map

solvent and cosolute binding sites on solutes.
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Figure 16: Mapping of solvent and co-solute binding sites on the surface of human lysozyme: (a)

3D map of high water density (¿ 2 times (left), 4 times (center), and 8 times (right) the bulk solvent

density) at the surface of the protein calculated by the 3D RISM theory; (b) the left picture shows

the calcium binding site in the protein detected by X-ray, while the picture in the right exhibits

the binding site found by the 3D RISM theory. Reprinted with permission from Ref.290 Copyright

2009 American Chemical Society.

3D RISM is particularly useful here because it allows one to calculate three dimensional sol-

vent/cosolute density maps around highly complicated biomacromolecular surfaces. Moreover, the

probable binding positions of the solvent/cosolute molecules can be reconstructed from the high

solvent/cosolute density areas of the density correlation functions (Figure 16).

It has been shown that to an acceptable resolution the solvent distribution functions calculated

by 3D RISM around a model protein are very similar to those obtained by MD using common

solvent models (e.g. TIP3P, TIP4Pew),22 which suggests that 3D RISM is a reliable method for

mapping of solvent/cosolute binding in these systems. Moreover, 1D and 3D RISM can be used

to model solvent components at a wide range of concentrations (from below mM to the saturation

limit). The ability to model solutions with low concentrations of cosolute components is of partic-

ular importance for simulating solutions of poorly soluble drugs and pH effects on biomolecules

since these low concentration regimes are difficult to sample adequately using explicit solvent

simulations (e.g. MC or MD).

The prediction of structural and thermodynamic properties of the binding of small ligands (e.g.
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water, ions, pharmaceuticals) by proteins is one of the most important challenges in computational

chemistry. The ”docking” simulations commonly used in pharmaceutical research use essentially

a trial and error scheme to find the ”best-fit complex” between the host and guest molecules based

on geometric and/or energetic criteria. A significant problem with these approaches is the lack of

solvent effects accounting. Particularly, they do not consider properly the desolvation penalty as-

sociated with displacing water molecules at the interface between host and guest molecule. More-

over, during the last decades, it was revealed that treatment of water molecules in binding cavity

must be routinely included in ”docking” studies since they can regulate the binding event via me-

diating of protein-ligand interactions (so-called ”structural” water).330–332 Exclusion of these water

molecules from ”docking” simulations leads to an improper description of binding, which is one

of the crucial reasons for high rates of false-positive drug candidate at the early-stage drug design.

Although there is a recent progress in the field,333 accurate accounting of solvation effects (in-

cluding water-mediated protein-ligand interactions, the competition between different solvent and

ligand species for binding sites, etc.) remains one of topical challenges in ”docking” studies.

The application of 3D RISM to molecular recognition problems including protein-ligand bind-

ing has significant potential. As previously mentioned, solution of the 3D RISM equations for a

host molecule (protein) in a solvent containing the guest molecules (ligand) will in principle pro-

duce both the most probable binding mode and solvation thermodynamics including all enthalpy,

entropy and free energy terms, and their derivatives such as compressibilities and partial molar vol-

umes. In practice, this is a relatively new field that requires more research, but there have already

been some significant successes reported. Imai et al17 used the 3D RISM approach to successfully

predict water binding sites in hen egg-white lysozyme. Although the study was limited in scope to

only one protein in pure aqueous solvent, the results are significant because they show that the pre-

ferred binding sites of a guest molecule (in this case, water) to a host (protein) can be accurately

predicted using spatial distribution functions calculated by 3D RISM.290 This method was later

implemented in the Placevent algorithm by Sindhikara et al193 and independently validated for the

prediction of water binding sites on the surface of bovine chymosin by Palmer et al.102 Yoshida et
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al18,224 used a similar methodology to successfully find the Ca2+ binding sites in human lysozyme.

In this approach, ions are included in the molecular model of the solvent. The ion binding sites

are then identifiable as regions of high density in the spatial distribution functions of the ion (sol-

vent) around the solute (protein), which are obtained by solving the 3D RISM equations. Kiyota

et al334 studied the binding of O2, Xe, NO, CO, H2S and H2O by myoglobin using 3D RISM. In-

terestingly, those ligands that have a toxic effect on the body were observed to have higher binding

affinities than oxygen. Imai et al14 used a fragment-based approach coupled with 3D RISM to

perform ligand-mapping calculations (3D-RISM-LM method) to probe the mechanism of the mul-

tidrug efflux transporter AcrB. Sixteen organic solvent molecules representing aromatic, aliphatic

(hydrophobic) hydrogen-bond donor, and hydrogen-bond acceptor groups were used as drug frag-

ments. Based on the most probable binding modes of these rigid fragments, the authors propose a

mechanism for drug transport by the membrane protein. Similarly, Phongphanphanee et al335 used

3D RISM to calculate the spatial distribution functions and potentials of mean force characterizing

the transport of seven ligands (H2O, Ne, CO2, NO, NH3, urea and glycerol) by two aquaporin

channels, AQP1 and GlpF. The authors report that AQP1 transports Ne, H2O and NH3, while GlpF

transports all seven ligands. Comparison of the results of Phongphanphanee, Yoshida and Hirata

(from 3D RISM) with those of Hub and de Groot (from MD simulations) has prompted discussion

about the formal definition of potentials of mean force for these systems.336,337 Howard et al.19

used a renormalized 3D RISM approach to compute both the water and ion spatial distributions

around B-form DNA duplexes consisting of the dAn − dTn and dGn − dCn nucleotide sequences

for n = 1−12. The calculations satisfactorily reproduced the results of explicit solvent simulations

for 1M KCl, 0.1M KCl and 0.1M NaCl electrolyte solutions. As would be expected, the charged

phosphate backbone of the DNA duplex was observed to be stabilised by a significant density of

cations in all simulations, with Na+ ions predicted to bind more strongly than K+ ions. One step

further in the direction of IET application for the rational drug design was done by Nikolic et al.197

They coupled 3D RISM with the open-source AutoDock program (3D-RISM-DOCK), what allows

treatment of flexible ligand using the following steps: the fragmental decomposition of a ligand,
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mapping of its small rigid fragments, and reconstruction of the ligand molecule in its the most

probable conformation in the binding pocket. The empirical AutoDock scoring function was com-

pletely replaced by PMF calculated by 3D RISM. Therefore, the ranking of docked conformations

was performed using the free energy calculated within the same statistical mechanical framework

and the same force field as used for ”docking”.

6.1.2 Molecule-surface recognition and supramolecular interactions

Recently 3D RISM/KH theory in combination with experimental techniques was used to study

molecular recognition interactions in non-aqueous solvents between kaolinite and a series of het-

erocyclic aromatic compounds (HAC) that were chosen as representatives of different moieties in

petroleum asphaltene macromolecules.172,312 In these studies the 3D RISM/KH method was used

to predict the adsorption configuration and thermodynamics from the 3D site density distribution

functions and total SFE, respectively, for adsorption of HAC and solvents (toluene and heptane)

on kaolinite. The results were used to interpret spectrophotometric measurements and experimen-

tally determined adsorption isotherms. This combined experimental and computational modeling

approach provided useful insights into the specific interactions among clays, bitumen, and sol-

vents that can be used for development of environmentally friendly enhanced oil recovery (EOR)

techniques for tight oil formations like e.g. oil sands in Canada.172,312

The 3D RISM/KH method was also successfully applied to study supramolecular interactions

in Plant Cell Walls (PCWs).194,195 The 3D-SFED maps calculated by 3D RISM were used to un-

derstand the molecular basis of the recalcitrance forces within the PCW. These studies investigated

the effect of hemicellulose composition on nanoscale forces that control the primary PCW strength

and nanoarchitecture194 and mechanisms of lignin-lignin and lignin-hemicellulose thermodynamic

interactions.195 These works provided a detailed molecular view of the fundamental interactions

within the PCWs that lead to recalcitrance. The results are important because they provide sci-

entific background for the development of new technologies for plant biomass conversion (e.g.

sustainable production of biofuel and chemical feedstock338,339).
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Figure 17: Schematic representation of the RISM–QM/MM method, where each part of the system

is treated by the most suitable method.

6.2 Solvent effects on conformational and configurational properties of biomolecules

and their assemblies

Solvent plays a significant role in mediating the structural dynamics of biological macromolecules

and their assemblies. A variety of approaches based on 1D and 3D RISM have been used to

study different solvent and co-solute effects on conformational and configurational transitions in

biomolecules. The earliest of these studies used single point calculations of solvation free energies

and solvent structure to determine the most stable members of preselected sets of molecular confor-

mations/configurations. More recently, however, dynamic systems have been studied using 1D and

3D RISM coupled with geometry optimization, normal mode analysis, MD and MC simulations,

to provide a more realistic description of their dynamics. Furthermore, RISM has recently been

employed to develop multi-scale quantum-mechanics/molecular mechanics (QM/MM) methods to

study biological macromolecules.7,340,341 In this approach, a selected region of the solute (e.g. an

enzyme active site) is treated by quantum mechanics, the surrounding region of the biomolecule is

modeled at the molecular mechanics level, and the solvent effects are incorporated by RISM (see

Figure 17). Such multiscale methods are excellent approaches to model quantum-level effects of

biological macromolecules that are too large to treat with a pure quantum mechanics approaches.

Kinoshita et al.177 coupled Monte Carlo simulated annealing with 1D RISM to study the pre-
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ferred conformations of the Met-enkephalin peptide (Tyr-Gly-Gly-Phe-Met) in different solvents.

It was shown that the conformation space of Met-enkephalin peptide could be sampled in fewer

steps in aqueous solvent than in simple non-aqueous solvents because in the former many con-

formers were found to be too high in energy to be observed at biological temperatures. The authors

speculate that this focusing of peptide conformations in water might go some way to address the

paradox related to protein folding noted by Levinthal, who pointed out that the time for a random

search of all possible conformations would be unrealistically long even for a relatively small pep-

tide/protein. Similarly, Kinoshita et al185 used 1D RISM to study the influence of water, methanol

and ethanol solvents on four selected conformations of Met-enkephalin peptide (Tyr-Gly-Gly-Phe-

Met) and two selected conformations of a peptide from ribonuclease A (Lys-Glu-Thr-Ala-Ala-Ala-

Lys-Phe-Leu-Arg-Gln-His-Met). The total solvation free energy was shown to vary less between

different peptide conformations in alcohols than in water, which was rationalised by partitioning

the solvation free energy calculated by 1D RISM into contributions from individual solvophilic

and solvophobic atoms. In alcohol, solvophobic atoms were shown to be less solvophobic than in

water, and solvophilic atoms were found to be less solvophilic. Consequently, in alcohol where

the solvation free energy varies less between different conformers, the peptides tend to adopt con-

formers that have the lowest internal energies (i.e. α-helix for Met-enkephalin peptide and the

C-peptide tested in this paper, but alcohol is also observed to stabilise β-sheet structures in some

peptides).

Kitao et al.342 studied the effects of (pure) aqueous solvent on the conformation and collective

motions of the small protein melittin (26 amino acids and 436 atoms) using both explicit solvent

molecular dynamics and XRISM theory. The conformational energy profiles along the two lowest

frequency normal modes of the protein were calculated as ∆F = ∆GXRISM + ∆Econf , where

∆GXRISM is the hydration free energy calculated by XRISM and ∆Econf is the internal confor-

mational energy of the protein. Maruyama et al.343 used geometry optimization coupled with 3D

RISM to study the preferred conformations of human telomere in different electrolyte solutions

(pure water, 0.1M NaCl, 0.1M KCl). In agreement with experiment, the calculations predict that
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the preferred conformation of the telomere is different in 0.1M NaCl (”basket” conformation) than

in pure water (”chair” conformation). Yamazaki et al.344 studied the self-assembly and stability

of organic rosette nanotubes (RNT) from monomers comprised of guanine - cytosine blocks dec-

orated with 4-aminobenzo-18-crown-6-ether. A putative self-assembly process was proposed and

shown by 3D RISM calculations to be thermodynamically favorable. The salt-induced conforma-

tional change of the DNA oligomer d(5’CGCGCGCGCGCG3’) from B-form to Z-form has been

rationalized by Maruyama et al345 on the basis of 3D RISM calculations. The conformational

stability of the DNA oligomers was interpreted on the basis of Coulombic interactions between

neighboring phosphate groups and counter-ions. In low salt concentrations, Coulombic repulsions

between phosphate groups mean that the B-form is more favorable than the Z-form, primarily be-

cause the latter has a shorter interphosphate distance. In high salt concentrations, however, the

counter-ions effectively screen the phosphate groups reversing the relative stabilities of the two

forms. The results do not support the hypothesis of Saenger at al.346

The essential elements of life (self-replication, information processing, metabolism) occur

largely by specific interaction between biological molecules. Understanding how two molecules

recognize each other in biological environments is thus one of the fundamental issues in the

biomolecular sciences. It is also of great importance in many areas of industrial research including

the pharmaceutical industry, where predictions of the binding modes of small molecules (e.g. wa-

ters, ions, drugs) to biological macromolecules (e.g. proteins, DNA) are used to help design new

pharmaceuticals. The key thermodynamic parameter characterizing the binding of a ligand (L) by

a receptor (R) is the binding free energy (∆Gbind ) for the process R + L→ RL.

Since the solvent phase plays an important role in mediating many molecular recognition events

in biological systems, it is vital that computational methods to model biomolecular recognition in-

corporate an adequate molecular-scale model of solvent. Several methods to compute absolute

or relative binding free energies using molecular integral equation theory have been proposed.

Genheden et al. computed the binding free energies of seven biotin analogues to avidin using

both MM-PBSA and MM-3DRISM methods.101 Blinov et al. used the MM-3DRISM method to
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Figure 18: Correlation between the error in the HFEs calculated by the 3D RISM with the PLHNC

closure using the GF free energy expression: ∆GGF
hyd − ∆Gexp

hyd, and the DPMV, ρV̄ . Red crosses

are small organic molecules; black dots are druglike solutes. The pharmaceutical molecules lie

on the line-of-best-fit calculated for simple organic molecules (the solid red line). Reprinted with

permission from Ref.329 Copyright 2011 American Chemical Society.

compute the binding thermodynamics of amyloid fibrils.310 The association free energy of small

β-sheet oligomers was observed to increase approximately linearly with the number of peptides in

the complex. Palmer et al. performed computational alanine scanning calculations of the bovine

chymosin – bovine κ-casein complex using MM-3DRISM to probe the contribution of individual

residues to the overall binding free energy.102 The complex is of industrial interest because bovine

chymosin is widely-used to cleave bovine κ-casein and to initiate milk clotting in the manufactur-

ing of processed dairy products.347–349

6.3 Analysing and predicting phys-chem properties of molecular solvation

Palmer et al.329 have recently demonstrated that the empirical coefficients in the 3D RISM/UC

are transferable to chemical classes other than those represented in the training data. For druglike

molecules, it was observed that uncorrected HFEs computed by the 3D RISM/GF method also have

a strong linear correlation with DPMV (R = 0.99). Indeed, the druglike molecules lie on the line-

of-best-fit calculated for the simple organic molecules (see Figure 18). For 21 druglike molecules,
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Figure 19: Error in HFE prediction for the 1D RISM/SDC(QMq) model (using the PLHNC closure

and PW free energy expression) plotted against IUPAC Congener number350 for an external test

set of polychlorobiphenyls (PCBs).

The whole set of PCBs may be separated with respect to the number of chlorine atoms (shown

on the top and using dashed vertical lines). It is evident that the error of data predicted with

1D RISM/SDC(QMq) model is constant for all PCBs, whereas the error of solvation continuum

models (SM6 and COSMO-SAC) increases with the increase of the number of chlorine atoms in

biphenyl. Reprinted with permission from Ref.29 Copyright 2011 American Chemical Society.

the HFEs calculated by the 3D RISM/UC model are in good agreement with the corresponding

experimental data (R = 0.94, RMSE=1.06 kcal/mol, ME=-0.72 kcal/mol).

An external test set of 220 chlorinated aromatic hydrocarbons from the list of persistent organic

pollutants (polychlorinated benzenes and polychlorobiphenyls)29 were used to benchmark the pre-

dictive accuracy of the 1D RISM/SDC(QMq) model for HFE calculation. The model gives good

results for polychlorinated benzenes (ME and STDE are 0.02 kcal/mol and 0.36 kcal/mol, corre-

spondingly). At the same time, it gives somewhat worse results for polychlorobiphenyls (PCBs)

with a systematic bias −0.72 kcal/mol but small standard deviation equals 0.55 kcal/mol. Au-
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thors29 stressed that the error remains the same for the whole set of PCBs. They noted that, in

the case of lighter PCB congeners, the chlorine atoms are well-separated from each other, and the

total effect of chlorine atoms interactions with the solvent molecules can be represented as a sum

of single chlorine atom contributions. Increasing the number of chlorine atoms in biphenyl leads

to the interference of the chlorine atoms’ interactions with the solvent molecules and, as a result,

to a nonlinearity of the solvent response in the process of hydration. The 1D RISM approach con-

siders these effects in a proper way, even in the case of higher chlorinated compounds. In turn,

the continuum solvent models (SM6 and COSMO-SAC)350 are not sensitive to the nonlinear sol-

vent response (see Figure 19). These results illustrate that the 1D RISM/SDC(QMq) approach is

a promising method that can be used to describe hydration/solvation processes for a wide range of

chemical solutes.

Accurate computational methods to predict the solubility of organic molecules in water are

highly sought after in many fields of the biomolecular sciences.351,352 For example, predictions of

solubility are used in the pharmaceutical and agrochemical industries to assess the bioavailabil-

ity of de novo designed drugs and the environmental fate of potential pollutants, respectively.353

While a large number of QSPR solubility models have been built by many different research

groups, development of a method based on chemical theory and simulation has proved challeng-

ing. To address this problem, it has recently been shown that the intrinsic aqueous solubility of

crystalline druglike molecules can be estimated with reasonable accuracy from sublimation free

energies calculated using crystal lattice simulations and hydration free energies calculated using

the 3D RISM/UC method.12 The solubilities of 25 crystalline druglike molecules taken from dif-

ferent chemical classes were predicted with a R = 0.85 and RMSE=1.45 log10 S units, which was

more accurate than the results obtained using implicit continuum solvent models. Unlike QSPR

approaches, the model is not directly parametrized against experimental solubility data, and it pro-

vides a full computational characterization of the thermodynamics of transfer of the molecule from

crystal phase to gas phase to dilute aqueous solution.

The total SFE of a solute as calculated by 3D RISM can be decomposed into a linear sum of
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substructure-based contributions using a Spatial Decomposition Analysis (SDA).311 SDA has been

demonstrated to be useful for interpreting the relative solvation of residues in a protein,311 but may

also have many other uses,7,194,195 including an alternative approach to the semi-empirical models

discussed previously.

7 Note on alternative distribution-function approaches

Before closing the review, it will be beneficial to introduce another set of distribution-function ap-

proaches to the solvation free energy. Firstly, we would like to attract the readers to recent develop-

ments in classical DFT for molecular fluids, a ’sister’ method to RISM and MOZ.164,325–327,354? –366

The MDFT method developed by Borgis and co-workers is based on classical DFT and MOZ-

like six-dimensional representation of positional and orientational solvent density function.163,164,325–327,365,367,368

The MDFT theory is formulated for an ensemble of molecules where each solvent molecule is con-

sidered as a rigid body and characterized by its position and orientation. The solute is also rigid and

fixed, it produces an external potential exerted on solvent molecules. As an input MDFT requires

(i) chemical structure of the solute and (if applicable) co-solute molecules, (ii) solute-solvent inter-

action potentials (force-field) and the partial charge distribution of the solute, (iii) bulk properties

of the solvent (the structure factor and the k-dependent longitudinal and transverse dielectric con-

stants) as well as 6D direct correlation functions of the uniform solvent that are obtained from MD

or MC simulations.327 The theory can be combined with the so-called homogeneous reference fluid

(HRF) approximation.318,326 In this case the unknown excess free energy of the solute-solvent sys-

tem can be determined from the angular-dependent direct correlation function of the bulk solvent

that can be found by an independent molecular simulation of a box of bulk solvent. By benchmark-

ing the MDFT results against MD simulations, Borgis and co-workers found that such approach

is able to provide accurate results for different solute-solvent systems.163,164,325–327 The first at-

tempt to perform massive SFE calculations (for ∼ 500 molecules) by MDFT combined with the

PMV-based thermodynamic ensemble correction (see Section 5.5) demonstrates the high potential
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Figure 20: Distribution functions ρ(ε) and ρ0(ε) of the pair interaction energy ε of single ions (Li+,

BF−
4 and PF−

6 ) dissolved in polar solvents (water, PC and DMC). Note a break of the ordinate at

2 mol/kcal. The ordinate is linearly graduated below this value, and is logarithmically graduated

above it. ρ(ε) is the distribution of the pair interaction energy ε in the solution system of interest,

while ρ0(ε) is the density of states of the solute–solvent potential function multiplied by the bulk

solvent density (see Refs376,384 for details). Reprinted with permission from Ref.384 Copyright

2012 American Chemical Society.

of the method to be efficiently applied to the problem of accurate prediction of thermodynamic

parameters of molecule solvation.318

Recent work of Borgis and co-workers presented an extended version of MDFT, MDFT-HNC+3B,

that goes beyond the commonly used quadratic expansion of the Gibbs free energy (or equiva-
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lently of the excess functional) around the homogeneous reference fluid, and, consequently, be-

yond the HNC approximation.365 The MDFT-HNC+3B theory imposes a second local minimum

to the Gibbs free energy of the system at low fluid density. The bridge functional that was pro-

posed in this work has several advantages because it ”(i) enforces the tetrahedral order of water,

(ii) recovers the close coexistence between gas and liquid states and their surface tension, and (iii)

is consistent with the experimental pressure of the fluid.”365 The MDFT-HNC+3B approach was

benchmarked on a set of reference systems (linear alkanes in water). It was shown that with use of

only one empirical parameter the MDFT-HNC+3B method reproduces results of explicit simula-

tions with a small systematic error of the order of kBT that is presumably the most accurate result

for MDFT-like theories up to date.365

Wu and co-workers have recently developed another version of classical DFT for molecule sol-

vation with a focus on aqueous systems.355,359? ,360 In the so-called Site Density Functional Theory

(SDFT) model the excess Helmholtz energy functional for the solute-solvent system is constructed

as a quadratic expansion with respect to the local density deviation from that of a uniform system;

to resolve the problem of evaluating higher-order terms there has been introduced a universal func-

tional that approximates all higher-order terms by an analytic solution for a reference hard-sphere

system.359,360 Similar to the version of MDFT developed by Borgis and co-workers,325–327 as an

input, the SDFT requires independent evaluation of atomistic pair direct correlation functions of

the uniform solvent system that can be calculated from MD simulations. The theory has been suc-

cessfully applied to solvation of amino-acids in water359 and high-throughout prediction of HFEs

for small molecules.360 In the latter work it has been shown that the SDFT with the AMBER force-

field for the solutes the TIP3P model for water can predict HFE of 500 neutral molecules with

average unsigned errors of around 1 kcal/mol in comparison with the corresponding experimen-

tal and MD simulation data.360 Recently, this theory was used by Fu, Liu and Wu for thorough

benchmarking of different DFT-based multi scale methods for predicting HFE of small solutes.366

Chong and Ham recently developed a formally exact integral equation for the three-dimensional

hydration structure around molecular solutes of arbitrary complexity, aqueous interaction site

97



(AXIS) theory.369 The derivation of the AXIS equation is based on classical DFT formalism for

non-uniform polyatomic fluid developed by Chandler, McCoy and Singer.370,371 The AXIS theory

fully takes into account the intramolecular structural correlations of solvent water and provides re-

sults on solute-solvent structure for a water solute at ambient and supercritical conditions that are

more consistent with molecular simulations than the standard 3D RISM/HNC method.369 However,

the theory in its current form is only applicable to water and there still remain quantitative differ-

ences from the simulation results.369 Nevertheless, we think that the AXIS approach is promising

because it provides a formally exact expression for both intramolecular and intermolecular bridge

functions;369 therefore, it can be used as theoretical basis for future developments of accurate

moleculare theories.

In RISM and classical DFT methods discussed above, the argument of the distribution functions

is distance or spatial coordinate. Instead, Matubayasi and Nakahara put forward an approach

using the solute-solvent pair interaction energy.126 This approach is called the method of energy

representation, and the functional for the solvation free energy is constructed from the average

distribution function ρ(ε) of the solute-solvent pair energy ε in the solution of interest, the density

of states of solute-solvent pair potential, and the solvent-solvent pair correlation represented over

the energy coordinate.372,373

Figure 20 illustrates typical behaviour of solute–solvent pair energy distribution functions. The

figure shows these functions for several single ions (Li+, BF−
4 and PF−

6 ) dissolved in different

polar solvents (water, propylene carbonate (PC) and dimethyl carbonate (DMC)).384 The negative

and positive regions of ε correspond to the attractive and repulsive interactions between solute and

solvent, respectively. All these functions have a strong peak around zero due to a large number

of solute-solvent pairs with large distances. Other peaks in the regions of negative ε reveal the

attractive solute-solvent pair energies. For instance, the peak at 38 kcal/mol for ρ(ε) of Li+ in

water originates from the strong attraction of water molecules in the first solvation shell to the ion;

correspondingly, the shoulder at the negative envelope near the intense peak originates from the

ion-water interactions for water molecules in the outer solvation shells of the ion.384
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As is so for the RISM approaches, the argument of distribution functions is a projected co-

ordinate of solute-solvent configuration, which is of high dimension. In 1D and 3D RISM, the

projected coordinates are the distance and the spatial coordinate, respectively, and the dimension-

ality reduction to 1 or 3 dimensions is carried out. In the method of energy representation, the

argument of the distribution functions is the solute-solvent pair energy. This is another form of

projection, and the projected coordinate is always of 1 dimension. The basic idea behind the pro-

jection onto energy lies in the statistical-mechanics principle that only the energy is extracted from

any configuration (structure) in the ensemble to determine the system free energy. The energy-

representation method sticks to this principle on the solute-solvent pair level. Matubayasi and

Nakahara provided a DFT-type formulation toward the solvation free energy in terms of distribu-

tion functions of solute-solvent pair energy, without many sophisticated approximations.126,372,373

Still, the above principle in statistical mechanics cannot be violated on the solute-solvent pair level

since any solute-solvent pair configurations with equal interaction energies contribute to the solva-

tion free energy automatically in equal weights.

In the energy-representation method, the problem of auxiliary site is absent and the free energy

functional is exact to second order in solvent density. The molecular flexibility and the system

inhomogeneity are handled without any modification of the method since the projection of solute-

solvent configuration is done in terms of energy; the flexibility and inhomogeneity are spatial

information, which are to be projected out in the formulation. Through combination with molec-

ular simulation, the error due to the approximation in the method is observed to be not larger

than the error due to the use of force field,317 though the computational speed is inferior to those

of (1D) RISM-based schemes. The energy-representation method provides a universal computa-

tional and theoretical platform for calculation of thermodynamic parameters of solvation and has

been already applied to a range of different systems: supercritical fluids, air-water interfaces, mi-

celles, lipid membranes, proteins, and QM/MM systems.129,374–383,385 The approximation used in

the current version of energy-representation method is simply PY-type and HNC-type ones over

the energy coordinate, however, it is considered a new class of bridge functional since the coordi-
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nate (abscissa) of distribution function has been switched from distance to energy. The connection

between spatial coordinate-based and energy-based approaches can be an interesting topic of in-

vestigation.

8 Conclusion

As the critical analysis of the literature above shows, there have been many significant develop-

ments in molecular theories since the mid 2000s, which have resulted in increased accuracy of these

methods and increased ease-of-use for non-specialists. This has led to a rapid growth of different

application areas of the theories. The field has significantly matured in terms of its applications and

it is safe to say that now practically all areas of molecular and biomolecular sciences are covered by

integral equitation theories and their ’sister’ methods like classical DFT and energy-representation

theories. These theories provide a theoretical framework for calculating the structural and thermo-

dynamic properties of liquid-phase solutions. They are applicable to both pure and mixed solvent

systems and can be applied for a vast range of solute-solvent systems.

Particularly impressive achievements have been made in applications of these theories to var-

ious aqueous solutions - from single ion solvation to nano-porous systems and protein-drug bind-

ing. Non-aqueous systems attracted somewhat less attention; however, the situation is currently

changing as evidenced by the ever increasing number of applications of molecular theories in ionic

liquids, supercritical fluids and organic solvents.

Until recently, molecular theories have been mostly considered as qualitative tools; however the

recent developments in the field discussed in the review have made it possible to use these methods

for making accurate quantitative predictions of structural and thermodynamic properties of various

solute-solvent systems. We note though that the majority of these high-accuracy predictions were

done for systems at ambient conditions and there is still a number of challenges to overcome (ac-

curate predictions of properties at non-ambient conditions, development of high-accuracy methods

for arbitrary selected non-aqueous solvents, highly concentrated electrolytes etc). Nevertheless, to
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our opinion, the prospects of further improvements of the prediction accuracy of molecular theo-

ries seem to be optimistic. In particular we expect a significant progress in the field during the next

decade related with (i) development of effective codes for high-dimensional theories (like MOZ);

(ii) development of general accurate bridge functionals; (iii) incorporation of solvent dynamics in

the theories; (iv) linking of molecular theories with other molecular modeling methods (e.g. QM

and MM) and cheminformatics tools; (v) extensive benchmarking of the theories by new sets of

experimental data.

We expect an increased interest of industrial applications of RISM and other molecular theories

in the nearest future that would include fragment-based drug design (pharma-related areas), cal-

culating protein-ligand binding free energies (pharma-related areas, cosmetics and food industry),

optimising properties of energy storage devices such as super-capacitors (energy-related areas) and

modelling of fluid properties in porous systems (chemical engineering, oil&gas-related areas).

It is also anticipated that the popularity of molecular theories will rapidly increase in the near

future, driven by the recent implementation of of 1D and 3D RISM methods in the widely used

Amber, MOE and ADF molecular modelling packages.
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10 Acronyms

1D one dimensional

3D three dimensional

3D-SFED 3D Solvation Free Energy Density

6D six dimensional

A− acidic anion

AcrB Acriflavine resistance protein B

ADF Amsterdam Density Functional

Amber Assisted Model Building with Energy Refinement
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AQP1 Aquaporin 1

ASFE advanced solvation force extrapolation

AXIS aqueous interaction site (theory)

B3LYP Becke, three-parameter, Lee-Yang-Parr

COSMO-SAC conductor-like screening model – segment activity coefficient

CPU Central Processing Units

DDB Dortmund Databank; http://www.ddbst.com/ddb.html

DFT density functional theory

DHH Duh-Haymet-Henderson

DIIS direct inversion of the iterative subspace

DMC dimethyl carbonate

DMSO dimethyl sulfoxide

DNA Deoxyribonucleic acid

DPMV dimensionless partial molar volume

DRISM dielectrically consistent reference interaction sites model

EC-RISM embedded cluster reference interaction site model

EPICS equilibrium partition in closed system

FEP free energy perturbation

GC group contribution

GF Gaussian fluctuations
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GlpF glycerol facilitator

GMRES Generalized minimum residual method

GPU Graphics Processing Unit

GSM gas stripping method

H+ proton

HA monoprotic acid

HF Hartree-Fock

HFE hydration free energy

HNC hypernetted chain

HNCB hypernetted chain closure with repulsive bridge correction functions

IET integral equation theory

ISc Initial State Correction

KH Kovalenko–Hirata

L ligand

LJ Lennard–Jones

MC Monte Carlo

MCSCF multiconfigurational self-consistent field

MD molecular dynamics

MDIIS modified direct inversion of the iterative subspace

ME mean of error
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Met-enkephalin [Methionine]enkephalin

MHNC modified hypernetted chain

MM molecular mechanics

MOE Molecular Operating Environment

MOZ molecular Ornstein–Zernike

MS Martynov-Sarkisov

MSA mean spherical approximation

MSV Martynov-Sarkisov-Vompe

MTS-MD multiscale method of multiple time step molecular dynamics

NAB nucleic acid builder

NEW non-equilibrium work

NMR Nuclear Magnetic Resonance

NR Newton-Raphson

OIN optimized isokinetic Nosé-Hoover chain thermostat

OPLS optimized potential for liquid simulations

OZ Ornstein–Zernike

P partition coefficient (Attention, in Eq.6 P stays for protein)

PC propylene carbonate

PCB polychlorobiphenyl

PCM polarizable continuum model
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PL protein-ligand complex

PLHNC partially linearized hypernetted chain

PMF potential of mean force

PMV partial molar volume

POP persistent organic pollutant

PRV phase ratio variation

PW partial wave

PWC partial wave correction

PY Percus-Yevick

QM quantum mechanical or quantum mechanics

QSPR quantitative structure - property relationships

RDF radial distribution function

RHF restricted Hartree-Fock

RHNC reference hypernetted chain

RISM reference interaction sites model

RMSE root mean square of error

RNT rosette nanotubes

SAMPL Statistical Assessment of Modeling of Proteins and Ligands

SASA solvent accessible surface area

SCF self-consistent field
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SDC structural descriptors correction

SEDD spatial electron density distribution

SFE solvation free energy

SM6 solvation model No. 6

SMSA soft core mean spherical approximation

SPC/E simple point charge/extended

SSOZ site-site Ornstein–Zernike

STDE standard deviation of error

TEC Thermodynamic Ensemble Correction

TI thermodynamic integration

TIP3P transferable intermolecular potential, three-point

TIP4Pew transferable intermolecular potential, four-point, for use with Ewald summation meth-

ods

UC universal correction

WWC wetted-wall column

XRISM extended reference interaction sites model

11 Appendix

Appendix 1

Khalatur’s scheme of 1D RISM–MC calculations:289

Step 0 (Preparation step)
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a) Prepare an initial chain configuration, rA0 ≡ {r1, ..., rN}.

b) Calculate the solvent susceptibility function χαβ(r) with previously evaluated functions

ωsolv
αβ (r) and hsolvαβ (r) (see eq 35), determine its Fourier transform in q-space χ̂αβ(q).

c) Set the potential ∆Ψ(r) to zero.

d) Set the iteration counter τ to zero.

Step 1

a) Generate consistently a set of k chain configurations by the MC conformation annealing;

accept or reject the ’move’ rA0 → rAi (i = 1 . . . k) according to the Metropolis criterion:

Paccept ∝ exp[−β(Ψi(r)−Ψi+1(r))],

where Ψ(r) is determined by eq 56.

b) Calculate intramolecular correlation functions ωss′(r) (see eq 32) for the latest configuration

rAk.

c) Repeat operations (1.a) and (1.b)m times and calculate an intermediate averaged intramolec-

ular correlation functions:

(ωss′(r))av =
1

m

m∑

i=1

(ωss′(r))i,

calculate their Fourier transforms (ω̂ss′(q))av.

Step 2

a) Use the functions (ω̂ss′(q))av in the Fourier q-space to solve RISM equation (see eq 34)

together with a closure relation (see eq 36); obtain correlation functions ĉsα(q) and ĥsα(q).

b) Evaluate the solvent-mediated potential ∆Ψ̂ss′(q) by substitution of ĉsα(q) and χ̂αβ(q) into

eq 58.
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c) Calculate ∆Ψ̂(q) using eq 57, transform it to ∆Ψ(r).

Step 3

a) Increase the iteration counter τ by unity: τ=τ+1.

b) Calculated the current averaged solvent-mediated potential:

(∆Ψ(r))av =
1

τ

τ∑

i=1

∆Ψi(r)

c) Evaluate the achieved accuracy. Return to Step 1 if the required accuracy is not obtained

(use the obtained potential (∆Ψ(r))av instead of the previous one in operation (1.a)).

Appendix 2

Kast’s 1D RISM–MC technique to study the complexation thermodynamics:236

1. The set of equations: 1D RISM equation (eq 34), closure relation (eq 36), and solvation

free energy functional (see the Section End-point SFE functionals in 1D RISM), is solved to

yield solvation free energies of the host molecule (∆µX ) and the guest molecule (∆µY ).

2. A supramolecular structure is constructed by placing the host molecule (X) and the guest

molecule (Y) at a large distance. The same set of equations is solved to obtain a set of

distribution functions h0 and c0. The offset of the PMF is calculated as follows:

W (r, θ, ϕ) = ∆UXY (r, θ, ϕ)+

∆µXY (r, θ, ϕ)−∆µX −∆µY ,

where ∆UXY (r, θ, ϕ) is the vacuum host–guest interaction energy, θ and ϕ are the angular

coordinates.

3. A set of host–guest configurations is generated randomly by variation of the angular coordi-

nates. The PMF difference W (r′, θ, ϕ)−W (r, θ, ϕ) for a small step of the guest toward the
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host is calculated.

4. Configurations are accepted with the probability P meeting the Metropolis criterion:

Paccept ∝ exp[−β(W (r′, θ, ϕ)−W (r, θ, ϕ)].

5. The 1D PMF difference ω(r′) − ω(r) for a step of the guest toward the host is sampled as

follows:

ω(r′)− ω(r) = −kBT ln 〈A〉r ,

where A = exp[−β(W (r′, θ, ϕ)−W (r, θ, ϕ)].

6. Steps 3–5 are repeated until the reaction coordinate approaches zero.

Appendix 3

Benchmarks of the RISM calculations: As we mentioned above, 1D and 3D RISM were im-

plemented in two widely used software packages, ADF10 and Amber.1 For newcomers we may

recommend the following benchmarks of the RISM calculations. Frolov et al386 used the NAB

simulation package1 in the AmberTools 1.4 set of routines to perform the 3D RISM calculations.387

The following 3D RISM parameters were investigated: Buffer - the smallest distance between so-

lute atoms and a 3D box side; spacing - the distance between grid points in 3D-grid (see Figure

8). The tolerance (the L2 norm of the difference between two subsequent solutions of 3D RISM

iterations) was set to 10−10 and the number of vectors used by MDIIS solver was 5 and MDIIS step

size - 0.7 following the works of the developers of the 3D RISM in the AmberTools.1,387 Parac-

etamol was selected as the test solute to perform these benchmarks. Satisfactory reproduceability

(error in a range of 0.02 kcal/mol) could be obtained using the following parameters: buffer = 30
◦

A, spacing = 0.3
◦

A. The solvent susceptibility functions for 3D RISM calculations were obtained

by the 1D RISM method present in the AmberTools 1.4. The dielectrically consistent 1D RISM

(DRISM) was employed222 with the PLHNC closure.205 The grid size for 1D-functions was 0.025
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◦

A, which gave a total of 16384 grid points. We employed the MDIIS iterative scheme,242 where

we used 20 MDIIS vectors, MDIIS step size - 0.3, and residual tolerance - 10−12. The solvent was

considered to be pure water with the number density 0.0333
◦

A
−3

, a dielectric constant of 78.497,

at a temperature of 300K.
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