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Abstract 
 

Social media data contain rich information in posts or comments written by customers. If 

those data can be extracted and analysed properly, companies can fully utilise this rich 

source of information. They can then convert the data to useful information or knowledge, 

which can help to formulate their business strategy. This cannot only facilitate marketing 

research in view of customer behaviour, but can also aid other management disciplines. 

Operations management (OM) research and practice with the objective to make decisions 

on product and process design is a fine example. Nevertheless, this line of thought is under-

researched. In this connection, this paper explores the role of social media data in OM 

research. A structured approach is proposed, which involves the analysis of social media 

comments and a statistical cluster analysis to identify the interrelationships amongst 

important factors. A real-life example is employed to demonstrate the concept. 
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The role of social media data in operations and production management 

 

 

1. Introduction 

 

Operations management (OM) has a long history (e.g. from the construction of ancient 

buildings thousand years ago, to military operations in the last couple of hundred of years), 

but modern OM research has its root in scientific management approach such as Taylorism 

(Mortenson, Doherty, and Robinson 2015) and its history since then is slightly longer than 

a century (Piercy 2012). Along this line of thought, traditional OM research is highly 

dominated by mathematical/ analytical-driven approaches, which later on, after the Second 

World War, evolved to operations research-based approaches (Fortun and Schweber 1993). 

Despite this highly mathematical-driven approaches in the last century there are many 

studies using different, non-mathematical, research approaches in OM discipline. Those 

studies incorporate other factors such as organisation behaviour in OM research studies. 

These studies include, but of course are not limited to, qualitative research techniques 

focusing on empirical data collection from interviews (Voss, Tsikriktsis, and Frohlich 

2002), quantitative approaches such as using questionnaire survey to collect empirical data 

confirming new research models (Frohlich 2002), and so on. A more recent trend is the 

data-driven approach and hence, how to handle unstructured data are an emerging theme 

(Mortenson, Doherty, and Robinson 2015). Social media data are an example of such 

unstructured data. 

 

Increasing popularity of Facebook, Twitter and other social media platforms has led to the 

availability of huge amount of valuable information. As a consequence, those social media 

platforms have generated a good source of data which are available openly to the public, 

and of course to researchers. In short, social media websites of companies are the platforms 

for customers to exchange their comments, probably with the organisations’ interests 
(Xiang and Gretzel 2010). The information is particularly useful for analysing consumer 

behaviour (Mostafa 2013; Turri, Smith, and Kemp 2013), which can then help formulate 

business strategy (Ngai, Xiu, and Chau 2009). Nevertheless, how to make good use of the 

information is a challenge. Furthermore, application of the social media data for OM 

research has not been well attended. This can be verified by a simple simultaneous search 

of two keywords ‘social media’ and ‘operations management’ in Google Scholar. Having 
said that, social media is useful in many OM-related disciplines. This will be discussed in 

more detail in Section 2. 

 

The aim of this paper is to explore a proper approach to analyse social media data for OM 

applications. The main objective is to help identify the factors/themes/issues from the 

social media data through content and cluster analysis. Applications could be linked to 

product development, process design and also supply chain management. This can then 

associate to and facilitate decision-making research, which is the main concern of OM 

research. The focus of this paper is put on product development with respect to different 

OM performance indicators in order to demonstrate the concept. This is facilitated by the 

latest version of NVivo, a content analysis tool, which incorporates a new web browser 

plug-in called NCapture capable of capturing social media data (in raw format). This plug-



in provides a channel to download associated social media data for further analysis by the 

software NVivo. 

 

The rest of this paper is organised as follows. Section 2 reviews the background of mining 

social media data and the associated studies in relation to operations management. It is 

found that this area is under studied. Section 3 reveals the research method of this paper, 

including how to access social media data, and the procedures to analyse the data. Section 

4 then summarises the results from the content analysis and cluster analysis. It also presents 

the findings. Section 5 concludes this paper. 

 

2. Related studies on Utilising Social Media Data 

 

Social media has existed in various forms even before the introduction of the Internet, and 

hence are not new. However, currently the term ‘social media’ is mostly referred to the 

online applications that allow users exchanging their comments. Facebook and Twitter are 

typical examples of such social media platforms, although the latter may be specifically 

referred to as microblog (Kwak et al. 2010). This is linked to the development of Web 2.0 

(Wirtz, Piehler, and Ullrich 2013), in which ‘content and applications are no longer created 
and published by individuals, but instead are continuously modified by all users in a 

participatory and collaborative fashion’ (Kaplan and Haenlein 2010). In this research, the 

term ‘social media’ is referred to such online applications. Usage of such applications has 
been soaring dramatically at an unbelievably explosive rate, which also means that quoting 

how many people who have registered with Facebook, for example, is quite meaningless 

as the number will become dated very quickly. 

 

Definition of secondary data is textbook knowledge thus it is not reproduced here. 

Nevertheless, it is worth mentioning that secondary data are those data which normally 

‘have not been collected with a specific research purpose’ (Sørensen, Sabroe, and Olsen 
1996); as otherwise they should be classified as primary data. In addition, they are 

published data that already exist and are available to other researchers while answering 

their own research questions (Cowton 1998). Therefore, social media data, which are 

openly accessible and contain a large set of information for no specific research purpose, 

are considered to be secondary data. This assertion is also supported by researchers 

including Eltantawy and Wiest (2011). There are of course other types of secondary data 

and some of them are available in a more structured format. For example, in the economic 

field, data-sets containing economic-related data such as GDP, population, income 

distribution can be used for econometric analysis (Atkinson and Brandolini 2001). These 

data-sets are not limited to research purposes, and in fact many of them are originated from 

government agencies (Thomas and Heck 2001), and thus it is not surprising that they are 

used in relation to government policies. Company reports which contain financial data can 

also be considered as secondary data (Lodorfos and Boateng 2006). Readers are referred 

to Cowton (1998) for a more comprehensive review on different types of secondary data. 

Unfortunately, not all secondary data-sets are well structured, which is definitely a 

disadvantage (Sørensen, Sabroe, and Olsen 1996). Social media data is a typical example. 

Therefore, one of the objectives of this research is to extract useful information from such 

unstructured data-sets. 



 

With the above backdrop, social media data, which are openly available to the public and 

are free of charge, can be good source of information for both industrial practitioners and 

researchers. Not surprisingly those data have been already utilised in the marketing domain 

in the last few years. For example, social media data have changed the promotion mix in 

marketing communication (Mangold and Faulds 2009), simply because consumer-to-

consumer communication is easier with the help of social media websites. Travellers are 

convenient to make use of social media websites to search for travelling information online, 

which reduces the reliance on travel agencies and hence, the impact of the associated 

marketing activities (Xiang and Gretzel 2010). This is equally applicable to other domains 

such as the health care sector (Thackeray et al. 2008), public relations (Eyrich, Padman and 

Sweetser 2008) Wang (2015) demonstrated that social media is one of the features that 

affect the positioning of smartphone via a case study. Despite the potential benefits of 

utilising social media data, companies still fail to extract the full capabilities of such 

websites (Culnan, McHugh, and Zubillaga 2010). 

 

Like other data, usage of social media data is not free of criticisms. Marketers find it 

difficult to quantify the return of investment in social media websites; moreover the 

associated analysis is also difficult, if not impossible, to assess, especially if traditional 

approaches are employed (Hoffman and Fodor 2010). Another challenge is the subjectivity 

of the data. Social media websites are essentially the platforms to exchange word-of-mouth 

information electronically (Litvin, Goldsmith, and Pan 2008; Jansen et al. 2009; Shih, Lai, 

and Cheng 2013). This, on the one hand, can positively affect online consumption decision 

(Cheung, Lee, and Rabjohn 2008), but on the other hand, this may add additional 

uncertainty regarding the credibility and persuasiveness of the information being used 

(Cheung et al. 2009; Zhang, Craciun, and Shin 2010). Therefore, research extracting high 

quality information from social media data are very popular especially in the computer 

science domain (e.g. Agichtein et al. 2008; Gilbert and Karahalios 2009; Asur and 

Huberman 2010). The scholars of this strand of research aim to develop intelligent data 

mining approaches in so doing. For example, Asur and Huberman (2010) developed an 

approach to better forecast future events based on Twitter data. These algorithms are of 

significant academic value, but may not be user-friendly enough in real-life applications 

due to their complexity. 

 

Although, social media data are not linked to OM attributes directly, such enormous size 

of data-set still provides useful information for research purpose and has some practical 

applications. Unfortunately, there are not many studies available in the literature. Amongst 

them, Noone, McGuire and Rohlfs (2011) suggested that such data would be useful in hotel 

revenue management, in spite of the fact that no systematic approach was proposed. Yates 

and Paquette (2011) discussed how social media can facilitate knowledge sharing during a 

disastrous event. Their discussions; however, is limited to high level implications mainly 

on managing the data across boundaries and the challenges of using social media data. 

More recently, Hu et al. (2013) made use of social media data to assess the risk associated 

with software projects. A comprehensive approach is proposed. 

 



In this connection, this research aims to address three gaps identified above. First, the 

application of this research is on a typical OM issue, namely, product development based 

on the high level OM measurements from social media websites. Second, the proposed 

qualitative content and statistical cluster analysis are employed to reveal the factors and 

their interrelationship from the social media data. This can help quantifying the qualitative 

data for further applications. Finally, the proposed approach can also help alleviate the 

subjectivity of the social media data through the statistical analysis. This is because the 

approach looks into high level aggregate data, rather than individual customers’ comments 
separately. Of course, this cannot completely remove such subjectivity, but can definitely 

help to reduce the associated negative impact. The proposed approach is practical yet 

statistically robust enough for real-life applications. Details are presented in Section 3. 

 

3. Research Method 

 

For the purpose of this research data from Facebook, one of the most popular social media 

platforms, was used in order to demonstrate the procedures for utilisation of social media 

data in OM research. To retain focus on product development as the subject of this research, 

it was decided to employ Samsung’s mobile Facebook page in relation to the launch of the 
Samsung smartphone, Samsung Galaxy S4 in late April 2013. That was the latest model 

when the research was conducted. As it was mentioned in the introduction to this paper, 

the data were collected with the help of NCapture, a plug-in for NVivo 10. Four months of 

data (10 June–10 September 2013) in the form of consumers’ comments were downloaded 
for analysis. The content analysis was carried out using conceptual analysis and then 

relational analysis with the help of statistical cluster analysis, as visualised in the flow 

diagram below (Figure 1). A detailed discussion of data collection process and procedure 

for data analysis is provided next. 

 

 

 

 

 

 

 

 

 

Figure 1. Research method 

 

Many research studies associated with social media research linked to the social media 

metrics, not the data themselves. For example, Ralston et al. (2014) made use of such 

metrics of tweeters (e.g. number of messages per day, number of followers, etc.) to analyse 

the use of social media by surgical colleges. Rui, Liu, and Whinston (2013) tried to classify 

tweets by dividing tweets into intention tweets and sentiment tweets. In those students; 

however, the ‘content’ of the social media data have not been explored. Perhaps the first 

attempt to explore the value of social media content was made by Denecke and Nejdl 

(2009). The researchers aimed to evaluate how valuable medical social media data is. To 

reach this objective they carried out content analysis of health-related information provided 
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on social media sites (e.g. blogs and Wikis). Based on the analysis Denecke and Nejdl 

(2009) distinguish between informative and affective comments and classified social media 

sites in accordance to content posted. The present study aims to make a step further. 

Specifically in this study content, analysis is employed to convert social media data into 

quantifiable factors and then retrieve the relationship between those factors. Following the 

proposed approach it would be possible to make use of social media data for further 

applications (e.g. new product development) and thus reveal a true value of social media 

data 

 

3.1 Data collection 

 

Data for this study was accessed from the Samsung mobile Facebook page.1 It consisted 

of recently posted comments by Facebook users on Samsung mobile Facebook page, 

selected and captured as a data-set using NCapture for NVivo 10. This data includes 

consumers’ comments from 10 June to 10 September 2013. Overall 128,371 comments 
were downloaded. The researchers then searched for comments including ‘4’. Finally, 
posts were skimmed for comments related to Samsung Galaxy S4. Only comments posted 

in English language were considered for analysis, comments posted in any other language 

but English were ignored. 

  

3.2 Content analysis 

 

For the purpose of this research two general categories of content analysis were employed: 

conceptual analysis and relational analysis. The conceptual analysis was used to establish 

the existence and frequency of concepts/codes in the data. The relational analysis building 

on conceptual analysis aided examination of the relationships amongst concepts/codes in 

the data. The approach of conducting conceptual analysis and relational analysis is 

discussed in Section 3.2.1. 

 

3.2.1. Conceptual analysis 

 

The conceptual analysis involves quantifying the occurrence in the data-set of 

concept/codes chosen for examination, which can be both implicit and explicit in nature. 

As data used for the purpose of this research comes from a social media website where 

users freely post their comments, the data gathered seems to be implicit and hence it is 

subject to limitations previously discussed in Section 2. 

 

In order to overcome possible limitations of using implicit secondary data, including 

possible subjectivity in the analysis and thus poor reliability and validity of research 

findings, the following coding strategy was employed. First the concepts/codes were 

clearly defined based on the objectives of operation performance indices. This study 

focuses on OM so the five operations performance indicators are adopted. Next, to each 

concept/code was allocated an individual item in order to reduce subjectivity while 

analysing the data. Finally, sample comments were provided to help the readers understand 

the definitions of the items. Table 1 presents concepts/codes, allocated items, the label 

attached to each item, as well as the sample comments. 



 

Having clearly defined concepts/codes, the coding process was carried out. The coding was 

based on selective reduction of comments into meaningful units which then were coded 

according to previously defined concepts/codes. Overall 1800 items were selected for final 

analysis (see Table 2). This step is essential text mining process, which ‘attempts to identify 

patterns in the text and predict outcomes’ (Buddhakulsomsiri et al. 2006). 
 

 

Concept/ Code Item Label Comment 

Speed 

Delivering the product 

to the consumer as soon 

as possible  

S1 
Questions regarding product 

introduction date  

Dependability 
Doing things on time as 

promised  
D1 

Questions regarding the 

delivery update of update 

 
Developing 

trustworthiness  
D2 

Comments regarding 

consumers’ willingness/ 
unwillingness to purchase the 

product 

 
Using effective 

equipment  
D3 - 

 
Developing effective 

communication  
D4 

All kinds of questions asked 

by consumers and help 

requests 

Flexibility 

Being able to change 

operations to fulfil new 

requirements  

F1 

Comments suggesting 

introduction of the product 

and its features 

 

Being able to introduce 

new products or modify 

existing products  

F2 

Comments suggesting 

improvement of the product 

and its features 

Quality Meeting expectations  Q1 

Consumers’ statements 
outlining their satisfaction/ 

dissatisfaction with the 

product related to consumers’ 
expectations 

 Fulfilling requirements  Q2 

Comments regarding 

product’s features and 
problems encountered due to 

faulty features 

 
Maintaining effective 

communication  
Q3 - 

 Doing things right  Q4 

Comments concerning 

satisfaction/ dissatisfaction  

(e.g. I like S4) 

Cost 

Doing things 

economically at low 

price 

C1 

Questions regarding product 

price and cost of product 

repair 



Lead time Production time  L1 
Questions regarding product 

update 

Table 1. Definition of concepts/ codes 

 

Concept/ Code- Item Label 
No of 

References 

Speed- Delivering the product to the consumer as soon as 

possible 
S1 93 

Dependability- Doing things on time as promised D1 25 

Dependability- Developing trustworthiness D2 148 

Dependability- Using effective equipment D3 0 

Dependability- Developing effective communication D4 456 

Flexibility- Being able to change operations to fulfil new 

requirements 
F1 13 

Flexibility- Being able to introduce new products or modify 

existing products 
F2 106 

Quality- Meeting expectations Q1 139 

Quality- Fulfilling requirements Q2 366 

Quality- Maintaining effective communication Q3 0 

Quality- Doing things right Q4 287 

Cost- Doing things economically at low price C1 127 

Lead time- Production time L1 40 

Table 2. Number of clusters 

 

3.2.2. Relational analysis 

 

As mentioned before building on conceptual analysis, the relational analysis was conducted 

to examine relationships amongst concepts/codes. In order to statistically examine these 

relationships, the cluster analysis was conducted and Pearson correlation coefficient test 

was run. The results of cluster analysis and Pearson correlation coefficient test are 

discussed next. 

 

Pearson correlation coefficient is a typical Euclidean distance-based measurement for 

similarity test. Apart from this index, there are other alternative tests that can be employed 

to measure relationship between concepts/codes. For example, cosine-based similarity 

(Silva et al. 2013; Xia, Zhang, and Li 2015) or adjusted cosine similarity 

(BarragánsMartínez et al. 2010; Birtolo and Ronca 2013), to list a few. Pearson correlation 

coefficient is adopted in this study because it is a built-in function in NVivo 10, software 

used for cluster analysis. The test is sufficient for demonstration purpose, but future 

research is encouraged to compare the results obtained from different similarity measures. 

 

4. Results and Discussions 

 

Content analysis alone can help researchers to understand the qualitative content from a 

data-set (i.e. Facebook comments in this paper). Nevertheless, while the size of today’s 



social media data are simply too big to be handled the management still requires the 

strategic understanding of the analysis. Therefore, cluster analysis is in its nature a 

statistical classification tool that can help researchers to classify a large data-set into a 

number of subsets, which are sometimes referred to as objects (Ketchen and Shook 1996). 

It is very useful, for instance, for marketing research to analyse a data-set without prior 

assumptions of the relationships of the factors of concern (Punj and Stewart 1983). Equally 

important is the reduction process of the number of factors of our concern (Hair et al. 2010). 

This is analogous to factor analysis. Above-mentioned benefits will be showcased in this 

section. 

 

Following the procedures outlined in Section 3, clusters of important OM criteria (as shown 

in Table 2) in relation to the consumers’ comments on the chosen product can be formed. 
Figure 2 depicts the dendrogram of the analysis. Dendrogram is a tree-like graphical 

representation to display the results generated from cluster analysis (Hair et al. 2010). This 

is sometimes called ‘classification tree’. In the dendrogram, similar items, factors or in this 
case concepts/codes are ‘clustered’ together in terms of the similarity against other factors, 
and vice versa so that different items are ‘separated’ by distance. In other words, highly 

correlated factors are grouped together as a hierarchy of clusters that can facilitate the later 

decision-making process. This is out of the scope of this paper, but will be addressed briefly 

later in this section.

 
Figure 2. Dendrogram of the cluster analysis 

 

Before discussing the implications of Figure 2, the query how the clusters can be formed 

will be addressed. As a matter of fact, there are many algorithms but the one adopted in 

this research is the use of Pearson correlation coefficient, which is a commonly employed 

statistical test for this purpose (e.g. Ahlgren, Jarneving, and Rousseau 2003; Cheung and 

Li 2012; Zhang et al. 2013; Bouguettaya et al. 2015). Table 3 lists the coefficients and the 

corresponding pair of items (i.e. labels in the table). The closer the coefficient is to 1 (−1), 
the higher is the similarity (dissimilarity) of the pair. A value of zero means the pair is not 

correlated to each other (i.e. they have no linear relationship at all). For example, Q4 and 

F1 pair has a value of 0.670879 and it is five levels apart in Figure 2. Q1 and F1 pair is 

even worse and has a value of 0.629375. This pair is six levels apart in Figure 2. 



Label Label 

Pearson 

correlation 

coefficient 

Label Label 

Pearson 

correlation 

coefficient 

Q2 Q1 0.971369 S1 Q4 0.767503 

Q4 Q2 0.970377 D4 D1 0.755551 

Q4 Q1 0.968907 S1 C1 0.751035 

Q2 D4 0.948166 S1 Q2 0.733648 

F2 D4 0.939958 Q4 D1 0.732828 

Q4 C1 0.937702 F2 F1 0.722472 

D4 D2 0.935226 Q2 D1 0.722408 

Q4 D4 0.933664 D1 C1 0.721811 

Q2 C1 0.928996 F2 D1 0.719562 

Q1 C1 0.923178 D2 D1 0.718563 

Q4 F2 0.905635 F1 D4 0.712495 

D4 C1 0.901911 Q1 D1 0.709018 

Q4 D2 0.899569 Q4 L1 0.707582 

F2 D2 0.896237 S1 D1 0.698561 

Q2 F2 0.895921 F1 D2 0.682489 

S1 L1 0.894889 Q2 L1 0.682228 

Q1 D4 0.887127 S1 Q1 0.670933 

Q2 D2 0.872725 Q4 F1 0.670879 

D2 C1 0.872062 L1 C1 0.66919 

S1 D4 0.857865 Q2 F1 0.665662 

F2 C1 0.854281 F1 C1 0.662722 

S1 F2 0.853988 S1 F1 0.644967 

S1 D2 0.853459 Q1 F1 0.629375 

Q1 F2 0.840803 L1 D1 0.621831 

Q1 D2 0.834816 Q1 L1 0.614663 

L1 F2 0.829576 F1 D1 0.577654 

L1 D4 0.803419 L1 F1 0.570809 

L1 D2 0.800131    

Table 3. Pearson Correlation Coefficient of the items 

 

The most straightforward benefit of the analysis is that researchers can formulate or verify 

(potential) hypotheses based on the similarities, and hence also dissimilarities, amongst the 

criteria. Taking Figure 2 as an example, it is not surprising that production lead time (L1) 

is highly related to another measure, namely, speed to deliver the product to the consumer 

as soon as possible (S1). Their Pearson correlation coefficient is 0.894889, which is very 

high. The results from the cluster analysis confirm this assertion as L1 and S1 are grouped 

as one cluster and hence a positive relationship between these two factors can be 

hypothesised for further analysis such as in a quantitative questionnaire survey. In contrast, 

Figure 2 tells a potentially new relationship between an item under dependability 

(developing effective communication, D4) and flexibility (being able to introduce new 

products or modify existing products, F2). The corresponding Pearson correlation 



coefficient is 0.939958, which is even higher than the L1–S1 pair. This finding is worth 

investigating and may lead to a new theoretical development and contributions, hopefully. 

 

Some interesting findings can also be extracted at a higher level. For example, one may 

wonder if the six dimensions are homogenous measures. From Figure 2 and Table 3, it is 

safe to conclude that the items under the dimensions can correlate to the items under other 

dimensions. Quality is one of such dimensions. Above examples demonstrate how the 

cluster analysis provides preliminary evidence to help researchers identify potential 

hypotheses (i.e. relationships amongst the factors). Figure 3 is another way to present the 

dendrogram that can show the nested nature of the clusters as discussed here. The next step 

is highly dependent on the application domain.  

 
Figure 3. Nested cluster diagram 

 

One direct application of the result from this cluster analysis is to help develop decision-

making models for operations managers. In this research, the factors are related to new 

product development. One commonly used framework is the analytic hierarchy process 

(AHP), which was developed by Saaty (1990). AHP help decision-makers to identify the 

best alternatives following a hierarchical model, which consists of a number of criteria and 

sub-criteria for comparisons (Chan and Wang 2013). Taking the mobile phone design in 

this research as an example, the most direct approach to construct the hierarchy is to put 

the dimensions at a higher level followed by the items. This is illustrated in Figure 4. 

 

F2 

D4 

D2 

 

Q1 
 

Q2 

Q4 

D1 

L1 

S1 

 

F1 

C1 



 
Figure 4. A typical hierarchy for AHP 

 

This construction; however, is often criticised because of the theoretical development of 

the model. In other words, many researchers would consider the criteria and sub-criteria in 

Figure 4 as criteria defined arbitrarily. Thus, while comparing Figures 3 and 2, the 

implication of this research is self-explanatory. For example, Q1, Q2, Q4 and D1 can form 

one group to replace the quality dimension, D2, D4 and F2 can form another group to 

replace the Dependability dimension, etc. Hence, a different model can be constructed 

based on the social media data which are originated from end customers. In addition, the 

relative importance of conducting the pairwise comparison can be adjusted by the social 

media statistics. Referring to Table 2, the frequency of occurrence of Q1 and Q2 is 139 and 

366, respectively. Obviously Q2 is considered more important than Q1 from consumers’ 
point of view and the rating can be evaluated using a normalised scale. This helps to address 

another weakness of the AHP, which relies on expert judgement in the pairwise comparison. 

This is already a direct extension of this research. 

 

Although this paper makes use of Facebook comments to demonstrate the proposed method, 

the method itself is not restricted to this type of social media data only. There is literally 

no limitation on the input data while using the proposed method and hence data from 

different types of social media platform can be fed into this approach for the analysis. Of 

course, some types of data may need preprocessing such as formatting or screening due to 

the diversified nature of social media data. In the future, OM research can collect data from 

this new channel together with the traditional channels (for example, expert judgement, 

interviews with production people and so on). The main and possible eventual objective of 

any business is to satisfy customers, and such social media data will be helpful to 

incorporate customers’ voice into business strategy. Furthermore, social media data, in 

Flexibility Cost Lead time . . .  

New Product 

Development 

Sub-

Criteria 

Sub-

Criteria 

Sub-

Criteria 

Alternative 1 Alternative 2 Alternative 3 



contrast to other types of secondary data, can be available readily from the Internet. This 

convenience could be an additional advantage to OM research. This research also 

demonstrates how social media data can be included in traditional main stream empirical 

research. 

 

5. Conclusions 

 

This research demonstrates a practical approach to utilise social media data and the focus 

is put on the OM perspective. The proposed procedures help quantify the qualitative social 

media data into clusters with similar characteristics for later applications. This is supported 

by a real-life example, namely, comments related to the model S4 posted on the Samsung 

mobile Facebook website. The research is multidisciplinary in nature and defines a 

multimethodological approach to blend social media research and OM research. Although, 

the main focus of this paper is put on factors related to product development, this research 

may be evolved to other areas. 

 

The main contribution of this paper is to outline the approach to extract social media for 

later analysis. As mentioned above, this involves the quantification of social media data. 

This outcome can then be utilised in many applications, to name a few, empirical 

questionnaire survey, design of decision-making systems and so on. Nevertheless, the 

authors take a snapshot view on the data (to be precise, four months of data) for the purpose 

of this research project. This is a limitation of this research since the social media websites 

are kept updating and the corresponding data-set keeps growing. To address this, a real-

time data crawling decision-support system coupled with the corresponding decision-

making tools is required in order to monitor the dynamic comments on a real-time basis. 

 

Another future direction of this research is to blend cluster analysis in this research with 

fuzzy theory to build decision-making models. Timm et al. (2004) suggested that clusters 

in the cluster analysis should be formed in a fuzzy manner; otherwise the data must be 

assigned exactly to one group (i.e. a yes or no question), which sometimes is not realistic. 

The subjectivity of consumers’ comments adds an extra impreciseness onto the results. 

This research makes use of the statistical tool to analyse the similarities of the factors, 

which are drawn from the comments in order to reduce the impact of such subjectivity. 

Finally, fuzzy theory is a straightforward extension to this research. Fuzzy AHP (Chan et 

al. 2013) is one example how idea discussed in Section 4 can be developed further. This 

also helps to address any possible limitations of using social media data, such as its 

subjectivity. 
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