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ABSTRACT 
 

As we see the rapid growth of Web 2.0; online social networks-OSNs and online communications which 
provides platforms to connect each other all over the world and express the opinion and interests. Online 
users are generating big amount of data every day. As result, OSNs are providing opportunities for 
cybercrime and cyberbullying activities. Cyberbullying is online harassing, humiliating or insulting an 
online user through sending text messages of threatening or harassing using online tool of communication. 
This research paper provides the comprehensive overview of cyberbullying that occurs usually on OSNs 
websites and provides current approaches to tackle cyberbullying on OSNs. It also highlights the issues and 
challenges in cyberbullying detection system and outline the future direction for research in this area. The 
topic discussed in this paper start with introduction of OSNs, cyberbullying, types of cyberbullying, and 
data accessibility is reviewed. Lastly, issues and challenges concerning cyberbullying detection are 
highlighted. 
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1. INTRODUCTION  
 

With the emergence of big data and information 
communication technology (ICT), Online Social 
Networks (OSNs) has emerged as main part of 
human life. It assists humans (online users) to keep 
in touch with one another with use of various types 
of OSNs platforms such as Facebook, Twitter and 
application with just a swipes and taps. It is 
frequent source of online entertainment. Moreover, 
OSNs platforms have been considered as major 
platforms for online connecting users throughout 
the world. Nevertheless, it can be observed that 
these OSNs platform are gaining greater 
prominence in cyberspace. 

We also observe that some online users take an 
advantage of the them to do positive things, 
however few online users conduct a different type 
of illegal and malicious actions on them. 
Cyberbullying is one of such adverse issues develop 
with OSNs platforms. Cyberbullying can be 

considered as a means of misuse with information 
communication of technology to with the aim to 
harass or harm other users (people) in deliberately, 
hostile, and rehashed  manner [1].  

The cyberbullying can be defined as the use of 
digital and technological advancement through 
mobile phones, chat rooms, emails or OSNs 
platforms such as Facebook and Twitter to 
humiliate or threaten others [2]. Most of 
cyberbullying incidents happen in the form of 
sharing text messages, rumors, tweets and sharing 
private pictures or embarrassing and videos on 
OSNs platforms [1]. Bullies have been adopted the 
OSNs platforms such as Facebook and Twitter etc. 
to perform activities of bullying behind the mobile 
phone or personal computer by the internet. The 
Pew Research Centre showed that around 59% of 
US teens have been harassed or bullied online1. 

                                                 
1 https://www.pewresearch.org/internet/2018/09/27/a-majority-of-teens-

have-experienced-some-form-of-cyberbullying/ 
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Additionally, research study conducted by 
Symantec’s Norton showed that 24% of parents 
mentioned that their child’s have been involved in 
cyberbullying, incidents.2  

Most of research studies concerning cyberbullying 
have been conducted with focused on the effect on 
human and how the  victims handle it 
psychologically [3]. Limited research has been 
conducted concerning cyberbullying detection and 
stopping before they occur utilizing machine 
leaning (ML) approaches. 

This research paper addresses the following issues 
and questions;  

1. Why is it important to detect cyberbullying 
in OSNs platforms? 

2. What are the types of cyberbullying and 
methods to detect cyberbullying in OSNs? 

3. How cyberbullying detection can be 
improved? 

The remainder of this research paper is 
systematized as section 2 provides the review of 
cyberbullying in OSNs platforms and types, section 
3 presents existing research studies in the area 
cyberbullying detection, Section 4 presents Data 
accessibility, section 5 data accessibility challenges 
in cyberbullying detection, section 6 representation 
of data challenge in cyberbullying detection, section 
6 open research issues and finally conclusion is 
given for the study.  

 

2. CYBERBULLYING IN OSN PLATFORMS 

A. Definitions of cyberbullying 
 

Cyberbullying can take place via text 
messaging or on online platforms such as Facebook 
and Twitter, or online gaming where online users 
can post or share their feelings and thought in bad 
manner. In concise, OSNs are being utilized 
through bullies to threaten and harass online users 
(people). 

Some of the most famous definitions of 
cyberbullying as follows: 

 
 [4] describe a cyberbullying, An 

aggressive, intentional act carried out by group or 
individual, using electronic forms of contact, 
repeatedly and overtime against a victim who 
cannot easily defend him or herself.[5] defined 

                                                 
2 https://www.pcmag.com/archive/study-a-quarter-of-parents-say-their-

child-involved-in-cyberbullying-266888 

cyberbullying is when someone repeatedly make 
fun of another person online or repeatedly picks on 
another person through email or text message or 
when someone is posts something online about 
another person that they don’t like. In addition 
Pachin and Hinduja describe cyberbullying as 
“willful and repeated harm inflicted by the medium 
of electronic text [6].  
Cyberbullying is an injustice happening in virtually 
utilizing online devices such as mobile phones, 
computers and tablets. Unlikely conventional 
bullying, which was limited to schools’ yards, 
college yards and streets, the large amount digital 
tools and devices frequently used in daily lives has 
brought cyberbullying into homes and bedrooms. 
Traditional bullying is commonly considered as a 
subpart of arrogant  behaviour [7]. It is defined by 
characterized over the time period a discrepancy of 
authority between bully and targeted victims [6], 
[7]. 

 
Types of cyberbullying 

 
There are several types of cyberbullying which can 
be recognized in [8], [9]. These types are such as 
flooding, masquerade, flaming, harassment, 
denigration, outing and trickery, exclusion 
cyberstalking and cyberthreats. These types of 
cyberbullying as follows. as shown in figure 
showing in Figure1. 
 
Flooding: consists of the bullying monopolizing 
the OSNs/chat groups so that victim cannot post a 
message or no control to stop it. Commonly 
“flooding” is found in online chatrooms and online 
groups [8], [9]. 
 
Masquerade: this word is also referred to as 
Impersonation, consist in breach of OSNs victims. 
To take control of their personal identity, and to 
provide their online users with falsified and 
rumours  news of the victims [10]. 
 
Furthermore, Masquerade term involves the bully 
logging into a OSNs, online chatroom group and 
using his/her user’s screen name to either bully a 
targeted victim directly or damage the credibility or 
reputation [8], [9]. 
 
Flaming or bashing: this term describes that 
sending aggressive text messages to the victims in 
group of chat rooms in online games. Nevertheless, 
cases of flaming can be found in OSNs where hate 
speech is taking roots. Generally, hate speech 
victims are famous actors, actress, politicians, 
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singers and athletes etc., however that always keep 
calm and don’t respond and react. Rather, their fans 
and followers respond or  react and stick together 
for their idol and in this way a so-called Flame war 
[10].  
 
Flaming is involving two or more online users 
attacking each other. Flaming commonly include 
rude, offensive, insult, using vulgar language and 
sometimes threaten to other. Moreover, flaming 
generally found in public communication 
platforms[8], [9].  
 
Harassment: meant that sending insulting or 
abusing text messages in a quick fire. Here, 
persistence is recognizable, as compared to 
Flaming.  
 
 
 
 
 
 
 
 

 

 

Figure 1. Cyberbullying types 

In generally, sex is always popular subject of text 
messages of this category [10]. 
 
The term can be defined, is repeated ongoing 
sending of offensive text messages to an individual 
user (people) target. Harassment text messages are 
commonly sent by online communication platforms 
such as, e-mail, text messaging [8], [9]. 
 

Denigration: the main aim is to spread untrue 
rumours online gossip about an individual person or 
victims. Therefore, victims are socially isolated 
because of their wrecked credibility and reputation. 
Denigration is form of cyberbullying most 
commonly utilized by students against schools 
teachers, employees [8]–[10]. 
Outing: outing is openly sharing of images or 
personal conversations, specially that involve 
private information. Outing commonly occurs when 
a cyberbullying receives an email from a target that 
contains intimate private information and then 
forward messages to others users [8], [9]. 
 
 
 
 

 
 
 
 

 

 
 
 
Trickery: at the very beginning, the cyberbully 
stands as equal of the victims, who share trust and 
confidence with the cyberbully. Feeling 
comfortable with her/him. In just a short time, the 
cyberbully starts threatening the victim to share or 
post online confidence, when he or she is not giving 
favours such as sending nude photos or nude videos 
to the cyberbully [10]. 
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This type of cyberbullying can also happen as part 
of outing. An innocent targeted user can be tricked 
into thinking that a sending videos or images and 
communication is private, when the cyberbully 
intends to trick the target user into disclosing or 
communication something awkward that will be 
dispersed to other online users as threat [8], [9].  
 
For instance, a teen boy may engage to teen girl in 
sexually oriented communication via online text 
messaging or instant messaging, with a group of his 
friends surrounding his personal computer. Or teen 
girl communicating through instant text messaging 
may encourage another girl to disclose her on the 
basis of personal interest in student under the 
promise that the personal information data will 
remain “secret” then circulate this communication 
to other users [8], [9]. 
 
Exclusion: is type of cyberbullying that deals with 
designation of who is member of the ingroup and 
who is an outcast or excluding someone from 
engage in an online group. Exclusion can be occurs  
in an online gaming platform, online group 
blogging platform [8], [9]. 
 
Cyberstalking: In this type of cyberbullying 
victims concerned to their lives, because online 
stalkers forcing them to send information or photos 
and threaten to kill them if they don’t follow. In 
addition, this type of cyberbullying also happens 
when ex-wives are humiliated by their ex-husbands 
or vice-versa. It is worthy of note that in 2017 about 
65% of victims of cyberstalking in Italy were men 
[10]. 
 
Moreover, cyberstalking term can be defined as 
recurrent sending of hurtful, threatening, and 
destructive text messages that involve extortion or 
extremely aggressive. Cyberstalkers may also try to 
denigrate their target and destroy their reputations 
and friendships [8], [9].  
 
Cyberstalkers is commonly linked with the 
termination of or problems within, online sexual 
relationship or in person. In simple way 
Cyberstalking describe, sending online intimidating 
and threating text messages to targeted users in 
online platforms. 
 
Cyberthreats: Cyberthreats can be categorize as 
follows: 
 

 Direct threats are statements intending to 
commit suicide or harm someone else. It 

usually involves information regarding an 
actual planned event. 

 
 Distressing material is online content that 

intimate the clues that certain person is 
emotionally distressed and may be 
considering self-harm or suicide [8], [9].  

 
Cyberthreats is very similar to cyberstalking and in 
concise way we define, the online user who 
involves sending text messaging which includes 
threats to another online user or groups. 
 
Grooming: it signifies the practice to groom 
children online. Initially cyberbullies approach to 
the victims with a polite, fatherly or friendly 
conduct, and intended to gain the trust of the 
victims (Typically posing like police officer, a 
doctor, a teacher, specifically as somebody that 
would never hurt or harm to children) when the 
trust is won, the victims become sexually trapped 
using for instance online video conversation or  
webcams [10].  
 
Racism: this terms applies to the discrimination 
due to different ethnicity, nationality, race or 
religion [10]. 
 
Pull a Pig: it refers to the victims of Pull a Pig 
cases are young girls considered as fat and ugly. 
Commonly  cyberbullies sending flattering text 
messages to approach the victims and that they’re 
trying to seduce them and the helpless victims are 
going for it and afterwards cyberbullies share or 
post their conversation on OSNs with the goal of 
mocking [10]. 
 

B. Impact of Cyberbullying 
 
This section finds the influence of cyberbullying on 
victims across various research studies. impact on 
cyberbullying has been widely discussed in the area 
of adolescent’s mental health concern issue. In their 
study, researchers have investigated the relationship 
between involvement with cyberbullying and 
adolescents tendency to internalize issues for 
instance the development of negative affective 
disorders, depression, suicidal ideation, somatic 
symptoms, loneliness and the research study 
showed that about 32% of cyberbullying targets 
experienced at least one symptoms of stress [11]. 
Youngster cyberbullying victims experience a lot of 
same damage as the person experiencing traditional 
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bullying. These affect which includes drops in 
grades and low self-esteem, and depression3. 
 
[12] conveyed that cyberbullying has become an 
issue, not only for Western nations but also for 
underdeveloped nations and results shows about 
80% of participants in this research study had be 
frequently experienced cyberbullying and 
cyberbullying is considered as a stressful life event. 
 
[13] in their study show that how cyberbullying 
linked to the mental health problems on students of 
high school. Logistic regression (LR) tests were 
performed to identify significant relationship 
between cyberbullying. 
 
3. EXISTING RESEARCH STUDIES IN 
CYBERBULLYING DETECTION 
 
Yin et al., [14] applied supervised machine learning 
method to classify online harassment. In this study 
they were tested approach on Myspace, Slashdot, 
Kongregate dataset and three features which 
includes, local features, sentiment features and 
contextual features. However, in this approach 
predators and victims were not recognized. 

 
Dinakar et al.,[15] presented supervised machine 
learning approach, and compare the performance of 
binary and multiclassification for the variety of 
classifiers used which includes Naïve Bayes (NB), 
C4.5, JRip and SVM to detect in YouTube 
comments, therefore in this approach large dataset 
were not used and predator and victims were not 
recognized. 
 
Reynolds et al.,[16] they used supervised machine 
learning approach combined with labeled data were 
used to learn the system and detect bullying 
content. Nevertheless, in this research conversation 
pragmatics not considered. 
 
Özel et al.,[17] proposed supervised machine 
learning approach to detect Turkish language 
messages in OSNs and they created own dataset 
from Twitter and Instagram. However, in their 
study they used small dataset and random forest 
never considered. 
 
Huang et al.,[18] presented a technique through 
integrating OSN features with text of features to 

                                                 
3 https://www.ncpc.org/resources/cyberbullying/what-is-

cyberbullying/ 

detect cyberbullying. Nonetheless, they never 
concentrate on indirect cyberbullying. 
 
Mangaonkar et al.,[1] proposed collaborative 
paradigm and utilized various machine learning 
approaches for classification of bully or non-bully 
data. wherefore lack of very less features were used 
to train. 
 
Van Hee et al., [19] proposed a supervised machine 
learning approach for detecting cyberbullying and 
as specific of cybervictimization. they presented 
construction and annotation (labelled) corpus of 
Dutch social media posts and explored the 
feasibility of automatic cyberbullying detection. 
however, in this study never applied few features 
for instance syntactic patterns, semantic 
information. 
 
Galán-García et al.,[20] proposed supervised 
machine learning method for detect and associate 
fake ID profiles on Twitter social media network 
which are utilized for defamatory activities to read 
ID profiles within the same network through 
analyzing comments content generated by bother 
ID profiles. 

Whereas, more Natural Language Processing 
(NLP) can be applied to increase the efficiency and 
also dataset from other OSN can be utilized.   

 

4. DATA ACCESSIBILITY 

In this section we provide an overview of the 
collection of data which were applied in previous 
research studies in area of cyberbullying detection., 
There are no standard which dataset utilized for 
cyberbullying detection. However, most of research 
studies used same OSNs in order to collect data for 
instance (YouTube, Twitter, Formspring etc.) 

Table 1: Research studies in cyberbullying detection and 
datasets used. 

Studies Author Year OSNs 
Platform 

Language 
Focused 

1 Khandelwal 
et al. [21] 

2020 Kaggle and 
OSN 
website 
TRAC 

English 

2 Yao et al. 
[22] 

2019 Instagram 
 

English 

3 Chelmis et al. 
[23] 

2019 Instagram 
 
 

English 

4 Cheng et al. 
[24] 

2019 Instagram 
and Vine 
 

English 
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5 Cheng et al. 
[25] 

2019 Formspring 
and Twitter 
 

English 

6 Zois et al. 
[26] 

2018 Twitter 
 
 

English 

7 Tahmasbi et 
al.  [27] 

2018 Twitter 
 
 
 

English 

8 Tomkins et 
al. [28] 

2018 Twitter 
 
 

English 

9 Yao et al. 
[29] 

2018 Instagram 
 
 

English 

10 Rafiq et al. 
[30] 
 

2018 Vine English 

11 Agrawal et 
al. [31] 
 

2018 Formspring, 
Twitter, 
Wikipedia 

English 

12 Van Hee et 
al. [19] 
 
 

2018 ASKfm English 
and 
Dutch 

13 Singh et al.  
 

2017 Instagram English 

14 Raisi et al. 
[32] 
 

2017 ASKfm and 
Instagram 

English 

15 Dani et al. 
[33] 
 

2017 Twitter and 
MySpace 

English 

16 Galán-García 
et al.  [20] 
 

2016 Twitter English 

17 Zhao et al. 
[34] 

2016 Twitter and 
MySpace 
 

English 

18 Hosseinmardi 
et al. [35] 

2015 Instagram 
 
 

English 

19 Rafiq et al. 
[36] 

2015 Vine 
 
 

English 

20 Nahar et al. 
[37] 

2014 MySpace, 
Kongregate, 
Slashdot 
 

English 

21 Huang et al. 
[18] 

2014 Twitter 
 
 

English 

22 Dadvar et al. 
[38] 

2013 YouTube 
 
 

English 

 
 
 

5. DATA ACCESSIBILITY CHALLENGE 

 
In cyberbullying detection one of main challenge is 
collecting the data from OSNs, because it is not 
easy process since it related to data of privacy and 
OSNs and other online platforms websites don’t 
disclose personal private information. However, 
this may cause of lack information such as friends 
of list can be retrieved. Moreover, data labelling or 
annotation is one of hardest part because it needs 
interference from  professional experts to label the 
dataset as studied by [39]. If there were researcher 
who can share publicly accessible for other 
researchers that they have utilized, it would be an 
important research contribution all for all over the 
world. 
 
6. REPRESENTATION OF DATA 

CHALLENGE 

Many researchers only perform research related to 
online bullying words in telecommunication. 
Whereas, extracting the features which includes 
content text message have their own challenge. If 
any account of users does not provide personal 
information which includes, gender, location, 
gender performance in detection of cyberbullying 
may be disintegrate [40]. 
Language analyzing used by online users in order 
to describe range of age. It might take some to time 
to detecting word utilized in dataset that related to 
age. For instance, word ‘study’ may associate with 
online users with range 13 years between 18 years. 
In comprehensively define, to develop an adequate 
and proper system of cyberbullying detection is not 
easy since it is not easy to apply, because it 
involves human behavior actions and cyberbullying 
phenomenon or nature, that is hard to interpret. 
 
7. OPEN RESEARCH ISSUES IN 

CYBERBULLYING DETECTION AND 
CHALLENGES 

As a result of our research study of existing 
literature, we suggested some future research 
directions for advancing work on cyberbullying 
detection. 
 
Haider et al., [41] proposed a Multilingual system 
for cyberbullying detection in the content of Arabic 
language. in their system they utilized two machine 
learning classification techniques such as SVM and 
Naïve Bayes on WEKA. However, in their research 
work the Multilingual system is limited to Arabic 
language and employed only two classification 
techniques. 
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Pawar et al., [42] presented multilingual 
cyberbullying detection model which is only 
focused on two famous Indian languages such as 
Marathi and Hindi. In their research they were 
applied supervised machine learning techniques on 
different manually labelled datasets of Marathi and 
Hindi languages and experiments results shows that 
F1 archived about 96% and accuracy archived 
nearly 97%. However, in this research work the 
they utilized small datasets. 
Dadvar et al., [38] proposed a technique to detect 
cyberbullying on YouTube comments (online video 
sharing website), which is combination of features; 
such as online user based features, cyberbullying 
specific features and content based features 
cyberbullying of detection in social network videos 
sharing YouTube user comments. 
 
León-Paredes et al., [43] proposed a system for 
Spanish language to detecting cyberbullying on 
Twitter network. The Spanish cyberbullying 
prevention system (SPC) which were based on 
Natural Language Processing (NLP) and machine 
learning techniques such as Logistic Regression, 
Naïve Bayes and Support Vector Machine 
classification. In their research the dataset collected 
from Twitter OSN which were 960,578 Spanish 
tweet text messages. In their research study the 
experimental results show that maximum accuracy 
achieved about 93% by utilizing SVM algorithm. 
However, this is research study only limited on 
Spanish language and they utilized limited features. 
 
Akhter et al., [44] proposed a supervised machine 
learning method for detecting cyberbullying in 
Bangla text. In their research study they employed 
four machine learning classifiers such as KNN, 
SVM, J48 and NB. In addition, they collected data 
from social media posts which is written in Bangla 
language text (dataset comprised 2,400 posts). The 
experimental results show that SVM algorithm 
achieved accuracy 97%. However, in their research, 
they were tested on small dataset and this research 
is only focused on Bangla text messages and 
utilized limited only on user’s information features 
which is collected from social media. 
 
Lu et al., [45] presented multilingual Char-CNNS 
(Character-level Convolutional Neural Network 
with shortcuts) model which is detect  
cyberbullying in Chinese language and English 
language. in their research study the dataset 
collected from Chinese Weibo social networking 
website (Chinese comments) and Twitter OSN (for 

English language tweets messages). The 
experimental results show that F-measure achieved 
71.6. However, this model only limited on two 
international languages and utilized char-level of 
features. 
 
Mouheb et al., [46] proposed a system for detecting 
cyberbullying specifically in the context of Arabic 
language. In their research they collected data from 
Twitter OSN. In addition, the experimental analysis 
show that proposed system efficiently detecting the 
cyberbullying tweet messages. However, in their 
research study proposed system only limited on 
monitoring child activity and filter-based tweet 
posts which contain offensive words in Arabic 
language text. 
 
Nurrahmi et al., [47] presented a system for 
detecting cyberbullying in Indonesian language 
tweets messages. In their research they detect actors 
and cyberbullying text. they were collected dataset 
from Twitter OSN and developed labelled dataset 
and classified into cyberbullying and non-
cyberbullying. They utilized two machine learning 
classifiers such as KNN and SVM. 
Furthermore, the experimental analysis shows the 
SVM classifier F1 score achieved 67%. However, 
in this research only limited on Indonesian text and 
used manually small dataset, this system can be 
utilized POST tagger tool for increasing 
classification of accuracy and feature extraction 
results. 
 
Dalvi et al., [48] presented a machine learning 
model for to detecting cyberbullying on Twitter 
OSN. In their research study they collected dataset 
from different websites such as GitHub and Kaggle 
etc. and applied two machine learning classifiers 
techniques which includes Naïve Bayes and SVM. 
The experimental results show that SVM achieved 
71.25 accuracy for detecting content of 
cyberbullying. Consequently, in their study limited 
text messages and not included other features which 
is commonly used in twitter network and other 
OSNs platform. In addition, this model can be 
applied in online gaming zone platforms such as 
PubG and counter strike. Moreover, in this model 
can be utilized other machine learning classifiers 
with large dataset. 
 
Zhang et al., [49] proposed a method to 
automatically detect cyberbullying in Japanese 
language text from Twitter OSN. In their research 
study they utilized multiple textual features and 
used machine learning algorithms which includes 
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Random forest, decision tree, Gradient boosting 
regression, logistic regression, linear support vector 
machine and deep learning model. The 
experimental result achieved over 90%. However, 
in their research study were limited in textual 
features and Japanese language text. For further 
research in Japanese language extracting updated 
bullying phrases and words to detect cyberbullying 
in other OSNs. 
 

Figure 2. Proposed Cyberbullying Detection Models 
Tested in Different International Languages 
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Figure 3. Various Datasets Used in Cyberbullying 
Detection.  
 
 
8. CONLUSION 

With rapid growth in ICT and internet, more and 
more humans connect each other in same town or 
rest of the world. Nonetheless, any new modern 
technology come with the potential for misuse. 
Unfortunately, these methods lead to harassment, 
misbehavior or online criminal act like 
cyberbullying. Moreover, it is very easier for online 
users to expand their human network particularly 
through OSNs.  
Conversely, if people misuse or abuse social media 
in order to engage in cyberbullying, they may be 
classified as barbaric fellow of human being. 
Mostly of researcher has been worked on detecting 
bullying phrases, acronyms and keywords within 
the datasets, and utilizing text classification 
techniques in Natural Language Processing (NLP) 
and machine leaning methods.  
In the future research addressing the role of modern 
technologies particularly mobile phones and peer-
to-peer tools and devices should be considered for 
further research studies.  
Also, research on cyberbullying may be able to 
apply deep learning since it can work adequately 
within text classification as research study conduct 
by [50] for spam detection. In the further research 
studies regards to cyberbullying may co-operated 

with other discipline fields such as sociologist and 
psychologist to increase the detection of 
cyberbullying. 
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