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ABSTRACT  

Construct: This article describes the development and validity evidence behind a new rating scale to assess 

feedback quality in the clinical workplace.  

Background: Competency based medical education has mandated a shift to learner-centeredness, 

authentic observation, and frequent formative assessments with a focus on the delivery of effective 

feedback. Because feedback has been shown to be of variable quality and effectiveness, an assessment 

of feedback quality in the workplace is important to ensure we are providing trainees with optimal 

learning opportunities. The purpose of this project was to develop a rating scale for the quality of verbal 

feedback in the workplace (the Direct Observation of Clinical Skills Feedback Scale (DOCS-FBS)) and to 

gather validity evidence for its use.  

Approach: Two panels of experts (local and national) took part in a nominal group technique to identify 

features of high quality feedback. Through multiple iterations and review, nine features were developed 

into the DOCS – FBS. Four rater types (residents n=21, medical students n=8, faculty n=12 and educators 

n=12) used the DOCS – FBS to rate videotaped feedback encounters of variable quality. The psychometric 

properties of the scale were determined using a generalizability analysis. Participants also completed a 

survey to gather data on a 5 point Likert scale to inform the ease of use, clarity, knowledge acquisition, 

and acceptability of the scale.  

Results: Mean video ratings ranged from 1.38 to 2.96 out of 3 and followed the intended pattern 

suggesting that the tool allowed raters to distinguish between examples of higher and lower quality 

feedback. There were no significant differences between rater type (range = 2.36 to 2.49), suggesting that 

all groups of raters used the tool in the same way. The generalizability coefficients for the scale ranged 
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from 0.97 to 0.99. Item-total correlations were all above 0.80, suggesting some redundancy in items. 

Participants found the scale easy to use (mean=4.31/5), clear (mean=4.23/5) and most would recommend 

its use (mean=4.15/5). Use of DOCS-FBS was acceptable to both trainees (mean=4.34/5) and supervisors 

(mean=4.22/5).  

Conclusions:  The DOCS - FBS can reliably differentiate between feedback encounters of higher and lower 

quality. The scale has been shown to have excellent internal consistency. We foresee the DOCS – FBS 

being used as a means to provide objective evidence that faculty development efforts aimed at improving 

feedback skills can yield results through formal assessment of feedback quality.      
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BACKGROUND: 

In the last decade, competency-based medical education (CBME) has taken a central role in 

medical training.1 In this framework, there is a shift from traditional time-based curricula to learner-

centeredness, observation of clinical skills in the workplace and frequent formative assessments with a 

particular focus on the delivery of effective feedback. Evidence shows that consistent systematic feedback 

delivered by a credible source can positively impact clinical performance and may be the most powerful 

influence in helping learners progress. 2-5 Simply put, feedback is the cornerstone of effective clinical 

teaching.6-7 

Trainees identify feedback as an important skill their teachers should have8 and as a means to 

gain expertise.9  Although faculty realize the importance of doing it well,10 there is a large body of evidence 

that demonstrates discrepancies in perceived feedback quantity and quality.11-16 Despite the recognized 

importance of feedback from both teachers and learners, physicians often receive little formal training in 

the provision of effective feedback.6,17 Physicians report being uncomfortable about giving feedback18 and 

feel underprepared to do so.19 It has been suggested that faculty members’ skills in providing effective 

feedback may be enhanced through faculty development programs.20 With competing interests and 

limited resources, cost-effectiveness for any faculty development program is warranted.21 Interventions 

aimed at improving feedback need to be formally assessed with means to objectively measure feedback 

effectiveness.  

Attempts have been made to develop tools and procedures to measure feedback. Unfortunately 

there have been issues with these attempts. For example, effectiveness cannot be reliably estimated using 

trainee satisfaction alone.22 In addition, although best practice recommendations on feedback exist, they 

are either not empirically derived or are not linked directly to assessment of feedback quality. Also, 

although some tools for collecting and rating feedback have been developed, they have been criticized 
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for being too lengthy, having poor acceptability, and for having insufficient validity evidence to support 

widespread use.23-25 Further, none have been developed specifically within the workplace-based 

assessment context.  

The purpose of this study was to develop a simple rating scale to assess the quality of verbal 

feedback provided in the workplace and to gather validity evidence for its use. It was named the Direct 

Observation of Clinical Skills Feedback Scale (DOCS – FBS). Modern validity theory26-28 was used as a 

framework to gather validity evidence for scores produced by the DOCS – FBS.  To our knowledge, the 

DOCS – FBS is the first feedback rating scale designed for actual workplace observation.  

METHODS 

The study was completed in three phases. Phase 1 involved defining the features of high-quality 

feedback in the clinical environment. Phase 2 comprised of the development of a scale, and phase 3 the 

gathering of further validity evidence for the scale.  

Phase 1. Features of high-quality feedback 

We relied on consensus methodology with two panels of experts (local and national) to determine 

features of high-quality feedback in the workplace. Eight local physicians with an interest in medical 

education were selected using purposeful sampling ensuring representation from different training 

programs. All practiced within the local area (Canada) and had affiliations to the local University. Their 

field practice included internal medicine, family medicine, orthopedic surgery, and general surgery. All 

were involved in both undergraduate and postgraduate trainee supervision. As shown in Figure 1, 

participants took part in a consensus method known as a modified nominal group technique.29 The session 

was facilitated by a skilled moderator and expert in the topic of feedback and clinical evaluation. To ensure 

participants had a clear understanding of the construct of interest, they were provided with a definition 
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of feedback specific to the medical education context: ‘specific information about the comparison 

between a trainee’s observed performance and a standard, given with the intent of improving the 

trainee’s performance.’30 (p.193) Participants were asked to individually record features they felt were 

representative of highly effective feedback in the workplace. The moderator then asked each participant, 

in turn, to contribute one feature of highly effective feedback until no new features were generated 

(saturation). When two features were similar, they were discussed and grouped when appropriate. 

Features were then transcribed electronically and distributed to each participant. In this first iteration, 

participants were asked to anonymously rank each of the features generated by the group. Each of the 

individual rankings was tabulated and presented to the group. The rankings were discussed in the group 

setting.  For each round consensus was defined as majority agreement and was achieved for all items. 

Specifically, consensus was not forced and the number of rounds was not determined a priori.   

For the national panel, participants were recruited from a convenience sample of a group of 

medical educators from across the country gathered for a meeting at the Medical Council of Canada. Eight 

participants with a range of clinical experience (surgical and medical disciplines) and representing four 

provinces agreed to take part in the study. All clinicians were involved in both undergraduate and 

postgraduate trainee supervision to various degrees. Two participants held PhDs and conducted research 

in the field of medical education but were not active in clinical care. A similar process to that described 

for the local panel was repeated. The same moderator facilitated both sessions. After the initial item 

generation was completed, national participants were also provided with the list of feedback items 

generated by the local group. Two anonymous iterations were required to reach consensus. This panel 

was also asked to consider whether the identified features could be used in a rating scale but the details 

of the scale format were not discussed.  

Phase 2. Scale development  
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 As with any new rating scale, the number of points on each item and the anchors needed to be 

decided. Increasing the number of points on a scale will increase its sensitivity31 but practically speaking, 

the relevance of each point can be minimized and if there are too many and small differences on the scale, 

may be difficult to interpret.32 When discussing anchoring, it was felt that raters, especially junior ones, 

may not have had sufficient experience to discriminate between anchors like ‘satisfactory’ and ‘excellent’. 

The emotional difficulty for a novice rater to rate a faculty member as ‘unsatisfactory’ was also considered. 

Further, the aim of the scale is not to identify those faculty who excel at giving feedback, but rather to 

identify those faculty who are performing consistently below competency, so that they can be offered 

targeted training to improve their skills. We also wanted behavioral anchors for the scale because they 

have been shown to increase clarity32 and inter-rater reliability.33 The behavioral anchors were developed 

by the principal investigator and amended to reflect group suggestions. The items were ultimately 

mapped to a three-point scale with 1=not done, 2=attempted but room for improvement, and 

3=successfully done.  

One month after the face-to-face meeting, the completed scale was reviewed by the national 

panel participants to ensure that it was clear and representative of their discussions. The scale was 

distributed via email and participants were invited to submit their responses and suggestions 

electronically to the principal investigator. Finally, the scale was distributed to four postgraduate trainees 

in varied disciplines to gather comments regarding the ease of use and item clarity. These trainees were 

selected purposefully after manifesting interest in the study outcomes after it was presented at the local 

resident research day. 

 

Phase 3. Gathering further Validity Evidence 
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In this phase we were interested in looking at the psychometric properties of the tool to gather 

evidence for internal structure. To do this, participants were recruited to use the DOCS – FBS to rate the 

quality of verbal feedback provided in six videotaped encounters which were purposefully selected to 

ensure at least two were examples of good quality feedback and two of lower quality.  The videos were 

previously recorded for other purposes and selected by tand then the principal investigator selected vidios 

after a search of publicly available electronic materials. All were fictional recreations of verbal feedback 

by a medical professional to a trainee. The contexts wereThe investigator purposefully selected contexts 

to be broadly generalizable i.e. common general medical problems such as asthma/hypertension or 

education-focused e.g. resident peer teaching skills. Permission to use the videos was granted by their 

original ownersThe original video owners granted permission to use them. Three expert raters from our 

group reviewed the videos and determined feedback quality to ensure some variability. Consensus was 

confirmed by comparing We compared the global DOCS – FBS scores assigned to each of the videos after 

group review to confirm consensus.  

The We determined the required participant sample size was determined by having study 

investigators and a research assistant individually rate each of six videotaped feedback encounters using 

the DOCS - FBS. Assuming a power to detect a significant difference of .80 and p=0.05, it waswe calculated 

that nine (9) participants per group would be required to detect a difference of 0.15 in mean video scores. 

This value was chosen We chose this value as it represents 5% of the individual item score. Power 

calculations to detect differences between groups of raters were not performed a priori as Since the focus 

was first and foremost on the assessment of feedback quality. , we did not perform power calculations to 

detect differences between groups of raters a priori. 

 

Participants: 
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Investigators recruited Participants were recruited from four groups: residents, medical students, 

faculty, and faculty with direct involvement in educational activities (medical educators). Our aim was to 

see if different rater types produced similar ratings on the scale. Participants were recruited via email. All 

participants had affiliations to our University. A larger group of residents was initially recruited to account 

for potential dropouts but subsequent recruitment aimed only for a 30% increase in the calculated sample 

size (12 participants). The videos were directly shown to the participantsParticipants viewed videos in 

groups ranging from 1 – 12 participants at a time, based on their availability. All participants viewed the 

videos in the same order.  

 

Data Analysis: 

Mean We calculated mean video scores for each video were calculated by averaging over the 

ratings for raters and items. To determine the effect of feedback quality (individual video) and rater type, 

we calculatd a mean rating scale score was determined by taking the average of the item ratings that each 

rater assigned for each video. Comparing tThe mean ratings on the videos were compared to 

determineddetermine if there were differences between the videos and if so, which ones differed.  This 

analysis was used to determinedetermined whether the DOCS – FBS was able to reliably differentiate 

between feedback encounters of high and low quality. A second purpose was to determine if there were 

differences in the ratings assigned by each rater type. Investigators conducted A a 6 x 4 ANOVA was 

conducted on the mean ratings with video (1 to 6) and rater type (residents, medical student, faculty and 

educator) treated as between subject variables. The video effect was explored in more detail by 

conducting Performing a post-hoc t-test (Bonferroni) helped to expolore the video effect in more detail. 

InterThen we calculated inter-item correlations between rater types were calculated.  
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Reliability In order to assess the reliability of the DOCS – FBS was assessed usingwe conducted a 

Generalizability analyses. Use of this model allowed identification of the variables (i.e., videos, raters or 

items) that contributed the most and least to the overall variability in the scores. Using G_String,34 a 

Windows interface for the urGENOVA program,35 a repeated measures ANOVA with raters and items 

treated as within subject factors yielded variance components (VCs) and the percent of the variance 

attributed to each effect. We conducted Sseparate analyses were conducted for each rater type. These 

VCs were then used to calculate the reliability (or generalizability (g) coefficient) of the instrument taking 

variability due to raters and items into account at the same time. The formula used to generate these 

coefficients is available in APPENDIX A. Using data from the G-Study, a decision study (D-study) provided 

reliability estimates if a different number of raters was used.  

An item analysis was also conducted to identifyConducting an item analysis identified if there 

were any poorly performing items. We generated item scores by averaging over ratings from all of the 

raters for each video To to do this item analysis, item scores were generated by averaging over ratings 

from all of the raters for each video. Inter-item correlations were calculated We calculated inter item 

correlations to gain a better appreciation of individual items and to see if a pattern between items could 

be identified. 

Questionnaire: 

Participants completed a six item questionnaire after the video rating session. The study team 

Tdeveloped the questionnaire was developed by the study team to obtain demographic data and inform 

the utility and acceptability of the DOCS – FBS. The questionnaire wasFour residents pilot-tested with four 

residentsit prior to its first administration. We calculated Means means and standard deviations were 

calculated for each questionnaire item. To compare means between the four rater types we performed 

aA one-way between subjects ANOVA was used to compare means between the four rater types.  
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RESULTS: 

Phase 1. Features of high-quality feedback 

The local expert panel generated a list of 17 prioritized features of highly effective feedback. Items 

were reviewed and revised by the national panel. For example, the item ‘face-to-face’ identified by the 

local group was eliminated by the national group as it was felt to be inherent to the scale given its context.  

The resulting list of 12 items after all iterations is presented in Table 1. 

Phase 2. Scale development  

The research team reviewed the list of items generated by the national panel and eliminated 

items which were redundant given the purpose and context of the rating scale. For example, given that 

the tool is meant to be used immediately after face-to-face feedback of a direct observation, the items 

‘timely’ and ‘clearly identified as feedback’ were eliminated. After review, three of the eight members of 

the national panel offered minor revisions on wording which were implemented. Two behavioral 

examples were slightly amended to reflect the comments of postgraduate trainees who piloted the scale. 

Instructions to the rater were added directly onto the scale.   

 As shown in Figure 2, the final version of the DOCS – FBS consists of 9 items, individually rated on 

a three point rating scale.  

Phase 3. Gathering further Validity Evidence 

Participants were recruited from four groups: residents (n=21), medical students (n=8), faculty 

(n=12) and medical educators (n=12). Although we aimed to recruit 12 medical students, only 8 completed 
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the study in the allotted recruitment period. All students were in clerkship. A variety of training programs 

(Internal Medicine, General Surgery, Radiology, Emergency Medicine, Family Medicine and 

Anaesthesiology) were represented for the resident group. The majority of faculty participants were from 

a tertiary care centre and represented a range of specialties similar to that of the resident group.  

To address whether our scale can differentiate between encounters of higher and lower quality 

feedback, we first sought to demonstrate that there were differences in scores attributed to the different 

videos. Mean scores ranged from 1.38 to 2.96 out of a maximum possible score of 3.00. There was a 

significant main effect of video (F(5,294) = 211.49, p <.001, partial eta square = .78).  This demonstrates that 

there was variability in the feedback encounters, associated with the videos. A post-hoc t-test (Bonferroni) 

was conducted to explore this main effect in more detail.   As shown in Table 2, Video 2 had a lower mean 

rating than all other videos (p < 0.001) and Video 4, had the second lowest rating  (p < 0.001), suggesting 

that the quality of the feedback provided was of lower quality. The mean rating for Video 5 was higher 

than ratings for all other videos (p < 0.05) except for video 3 (p=0.98), suggesting that the quality of the 

feedback was of higher quality. The mean ratings for the other videos fell in between. These means fell 

within the expected pattern based on our assessment of feedback quality in the videos.  

The mean scores for rater types were quite similar (range 2.36 to 2.49) and analyses confirmed 

that there was no main effect of rater type (F(3,294) = 2.34, p=.07, partial eta square = .02).  There was no 

interaction between rater type and video (F(15,294) = .89, p=.58, partial eta square = .04). To explore the 

ratings assigned by the four different rater types in more detail, the inter-item correlation between sets 

of raters were calculated. The correlations between ratings assigned by the raters were all high (r > .97 

for all comparisons). The intra-class correlation which captures the correlation between all four rater 

types simultaneously was 0.995. This pattern of results combined with no significant differences between 
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rater types indicates that all four rater types produce similar scores while using the DOCS – FBS, suggesting 

that the tool is generalizable and can be used by different groups of raters.   

The results of the G-study are provided in Table 3. As expected, videos (v, the object of 

measurement) accounted for the majority of variance in scores (49 – 57%). The small percentage of 

variance attributed to raters (r, 1 – 4%) and vr (6 – 9%) suggests little difference between raters. Similarly, 

the low percentage of variance attributed to items (i, 3 – 5%), vi (6- 9%) and ri (0 – 2%) suggests there is 

little difference between ratings on the items themselves.  

These variance components were used to generate a g coefficient for each rater type. The 

generalizability coefficients for the scale ranged from 0.97 to 0.99. A D-study was then conducted to 

determine the reliability of the overall scale (across raters and items) if the number of raters was varied. 

With three raters, the scale reliability would be over 0.90 consistently.  

All item-total correlations were above 0.80. All average inter-item correlations were high (> 0.80; 

range 0.63 – 1.00) suggesting redundancy in items.   

The descriptive statistics for the questionnaire results are presented in Table 4. For visual clarity, 

questionnaire items have been shortened in the table. For most questionnaire items, participants tended 

to agree (4) or strongly agree (5) with the statements provided.  

The only item whose rating was significantly impacted by rater type was the feedback knowledge 

acquisition item. Medical educators appeared to gain less knowledge by using the DOCS – FBS than other 

rater types.  

DISCUSSION: 

In the era of CBME, feedback and direct observation in the workplace are crucial elements to 

trainee assessment. As such, the ability to provide feedback is a skill which should be fostered in all faculty 
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members.36 Objective measures are necessary to identify competence in feedback provision. This study 

has used sound consensus methodology with two panels of experts to identify the features of highly 

effective feedback in the workplace.  Alone, these features are similar to commonly cited best practice 

recommendations on how to best deliver feedback. Developed into a simple rating scale, they allow an 

assessment of the quality of the feedback provided to a trainee. To our knowledge, the DOCS – FBS is the 

first feedback quality rating scale designed for direct clinical observation in the workplace.  

 Modern validity defines five sources of validity evidence: content, response process, internal 

consistency, consequences and relations to other variables. Our data suggests that the DOCS – FBS scores 

are supported by strong validity evidence. 

Content evidence: 

In tool development, content evidence is often presented as a detailed description of the steps 

taken to ensure the items represent the intended construct.37 The definition we chose to outline our 

construct was one developed after a review of more than 100 papers within medical education30 and thus 

was contextually relevant. The rigorous steps applied to the development of items through consensus 

methodology (including member validation) and the qualification of item writers, all of whom were 

experts in medical education with experience in providing feedback, all speak to content evidence.38-39 

After the initial pilot test, raters mentioned some difficulty distinguishing between scores of 2 (attempted 

but room for improvement) and 3 (successfully done). To enhance the discrimination of these two points, 

we anchored the items with behavioral examples for many items. The process of behaviourally-anchoring 

scales has been shown to increase inter-rater reliability.33  

Response process: 
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The decision to report scores on all nine items rather than a total score or a single global rating 

despite item redundancy was made based on the purpose of the scale. The scale is designed to provide 

feedback to supervisors and we felt that using the nine items identified by the content experts would 

facilitate specific areas for improvement that would not be captured with just a single rating. In 

assessment, particularly in performance assessment, a demonstration that raters have received proper 

training is also important to response process evidence.40 It would limit the feasibility of wide spread 

implementation of the DOCS – FBS in the clinical environment if every trainee received extensive rater 

training on how to complete the scale. In an effort to provide raters with some training, simple and clear 

instructions are included directly on the DOCS – FBS. Our data, supported by questionnaire answers, 

shows that the rater instructions on the scale and the behavioral anchors appeared to be sufficient to 

allow raters to complete the ratings.  

Internal consistency: 

Reliability for the DOCS – FBS was assessed using generalizability theory. The DOCS – FBS was able 

to reliably differentiate between videotaped feedback encounters of higher and lower quality. Internal 

structure evidence for the DOCS – FBS is supported by the scale’s very high reliability (g-coefficient 0.97 – 

0.99). Given these high reliability estimates, we suspected that there may be some item redundancy which 

was confirmed through an item analysis. This is not entirely surprising given the few items on the scale 

and the intended homogeneity to measure a unified construct.  Similar to the study performed by Reiter 

et al. critiqued for its high inter-item correlation,23 it may be that a shorter questionnaire or a global rating 

would be sufficient. That being said, our scale has a slightly lower average inter-item correlation across all 

raters with less than half the items of the Reiter et al. scale.23 Items were not eliminated given the 

formative intent of the DOCS – FBS. Further, raters did not feel the time to complete the DOCS – FBS was 

excessive and there was subjective knowledge acquisition in most raters (although perhaps less in those 
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with more experience; i.e. the educators). It is unlikely this would be replicated if raters were only asked 

to complete a global rating of feedback quality.  

In a resource-depleted medical education system, it is important to consider the optimal number 

of raters for a study. The results of our decision study did show that with three ratings, the overall scale 

reliability would consistently be over 0.90. Although performance assessments generally require 10 to 12 

observations,41 we would encourage ratings from three or more iterations of the DOCS – FBS to be 

considered valuable. 

Consequences: 

Although consequential evidence for the DOCS – FBS at this phase is limited, it was deemed to be 

acceptable to both trainees and supervisors that this scale be used to rate feedback quality. It is certainly 

possible that acceptability will be lower when applied broadly given that all participants in our study had 

volunteered knowing the underlying purpose. Consequential evidence will need to be revisited when the 

DOCS – FBS is implemented in the clinical environment. 

The subjective knowledge acquisition component can also be viewed as a component of 

consequential evidence although it is hard to measure this objectively. Of note, it was not unexpected 

that medical educators may have more baseline knowledge surrounding feedback than other rater types 

and has such, had lower agreement that the use of the DOCS – FBS enhanced their knowledge.  

Relations to other variables 

Evidence relating to this last source of validity evidence was not collected during these phases of 

the research program but will be addressed in future directions.  

Future directions 
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This study is limited to the Canadian context although we suspect it can be applied more broadly. 

Videotaped encounters allow for less variety than actual clinical encounters. Although we know the DOCS 

– FBS discriminates well between good and bad encounters, only its use in the clinical environment will 

allow an evaluation of how well it can discriminate between low, average and high quality feedback.  

This program of research has predominantly focused on the role of the teacher in the feedback 

process. This has been criticised as an over-simplification of feedback in recent literature.42-44 It is true 

that feedback has been traditionally conceptualized as a unidirectional delivery of content from a 

supervisor to a trainee, with little attention paid to the trainees themselves or to the nature of the 

relationship between the two. Certain items on the DOCS –FBS are careful to include an opportunity for 

the recipient to reflect and verify understanding (Items 1 and 9) but this may not be sufficient. In her 

review of videotaped formal feedback encounters, Molloy45 describes our current practices in self-

assessment solicitation as ritualistic or tokenistic rather than a true invitation for dialogue. The current 

wording of the DOCS – FBS does not allow a distinction of the degree of emphasis put on student 

participation during the feedback exchange. It would be interesting to have a third party observer rate 

the quality of student participation during feedback exchanges although we suspect results similar to 

those described by Molloy will emerge. Behavioural anchors on future iterations of the DOCS – FBS may 

be modified to better capture these nuances based on its performance in the clinical environment. It will 

be important when planning faculty development programs surrounding feedback to highlight the 

importance of encouraging true reflection rather than using the illusion of reflection as a stepping stone 

to a supervisor-driven monologue.  

Other factors may also influence feedback from the learner’s perspective. Given that source 

credibility can be influence by perceived clinical competence,18 it would be interesting to study whether 

a feedback message with a pre-established high DOCS - FBS score would score similarly if provided by a 
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peer versus an experienced clinician. Relationships between the feedback provider and recipient have 

also been shown to influence credibility.46-47 In light of this, would ratings be similar if provided by a 

supervisor with a pre-existing relationship with a trainee compared to one with whom they had a singular 

experience? Telio et al. have proposed the ‘educational alliance’ as a new conceptualization of feedback.48 

This framework, aligned with the therapeutic alliance used clinically, calls for a reorientation of the 

discussions of feedback from a focus on effective delivery and learner acceptance to a mutual negotiation 

within a supportive environment and educational relationship. While this framework intuitively makes 

sense, it may prove difficult to create faculty development opportunities around concepts such as the 

building of educational relationships and even harder to objectively measure these. While these concepts 

should certainly not be abandoned, linking them with objective measures that clinicians at large may 

better understand might be the best strategy to reinforce their importance. This could be explored as a 

means to collect evidence for relationship to other variables for the DOCS – FBS.  

While we agree that the focus on feedback content and delivery in this study may be reductionist, 

these must occur at least with a minimum level of competency.43 It is with this frame of mind that the 

current research focuses primarily on the assessment of feedback quality by the feedback provider as a 

first step to effective feedback. 

CONCLUSION: 

In summary, we have developed the DOCS – FBS and have shown, through various sources of 

validity evidence, that it is a strong tool for the assessment of feedback quality in the clinical environment. 

The ratings from this tool will allow performance review and can be the impetus to implement change 

where it is most needed. Although many questions still remain, including the weight of other factors (e.g. 

pre-existing relationships, source credibility, student self-reflection), ratings from this tool provide a first 

step in assessing a supervisor’s ability to provide quality feedback to a trainee. It may also prove to be an 
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important tool in guiding faculty development opportunities and enhancing the feedback culture through 

an emphasis on its importance as CBME challenges us to provide it effectively and consistently.  
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Figure 1: Schematic representation of the modified nominal group technique used in panel discussions 
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Figure 2: The DOCS – FBS 
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Table 1: Features of highly effective feedback in the workplace identified via consensus methodology 

1. Focused on a specific behavior 
2. Provided in a timely fashion 
3. Provided in a respectful manner 
4. Constructive 
5. Appropriate for the trainee (e.g. training level, culture) 
6. Provided in language that can be understood 
7. Appropriate and sufficient time allotted to give feedback 
8. Both the trainee and observer reflect on the encounter 
9. Limited to a manageable number of points that reflect learning objectives 
10. Clearly identified as feedback 
11. Non-normative 
12. Ends with action plan with goal to modify or reinforce an observed behavior 
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Table 2: Interaction between video and rater types. 

 Medical Students 
n = 8 

Residents 
n = 21 

Faculty 
n = 12 

Educators 
n = 12 

Total 
N = 53 

Video 1 2.90 (0.11) 2.72 (0.24) 2.54 (0.30) 2.75 (0.16) 2.71 (0.25) 

Video 2 1.60 (0.31) 1.50 (0.23) 1.38 (0.16) 1.57 (0.23) 1.50 (0.23) 

Video 3 2.86 (0.19) 2.80 (0.19) 2.86 (0.14) 2.77 (0.20) 2.82 (0.18) 

Video 4 2.03 (0.56) 1.88 (0.36) 1.81 (0.41) 1.78 (0.32) 1.86 (0.40) 

Video 5 2.96 (0.06) 2.92 (0.09) 2.94 (0.09) 2.87 (0.17) 2.92 (0.15) 

Video 6 2.61 (0.36) 2.71 (0.24) 2.65 (0.36) 2.62 (0.45) 2.66 (0.35) 

Data presented as means (standard deviation) with a maximum possible score of 3.00. 
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Table 3: Results of the generalizability analyses 

 

Effect Medical Students Residents Faculty Educators 

VC % VC % VC % VC % 

v 0.30 49 0.33 53 0.38 57 0.31 52 

r 0.02 4 0.01 1 0.02 3 0.01 2 

i 0.01 2 0.02 3 0.01 2 0.03 5 

vr 0.06 9 0.04 7 0.04 6 0.04 7 

vi 0.04 6 0.06 9 0.05 7 0.04 6 

ri 0.00 0 0.001 2 0.01 1 0.01 1 

vri 0.18 23 0.16 25 0.16 24 0.15 26 

v = video, r = rater, i = item, VC = variance component, % = % variance 
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Table 4: Results of the questionnaire  

Questionnaire item  Medical 
students 

n=8 

Residents 
 

n=21 

Faculty 
 

n=12 

Educators 
 

n=12 

Ease of use 4.25 (0.46) 4.35 (0.49) 4.25 (0.45) 4.33 (0.49) 

Descriptive anchors  4.13 (0.36) 4.24 (0.62) 4.46 (0.52) 4.08 (0.79) 

Acceptable Time  3.88 (0.64) 4.10 (0.83) 4.00 (1.04) 4.08 (0.79) 

Recommended use 4.00 (0.53) 4.24 (0.54) 4.25 (0.62) 4.00 (0.60) 

Acceptability (supervisors) N/A N/A 4.25 (0.87) 4.18 (0.40) 

Acceptability (trainees) 4.13 (0.64) 4.43 (0.51) N/A N/A 

Feedback knowledge  4.25 (0.46) 4.43 (0.60) 4.50 (0.52) 3.42 (1.44) 

Data presented as means (standard deviation) with a maximal possible score of 5.00. 
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Appendix A: Formula used to generate reliability coefficients  

 

g-coefficientscale = 
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Where: 

σ2 = variance associated with videos (v), items (i) or raters (r).  

 

 

 

 


