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Abstract. The Video Browser Showdown (VBS) is an annual competi-
tion in which each participant prepares an interactive video retrieval sys-
tem and partakes in a live comparative evaluation at the annual MMM
Conference. In this paper, we introduce Eolas, which is a prototype
video/image retrieval system incorporating a novel virtual reality (VR)
interface. For VBS’21, Eolas represented each keyframe of the collec-
tion by an embedded feature in a latent vector space, into which a query
would also be projected to facilitate retrieval within a VR environment.
A user could then explore the space and perform one of a number of
filter operations to traverse the space and locate the correct result.
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1 Introduction

As the volume of multimedia data increases, there is a need for valid experimen-
tal comparisons between competing approaches. The Video Browser Showdown
(VBS) meets this need by providing a means of comparing interactive search
systems using known-item search tasks over large video collections (partly) in
front of a live audience [8]. In this work, we introduce an experimental VBS
prototype developed by a DCU and HCMUS-based team participating for the
first time. The experimental system called Eolas is an interactive retrieval sys-
tem that provides a novel Virtual Reality (VR) interface to large multimedia
libraries. The system comprises two main components, the back-end embedding
and clustering techniques for data storage/retrieval and the front-end voice and
gesture-controlled VR interface for interaction.

This paper’s contribution is in describing Eolas, where users can explore the
dataset and seek a specific video in a user-friendly virtual environment without
the visual interface constraints imposed by using a desktop screen. Moreover,
our voice control protocol allows users to avoid the laborious task of typing text
when in VR. The embedding scheme, combined with a clustering step, also helps
users get a better experience analyzing the dataset.
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2 Related Systems

The VBS has witnessed many video retrieval systems that participated in various
approaches during the previous nine years. This section briefly describes several
top-performing teams in the competition last year to indicate the current state-
of-the-art.

The main goal of SOM-Hunter [5], the top-performing system in 2020, was
to combine intuitive text search and browsing with more advanced optional op-
tions for experts. The top-ranked frames for a query were displayed using a
self-organizing map (SOM) to visualize the high-dimensional data. Additionally,
users could choose relevant frames for relevance feedback and they could repeat
this process until a suitable result was found, or they could start-over at any time
with a new query. The runner-up and the third-placed systems were “VIRET”
[6] and the “vitrivr” system [9], respectively. Both tools supported novel query
generation methodologies, such as Query-by-Sketch, which facilitated users to
draw a query and Query-by-Example, allowing a user to search for visually sim-
ilar keyframes to a selected one. They still had the typical approach of using
a textual query in which each image frame was annotated by its semantic con-
cepts such as detected objects or scene text appearing within the frame. VIRET
aimed their interface at novice users by supporting easier query re-formulation,
while ‘vitrivr" focused on their storage database structure to reduce searching
time. A fourth system to note was Exquisitor [4], which was a notable and novel
prototype based on large-scale interactive learning. It relies on chosen positive
and negative examples of visualized keyframes to learn a simple relevance model.
The retrieval approach is supported with an efficient index.

VR systems for interactive retrieval have not yet received significant research
attention. However, one notable approach is the VR platform for multimodal
Lifelog data [2], which was best placed in the 2018 Lifelog Search Challenge
[3] by focusing on providing novice users with an immersive and easy to search
and browse large archives. Eolas will build upon the user-friendly nature of
the VR-lifelog tool [2] by supporting easy querying and implementing a state-of-
the-art latent space index support targeted browsing of the collection, as shown
to be effective by previous participants. The 360-degree view afforded by a VR
platform can help users by providing a larger display area.

3 An Overview of Eolas

Eolas can be viewed in terms of the two prominent components: indexing the
dataset in which we annotated all frames into a latent feature space and our
unique user interaction support for the VR environment. The overview of Eolas
can be depicted in Figure 1.
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Fig. 1. Eolas Workflow. In the indexing stage, each frame was embedded into a latent
vector space based on its metadata by training an Autoencoder network and then was
stored in the index. Users wearing a VR device could input a semantic query by using
our voice command protocol. The query was also converted into the same latent space as
the database. All feature vectors were then transformed into 3D space for visualisation
in the VR environment to find the result.

3.1 Source Data

In this task, we use the first part of the Vimeo Creative Commons Collection
dataset1 (V3C) called V3C1 [1], a wide-ranging video collection. V3C1 dataset
includes 7,475 videos (1,000 hours), categorized into different content categories
ranging from Food, Fashion, Art to Instructional videos. The videos were seg-
mented into shots which were represented by over a million keyframes. Addition-
ally, we integrated various forms of provided metadata, such as shot captions,
visual concepts, and text extracted from the shots as an input for the retrieval
engine. We also amended additional metadata to support user filters, such as
a face detector’s output that enumerated the number of faces in the shot, a
color histogram, audio detection, and camera motion vectors. The sources are
presented in Table 1.

3.2 Search Engine

Since each keyframe was represented by the various forms of metadata presented
above, we approached the video retrieval problem as a semantic challenge and
every keyframe was annotated by combining the three primary sources of textual
information (captions, concepts, and text).
1 https://sigmm.hosting.acm.org/2019/07/06/the-v3c1-dataset-advancing-the-state-
of-the-art-in-video-retrieval/
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Table 1. List of all metadata

Name Definition
caption Text generated from Google Cloud Speech-to-Text API
concept Detection of objects in keyframes
text Detection of text in keyframes (OCR)
color Detection of dominant color in keyframes
faces Detection of faces in keyframes
histogram Histogram data on bitrate, resolution, duration and upload dates
camera motion Detection of static or moving cameras
speech detector Detection of music or silence in videos

Index Construction The semantic data of a frame was first embedded into
a feature space using the Glove model [7], followed by a concatenation step to
be fused into a single vector. We then built an Autoencoder network in which
an encoder module was used to create a lower-dimensional space to store rep-
resentative features in the vector and the decoder component needed to ensure
these encoded attributes could be reverted to its original value. It is noted that
the Autoencoder network would be integrated with the RNN sequence model to
cope with the issue of arbitrary length textual descriptions. After the training
stage, a keyframe could be annotated by its meaningful features and stored in
our index for fast retrieval. An extra supervised learning clustering technique
was applied to discover similar groups of keyframes, which could be useful while
users solve a task. This step was done once while indexing data and the groups
were then stored in our index.

Retrieval A textual query was also fed into the encoding module to be con-
verted into the same vector space with keyframe embedded features in the re-
trieval stage. We then applied a dimensional reduction algorithm to visualize the
data in the 3D virtual space, where the users’ initial position was based on the
query’s projection into space. The video keyframes were also illustrated in this
space through their 3D converted vector features. The ocular distances within
this space indicated the similarity between the query and frames. Keyframes
were clustered into groups from which several images would be shown. When in
the virtual environment, users could select relevant keyframes. All images from
their groups with the query’s features were then transformed into a 1D line,
which we called similarity path. This path could help users to focus on these
keyframes rather than the entire dataset.

3.3 User Interaction

There are two phases within which the user interacts with the system. For each
task, the user uses voice commands prompting the system to start a new search
from the spoken query. Using ASR, the spoken inquiry is converted to text query
(which is embedded in the latent space) and is used to bring the VR user to a
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Fig. 2. A VR Visual Interface prototype

starting cluster in the 3D space. In the second phase of interaction, the user
can navigate the space to locate the required videos. The user has the option to
select the most suitable videos and use a voice command to ask the system to
take him/her to the closest video cluster to the selected videos. The videos are
ranked and shown to the user in decreasing rank order on a similarity path. At
any time, the user can (1) restart the search, (2) go back to the previous cluster,
(3) go to any point in the similarity path on the minimap, or (4) choose more
videos in order to rerank the similarity path.

VR Visual Interface Our proposed visual interface is designed to be accessible
for novice users. The user interface is kept minimal, consisting of two parts: a
minimap showing the current similarity path, which is always floating on the
right of the user’s head, and a saved section on the left side of the user. All
videos in the 3D space are represented by tangible objects that the user can grab
and move in the space or put in the saved section. The user can travel around
the environment, either using voice commands to navigate the similarity path
on the minimap or through a traditional VR teleportation system by choosing
the nearby clusters visible from the current location.

4 Conclusions

This paper introduces Eolas, which is an experimental video retrieval system
built on the VR platform. By utilising the wide and surrounding view in the
virtual environment, this tool can easily visualize the grouped videos in the 3D
dimensional space based on their encoded features and provide users with an
intuitive and novel access mechanism for large video archives.
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