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P R E F A C E . 

In the present treatise I have attempted to give an exposition 

of the Theory of Determinants and their mora important appli­

cations. In every case -where it -was possible I hav:e consulted 

the original -works and memoirs on the subject; a list of those 

I have been able to see is appended as it may be useful to others 

pursuing the same line of study. At one time I hoped to make 

this list exhaustive, supplementing m y own researches from- the 

literary notices in foreign mathematical journals, but even -with 

this aid I found that it -would be necessarily incomplete. In 

consequence of this the list has bean restricted to those memoirs 

which I have seen, the leading results of which are incorporated 

either in the body of the text or in the examples. 

The principal novelty of the treatise lies in the systematic 

use of Grassmann's alternate units, by means of which the study 

of determinants is, I behave, much simplified. 

I have to thank m y friend M e Jas. Baenakd, M.A. of St John's 

Collage and Mathematical Master at the Proprietary School, 

Blackheath, for the care he has bestowed on correcting the proofs 

and for many valuable suggestions. 

R. F. SCOTT. 
Feb. 1880. 

S. D. 7, 





C O N T E N T S . 

CHAPTER I. 

ABT. 
1-^. 
5,6. 
7,8. 
9—11. 
12. 
13.^ 
16—18. 
19. 
20, 21. 

INTRODUCTION. 

Notations . . . . . . . . 
Permutations of Elements 
Effect of a simple Inversion . . . . 
CycUeal permutations 
Definition of a Determinant . . . . 
Notations for a Determinant . . . . 
Alternate Numbers 
Expression for a Determinant aa a product of alternate number 
Examples . . . . . . . 

PAGE 
1 
3 

.'., 4 
6 
7 
9 

. 11 
s . 13 

. 14 

CHAPTER II. 

GENERAL PROPERTIES OP DETERMINANTS. 

1,2. 
3,4. 
5,6. 
7. 

Interchange of ro-ws and columns 17 
Value of a Determinant -when, the elements of a row are sums . . 18 
Exiimples . . 19 
Solution of a system of linear equations . . . . 21 

CHAPTER III. 

ON THE MINORS AND ON THE EXPANSION OF A DETERMINANT. 

•̂  Number of Minors of order p 24 
2 4. Complementary Minors . 24 



viii CONTENTS. 

AET. PAGE 
5. Laplace's Theorem . . 26 
6, 7. Examples . . . . . . 28 
9, 10. Expansion of a Determinant according to the elements of a row . 30 
12—14. Examples 32 
15, 16. Diilerential Coefficients of Determinants 35 
18—21. Albeggiani's expansion of a Determinant with polynomial elements . 38 
22, 23. Expansion of a Determinant according to products of elements in , 

the leading diagonal . . . . 40 
24. Cauchy's theorem • 43 
25. Examples . . . . . . . . 43 

CHAPTER IV. 

MULTIPLICATION OP DETERMINANTS. 

1—4-. Determinant formed by compounding two arrays 45 
5—7. Examples . . . . . . 47 
8. Fundamental theorem deduced from Lajilace's theorem . . 51 
9. Minor of a product Determinant . . . 53 
10. Differential Coeificient of a product Determinant . 54 

CHAPTER v.. 

DETERMINANTS OF COMPOUND SYSTEMSv 

1—4. Beoiprocal Arrays . 55^ 
5, 6. Eeciprooal Arrays of the first order . _ 57 
7, 8. Examples . . . . 59 
9, 10. Beciprocal Arrays of the m"' order . 60 
11—20. Theorems of Sylvester and Picquet . . . . . 61 

CHAPTER VI. 

DETERMINANTS OP SPECIAL FORMS. 

1—3. Symmetrical Determinants . ... 67 
4—8. Skew and skew symmetrical Determinants 69 
9—16. Skew symmetrical Determinants, Pfaffians . 71 
17, 18. Skew Determinants, Examples . . . . . . . 76 
20—22. Orthosymmetrical Determinants . . . . 78 
23^26. Determinants whose elements are arranged cyclically . . 81 
27—30. Determinants whose elements are binomial Coefficients . Hi 



CONTENTS. IX 

CHAPTER VII. 

CUBIC DETERMINANTS. 
PAGE 

1, 2. Definition, Notation 89 
3. Expression for a Cubic Determinant as a product of alternate 

numbers gO 
4—9. Elementary properties of Cubic Determinants . . 90 
10—18. Determinants -with multiple suiSxes . . 93 
19, 20. Examples . . . . 97 

AET. 

APPLICATIONS. 

CHAPTER VIII. 

THEORY OP EQUATIONS AND ELIMINATIONS. 

1—6. Linear Equations .... . . .99 
7. Solution of a system of linear congruences . . . 102 
9—11. Eesultant of two equations . . 103 
12. Discriminant of a function . . 106 
13—15. Examples of Elimination . • . . . 107 
16, 17. EealLty of the roots of the equation for the seouilar inequalities 111 
18. Ftirstenau's method of approximating to the least roots . 112 

CHAPTER IX. 

RATIONAL FUNCTIONAL DETERMINANTS. 

1—3. Product of all the differences of n numbers 115 
4—17. Examples of functional Determinants 116 

CHAPTER X. 

JACOBIANS AND HESSIANS. 

Definition and Notation for a Jacobian 129 
The Jacobian of dependent functions vanishes . . . . 129 



X CONTENTS. 

AET. PAGE 
3, 4. Jacobian of functions with a common factor . . . . 130 
6—10. Properties of Jacobians 131 
11. Bertrand's definition . 136 
12. Definition by means of alternate numibers . . . . 137 
13, 14. Transformation of a multiple Integral . . 138 
15. Definition of a Hessian, Example . . 142 
16. Jacobians and Hessians are Co-variants 143 
17. Jacobian of n linear functions, Hessian of a quadric . . 145 

CHAPTER XI. 

THEORY OP QUADRICS. 

1—3. Beoiprocal Quadries . . . . . 146 
4—8. Eesolution of a Quadric into the sum of squares. Darboux's method 147 
9, 10. Eepresentation of two quadrios as the sums of squares of the same 

hnear functions . . . . ' . . . . . 152 
11—17. The Orthogonal Transformation, Examples . . . 154 
18. Aronhold's invariant of three ternary Quadries . . . 159 

CHAPTER XII. 

DETERMINANT OP FUNCTIONS OF I'HE SAME VARIABLE. 

1—9. Definition, Elementaiy properties ... . . 160 
10. Application to linear differential equations . 166 
11. Hesse's Solution of Jacobi's equation . . . 167 

C H A P T E R XIII. 

CONTINUED FRACTIONS. 

1. Ascending and descending Continued Fractions .... 169 
2—7. Expression for the Convergents to descending Continued Fractions, 

Elementary properties 170 
8, 9. Ascending Continued Fractions, Transformation to descending Con­

tinued Fractions • . . . 174 
11. Ftirstenau's extended Continued Fractions . . . .177 



CONTENTS. XI 

CHAPTER XIV. 

APPLICATIONS TO GEOMETRY. 
ABT. PACE 
1—3. Area of a triangle, Volume of a Tetrahedron . . . 180 
4—6. Elementary Identities . . . . . 183 
7. Application of Alternate Numbers . . 185 
8—14. Angles between straight lines, SoUd angles, Spherical figures . 187 
15—18. Systems of straight lines, Co-ordinates of a line, Mutual moments 193 
19—23. Eelation between the lines joining five points in space (Cayley), 

Volumes of tetrahedra, Areas of triangles, Siebeck's theorem . 196 
24—28. FormulEe relating to an Ellipsoid, Theorem of Cayley for six points 

on a Sphere, Paure's theory of Indices . . . . . 
29—^39. Systems of spheres, Mutual powers, C o m m o n tangents . . . 206 
Examples . 213 

BlBLIOQEAPHY . . 242 





T H E O E Y O F D E T E K M I N A N T S . 

CHAPTER I. 

Introduction. 

1. T h e object of the theory of Determinants is to obtain 

compendious and simple methods of dealing with large numbers 

of quantities. In the words of Professor Sylvester, "It is an 

algebra upon an algebra; a calculus which enables us to combine 

and foretell the results of algebraical operations in the same way 

as algebra itself enables tis to dispense with the performance of 

the special operations of arithmetic.'' 

It will be found that the advantages and success of the 

method depend in great measure upon the notations which have 

bean employed. 

2. To indicate concisely the quantities discussed different 

notations have been used. The numbers belonging to the same 

class being denoted by the same letter, the different numbers of 

that class are distinguished by affixing numbers or letters, e.g. 
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We have frequently to deal with a series of such classes, each 

containing the same number of elements; these whan written 

one under the other in rows form a rectangular array, the 

class being denoted by the letter while the sufSx indicates the 

position of the element in the class. 

E.g. a„ a^, a^ 

K' h> h 

8. In the theory of determinants we have frequently to deal 

with several such arrays, and it will be found that the most con­

venient notation is the following: 

O'n, %. «i3) ••• «ip. 

'̂ 21' '̂ 22' ̂ 23' ••• '̂ iP' 

where there are m horizontal and p vertical rows of elements. 

Then a^, is that element in the array of a's which is situated 

at the intersection of the A;*" horizontal and s* vertical rows. 

The first suffix tells us the horizontal and the second suffix 

the vertical row in which the element stands., 

In the present work these horizontal and vertical rows will be 

called rows and columns; a,̂  therefore stands in the /fc* row and 
s^ column.. 

Occasionally w h e n w e are dealing with a single array the 

letter is omitted, and instead of â , w e write {ks) only. Such, 

a notation is called an umbral notation, {ks) being not a quantity, 
''• were, the shadow of one. 
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{ks) simply, and the whole set of lines joining the points of the 

two groups would be denoted by the array in § 3. At the same 

time the meaning of any selected element d̂ j is perceived at once. 

5. If we have any n elements a,, a^,. ... «^, wa may call 

where the elements are arranged according to the magnitude 

of the numbers forming - the suffixes, the natural or original 

order of the letters. Any other order is called a permutation 

of the elements. One element is said to ba higher than another 

when it has the greater suffix. W h e n in any permutation an 

element with a higher suffix precedes another with a lower we 

have an inversion. 

Thus the permutation â , â , â , â , of four letters, contains the 

following four inversions. 

where we compare each element with all that follow it. 

Following Cramer it. is usual to divide the permutations of 

a given set of elements into two classes; the first class contains 

those permutations which have an even number of inversions, the 

second those which have an odd number. 

6. By permutating the elements a^, a^,...a^^ we obtain all 

possible ways in which thay can be written. The same result is 

arrived at by writing down all the permutations of the suffixes 

1, 2, n and than putting a's above them. 

By repeated interchange of two suffixes we can get every 

permutation of the given elements from their original order. 

For if we start with two suffixes 1, 2, thay have but two 

arrangements, 
1, 2, 2, 1, 

of which the second is got from the first by a simple interchange. 

Taking three elements 1, 2, 3 out of these wa can select the duad 

2, 3, whose permutations are 2, 3 ; 3, 2. Prefixing 1 to each of 

these we gat 1, 2, 3; 1, 3, 2, which are two permutations of the 
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given elements. Proceeding in like manner with tha otheif duads 

1, 3; 1, 2, we get tha six arrangements of three figures 

12 3, 13 2, 2 3 1 

2 13, 3 1 2 , 3 2 1. 

Next take four numbers 1, 2, 3, 4. W a gat four triplets by leaving 
out one number, viz. 

12 3, 12 4, 13 4, 2 3 4. 

For each triplet we can write down six arrangements by tha rule 

just given for three numbers, then adding on tha missing number 

we get twenty-four arrangements of four numbers, viz. 

1 2 3 4 

2 1 3 4 

1 3 2 4 

3 1 2 4 

2 8 1 4 

3 2 1 4 

1 2 4 3 

2 1 4 3 

1 4 2 3 

4 1 2 3 

2 4 1 3 

4 2 1 3 

13 4 2 

3 1 4 2 

1 4 3 2 

4 1 8 2 

3 4 1 2 

4 3 1 2 

2 3 4 1 

3 2 4 1 

2 4 3 1 

4 2 3 1 

3 4 2 1 

4 8 2 1. 

And so wa could go on to write down the arrangements of any sat 

of elements. 

The number of a,rrangements of n letters is 1.2.3...W or n\ 
an even number. 

7. If in a given permutation two elements be interchanged 

whila all tha others remain unaltered in position, the two resulting 

permutations belong to different classes. This will be proved' if 

wa can shew that the difference between tha number of inversions 
in the two permutations is an odd number. 

We can represent any permutation of a group of elements by 

A d B e G (1), 

where d and e axe the two elements to ba presently interchanged, 
A the group of elements which precede d, B the group between 
d and e, and G the group which follows e. The permutation we 
obtain is 

A e B d G ,...(2). 



6—8.] PERMUTATIONS OF ELEMENTS. 5 

The number of inversions in tha two permutations (1) and (2) due 

to the elements contained in the groups A, B and G is in each 
case the same. And since tha elements of A precede d and e in 

both, permutations wa get no new inversions in (2) from these; the 
elements of G follow both d and e, and therefore give rise to no 
new inversions. W e have therefore only to consider the changes 
in the two permutations 

d B e a.nd e B d (3). 

Suppose that e is higher than d; let B contain h elements of 

which ĥ  are higher than d and ĥ  higher than e. Then in tha 

permutation d B e we have, independently of the inversions con­

tained in B itself, h — b̂  Hp^^ inversions, because there are b — b̂  

elements lower thanrd-AnA. b̂  higher than e. 

In e B d we have b—h^inversion's on account of e, ĥ  on account 

of d, and one because e is higher than d; thus, without counting 

tha inversions in B, we have & — Ŝ -f 6j-f 1. The difference between 

tha number of inversions in the permutations (3), and therefore 

in (1) and (2), is thus 

S - &, + &,-f I-(6 - 5,-f &,) = 2(6, - &,)-t-1, 

which is an odd number, shewing that the permutations belong to 

different classes./ 

8. The same result may be arrived at as follows.; If there be 

n quantities whose natural order is 

ttj, a,_,...a^, 

and if in any arrangement we subtract each suffix from all that 

follow it and multiply these differences together, wa shall have a 

product whose sign will depend on the number of inversions in 

the given arrangement, tha sign being positive if the number of 

inversions is even and negative if the number of inversions is odd. 

If then i, k be any two suffixes chosen arbitrarily which are to be 

interchanged, i preceding k in the given arrangeinent, the product 

of tha differences will consist of four parts. 

(i) Tha factor k — i. 

(ii) and (iii) A set of factors such as r — k, and r — i, 

where r is some number of tha series l...n excluding i and k. 
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(iv) A set of factors such as r — s, where r, s are any two 

numbers of tha series 1, 2...n excluding i and k. 

Then for the given arrangement the product of the differences 

wiU be 
+ (/« - i) n (r - i) (r - A) n (r - s), 

where the symbol II stands for "the product of all such factors." 

If now we interchange i and k, tha signs of all factors such as 

(r — k) (r — i), (r — s) remain unchanged, while k — i changes sign. 

Thus on interchanging two elements the product of tha differ­

ences changes' sign, i.e. by interchanging two suffixes wa have 

introduced an odd number of negative factors and therefore of 

inversions, hanca the two arrangements considered belong to dif­

ferent classes/''' • 

9. If in a series of elements each is replaced by the one 

which follows it, and the last by the first, wa are said to have got 

a cyclical permutation of the given arrangement. If tha system 

of elements 

be considered as forming an endless band, if we cut this band 

between a, and a^ wa have the natural order, cutting it between 

ttj and a^ we have a cyclical permutation of the first order, and so 
on. 

Such a cyclical permutation is equivalent to n — 1 simple 

interchanges, viz. wa move a^ from tha first to the last place by 

interchanging tha first and second elements, than the second and 

third, and so on, in all w — 1 simple interchanges. Thus a cyclical 

permutation of a given arrangement belongs to the same or 

opposite class as tha given one according as tha number of ele­
ments is odd or even. 

10. Every permutation of a given set of elements may be 

considered as derived from a fixed permutation by means of cyclical 
permutations of groups of the alamants. 

. This is best illustrated by an example. Let the suffixes of two 
permutations of nine elements ba 

r, (5,-3, 2, 1,,4,'4 5̂ 9'̂  

8, 7, 9, 5, 1, 6, *, 3; 2' 
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Here the second permutation is obtained by replacing in the first 

7 by 8, 8 by .4, 4 by '6 and 6 by 7, which completes a cycle. Then 

3 is replaced by 9, 9 by 2, 2 by 5 and 5 by 3, which completes 

the second cycle. Lastly, 1 forms a cycle by itself. 

11. If elements which remain unchanged like 1 in the 

preceding example be considered as forming a cycle of one letter, 

w e m a y state tha following theorem: T w o permutations belong 

to the same or different classes, according as tha difference be­

tween the number of elements and the number of groups by 

whose cyclical interchange one permutation is got from the other, 

is even or odd. 

For if there ba n elements altogether, and p cycles of m,, 

n^...nj, letters, the cyclical interchanges are equivalent to 

{n^-1) + in^-l) + ...+in^-l) = n^-\rn^...+%-p 

= n—p 

simple interchanges, which proves tha theorem. 

In the example in Art. 10,n = 9,p = 3, and thus they belong 

to the same class. 

12. If tha number of rows and columns in an array be tha 

same, we have a square array. Let such an array, containing n' 

elements, ba 

"'W 1̂2 (̂ ln> 

The diagonal of elements a,,, â .̂.. a^^ will be called the leading 

or principal diagonal. 

A certain function, which is called a determinant, can be 

formed with the alamants of this array as follows : From the array 

choose n different elements such that there is one and only one 

element from each row and column, multiply these alamants to­

gether, the product will be a term of the determinant of n letters. 

For example, the set of elements 

»11. «22 a,,n' 
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situated in the principal diagonal of the square array, form a term 

of tha determinant; this will ba called the leading term, and to 

it wa assign the positive sign. 

The sign of any other term 

is determined as follows. From the mode in which the alamants 

ware selected, it follows that 

f, h ... s, and g, k ... t 

axe each of tham permutations of 1, 2 ...n. Let them contain 

p and q inversions respectively, then tha sign of the term 

is (— 1)^"^'. The sum of all the possible terms with their proper 

signs is the determinant of the array. 

Mora simple rules may be given for determining the sign of 

any, term. If we interchange any two elements â , and a,,, tha 

term does not change its sigm For this interchange is equivalan-t 

to the interchange of, i with h and J with k. By these two in­

terchanges we increase both p and q by an odd number, and hence 

the sign of the term is unaltered. It is therefore usual to give 

to one series of suffixes their, natural order, whan one of tha two 

numbers p or g is zero, and the sign of tha term of tha deter­

minant depends solely on the number of inversions in the other 

series, and is the same whether the first or second series of suffixes 

retains its natural order. 

It is thus clear that all the terms of tha determinant will be 

obtained from the leading term 

by keeping the first suffixes fixed in their natural order, and 

writing for tha second suffixes in succession all possible permuta­

tions of the elements 1, 2 ... w, giving to the product of the 

elements the positive or negative sign according as the number 

of inversions is even or odd. 

Such a determinant is said to be -of the n^^ degree, since each 

term is the product of n elements. It has nl terms in all, since 

this is the number of permutations of tha second suffixes, each 
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of which gives a term of the determinant. One half of these 

terms have the positive, tha other half the negative sign. 

/-';' 13,, Various notations are employed for the determinant of a 

syateni of r̂  elements. Cauchy and Jacobi denoted it by drawing 

two vertical lines at the sides of the array, or by writing + before 

tha leading term and prefixing a summation sign, 

Sylvester uses the umbral notation 

1, 2. 

1, 2, 
n, 
n. 

If tha determinant ba written in the form 

^1, Vv ^1 • 

^2' Vi' ̂ 2 • 

n̂> Vn' ̂ n 

we may denote it by^ 

I ^i, Vi, ^i ••• I (•i = l> 2 ... n ) , 

meaning by this thar i is tcrtake'the different values 1, 2 ... n in 

succession. Lastly, the determinant with double suffixes may 

be denoted by 

i a** I {i ^ = 1 . 2 ... n), 

'the bracket at the side telling us what values the suffixes i and 

k take. 

This bsais-kat is frequently omitted in practice. 

This notation is, I believe, due to Prof. H. J. S. Smith, who 

employs it in his report on tha theory of numbers, Brit. Ass. Rep., 

1861, p. 504. 

14. From Art. 6 we know tha permutations of a system of 

two, three, or four elements. These give us tha determinants of 

degree two, three, and four, viz. 
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a. a„ 11' "-12 
«21. «22 

^11' %> «13 

^01 ) QS„„ I Cfoo 

= «11«22«33 - <̂ l,"'Û 3B + «18®2A2 

01' ^1. 

^2' ^. 

4, 63, 

4'-4' 

"i. 

2̂. 

3̂, 

C4, 

-̂J, 

< 

3̂ 
A 

- "'11<^2A2 + «12«23«̂ 3l - «13«22'^31' 

= -a:f)-ffii- ajj^c^d^,- a}>f^d^ + apfi^d^ '> 

+ O'h'^iK- aA<^A - o-k^A + "'K'^A 

+ af)f.d^ - apf^d^ - a p f A + «4̂ 2Ci'̂ 3 -

•) 4- ap^c^d^ - ap^c.d^ - af)̂ cfî  -I- ap,c^d^Q 

0 + O3&4CA - ^ h ^ A - «2^cA + ^3^2^^ -

- + a2V3'^l - "̂ 4̂ 2«3«̂ l - «3^CA + «4^C2^1- -

A usefuLmnemonical rule for -writing down the expansion of 

any determinant of th"e third order is the following, due to Sarrus. 

Let the determinant be 

â , 6„ c, 

a2' -̂ 2' ĉ  

Alongside of this repeat the first and second columns -in 

order 

a, 5, Cj a, &, 
\ X X / 

«2 ^2 ̂ 2 «2 ̂ 2 ' 
/ X X \ 

«8 3̂ "3 «3 ̂ 3 
and form the product of each set of three elements lying in lines 
parallel to tha diagonals of the original square. Those which lie 

in lines descending from left to right have tha positive, the others 

the negative sign. 

Thus the determinant is 

- c.&.ag - a,c,&3 - \a^c^. 

In practice it is not necessary actually to repeat the columns, 

but only to imagine them repeated. 



14—16.] ALTERNATE NUMBERS. 11 

It is not difficult to devise similar rules for determinants 

of higher order than tha third, but w a shall obtain methods for 

reducing the expansion of a determinant to that of several deter­

minants of lower order, and for reducing the order of a determi­

nant, so that thay are unnecessary. 

15. If we interchange rows and columns in the determinant 

of Art. 13, w e get 

*11' "'21' 

'̂ 12' *22' ••• '̂ "2 

. a„. 

This is the s a m e as tha original determinant -with tha suffixes 

of each element interchanged. Its expansion is then obtained 

from that of tha original determinant" by interchanging in each 

term tha suffixes of each element. That is to say, in the term 

a^j, â g ••• '̂ n™ "we keep tha second suffixes fixed in their natural 
order and write for the first suffixes all possible permutations of 

1,2 ... n. But the reasoning of Art. 12 shews that each term in 

the n e w determinant has tha same sign as tha corresponding one 

in the original determinant. 

Thus a determinant remains unchanged in value when its 

rows and columns are interchanged. 

Alternate Numbers. 

16. The magnitudes with which w e deal in ordinary or 

arithmetical algebra are subject, as regards their addition and 

multiplication, to tha following principal laws : 

(i) The associative law, which states that 

{a + b) -bc = a+ {b + c) = a + b+ c, 

or that ab .c=a. bc = abc. 

(ii) The commutative law, which states that 

a + b = b + a, 

ab = ba. 
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(iii) Tha distributive law, which states that 

(& + c) a = &a -f ca, 

a(b-\-c) = ah -f ac. 

The researches of modern algebraists have led tham to con­

sider quantities for which one or more of these laws ceases to hold, 

or for which one or more of these laws assumes a different form. 

Numbers, whether real or ideal, which follow the laws of 

arithmetical algebra will be called scalar quantities. 

W e shall find it useful to consider a class of numbers which 

have received the name of alternate numbers. These are deter­

mined by means of a system of independent units given in sets 

like tha co-ordinates of a point in space; such a set will ba 

denoted by ê , ê , ... e„. A number such as 

A=a^e^-i-a/.^+ ...-i-â ê , 

formed by adding the units together, each multiplied by a scalar, 

will be called an alternate number of the n^ order. 

In combination with scalar quantities and with units of other 

sets these units follow the laws of ordinary algebra. In combina­

tion with each other tha units of a system follow the associativa 

law and tha commutative law as regards addition, but for multi­

plication we have the new equation 

eA- = -eA (1). 

As a consequence of which it follows at once that 

e/ = 0 (2) 
for all values of i. 

17. If A= a^e^ + a^e^ + ... + a„e„, 

be two alternate numbers of the w"" order, we<^efin|\their product 

as follows: 
A B = ^atB^bfij 

i •• i 
= tafi,. bfi,. 

= 'laf),efi,. 
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Hence, by aquations (1) and (2) of Art. 16, / i 

A B = ia}>̂  - a])^ e,e, + {afî  - afî ) ê ê  + ... ^ 

"̂  V^l M ( ^ fff • +(«„-A-«A-i)e„_A-

Thus clearly A B = — B A and A ' = 0, proving that alternate 

numbers have tha same commutative law of multiplication as tha 

units. 

This kind of multiplication, where A B = — B A , is called polar 

because the product A B has opposite properties at its two ends. 

18. Ii k he any scalar 

{A +kB)B = A B + kB' = AB, 

so that the product of two alternate numbers is not altered if one 

be increased by a multiple of the other. 

If wa have a product of more than two numbers 

ABC L, 

it follows that for one of them, say G, we can write 

C-hk^A-i-k^B+... + k,L, 

and the product will stUl remain unaltered. 

The alternate numbers belong to that class of algebraical 

magnitudes for which multiplication is a determinate, but division 

an indeterminate process. Viz. 

-^ = A+kB, 

where k is an arbitrary scalar. 

Tha continued product ê ê ... en oi all tha units of a set will in 

future ba assumed to be unity. A n explanation of this assumption 

-wiE ba given later on. t,. k . 

19. If now wa take a square array of elements such as that in 

Art. 12, we can form a system of n alternate numbers of the n,"" 

order by taking the elements of each row to form the coefficients 

of the units in the numbers. Let P he the product of all these 

numbers, so that 

-f = («̂ nei + ai2«2 + • • • + O^mO (asî i + 022̂ 2 + • • • + ttanO • • • 

Kiei + «»2«2+--- + cr-„,eJ-
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On multiplying out tha factors on the right, 

P = Sa„a,,...a,„e/,...e.. 

If gj, ê ... e„ were ordinary scalars'the product e/.̂ ... e/would be 

formed by taking n numbers from ê , ê ...ê , and any number 

might be repeated 1, 2 ...n times; but since 6̂ ,6̂ ... e, = 0 if any 

two units are alike, it follows thatj), g'... s is to be a permutation 

of 1, 2... w. It follows at once from the law of multiplication 

(equation 1, Art. 16) that 

where v is tha number of inversions in tha series e^e^... e„, 

Thus P = g,gp,,.=<S (-1)' ffij^a^e • • • «̂ M' 

but the term under the summation sign is a term of the deter­

minant of tha system of elements, with its proper sign. Thus 

F = i ftft I e,ê ...en 

= 1 »a I • 

Hence the determinant of a system of n' elements is expressed as 

a product of n alternate numbers Hnear in these elements. From 

this it immediately follows that if all the elements of a row ara 

multiplied by the same number tha determinant is multiplied by 

that number, and if all the elements of a row vanish the deter­

minant vanishes. 

In future wa shall write for a determinant of the n ^ order 

whichever of the forms 

a,. n^,. S±an42---«n 
{Aj = ttjjC^ + â êj 4-... -I- a,.„ej is most convenient. The letters i, k, j 

taking all the values 1, 2 ... n./', 

20. If the determinant is so constituted that the different 

factors of which it is composed do not contain all the units, its 

evaluation is frequently readily effected. 

For example, the determinant 

osii,. 0, 0 0 

..0 4l' ^2' ̂  
0 
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in which all the elements above the leading diagonal vanish 

reduces to the predict a.̂ â̂ .̂.. a„„. 

For it is equal to the product of the alternate numbers 

«iA "" 

OSjl̂ l + '*22̂ 2 

«31«1 + <̂ ^̂ i + <=̂33«3 

««1«1 + «»2«2 + Ĉ «3«3 + • • • + a«A. 

Since tha first niambar contains e^, and ê  only, all terms in the 

product of tha remaining factors which contain ê  disappear w h e n 

multiplied by this factor, so that as far as wa ara concerned w e 

m a y suppose â ,, a^^... a„j to vanish.. The second number reduces 

to a^e^, and tha product of tha first two to â ê̂ â ê̂ . W e m a y 

shew in like manner that â ,̂ a^^... m a y vanish, and so on. Finally 

the product reduces to 

B y an interchange of rows and columns it follows that the 

determinant for which all the alamants below the leading diagonal 

vanish also reduces to its leading term. 

21. 

D = 

A s another example let us consider the determinant 

0, cos (fflj -f ttg), cos (fflj + flg) •. 

cos (ttg + CSi), 0, cos (dg + 0̂ 3) • 

CC'S (cSg -\r aJ, cos (ftg + aJ, 0 
/ 

of order n-. the element in tha i"̂  row andy"' column is cos {a. 4- a,) 

nnless,i=j, when it vanishes. 

p- pstitute for the cosines their axp)onantial values and write 

e'''̂ -i = a. 
-t queii - "' J 

llike ti) is the product of such factors as 

& ;{, 4 i/Ô -fr ' LO-t-'tC. <• I 6, , tre 

J. 

3. 

more 

+ («'""+^j^»] 

rti.i.\g.: 
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where E= a^e, + a.^e^ + ...+a„e„, 

F=^-^ + ^^ + ...+^^. , X 
«i o.̂  n̂ y y- -- ' 

, * J', 
Thus if 7 a,E+?-=A„ ^J/^ 

wa see that (^ 2)".Z) = H (2 cos 2a,. e, - A^. •v^ 
.•y;i^< "•—'•' 
"̂'̂  N o w observe that since the quantities A^ depend only on the 

two alternate numbers E-wxdF, the product of more than two of 

them must vanish. Hanca expanding 

(-2)"D= 2''cos2a^cos2a„...cos2a -2'^ cos2a,...cos2a S Y''"'-t" 
^ ' 1 2 M 1 >• 2 cos 2a„ 

H- 2" cos 2a,... cos 2a 2 ^ "'^"-^ "^"-' ^" 
4 cos 2c&„', cos 2a 

N o w e,e,... e„_i ̂ „ = e,... ê _̂  {a^E+ -

= —2+C = 2cos2a„.' 

= f " ^ - — T = -4sin'K-l-'^J• 

Thus 

or 

•{-1)''D - I ,, t ^^"'^"^-^^^ . 
cos 2aj cos 2a2... cos 2a„ cos 2a. cos 2aj,' 

i-iy-^B ^^ sinM«.-«J 
COS 2a, ... cos 2a„ cos 2a, cos 2a„' 

where {i, k) are all duads derived from 1, 2 ...n. 
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GENERAL PROPERTIES OF DETERMINANTS. 

1. If two columns or rows of a determinant be interchanged 

the resulting determinant is equal in value to tha original, but of 

opposite sign. 

Let B = U iaae^+ ... + â Bj-h ... + a„,e„+ ... + a,A), 

then, if D' is the determinant got by interchanging tha /*" and 

A* columns, 

D' = n (a„e^ + .., + a^,^ej+...+ a,fî  + ... + a,„ej ; 

but since in addition wa follow the ordinary commutative law, D' 

is got from I) by interchanging e, and ê  in the product on tha 

right. This leaves the scalar factor unaltered but changes the' 

sign of the product of tha units, thus 

D'=-D. 

Interchanging two rows of a determinant, say tha f^ and k̂ , is the 

same as interchanging the two factors Aj and J.̂. on the right f'this 

is equivalent to an odd number of inversions, and hence by the 

rule of multiplication changes the sign of the product. 

2. If two rows or columns of a determinant be identical tha 

determinant vanishes. For by'the interchange of the two columns 

in question the determinant changes sign, but both columns being 

alike tha determinant remains the same, thus 

D = - D or Z)=0. 

3. If each element of the i^ row consist of the sum of two or 

more numbers the determinant splits up into the sum of two or 

s. D. 2 
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more determinants having for elements of tha i*'^ row the separate 

terms of tha elements of the i"" row of the given determinant. 

For if Z)=nJ.„ 

and A, = {a,^ 4- k,) e^ 4- (a,, -I- h,) e, 4-... 4- (a,„ -F 6J e„ 

= (a.̂ e, -1-... 4- a^ej + {b,̂ ê  -1-... + b,„e„) 

==A\ + B,; 

since A^...A,...A^ = A^...iA\ + By..A^ 

= A,...A\...A^ + A,...B,...A^, 

we have D = D^+D^, 

where D^ and D^ ara determinants having for elements of the i*" row 

in the /c"" place a,,, and 6^ respectively. 

Rapaatad applications of this reasoning shew that if tha 

elements of the if̂  row consist each of tha sum oip elements, then 

the original determinant can be resolved into the sum of p deter­

minants having for their H^ rows the terms of the elements of the 

H"̂  row of the given determinant. 

Tha same theorem would apply if tha elements of a column 

consisted of the sum of elements. In fact whenever a theorem 

applies to rows it applies equally to columns, as these can be inter­

changed (i. 15). 

In future, when a theorem is stated with regard either to rows 

or columns, it is to ba understood as applying also to the other. 

4. The value of a determinant is not altered if we add to the 

elements of any row tha corresponding elements of another row, 

each multiplied by the same constant factor. 

For if wa add to the elements of the ??" row those of the F' row, 

each multiplied by p, the resulting determinant is 

A,...iA+pA,)...A,...An=A^...A,...A^...A^+pA,...A,...A^...A,^ 

the latter product vanishing, since it contains two identical factors. 

For brevity the operation of adding corresponding elements of 

two rows is usually spoken of as adding the rows. 
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5. Tha theorem of tha last article is of great importance in 

tha reduction of datarminants. The following are examples of 

its application: 

(i) If corresponding elements of two rows of a determinant 

have a constant ratio the determinant vanishes. For wa have only 

to multiply the elements of one row by a proper factor and sub­

tract them from the elements of the other when all tha ele­

ments in that row will vanish, and consequently tha determinant 

vanishes. 

Of a similar nature are the two following theorems, whose proof 

presents no difficulty: 

(ii) If tha ratio of tha differences of corresponding elements 

in tha p"" and <f̂  rows to the difference of corresponding ele­

ments in the r* and s"" rows be constant, than the determinant 

vanishes. 

(iii) If from tha corresponding elements of 14-1 rows we 

form tha i^ differences and from the corresponding elements of 

m4-l rows tha m-"" differences (the second set of rows being at 

least partially different from the first set); then, if the ratio of 

corresponding differences is constant, tha determinant vanishes. 

(iv) Let D= Mj, Vj ... i, 

%, «2 ••• *2 

Subtract each row from the one which follows it, beginning with 

the last but one. Then, if 

wa have D = û , v̂  ... t̂  

Am., Av, ... At, 
1' 1 1 

Au^, Av^ ... At^ 

Am„_,,AVi---^<«-i 

Repeat the same operation, stopping short at the second row. 

2—2 
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A\=Au^,-

D = Ml, «i • 
AMj, Av^ . 

A\, A \ . 

RMINi 

- A%, 

.. t. 

..At, 

.. A \ 

[CHAP. II 

A\n-i,A\_,...A% 

Proceed in this way, leaving out a row each time, and we sea that 

Z) = 

Amj, Av, ... At, 

A\, A \ ... A \ 

A"-'\,A''-\... A"-\ 

where generally: A'm, = A'-'̂ u.̂ , — A'^'mj. 

Suppose now that u, is a function of degree 0, v, of degree 1, and 

so on, then all the elements below the leading diagonal of B 

vanish, and 
I) = u,.Av,.A'w, ...A"-H,. 

For example, if 

TO (to — 1) ... (to — p 4-1) 
TO ̂ = ^ ^ TO -= 1 
"% 1 2 i) ' 

= l.d.d\..d' 
,i-(»-+i) 

= d i . 

OT„, m., ... m^ 

{m + d)^, {m-bd), ... (to4-cZ)^ 

(to 4-•?•£?)„, {Tn-i-rd), ... {m-i-rd)^ 

For here A' (to -f- td), = d'. 

6. In a determinant of tha form 

0, 1, 1, 1 ... 

1, a„, a,̂ , a,̂ ... 

1, â ,, a^j, «23 ••• 

1, â ,, â ,̂ ttgg ... 

every element of which â , is a type can be replaced by 

As = %s + K + k, 

where h,. and k̂  are arbitrary quantities, without altering tha value 
of the determinant. 
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For multiply tha first row by \ and add it to the r'" row, then 

in this row tha first element is still 1, whUe in place of â ^ we have 

•̂rs + K- N o w multiply the first column by k̂  and add it to the s* 

column; the element in the first row is still unchanged, while the 

element under discussion has become â -̂̂ ĥ -\-k̂ . 

These transformations have left the value of the determinant 

unaltered. 

7. We are now in a position to solve the system of linear 

equations 

îi'̂ i + "-12̂ 2 + ••• 4- a,^Xn = u„ 

0̂21 «i + % « 2 + ••• 4- a^^x^ = u^, 

°'ni<̂i 4- «„,«, 4-... 4- a^^x^ = i{„ 

[or, as they may be more briefly -written, 

a,,x̂  + a,^^ 4-... 4- «,„«„ = m, (t = 1, 2...«)]. 

W a have 

îiâ i +„^2;?2 +:;: + '^"'V-J'ii^^' «i3---ĉ i. 

0S2A+«22^2+--- + «2n*»-«*2' «22. «̂ 23' ' " «2, 

c^»i^i+ a«2«'2 + • • • + «.A -'>^n> ««' a„3...«„, 

for each element in tha first column vanishes (l. 12). 

Since the elements of tha first column of this determinant 

consist of n 4-1 elements, it can be resolved into the sum of « 4-1 

determinants. 

The first of these is 

a,,x„ a,2, cijg ... aj„ 

°^2l'''l' ^22' S3 ••• ^2n 

— '̂ ll'̂ ftl' 

T h e last is 

- u „ a,̂ , a,̂ ...a,̂  

-W«. «n2. «,.3---»n« 

u., a^...a. 22 ' 2ft 

n' n2 nn 
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While any of the others, such as 

a^^x^, a^j... a^„ 

[CHAP. II. 

vanishes, because tha elements of the first column ara proportional 

to those of tha î  column. 

Thus 0Si\aiA 

a w a,„...a„, 

u.., a„o... a«. 

A n d in general x^ is obtained .by substituting in tha determinant 

\ay\ for the elements of the i"̂  column tha quantities u,...Un, and 

dividing the resulting determinant by \ajî . 

8. If p rows of a determinant whose elements ara functions 

of X become identical w h a n x ~ a , then tha determinant is divi­

sible by {x — ay~^. For, subtract any one of these rows from the 

remaining p — 1 rows; tha determinant remains unchanged, but 

n o w w h e n a; = a all the elements of these p — 1 n e w rows vanish, 

hence each element divides by x — a, and thus dividing each of 

the p — 1 rows by this factor w a see that tha determinant divides 

by {x - a)'^\ 

Ii when x = a the rows ara not equal, but only proportional, 

tha theorem is still true. 

Ex. The value of tha determinant 

{n rows) X, a. 

a, X. 

IS 

a, a X 

{x-hin-l)a]ix-a)''-\ 

For if a; = a tha n rows all become identical, thus the detar-
tainant divides by {x — a)"~'. 
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Adding all the rows to tha first, each element in that row 

becomes x -\-in — l)a, this is therefore a factor in the determinant. 

Thus tha determinant divides by 

[x+ {n — 1) a] {x — a)"~\ 

This is of the same degree as the determinant, and as tha co­

efficient of x" in the determinant and in the product is unity the 

determinant must ba equal to the product. 



CHAPTER III. 

ON THE MINOES AND ON THE EXPANSION OF A DETERMINANT. 

1. If from the n rows of the array 

»21' «2, 

wa select any p rows, and then from the new array which these 

form select p columns, these when written in the form of a deter­

minant constitute a minor of the given system. Such a minor is 

said to be of tha p^^ order. 

Since wa can select p rows from n in 

nin — 1) ... (m — p 4 - l ) _ 
1.2 ...p ""'' 

ways, and p columns from n columns in a like number of ways, it 

follows that the given system of order n has {n y minors of 

order p. 

2. If out of tha n -p rows which remain after tha above p 

have been selected we take those w—jj columns whose column 
suffixes are different from those selected in the minor of order p 

we have another determinant of order n — p said to be comple­
mentary to that of order p. 
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For example, in the determinant 

a„, a,^, ajg, a,^, a,, 

Si' S2' Ss' ••• Sr 

and 

are complementary minors. 

3. Ii p = 1, i.e. if wa take a single element, the complemen­

tary minor is a determinant of order n — 1 , which is called tha 

complement of the element. This complement is obtained from 

the original determinant by omitting the row and column in which 

the selected element stands. For example, the complement of the 
element â,,, which we denote by Â ,̂ , is 

a. II «>. I.S-1> a. ii+i a, •i» 

"•j-ll '•• '^i-lt-l; "'i-li+l ••• "-i-in 
S+11 • • • ^i+ls-1, S+li+1 • • • S+lre 

'ml a. nTi-l > a. 'iiS+l a„. 

This is sometimes spoken of as a first minor of the given 

determinant. In like manner the determinant formed by omit­

ting p rows and p columns would ba called a y" minor; it is 

to ba, observed that a p*^ minor is a determinant of order n — p. 

4. Wa may extend tha meaning of complementary minors as 

follows: From the array in Art. 1 select p rows and p columns, 

then from those that remain q rows and q columns, from those 

that remain r rows and r columns, and so on. With the elements 

in these selected rows and columns form determinants; these will 

form a complementary system of minors if 

p + q + r -{-... =n. 

The number of ways in whiah we can form such a system is 

nl 
! a\ p\q ! r! ...j • 
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lt is of course permissible that one or mora of the numbers 
p, q, r ... should be unity; tha corresponding minor is than a 

single element. For the determinants 

1̂2' 

«42' 

^2' 

Ss' 

^3' 

S3. 

«16 

Sa 

S6 
a„,, a,, 

form such a complementary system, and there ara 3600 such 

systems. 

5. We have hitherto only considered the product of a set of 

alternate numbers equal in number to the number of units. Let 

us now consider the product 

{a„e, + a,^e^ 4- ... 4- a^^ej ... (a^^e, 4- a„A 4- ... 4- a„A); 

this is equal to 

ta,^a.^ ... a^e^e^ ... e,, 

where p, q ... r consist of all combinations to at a time from 

1, 2 ... n, repetitions being allowed. 

First, if m > w, we must have repetitions in every term of the 

sum, and hence (i. 16, Equation 2) the whole vanishes. 

Ii m = n, w e have the case of i. 19, and the s u m is the deter­

minant I ajj I . 

But if m<n, the sum is formed by taking iox p, q ... r all 

TO-ads from 1, 2 ... m and permutating the elements of each m-ad in 
all possible ways. 

Namely, the term 

is got by taking tti/j, from the first factor of tha product, a^ e from 

tha second ..., and a„,.e, from the last factor. But w e should still 

get the product of the units ê ê  ... e„ though in a different order 

if w e take the p** term of some other factor than the first, the o"" of 
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some other than the second, and so on. Tha term of tha product 

which multiplies Cj,e,j ... ê  is fhus got from 

SpSj ••• *™-

by permutating^, g' ... r in all possible ways, and giving to eacJi 

term the sign corresponding to the number of inversions in its 

second suffixes, p, q ... r being considered tha original order. The 

sum of these products is 

ttjj,, a „ ... a,^ 

Su' '̂ w- ••• Sr 

a.. 

Hence the product of the to factors is equal to 

Si" Sa 

S)" Ss 

Sib? .̂ffl 

.(1). 

In like manner, if w e take the remaining factors necessary to 

form the determinant | â ^ |, w e have 

(«m+i A 4- ... 4 S.+ine«) ••• ( S A 4 - ... 4-a„„e„) 

= 2 '^oi+ltC '^ro+l» 

Su' Sd ••• S 

•(2), 

where u, v...wis a combination of n — m numbers selected from 

1, 2...W. 

N o w multiply the equation (2) by the equation (1) and w e 

obtain 

lsJ = ^{(-i)-' 

«.,,. ... a» 

}; 

where from the nature of tha alternate numbers e it follows 

that the two determinant factors under the summation sign are 

complementary minors, and v is the n u m b e r of inversions in 

e^e,... e,e„e„... e„ or in j3, q ...r, u, v ...w. 
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This theorem, usually called Laplace's theorem, gives the 

expansion of a determinant in the form of a sum of products of 

complementary minors. 

It is assumed in tha above that the complementary minors are 

formed from the first to and last n — m rows. Since by a suitable 

change of the order of the rows and sign of the determinant any 

TO rows can be brought into the first to places, this is no real 

restriction. 

6. For examples we have 

a„, a. 

K ^2. ̂ 8. 4̂ 

^2' Ẑ> ^i 

= (12) (34) + (23) (14) + (31) (24) 

-f (34) (12) 4- (14) (23) 4- (24) (31), 

(tĵf Ctg, Ctg, CÛ  

"where for brevity 

(12) (84) 

In like manner 

K h 

C3. c, 

d̂ , d^ 
&c. 

S> S' S' S' s 

K K K K K 

d„ d̂  

e„ e,. 

where 

= (123)(45)4-(142)(35)4-(134)(25)-h(243)(15) 

4- (125) (34) 4- (315) (24) 4- (235) (14) 

4- (145) (23) 4- (425) (13) 

4-(345) (12), 

(123) (45): S' S' 
&1' h. 
C,' c„ 

0̂3 

-̂3 

C3 

d,, 

64-

d. 

65 
&c. 

7. If when tha determinant is divided into two sets of m and 

n — m rows there ara n — m columns of zeros in the set of to rows 

tha determinant reduces to the product of the minor of the 

remaining m columns and its complementary minor. 
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This is clear, for with the exception of this single minor of 

order to all tha others vanish because thay contain at least one 

column of zero elements. 

If the sat of to rows contains more than n • 

zeros the determinant vanishes. 

columns of 

Thus, for example ; 

while 

s. 

K 

Ci. 
d„ 

S' 

K 

C-2, 

d2 

0, 

0, 

% 

4 

s. 

K 

Ci' 

^1' 

î' 

0 

0 

"4 

^̂4 

S' 

K 

C2' 

d,, 

2̂. 

= 

0, 

0, 

0, 

3̂' 

63. 

S' 

K 

0, 

0, 

0, 

d„ 

e„ 

s 

K 

0 

0 

0 

d. 

% 

C?g, d^ 

= 0. 

8. In Art. 5 w e resolved a determinant into tha sum of 

products of pairs of complementary minors. W e can however 

resolve it into a sum of products of as many complementary minors 

as w e please. 

For wa can di-vida up tha n factors'whose product is \a^\ as 

follows : Take tha first u, the second v ..., the last w. The product 

of the first u factors would be of the form 

Si" Sa ••• Sr 

Si" Ss ••• Sr 

or %D„ 

p,q ... r being u numbers taken from 1,2 ...n without repetition 

and D„ a minor of order u from the first u rows. 

In like manner tha product of the next v factors would ba 

B, being a minor of order v chosen from tha v rows. 
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Lastly, the product of the w factors would be 

%D^e^e,...e„ 

with a similar meaning for tha quantities involved. 

N o w form tha product of all tha factors, taking care to keep 

t h a m in their proper order, and 

laJ = 2i)„-D„-^»' 

where D„, D„, ...-D„ form a system of complementary minors of 

the determinant |ajj|. 

Tha sign of the term is determined from the number of inver­

sions in 

P, l-.-i', f, g •••K r,s...t. 
CA. 

9. If in Art. 5 w a restrict the first product to the single 
fabtor 

S A + S2e2+".+SA (1). 

the second product becomes 

A.,E, + A.,E,^...+A,,E„ (2), 

where A ^ is the complement of a.y (Art. 3) and 

E ^ = e,e,...ej_,ê ,̂...e,̂ . 

For wa get a term of the product by lea-ving out each unit 

such as e, in turn, i.e. by forming a determinant with the remain­

ing n — 1 columns ; and since we previously omitted the i"" row of 

the given determinant, this determinant is A^. 

Now multiply tha n — 1 factors which form (2) by tha remain­

ing factor (1); we obtain 

(- 1)*"'ISJ = Si^ii- aAi, + ... + (-1)'"'a^A^ + ... 

For ejEj = «,. e,... ej_,eĵ , ...e„ 

= i-iy-\...e^ = i - i r \ 

ê E,̂  = 0 if y is not equal to h. 

The factor (— 1)*"' on the left is accounted for in tha same 
way. 

Thus |a,J = 2(-l)'^'a,A-
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For example, 

S. S' S' S 

K K 3̂. ̂4 
^ u Cj, C3, C^ 

^ 1 ' ^ 2 ' '̂ 3> ̂ 4 

S' 

^-2' 

^2' 

S' s 
^-3' ̂ 4 

^3' ^4 

- "2 s. 

z-l' 

di. 

S' 

?'3> 

^3' 

s 

h 

d. 

+ c. S' 

&1' 

di, 

S' 

&2' 

^2' 

s 

h 

< 

-c. S' S' s 
^1' &2' ̂ 3 

S) S' s 

10. In the final equation of Art. 9 A^J is got from la^^l by 

srasing tha i"" row and /'' column and writing tha remainder as a 

ieterminant. It is however more symmetrical, and sometimes 

convenient, to give to A.j a different form obtained by a series of 

jyclical permutations of rows and columns. 

In A^j remove the first row by a series of interchanges to the 

ast place, then move what is now the first row to tha last place, 

m d so on, until we arrive at what was tha {i — Xf" row, which we 

•emove to the last place. This introduces if, — 1) (w — 2) changes 

jf sign. 

Now remove tha first column to tha last \ lace, and so on, J — 1 

jimes, necessitating (j — 1) (w — 2) chang^s of sign. In all we have 

ntroduced 

{i - 1) (m - 2) 4- (j - 1) (w - 2), or {i 4-j) n 

;hangas of sign (an even number of changes being neglected). 

3o that, if the new determinant is called A!̂ ,̂ we have 

tnd IaJ = S(-iy"^"'^"X^;. 

vhere 

^',.= 
. a,_, a. • Sf-i 

S-1./+1' S-l.;+2 • • • S-ln S-11 • • • S-iy-1 
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For example. 

[chap. III. 

S' s. s 

K h. h 

C„ C„ C3 

=&1 "2. 

s. 

C3 

S 

+ &2 C3. 

s. 

Ci 

s 

+63 ",. 

S' 

C2 

s 

Si---

Si • • • 

--•S 

...a„ 

In future wa shall always write 

ls,J = 2ay.4y, 

and suppose that A ^ has its proper sign. 

11. We may arrange tha complements of the elements of a 

determinant in another square array, and than the two arrays 

Al An] 

(1)' [ (2), 

nl -'̂ nn J 

are said to ba reciprocal. 

If now a sum ba formed by multiplying each element of a row 

of (1) by tha corresponding element of a row of (2), and adding 

these products together, the sum is equal to the original deter­

minant or zero, according as the two rows have the same suffix or 

not. Namely, 

Si4i + S2A2+--- + S»An=ls«.| or 0, 

according as i is or is not equal to j. 

For if % is equal to j tha sum on tha left is tha expansion of 

the determinant according to the elements of tha z"" row, but if i 

is not equal toj tha sum on the left is what the expansion of the 

determinant would ba, if its z"" and f" rows were identical, but if 

the elements of two rows are identical the determinant vanishes. 

In like manner, if wa multiply the elements of a column of (1) by 
the corresponding elements of a column of (2), wa gat 

Si^u + S-4^ + • • • + Si^n/. 

and this sum is equal to \â ^ or 0, according as i is or is not equal 

toj. 

12. If all the elements of a row vanish the determinant 

vanishes, as we see at onca by expanding the determinant accord­

ing to tha elements of that row. If all but one vanish the 
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determinant reduces to the product of that element and its com­

plement; viz. if all the elements of the i"" row vanish except a^, 

then -the determinant reduces to a., A .„. 

Thus for example. 

0, a,,... a,, 

a.„... a„. 0, 

0> S2---S 

0, â ^ S3---S™ 

0, 0, a33...a3,. 

0, 0, 0 a„„ 

S2' S3---Si 
0, a33...a3, 

0, 0 a„ 

= S1S2 

= S1S2 

S3 

0.. 

=^33-

• •s„ 

•-S. 

•Sn-

13. The theorem of the preceding article is of use in evaluat­

ing a determinant by reducing it to one of lower order. If the 

determinant is not of the required form to begin with, it can 

sometimes be reduced to it. W e may exemplify this by finding 

the value of the determinant 

D,= 0, a, a...a 

b, 0, a...a 

b, b, 0...a 

b, b, 6...0 (r), 

the suffixes denoting the order of the determinant. The elements 

of the leading diagonal are zero, those to the right of it all equal 

to a, and those to the left all equal to b. 

S. D. 3 
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If we subtract each row from tha one which follows it, begin­

ning with the last but one. 

D = a, 

•a, 

a, a. 

0, 0. 

-a, 0. 

0, 0, 0, 0...-a (r). 

T h e first column contains only pna element, hence 

D = - h a, a, a, a... 

b, -a, 0, 0... 

0, b, -a, 0... 

0, 0, b, -a... 
(r-1). 

Regard tha elements in tha first row as 

a4-0, 0 + a, 04-a... 

then (n. 3) we can resolve the determinant into the sum of two. 

D = - b a, 0, 0, 0... 

b, -a, 0, 0... 

0, b, —a, 0... 

0, 0, b, -a... 
(r-1) 

0, a, a, a... 

b, -a, 0, 0... 

0, b, -a, 0... 

ir-1). 

In tha first of these two determinants all the elements above 

tha leading diagonal vanish, hence its value is (— l)"""^ a''̂ . The 

second determinant is of the same form as that to which w e first 
reduced D,., hence 

B ^ = -bD,._,-^bi-ay'\ 

This is an equation of differences with constant coefficients for 
D^, its solution is 

a—b^ ' 
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14. In Art. 11 wa saw how under certain circumstances the order 

of a determinant might be reduced. Conversely we are enabled 

to increase the order of a determinant without altering its value, 

namely, by bordering it with a new row and column in one of 

which all the elements vanish except that common to the other. 
Thus 

> ' ' ' 
^, Si 

2/. Si. 

(-V 

0, 

S2 

S2. 

0, 

Si' 

Si. 

0 

S3 

Ss 

0, 

S2. 

S2' 

... 

... 

0 

1̂3 

S3 

... 0, 

••• s«. 

•--̂ 2». 

1 

X 

y 

where the quantities x, y ... ara any whatever. By adding on to 

these a new row and column wa can raise the order of the deter­

minant to 714 2 and So on. 

15. In the determinant D=\a^\, if we suppose only the 

element â j to -̂ ary, since on expanding according to the elements 

of the i"" row 

•̂  = S i A + ̂ is^a + • • • + ô â a + • • • 

the only variable terhi on the right is the product â^ Â ,̂ , we see at 

once that 

If among the elements of J.,̂  only a„ is variable, we see that 

d'B dA„ 

da,. " da,,da^' 

Thus 
da„da^ 

a„aa is the sum of all terms in D which contain the 

product a^a„. 

Tha differential coefficient 

dW 
da„da„, 

3-2 
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is the determinant obtained by erasing in D the •i* and r* rows and 

the /c"" and s* columns, it is complementary to 

S' S, 

S.' S» 

In like m a n n e r it is plain that 

daj.^dag,.. 
and 

J"D 
da^da^,. 

are complementary determinants if 

/, g ...p, q ... 

r, s ... u, V ... 

are each of t h a m permutations of 1, 2 ... «,, i.e. if the product 

is a term of the determinant D. 

16. If all the elements of a determinant are functions of a 

variable t w e sea that 

dD ^ dD da,,̂  ,. , _ , 
A t - ^ d a , - ^ (W. = l, 2...«). 

If we denote differential coefficients with respect to t by accents 

we have 
D' = tA^a'^ + ̂ A,,a\,+ ... 

Si' .<2. ••- S» +••• a,„ a,̂  

a ,, a 

+ 11' •12' 
Si' "^22' ••• Si 

S o that D ' is tha s u m of n determinants obtained b y substituting 

for the elements of each column of D in succession their differen­

tial coefficients with respect to t. 

A n interesting example of this is to consider the differential 

coefficient of 
D-- u, u, u , ... û  

V, V , v", 

w, w', w", 

,,(n-l) 

accents d e n o t i n g differential coefficients w i t h respect to t. 
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Each of the first n — 1 determinants obtained by tha pre­

ceding rule vanishes because it has two columns alike, the last 
alone does not vanish, so that 

dD 

dt 
u, u 
V, v' 

w, w' 

As another example take the determinant 

-D„ 1, 1 

J. 71—1 J. n—1 J. n 
t, , \ ... \ 

Then --— is got from D^ by substituting for the elements of the 

r̂^ column 

dB,, 

Hence 

dr-'D̂  

0, 1, 2t„ 3C ... {n-l)t; 

dt,dt̂  dt„ 
0, 

I, 

2t„ 

0 

1 

2i„ 

0, 

1, 

2L 

in -1) tr, in -1) tr...(«-1) t::i, t:-̂  

= i-ir-\n-l)\D^,. 

VI. W e may use the theorems of Art. 11 of the present 

chapter to prove those of Arts. 3 and 4 of Chap. Ii. 

If each element of a row of a determinant is the sum of p 

terms, the determinant is equal to the sum of p determinants 

having for their elements the separate terms of the sum in 

question. 

For if S*=i'» + *̂ + --.-+̂ »-

Then [ a,J = ta^A^,, 

= 2i),̂ j;t + tq^A^+...+ ̂ t,,Â  

= P 4 Q + ...4-r, 
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where P is the determinant obtained from the given one bywritir 

Pi'P2---Pn for t^e elements of the i* row and Q...T have simiL 
meanings. 

Tha value of a determinant is not altered by adding to tl 

elements of any row those of another row multiplied by a constai 

factor. For if to the elements of the -i"" row we add those 

tha j * row, each multiplied by p, tha resulting determinant 

equal to 

2 {a^+paj^j A ^ = '^a,,A^ 4 p2a^,^« 

The last sum vanishing by Art. 11. 

18. If each element of a determinant consists of the sum 

p terms, we could by continued application of the first theorem : 

Art. 17 reduce this determinant to a sum of determinants who 

elements ara all single terms. But a formula of expansion h; 

been given by Albeggiani which presents the result in a'mo 

suitable form for applications. 

Let S*=aai + S!.2+ ... 4-aa, 

so that each element in the determinant is the sum of p tern 

Then each column of the determinant when written at full leng 

would consist of p partial columns whose suffixes are the thi 

suffixes of tha above elements. With these partial columns \ 

can form p determinants, taking all the partial columns with ti 

third suffix 1 to form tha first, those with the third suffix 

to form the second, and so on. W e shall denote these detf 
minants by 

T) H T) («) 
-̂ 1 ' -̂ 2 

SO that 

PJ 

J)M ^ Slu. S2u ••• Sn« 

Slij) '^•2211 • • • S>m 

T h e first t w o suffixes tell us the r o w a n d c o l u m n in which t 
element stands, the third the determinant to which it belono-g T 

original determinant is denoted b y P'"'. T h e index in bracks 
tells us the order of the determinant. 
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19. We shall find it necessary to employ the term comple­

mentary minors in the following sense. From the elements of 

Pj'"', form a minor P̂ f") of order a by selecting a rows and columns. 

Then in P̂ '"' select /3 rows and columns, whose suffixes are 

different from those selected to form P̂ '"', these form a determi­

nant D^^\ and so on until wa take tt rows and columns from DJ"\ 

to form a deterrninant P^W none of which have the same suffix as 
any of the preceding. Then if 

a + /34-7+... 4-7r = 're (1), 

shall be called a series of complementary minors. Any one or 

more of tha numbers a, /3 ... tt can be unity or zero. 

20. We shall now prove that 

P"" = ̂ 2P/'')P,(«...P^W, 

where the meanings of the' summation signs will be explained 

presently.. For wa have 

P'"' = n (a,A + a,A 4-... -f a,A), 

and if Wy = a^/i 4- a^jB, + ... 4- «,„/„, 

P<'*' = n(z«„ + M,,-f...+Mj (2), 

the product containing n factors. 

We shall obtain a term of the product on the right if wa take 

a factors such as % , /3 factors such as û ...-7r factors such as û ,̂ 

provided tha aquation (1) is satisfied. 

But from the definition of a determinant this product of 

factors is equal to a determinant of order n tha first a of whose 

rows come from Pj'"', the next ̂  from P̂ '"'... the last tt from Pj,'"'. 

Expand this determinant in the sum of products of complemen­

tary minors of order a, ̂  ...ir selecting the rows of the minors 

from the first a, the next /3...the last tt, its value is- then 

(Art. 8) 
2P/«)p,(«...p^w, 

with the notation of Art. 19, and the summation sign means that 

we are to take all the possible complementary minors. 
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This is only a single term in the expansion of the product (2), 

tha whole product is obtained by s u m m i n g this for all values of 

a, /3 ... TT which satisfy tha equation (1). 

Thus P"*' = ̂ fSPjt^'P/' ... Pj,'"' (3)-

21. Tha number of terms in tha sum 2 is 

n! 
a!/3!"...7r!" 

Let us compare the expansion (3) with the expansion' of the 

multinomial 

(P, + P,4-...4-P,)". 
The general term is 

CD,'^D.f...D/ (4), 

where a, ̂  ...it satisfy (1) and 

a!/S!...7r!' 

Comparing (3) and (4) we sea that in expanding the determi­

nant we replace C by 2, and ct, /3 ... tt are no longer exponents, but 

merely indicate the order of the determinant. 

Hence we may write symbolically for tha expansion of our 

determinant 
(P,4-P,+ ...+P,)", 

where in every term of the multinomial expansion we replace 

the coefficient by a summation sign, the number of terms in the 

sum being given by the multinomial coefficient and the exponents 

a, /3 ...IT now indicating the orders of the complementary minors. 
Thus finally we have the symbolical equation 

P"" = (P,4-P.,4-...4-PJ". 

22. Let us make use of this theorem to expand the deter­

minant 
P = S, + «i. 

Si ' 

Si ' 

S2 

S2+^2. 

S2 . 

S3 •• 

S3 -• 
033-1-2:3.. 

Sn 

s„ 

s„ 

•-s,. + «» 

according to products of the quantities z„ z.̂ ... z^. 
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Here wa must, write 

P,w = n c) = Zi, 0. 

0, z,. 

0, 0 .. 

. 0 

. 0 

• ̂ „ 
Then by the above theorem 

P = (P,4P,)" 

= P;-' 4- 2P;""''P/' 4- 2P,'"~''PJ''' 4-... + P,". 

N o w clearly all minors of P̂ '"' vanish except those whose 

leading diagonal is part of the leading diagonal of P̂ '"'. 

Thus 

The corresponding minors P/""^', P^'''"^'... ara got by erasing in 

Pj'"' tha i^ row and column, tha i'̂  and A;'" rows and columns, &c. 

Thus 

P = P/»' -h 2:̂ ,P.'"-̂ ' + 2s,a,P;"-> + ... + Z,Z, ...Z^. 

Or if we simply denote P̂ '"' by B,, 

^^^^+^'^§:+^'^'^I§c^^-+'^''-''-

Ii z=i 2... = »,„ we get 

da,. da^da^j. 

23. Any determinant can be written in tha form 

P 04-a,i, a,, ... a,, 

Si ' O + a,̂ ... a„ 

S2 •••0 + a„, 

W e may now apply the theorem of Art. 22 by supposing 

P.= 0, a,, 

Si' 0 

• • a,. 

and 

Si- S, --0 

»< = a... 
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Then 

^=^^+^'^^^^;+^'^A.,^^^+...+sis, - s». 

The general term being 

2a,A, ... a„P,'"-»". 

Where P̂ '»-™) is tha minor obtained from D, by suppressing 

the î , k*'̂  ... r"" rows and columns, m in number. 

It is clear that D̂ '' is zero, for a term of P cannot contain n — 1 

terms from the leading diagonal only, if it does it must contain n. 

Ex. If 

0, a,̂  

Si' 0 

= (12), &c. 

we have 

= S1S2S3S4 + S1S2 (34) + Si«33 (24) + Si«44 (23) 

+ S2S3 (14) 4- â â,, (13) -f a33a,, (12) 

4- a,, (234) + a,, (134) + a,, (124) + a,, (123) 

4- (12,34). 

As another example we may find the value of the determinant 

P = c,, a, a, a ... a 

b, ĉ , a, a ... a 

b, b, c, a ... a 

h, b, b, b ... ĉ  

The general term in the expansion of this determinant is 

2c,c, ... c^D^"-'"\ 

when Cj, c,^... c, are any to elements of the leading diagonal. But 
by Art. 13 

' a — b >' 

Whence if / (a;) = {c, - x) {c^-x) ... (c„ - a;), 

it is clear that 
jj_afib)-bfia)_ 

a — h 
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If wa write down the similar determinant of order n4-l, for 
which c„+i = 0, after dividing both sides by ab, we get 

a, 

a, 
J M z l M , 

a—b 

b, b ... Cn, 1 

1, 1 ... 1, 0 

If we suppose a = b, we get on evaluating tha vanishing 

fraction in this latter determinant a determinant expression for 
f'[a). 

24. W a have seen how to expand a determinant according to 

the elements of a row or column. It is frequently useful to ba 

able to expand a determinant according to the elements of a row 

and column. 'I'his is effected by means of the following theorem 

due to Cauchy, ^^ 

I S* I = S A . - 2arA-S«, V^-.^ 
which expands a determinant according to tha products of ele­

ments standing in the r̂ ^ row and s"" column. 

A^^ is the complement of a,,̂  and B.,̂  is tha complement of 

a,.j, in A^^, and is therefore a second minor of the original deter­

minant. 

For every term which does not contain a,.̂  must contain some 

other element from tha r* row and soma other element from the 

s"" column, and banco contains such a product as a,.f.â,, where I'and 

k are different from r and s respectively. Tha aggregate of all 

terms which multiply a„ is A^^; now a,.j.aj, differs from â â̂,, by 

the interchange of the suffixes k and s, thus tha aggregate of terms 

which multiplies â ,̂ â  differs in sign only from that which multi­

plies â â,̂ , that is to say, differs in sign only from the coefficient 

of a^ in A^^. Hanca — P^ is the coefficient in question. 

25. This theorem is useful for expanding a determinant 

which has been bordered. For example by this theorem 

P = 

where Â ,̂  is the complement of â,. in | a„ 

b,„ \,, 

K' Si' 

K' Si. 

1 Sit i -

'6„ -

S2 ••-

S2 ••-

-2&>, ̂i*. 
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By the selection of a suitable bordering we are often able t 

evaluate a determinant by means of this theorem. 

For example, let 
P = x„ â , ttg ... a„ 

S' ̂ 2' S ••• s 

S' S. ̂'a ••• S 

S' S. S ••• •*» 
all tha elements in the i* column being â  except that in the i 

row which is x̂ . 

Then by Art. 14 

P = 1, 0, 0, 0 ... 

1, X,, â , â  ... 

I, a,, x̂ , â  ... 

1, a„ a„ 3̂ ... 

Multiply the first column by â , and subtract it from the i 

column; do this for each column, the value of the determinant i 

unaltered, and 

P = 1, -a,, -a„ -a3, ... 

1, x,-a„ 0, 0, ... 

1, 0, x^-a^, 0, ... 

1, 0, 0, X -a.,... 

Here the bordered determinant is 

x,-a„ 0, 0 

0, x^-a^, 0 

0, 0, x^-a^ 

for which all first minors vanish except those of diagonal element 

Hence, in tha theorem of this article, we must suppose i-= h; 

f={x,- a,) {x̂  - a,) ... ix„ - a„), 

it follows that 
D=f+taJ'ix;), 

a theorem due to Sardi. 



CHAPTER IV. 

ON THE MULTIPLICATION OF DETERMINANTS. 

If we have two arrays 

Si. S2 ••• S» 

Si' S2 ••• Sn (1). 

'̂ ml' ^m2--- Sa™ 

'̂ll' 

K> 

Ki' 

K • 

K -

,̂.2 • 

-Kn 

- -̂2.. 

* * mn 

(2), 

and form a new sat of elements ĉ,, by multiplying each element in 

the i"" row of (1) by the corresponding element in the k^ row of 

(2) and adding the products, these elements form a new square 

array of to^ elements where 

Cm = S & a + S2&M + .. • + ainhn-

This array is said to be compounded of tha arrays (1) and (2). 

2. Wa shall now shew that the determinant | Ci,, \ is equal to • 

zero if the two arrays (1) and (2) are redundant (to > w); is equal 

to the product of the two determinants | a,j, |, | 6̂^ | if m = w ; and 

if the arrays are defective (to<w) is equal to the sum of the 

n products of determinants got by taking any to columns from 

(1) to form a determinant and multiplying it by the determinant 

of the corresponding to columns of (2). 

Let 

then 

Now 

Ĉi = Caei 4- CaSj 4-... 4- c,n,ê , 

|c«| = nc',. {, <. f̂  ' v ^ 

Ci = (Si ̂11 + a;2 &,, -1-... 4- a,„&j J e. 

+ (Si &21 + a,., &^ -F ... 4- a,„ \^ e. 

•+... 

+ (Si&„.. + Ss^,,^ 4-... 4- a,„6,„J e„ 

= a^B, -f a„P, -f ... 4- â B̂̂ , 
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where P , = b,^e,4 b^e^ +...-\-b„,,e^ 

form a system of alternate numbers of tha to* order. 

Thus I c. 1 = n ia,,B, + a^B,+ ...+ a,„P„). "L-- \̂  — ^ 

(i) If TO > TO the product on the right vanishes, for on multi-. 

plying it out, in each term some one of tha P's is repeated and the 

product vanishes. 

(ii) If m = w since by I. 17 the P's foUow the same law as 

the units e, 
lc,J = |a,,l.nP, {i=l,2...n) 

= 1 sJ • 1K! • 

(iii) If TO < n the product on the right is the s u m of such 

terms as 

^IJ)' S ? . S r 

^2P. '^25' S)-

B,B,B^... 

when p, q, T ... are to numbers taken from 1,2 ... n (iii. 5). 

But 

B,B,B^...= 

2P' 2ff' 25- •--

"mvl 0,na, Sii- ••• 

. e . 

Thus 

|c.J = 2 

Sb. 2̂3' S 

K' K> K ••• 

â mp, ^mq, ^^mr.' 

where for ̂ 3, q, r... we are to write all possible to - ads from the 
n numbers 1,2 ...n. 

8. The second case of Art. 2 gives us tha rule for multi­

plying two determinants. W e see also that the product of two 

determinants of the w"' order is also a determinant of the n*̂  

order. Thus 

Si -

Si-

- Ĉ lu 

- «». 

. 
&11-

Ki-

• K 

•Kn 

= 
"i, • 

Cm -

• c.„ 

• c„„. 
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where the quantities c^ are given by 

C« = Si K + a,2 &S2 + - •. + ̂ inKn-

But since in either, or both of the datarminants | âj. |, | h^ | we may 

interchange rows and columns without affecting their value, wa see 

that the product of two determinants can ba obtained in the form 

of a determinant, in four different ways, viz. the element Cjj, has one 

of the four forms : 

Si&a + S2^M + 

Sî i* + Sâ si + • 

4- a,J),,̂ , 

+ a'inK, 

S&u + a2i&24+--- +Si&«. 

•S&*i + S&*2+---+sAn> 

where we multiply the elements of a row of [ a.̂  | by the correspond­

ing elements of a row or column of | 6̂ ,̂ |; or the elements of a 

column of | a^ | by tha corresponding elements of a column or row 

of |6jj.|. There are really only two essentially distinct cases: 

multiplying by rows, whan we multiply corresponding elements of 

two rows together; and multiplying by rows and columns, where 

we multiply tha elements of a row by tha corresponding alamants 

of a column. 

4. We can only compound two arrays when thay have the same 

number of rows and coluinns, but we can always form the product 

of two determinants, for by III. 14 tha order of one of them can be 

increased until it is equal to that of tha other without altering 

tha value of the determinant. So that the product of two 

determinants of orders n and to in>m) is a determinant of 

order n. 

5. Examples. Compounding tha two systems 

S' ^' Cj Pi, q.„ r, 

S' X' 2̂ A' 9'2. '•2 

we get the theorem 

aA-4-&iS + Cî  1' Si'i ̂k 91 + ̂ 1 

O^A + K^2+ Cl̂ 2. (̂2P2 + ̂ 2̂ 2 + V , 1 

= 
S' ̂ 1 

s. K 

Pi' ?i 

P2> ?2 
+ 

S' c, 

S' c. 
• 
Pi' 1̂ 

P2. 2̂-
+ 

b„ c, 

K C2 

?i. >•, 

?2. '•2 
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while if wa compound the systems 

s. 

K 

"i. 

«2 

K 

2̂ 

Pl> 

S' 

1̂, 

P 

1 

'-. 
wa get 

aip, + â p.„ a,q,+a^q^, a,r,-\-â r̂  =0. 

hPi+hP2' hli + K92' ^i^+^'"2 

<^iPi+C2P2' 0,9, +c,q^, c,r, + c,r. 

Again, the product of the two datarminants 

Pi' S' ̂1 

P2> ?2' ^2 

Pz' <lz' '̂z 

is the determinant 

Si'i + ̂ iS + Ci^. S P . + ̂ i9'2 + Cjr„ a,p^ + b,q^ + c,r.̂  

a^Pl + h^l + Vl> «'2P2 + K<l2 + Cj'-a. S A •+ k<l, + ̂ 2̂ 3 

Si'i + ̂ 3S + C3'̂ ,. Si'2 + ̂ 3?2 + V 2 ' S.P3 + ̂ 3?3 + C3''3 

While 

S' 

S' 

S' 

K 

K 

K' 

Ci 

C2 

C3 

S. ̂ 1' "i, (̂1 

S' 2̂' ̂ 2' ̂ 2 

S' K Ẑ' ̂ 3 

S' 4̂. c„ cZ, 

ft' 9'i 

ft. 12 

= S' 1̂' "i' d. 

a-i'LK <̂i> d^ 

S ' ^3' ̂ 3' <̂3 

S' ^4' C4, c?4 

ft' ?!' 0, 0 

ft' ^2. 0' 0 

0, 0, 1, 0 

0, 0, 0, 1 

(forming the product by rows and columns) 

= Lsft+&ift' S!?i + ^9'2' o„ d, 

Sft+^2ft. a,q,-\-b^q^, c„ d^ 

Sft+^3ft' S S + ^3?2. C3. <̂3 

Sf t + ^4ft. S ? . + 4̂g'2' c„ cZ, 

Multiplying by rows we have 

a, & I c, cZ 

•6, a I — a , c 

N o w if a, b, c, d ara the complex.numbers 

a = x-\-iy b =u-hiv 

c = p + iq d = r + is 

ac-i- bd, -ad'-hbc 

- b'c -h aid, h'd' + a'd 

J ^ l . 
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and a', b', c', dJ their conjugates, a! = x — iy, &c. On multiplying 

out the three determinants we have Euler's theorem concerning 

the product of two numbers each the sum of four squares, viz. 

{a? ̂ f + u' + v-") {p^ 4- g' 4- r̂  + s\ 

= {px — qy + ru — sv)' + {py -{-qx+rv-l- suf 

+ ipu -\- qv — rx — syy H- {pv — qu — ry-\- sx)'. 

6. Wa may compound an array with itself, thus if we com­

pound' tha first array in Art. 1 with itself, tha resulting determinant 

has for elernents 

c« = S-iSi + SS2 4- ... 4- a.jA„ = ĉ.,, 

and 

= 2 Sp; Sj' Sj-

Sp' S3' ''2J-

or tha determinant is the sum of n̂ , squares. If then the elements 

a,.j are all real the determinant .| ĉ , | can only vanish when tha 

determinant under the summation sign on the right vanishes for 

all values oi p,q,r... 

Thus compounding 

S, ̂ 1' c, 
S' ^2' "2 

vith itself we see that 

S' + W • + Ci'' S S + ̂1̂2 + <̂ A 

S S + ̂ A + '̂ A' s' + 2̂' +<̂-2 

S. S 
S' \ 

4-
K' c. 

4-
S' c, 
S' c„ 

[a,' + \' + c,') « + b: + c/) - {a,a, + & A + <^AY 

= iaf)̂  - afij 4- {b,ĉ  - b̂ c,y -f {a,ĉ  - af,)'. 

AgEtin 

a,, \, c, ' a,' 4-5/ + c,\ a,â +bjj.-̂ rc,c.„ a,a, + bj),-i-c,c, 

S' ^2. ĉ  = S S + ¥ 2 + CA, s' + K +C2'' SS-+-&2^3+C2C3 

S. 3̂' ̂'3 S S + ¥ 3 + ClC3, SS+^2^3 + C2C3' S' + 3̂̂  +"3' 

7. Prof. Sylvester has shewn how, by the artifice of bordering 

the determinants as in HI. 14, the product of two determinants of 

order n can be represented in w-f 1 distinct forms. W e shall 

k illustrate this for the case n = S. 

S. D. 4 
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The product of the two determinants 

S' \' Ci ft' S' '"i 

S. K O2 ' ft' 1" ^ 

S' 3̂' C3 ft. S' •̂a 

is the determinant of order 3 : 

Sft + &A+c,r,, Sft + ̂ ?2 + c,r̂ ' a,p, + b,q,-i-c,r, 

Sft+^sS + Cs'-i, Sft+^2?2+C2^2. Sft + ̂ 2S+C2';e 

SPi + Kit + ĉ r,, a,p, + &3g', + C3r,, a,p, + &3?3 + 037-3 

But if before forming their product we -write the determinants in 

the respective forms 

S' ̂ 1' c,, 0 

S' K <̂2> 0. 

S' ^3' C3, 0 

0, 0, 0, 1 

- ft' 

ft' 

ft' 
0, 

?1' 

22. 

?3. 
0, 

0, 

0, 

0, 

1, 

1̂ 

2̂ 

'•a 
0 

their product by rows is the determinant of order 4: 

Sft + ̂ A' Sft+^iS' Sft + % 3 ' "i 

SP1 + &2S' Sft+^22'2. Sft+^2?3' C2 

Sft + ̂ aS' Sft + % 2 ' Sft-l-̂ 3?3' C3 

1̂ ' n ' 5-3 ' 0 

Again -writing tha original determinants in the forms 

a„ b„- c„ 0, 0 

S' K' ̂ 2' 0' 0 
S. K C3, 0, 0 
0 , 0, 0, 1, 0 

0 , 0, 0, 0, 1 

ft' 0, 0, ̂,, r, 

ft' 0, 0, g-,, r, 

ft' 0. 0' e-a. ̂  
0 , 1, 0, 0 , 0 

0 , 0, 1, 0 , 0 

their product-is now the determinant of order 5: 

Sft' S^2' Sft' h> ̂1 

Sft. SP2' Sft. ̂ 2. C2 

SPi. Sft' SFa. 3̂. C3 

Si' ?2 . ?3 ' 0, 0 

r, , n , n , 0, 0 
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While -writing the determinants in the forms 

51 

Oi, \, Ci, 0, 0, 0 

â , \, Cg, 0, 0, 0 

S. ^3' Cg, 0, 0, 0 

0 , 0 , 0, 1, 0, 0 

0, 0, 0, 0, 1, 0 

0, 0, 0, 0, 0, 1 

1, 0, 0, 0 , 0, 0 

0, 1, 0, 0 , 0, 0 

0, 0, 1, 0 , 0, 0 

0, 0, 0, p„ q̂ , r, 

0, 0, 0, p„ q̂ , r̂  

0, 0, 0, p„ qs, r. 

their product is the determinant, of the sixth order 

S' \' Ci, 0 , 0, 0 

S. K Cj, 0 , 0, 0 

S' ̂ 3' Cs, 0 , 0, 0 

0 , 0, 0, p„ gi, r, 

0 . 0, Q, p̂ , q̂ , r̂  

0 , 0, 0, p„ q̂, r̂  

This rule is interesting as giving us a complete scale whereby 

we may represent the product of two datarminants of order w by a 

determinant of any order from n to 2n inclusive; it is also frequently 

useful in applications of the theory, 

8. The fundamental theorem of Art. 2 regarding the deter­

minant formed by compounding two arrays can ba deduced as 

foUows from Laplace's theorem, iil. 5. 

We can write the determinant | c,j | in the form of the deter­

minant of order {n, + m), iii. 14. 

where c,̂  has the value ascribed to it in Art. 1. 

4—2 
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Now from the i^ column subtract the last n columns multiplied 

respectively by â , â j... then from the value of ĉ , it follows 

that 

0 .. 

0 .'. 

-Si-

. 0 ,&,,. 

. 0 , 6„,. 

•-«»!. 1 • 

• K 

• i'nm 

. 0 

In the determinant on the right multiply the first to coluinns 

by — 1 and then m o v e the second m rows to the beginning, then 

(after m + m ' changes of sign) our determinant is equal to 

a.„, , 1 ... 0 , 0 ... 0 

«.m -
0 . 

0 . 

S™-n • 

• • '^mm ' 

.. 0 , 

.. 0 , 

• ̂ rans-H' 

0 . 

^1-

Ki-
0 . 

. 1 , 0 . 

• ̂ Im J ̂ lm+1 

•' "mini ^mm+l * 

. . 0 , 1 . 

. 0 

• K 

• ^nm 

. 0 

0 0 , 0 

Now expand this by Laplace's theorem according to minors 

of the first to columns. Let us find the complement of the minor 

Si' Sa • -

Si' Sa - -

For this purpose we move the rows of a's having the suffixes 

f, g... up to the beginning; then move those columns of 6's which 

have the suffixes/, g... into the (to + 1)*, (to + 2)""̂ ... places. This 

does not alter tha value or sign of the determinant, and in every 

place where a 1 stood before, will now again stand 1. Hence the 

required complement is 

0 0 

0...0 

.0 0 

.0 0 

1 0 

0 1 

K K -
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Hence 

ON THE MULTIPLICATION OF DETERMINANTS. 58 

\oJ = t 

when /, g... is an m-ad from 1, 2. 

former result. 

K' K-

K' K-

.n. This agrees with our 

9. T h e value of any minor of order /* of the determinant 

|c;j |, the product of two determinants lâ j | and \b̂ \,_ 

say. G, ••On 

..c„. 

can be expressed as the s u m of products of corresponding minors 

of order /t of the determinants lâ ^̂ l and |&;j.|. 

F or tha elements of Ĉ i are got b y compounding the two arrays 

Si' 

Si' 

Si' 

Ss-
a^. 

â -

-S-

•-Sn 

•^to 

Ki, 

K' 

ki, 

K2-

5... 

h.. 

•K 

•K 

•K. 

A n d since these arrays have m o r e columns than rows, it follows 

that G^ is the s u m of % products of determinants of order /t, 

formed b y selecting [i, columns from the two arrays. T h u s 

a = 2 

..«„ 

Ss' ̂ 2W''--S»-
b„. \i> Ki 

when i,j..,r is any fx,- ad from 1, 2...w. 

One particular case of this we shall find presently of import­

ance; namely, when tha two systems a and b are identical, and 

whan moreover f=p, g = q...k= s, so that the leading diagonal 

of G^ consists of elements from the leading diagonal of \ctJ. 

Then we see that 

G -2 S 

is a s u m of ŵ t squares. 
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10. The differential coefficients of a determinant G, elements 

Cij, which is the product of two determinants A, B, elements a^, 

b^, can ba represented- as the sum of products of differential 

coefficients of these determinants. 

W e have A B = G ; (1), 

and Cjj = aa \i + a^ 6̂2 + ... + a,i„ &j„. 

Differentiate (1) with regard to â ,̂; remembering that Ca, Ci,...c.̂  

are functions of this, we get 

^dA dC, dG^ ^ dC, 

^d^rd^a'^^d^r^^-^de^y-

Multiply this equation by 

dh'"^"-

and add together all the equations which can be obtained from it 

by writing for^ the values 1, 2...n. Thus we get 

^ dA dB dG ̂  dC ̂  

But by III. 11 all the sums on the right vanish except 2Ptj,5t^, 
which is equal to B, hanca 

dG^_^dA^ dB_. _, 2 X 
dCgT da,^'dh^^^P~ ' 

Similarly we can prove the equations, 

d'C 1 „ d'A d'X , , „ ^ 
= T-oS.j„ ;,„ • ̂ u 7̂. (ft 9'=1, 2...n, dcg, doi, 1.2 da.p dâ '̂ db̂ ^ db,, 

d'G 1 . ^ d'A d'B 

dc^do^dc,, 1.2.3 da,Ja^da„'db^Jb^db,^ 

{u, v,w — l, 2...n), 

whence the general law is obvious. 



CHAPTER V. 

ON DETERMINANTS OP COMPOUND SYSTEMS. 

1. If the elements of a determinant are not simple quantities 

but themselves determinants, the determinant is called a compound 

determinant. 

Compound determinants are usually formed from the minors 

of one or more determinants. 

2. The number of all possible minors of order to of a given 

determinant is {n^}" (ill. 1), W e can form a square array with 

these minors, writing in the same row all those which proceed 

from the same selection of rows of the given determinant, and 

similarly for the columns. 

If n„<= jJL and w e give to the combinations of rows and columns 

taken to form minors the suffixes 1, 2 ... /i, w e m a y denote that 

minor whose elements belong to the if̂  combination of rows and j*^ 

combination of columns, by p^, and the whole system of minors 

will be 

fti...ftf.-l 

• I - - (1)-
I 

fti - - - ft(i J 
Corresponding to each element in this array, which is a minor 

of the original determinant, w e have a complementary minor of 
order n — m. W e shall denote the complement oip^ by q.̂,-, than 

these form a n e w array, 

ffii •-• 9'if̂l 
(2)-
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The arrays (1) and (2) are called reciprocal arrays of the to"" 

order. Minors of these arrays formed from the same selection of 

rows and columns in each are called conjugate minors. Tha 

simplest instance of two such arrays is the original system and 

its system of first minors, viz. 

Si ••- Sn -̂ 11 ••• A n 

A^, ... A 
nn' 

3. If wa multiply the elements of the i* row of the array 

(1) by the corresponding elements of the k*̂  row of (2) the sum 

of the products is equal to A or zero according as i is or is not 
equal to k, viz. 

ftiSi +ft2f?,.2 + ••• H-ft-MQ'Jf̂  = ̂  or 0. 

For if i is equal to k this is nothing else than the expansion 

of the given determinant A according to products of minors of 

order m and w — to by Laplace's theorem. If i is not equal to k 

the sum represents tha expansion of the determinant when the i* 

selection of rows is replaced by tha A;*̂ ; tha rows of this deter­

minant ara not all different, hence it vanishes. Tha particular 

case 
Si^*i + S2^M + ... + a-tô ta = ̂  or 0 

according as i is or is not equal to Jc is considered in ill. 11. 

, 4. Let A = \aJ, P = | &,, | 
be two determinants each of order n for which we have formed 

the systems of fi' elements discussed in Art. 2; the systems for the 

determinant JL being denoted bŷ ,.̂ , q,̂, those for the determinant 

S'byp'.ic'li,.-

W e can form two new systems each oi fi' elements as-follows., 

In tha determinant A replace each combination of the rows to at a 

time by the fixed selection of rows marked i in tha determinant 

P, this will give us /j, determinants which we shall denote by 

ta, ti2... till.- Î i tli6 determinant P replace tha fixed selection of 
rows marked 7c by each combination from A in turn;, these deter­

minants are called m,,j, \^ ... Vk̂ - W e have then two ne-w systems 

fu ... i]^ '«u ... Ml^ 

f/il •'. '/U/X '̂ f'fi.1 
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Then by Laplace's theorem we have the two sets of equations: 

•A=Pia<li.i+Pmqn2+--

' *a=i''flSi+y,-22'i2+--. 

^i2=/flg21+/fiS2+---

Whence by Art. 3, 

tiiPii + 4fti -^ -

«aft2 + ̂ ,-2ft2+-

B=P'nAnx+P'Mq\2+'--

Si=fti2^i-l-ft22'.2 + ---

«*2=ftl9''.i+ft2?'.2+---

• = p\-iA 

• =ft2^. 

And hence 

«fl iPiAu +Pi2<i\i -̂ . • •) + ti2 ip^Au +P22<iia +...) + ... 

or , t̂ u,, + #̂ i(,, + ...=A ip\,q\, +p'^Ay2 + ---)-

That is to say by compounding the i^ and /c*̂  rows of the new 

arrays the sum is A B or 0 according as i is or is not equal to h. 

5. Wa now proceed to investigate properties of determinants 

of the elements of reciprocal systems, and first we shall examine 

the system of the first order. 

Let A = I a,. P = I ̂..,. 

Forming the product of these two, 

A D = \Ĝ \, 

where G^ = aa^ji + aa^s, +...+ a,.„4J 

and hence Ĝ j = .<4 or 0 according as i is or is not equal to h. Thus 

A D = A, 0, 0 ... 

0, A, 0 ... 

0, 0, A ... 

= ̂ -; 

.-. P = ̂ '-\ 

6. Any minor of order p in the system A^ is equal to the 
complementary minor of its conjugate in A multiplied by A?''̂ . 

Let 

2 + SiS*--- = Si' '̂tk 

Si' S/i 
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and 2 ±.Â fAg,̂  ...he two conjugate minors in the two systems 

each of order p, and let 2 +«,„«„ ... be the complement of 

^ + aj,,âj .... So that 

(1). 

W e m a y write 2 + a,.ji„ ... = co 2 ± â fl̂ ,̂ ... 

N o w w e m a y -write 2 4 A^^A ... as tha determinant of order n, 

"'ti' 

'̂ ai' 

ttrf. 

Si. 

s . -

s*-

s . • 

s . • 

• s„. 

- s». 

• s„> 

• S»' 

s. ••• 

s. -

«„ ---

s. -•• 

= 2 ± â ja,,. •«„.««, 

Ai) 

^.i' 

0, 

0, 

A.-

^ ^ • 

0 . 

0 . 

•• Aii' 

•• A«.> 

.1, 

.0, 

A„... 

A . -

0 ... 

1 ... 

which consists of four parts. The first square consists of the 

elements of 2 + A^Ag,....; to tha right of this is a rectangle of 

n — p columns and p rows containing tha remaining elements of 

the/"", g""... rows. Tha rectangle on the left below oip columns 

and n — p rows consists solely of zeros, and tha square on the right 

oi n — p rows and columns contains I's in the leading diagonal and 

zeros elsewhere. Multiply this by the determinant A written in 

the form (1) above. Then (in. 11) w a have 

^2 + AA.-- A, 

0, 

0, 

0, 

0 . 
A. 

0 . 
0 . 

" S«' 

• <^m> 

• S„' 

- Su' 

s. ••• 

s»---

a„,... 

S, ••• 

= ^-2±a™a„... 

If we resolve the determinant on the right into products of 
minors of the first p and last n — p columns. 

S + A A .̂ -̂co2±a,,a,,.. 
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From this it follows that the ratio of two minors of the same 

order of tha system A^. is the same as the ratio of the comple­

mentary minors of their conjugates. 

S + A,A,„. • 

2±AA.-

cot±_ayfl^ 

coX ± a,̂ fl̂ ,̂ 

7. A s examples of the tHaorem in Art. 6, w e have 

Cf y' 

The relation 

may also be written 

m particular 

dA 

-^ik> - ^ i . 

-^rk' -^rs 

= Aco Ss' S, 

Si' Si 

dA \ dA dA dA _ . d'A 

da^ ' da„ da^ dâ ^ ~ dâ ,̂ da„' 

dA dA dA 
= A-

d'A 

or 

da-n-Ln-i ' da„^ da^_,^ ' da^^_, "da„_i,„_!&„„" 

If A =0, wa see that 

A ' As = 0, 

A^' ̂ r. 

-^rk -^rs 

That is to say, if the determinant vanishes, the minors of the 

elements of any row ara proportional to the corresponding minors 

of tha elements of any other row. i 

8. As an example of the use of tha method of Arts. 20 and 

21 of Chap, ni., let us discuss the value of tha determinant 

P = 1 Xa«+/A&„ I , 

a and &„, being elements of two determinants of the n* order 

^'"'=k„ P"*' = 1&J. 



CO THEORY OP DETERMINANTS. [CHAP. V. 

Symbolically we can write 

P = (̂ A + imBY 

= .i-ir(|-^fi)-. 

N o w let J-j'**', PJ"' be two determinants of order n, whose 

elements are 

"* ^'»' da^ ' ^ ^ - p w • db^' 

then by Art. 5 
I A '»' I 1 

A W _ I -^a I _ J_ 
'^1 (jI'"')" ^<"'' 

Rf. R'"' — 

Or, symbolically. 

A-'^ P - i 
A-3;. A - ^ -

Thus P = ^"P" {\B, + imA;)". 

But (XB, + iiAJ* is tha symbolical expression for a determi­

nant of order n with binomial elements of tha form 

XySa+/«««• 

Hence, passing from symbolic to real expressions, we have the 

determinant equation: 

1 '̂ am + A>m I = I a« I - I &« I • |>-A;. + /*a,, | . 

Numerous other transformations of the determinant on the 

left can be effected. 
mi 

9. Next let us consider reciprocal arrays of order m. (Art. 2.) 

Let A=\p,,\, A ' = l ^ , |. 

The product AA' ia a determinant of order fj. whose general 
element is 

PaSkx +Pa'lk', + . - • +Pii.q,cv̂ , 

which is equal to J. or 0 according as i ia or is not equal to h. 

(Art. 3.) Hence in the product determinant all the elements 
vanish except those in the principal diagonal. 

Thus AA' = ^ ^ 
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It follows therefore that A is a divisor of J.''. Now A is a 

linear function of one of its elements, say a,,, hence A can only 

differ from a power of ^ by a coefficient independent of the 

elements of A. Among the combinations m at a time of tha 

numbers 1, 2 ... n there ara 

^ = («-iL-i. 
which contain 1. Hence there are X, elements of A, which contain 

a,,, such for example asp,,, p^^ ... p̂ x-

Hence A=xA'', 

where x does not depend on the elements of A. 

To determine the value of x, let â , = 0 except when i = k, and 

let a„ = 1. The same will be the case with the elements pg,; 

.: A = l, A = 1, and .-. x = l. 

Thus A = J.l"-!)™--., 

and A'=^(™-«'» 

for n,n -{n-1)^^, = {n- !)„,. 

10. A minor of order r of the system g-̂  is equal to the com­

plement of its conjugate multiplied by A'"'̂ . 

For if we multiply the determinant 2 + gySgk • - - ty the deter­
minant A in the same manner as we did in Art. 6 for systems of 

the first order, we get: 

^ 2 4 q,̂ ^̂  ... =A''cot ±p^^,„ ...; 

••• S + q̂q,,: ... = A"^Co2 ±p,p,k ... 

And in like manner 

S ±ft.-ftj: •-• = ̂ '-'»-i''»co2 ± qy,q,̂  ... 

11. Let A,̂  he a minor of A, with h rows and columns. From 

this let us form the determinant whose elements are all the minors 

of order to of A,̂ . These last are minors of order m of A, and are 

hence elements of A. On the other hand, those among tham 

which arise from the same rows or columns oi A, and ara hence in 

the same row or column of A, also arise from elements belonging 

to the same row or column of A^, which is a minor of A ; al­

together they form a minor M oi A, which has h^ rows and 

columns. While by Art. 9 we have 
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which gives a representation of the minors of A by means of 

powers of minors oi A . 

12. If in the determinant A w e select a minor A,^ of order A, 

and form all the minors of order m in ̂  (m > h)', which contain 

neither all tha h rows nor all the h columns of A,,, -we shall form a 

minor of A with n„ - {n — A)„_^ rows and columns, which is equal to 
{«-ft-l),„_j {(.n-l)„,_i-{n-h),n̂ „} . 

where A„_,^ is the complement of A,^ in A. 

Let us suppose that, as in Art. 11, w a have formed the minor 
M in A' with {n - h)^^,^ rows and columns, which is equal to 

•^n-n 

and let us consider the conjugate minor a, in A, i.e. that determi­

nant whose elements are the complementary minors in A oi the 

elements of M. 

From the law of formation of ilf this minor has for elements all 

the minors of A of order to, which have A,, as a minor. 

If a is the complement of a, in A, it follows from Art. 10 that 

a = if a''"'•^'""^ ~'"''''""*-

Substituting for M its value we have 

.{n-h-l)^_^ .('»-l)m-l-('>-'»)m-7.. 
"•--^n-h . ^ 

The theorem is therefore proved, if wa can shew that a. is 

formed as prescribed. For this purpose w a must remember that 

a, has for elements all minors of A which, have A,^ for one of their 

minors; to gat a we have then to suppress among the combinations 
m at a time of tha rows and columns of A all those which contain 

all the rows or columns of Aj^; thus a. has for its elements all the 

minors of A with m, rows and columns, such that they do not 
contain all the A rows or columns of A,̂ . 

13. Next let us consider the determinant of tha system of 

elements î  in Art. 4, calling this determinant T, so that 

T=\tJ. • 

Since <„ = p',,q,̂ , +p'r,q,a + • • •, 
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it follows that T is tha product of the two determinants 

I P'ik I and I g,, I, 
that is, by Art. 9, 

r = j.(™-i)«.. p(«-i)»-x. 

The value of the determinant of the elements u^^ is obtained by 

interchanging A and P, and at the same time writing n — to for 

TO. Thus 
P=J.te-l)„_i , 5(»-lU. 

14. The ratio of complementary minors of T and P is a power 

of A multiplied by a power of P. 

For if 

T = 1̂1 ••• tn. ,^,-n = •^h+U+l • • • "'h+W-

U„ 

Since -̂ » = '"ii • - - %' 'i^i • • - tjij. 

f f f t 
''Kl • • • "Jih' "7111+1 • • • "ni^ 
0 ... 0, 1 ... 0 

0 ... 0, 0 ... 1 

we have by the theorem of Art. 4 

UT,= 

which gives w h e n 

AB, 

0, 

0, 

0, 

0 ...0, M„.,, . 

AB... 0, M̂ +̂i . 

0 ...AB,u,^, . 

0 ... 0, u,,^„. 

0, 0 ... 0, M̂ ,+i . 

'ABf. P̂ _,, 

we substitute for U 

.. u,̂  

• Sm.]ji 

•• J.̂ 1. B^' 

where \ = (n - l)„,_j -/j, \=(w-l)„-A. 
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15. If the determinants A and B of Art. 4 had not been of 

the same order wa must have increased the order of one of tham, 

as in III. 14, until they were both of order n. W e shall make use 
of this to investigate some further properties of tha minors of A 

and compound datarminants formed with them. 

16. If A,̂  is a minor of order A of A, and if we border it 

in all possible ways with to of tha remaining rows and columns of 

A, we get the elements of a new determinant M ^ of order {n — h)^, 

whose value is 
(.n-h-l)„, A (.n-h-Dn 

For we have 

,.,., 0, 0 ... 1 

Now let us write A,̂  and A for A and P in tha theorem of Art. 13 

and combine columns instead of rows (m is supposed less than A). 

Each combination m at a time of the first A columns of A will 

give a row of T, of which only a single element does not vanish; 

tha value of that element is ̂ ,„ and it will lie in the leading 

diagonal. The number of such rows is A„,. Bach combination m 

at a time of the columns of A taken from A — 1 of the first h 

columns, the last being replaced by one of tha other columns, will 

give a row of T, in which, besides h^ elements of order A which 

have no influence, there will be w — A elements of order A + 1 which 

will be the minor A,̂ , bordered with a row and column of A. 

The first A — 1 columns of this combination remaining fixed 

while the last varies among the last n — h columns of ̂ , we shall 

get n — h analogous rows in T, which will give in the diagonal of 

T a square of elements consisting of A,̂  with the simple border. 

The same will be tha case for each combination A — 1 at a time of 

the first A columns of. A, and tha determinant of elements with 

simple border will appear ĥ ,̂ times. Similarly wa should have 
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the determinant of elements with a border of k rows and columns 

repeated A,„_̂  times, and hence 

T=Aj"'\ M,"'"-'. M,"'"" ... Mjo (1), 

while, by Art. 13, 

Hence, if wa admit the law, 

(which is true for k=l, for then M^ = A,^. Substituting for 

if,, M^... M,n-i> the exponent of A,̂  is 

Ji^-^{n-h- 1),. h^_, + (w - A - 1),. A„,_, + ... + (m - A -l),„_j. h,; 

if wa add {n — h - 1)^ to this, by a known property of binomial 

coefficients it becomes {n — 1),„. 

Similarly the exponent of A is 

h^, + i n - h - l ) , . A„_5 + (w - A - 1 ) , . A„^3 + ... + (m - A -1)„^,. A, 

= («-l).-i-(«-/^-l).n-i-

Thus from (1) and (2) 
TUf A [n-h-Vim A [n-h~l)m~l 

17. Another way of stating the theorem of Art. 16 is tha 

following : If J.̂  is a minor of order A of A, and we form all the 

minors of A with to rows and columns which have it as'a minor, 

we get the elements of a new determinant of order {n — A)„_j, 

whose value is 
A (n~Ji-l}m-h A{n-h-l}m-h-l 

18. Tha particular case of to = 1 is so easily stated that it is 

of advantage to give it here. 

The elements of the new determinant ara of tha form 

c,* = .. a„ ii k = l , 2...n-h), 

li+kl ••• S-H'i' '̂ h+kh+i 

and I Ca I = A ^ . A. 

This theorem and the theorem of Art. 16 are due to Prof. 

Sylvester, the proofs here given are due to M. Picquet. 

S.D. 5 
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19. Another modification of tha theorem of Art. 16 can be 
obtained as follows: Let us return to tha determinants A, A' of 
-Art. 9, and form a determinant M , with the minors of A^,^ 
of order n — m ; this is a minor of A' of order (m — A)^_,_. 
Tha conjugate minor in A has for elements those minors of A 
of order to complementary to those of M,, and hence all those 
which have J.,, as a minor. This is precisely tha determinant 
of Art. 17. Whence the theorem can be stated as follows: 
If -4„_„ is a minor of A of order n — h, and if we form a deter­
minant M , with all tha minors of order w —to of Â .,̂ , and then 
replace each element by its complement in A, we get a new deter­
minant, whose value is 

TUT—. A ("-A-ym-a A[n-h-l)m-h-l 

20. If now wa form all minors of A of order n — mim>h) 
such that neither all their rows nor all their columns belong to 
Â _,̂ , which in A therefore overlap A^,^ or belong altogether to 
Aj^, these form a determinant if of order m„,— (m — h ) ^ ^ which 
is equal to 

A {n-h-l)m-h Aln-l)m--{n-h-l),a-h 

First notice that this is essentially different from the theorem of 
Art. 12, applied to A,̂ . There the determinant is formed with all 
tha minors of the same order of A with more elements than A^, 
and which do not admit all tha rows and columns of A,,. Here 
the determinant is formed with minors of the same order of A 
with fewer elements than -4̂ _,̂ , and which do not admit all the rows 
and columns A,̂ _,,. 

To prove th« theorem it is sufficient to consider in A' the minor 
iV complementary to a, in A or to Jf in A'. For iV is exactly 
formed with regard to An_,̂  as the enunciation prescribes; it has 
n,n— in — h)n̂ T, rows, apply to it the theorem of Art. 10, 

1̂ >i-i.'n-l)m-l-nmMn-h)m-h 

Tyr = (^ ^ ("-1)"" ~ f** ~'')>»-*. 

or, replacing a, by its value, from Art. 17, 

jy-_ j ^ {n-h-l)m-h ^(n-l)m-(.n-h-l)ni-h 



C H A P T E R VI. 

DETERMINANTS OP SPECIAL FORMS. 

1. When a square array is written down, it is natural to 

inquire what simplifications arise in the determinant of the array 

whan special relations are supposed to exist between the elements. 

And looking at tha figure the relations which naturally suggest 

themselves are those which depend on the geometrical form 

which the array assumes. Hanca wa have various forms of deter­

minants obtained by supposing relationships, of equality or other­

wise, to exist between elements situated symmetrically in tha 

figure; this shews how the notation employed has infiuenced the 

development of the theory. 

The most important of these special forms are symmetrical and 

skew symmetrical determinants. Here tha special form of geo­

metrical sjrmmetry considered is with regard to the diagonal. 

Elements which are situated in regard to tha diagonal in tha 

position of a point and its image with respect to a mirror coin­

ciding with the diagonal, have been called conjugate: two such 

elements are denoted by â , and a^. 

2. If a^j = a„i, the -determinant is called symmetrical. 

Tha square of any determinant is a symmetrical determinant. 

For 1 S J ' = I Ca I 

where ĉ„ = â a,̂ , + aQa,̂ „ + ... 

= Cu­

lt follows from this that every even power of a determinant is 

a symmetrical determinant, 

5—2 
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3. W a may also suppose the determinant to be symmetrical 

with respect to the centra of the square formed by the elements of 

tha determinant. 

Two cases arise, according as the determinant is of even or odd 

order. 

First, if the order of the determinant is 2r, we may write it in 

the form: 

P = a„ b,, c, ... m „ n„ v,, /u., ... ,̂, ̂ ,, a, 

S ' ^2. Ca ... m^, n„ v̂ , //,,... 7„ ,̂, â  

S' 
a,' 

\' c, . 

^r, % . 

• m^, 

•• f̂ r> 

r̂' 

^' 

r̂' 

K 

fir •• 

m^.. 

• %, ̂ r, S 
• c„ \, a,. 

S ' /32'72--- /^2. '̂ 2' S . »^2--- Cj, &2, S 
a,, I3„ry, ... fi„ v„ 71,, m,... c„ h,, a. 

In this determinant add tha last column to tha first, the last 

but one to the second, the (r + 1 ) " to the r^, then it becomes 

P = S + S' ^ + /3i -•- S + ̂ . »'i' A*i ••• ̂ v s 

% + â , h + /3̂  ... n, + v„ v„ /a, ... /3„ a, 

s 

s 

+s. 

+ s. 

6.+^.-

&.+^,. 

• %-^K, 

- n^+v^, 

Vr, 

% 

/*r • 
m,. 

•/3., 

-.6., 

S 

s 

a,+ a„ &, + /3, ...?i, + ẑ,, m^. «»2"- K' S 

a^ + a,, &j + /3j ... TOj + z/j, n,,m,...b„ a. 

N o w subtract tha first row from the last, the second from the 
last but one, the r'" from tha (r + 1)", than 

P = a, + (x„b, + P,...n, + v„ v, , fi, 

S + S' K + ̂ i •-- % + v„ v̂  , /t̂  /82 . 

«,. + «„ 5, + / 

0, 0 

0, 

0, 

0 

0 

n^ + j/,, V, , fj.̂  ... /3^ , a,. 

0, n,.-Vr, m,-/j.^...br-^,., a , - a ^ 

0, w^-j/,, ?/?,-/i, ... 6^-/3^, a^_a^ 

0, •.'-' ^ii-z/j, m,-,M,... b,-^„ a,~a. 
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Hence (iii. 7), 

D a,-ha, ... n,-\-v, 

a, + a, ... n^ + v^ 

n^ — v.. ... a^ — a. 

n,- V, a,-a. 
But if the order of the determinant is 2r + 1, it ma.y ba -written 

in tha form 
P = a„ b, ... n„ u„ V, ... /3„ a, 

S. \ --• ft. S. v̂  •-• ^2' S 

S' A -•- J'l. S' S ••• \' S 
By proceeding exactly as in the former case, we can shew 

that 
P = a, + a, ... n,-\-v,, u. a,-a„ 

n, — v, ... a. â -̂ -a,. ... n,. + v̂ , u^ 

2v,, ... 2v„ p 

So that when a determinant is symmetrical with respect to the 

centra of tha square formed by its elements, it reduces to the 
product of two other datarminants. i 

4. If in a determinant the conjugate elements are equal in 

magnitude but opposite in sign, i. e. if 

«a = - S» 

the determinant is called a skew determinant. If, moreover, 

Si=0, 

the determinant is called a skew symmetrical determinant. 

5. It will ba useful to notice the connexion between two 

minors of these systems, such that tha rows and columns sup­

pressed to obtain the one minor correspond to tha columns and 

rows suppressed to obtain the other. Two such minors may ba 

ienoted by 

^ = S/. S. •-- , Q = a/p' S» 

^̂ ' S, -• 
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6. If the determinant is symmetrical. 

i.e. if Sft~ Si' 

clearly ' P = Q . 

A special case of this is, that in a symmetrical determinant 

Ak = Ad' 
for 4 a is got by suppressing the i'" row and /c* column, while 

-d,., is got by suppressing the k*̂  row and ̂ "' column, thus these 

.determinants are of the same nature as P and Q, and ara therefore 

equal. Thus tha determinant of the reciprocal system is also 

symmetrical. If A is tha determinant of the system 

^—=4 4-A ^ 
da,, ^-""^-c^a,, 

r- =24.,.. 

But 
dA 
^— =A... 
da.. 

In a symmetrical determinant A.^ and the like are still sym­

metrical determinants. 

7. If in Art. 5 
we see that 

P--

• S,. 

=(-irQ' 

TO being tha order of the minors. Thus if m is ,e-̂ en 

but if TO is odd 

p = a 

p=-Q. 

8. Tha calculation of skew determinants reduces to that of 

skew symmetrical determinants, which we shall therefore now 

consider. A skew symmetrical determinant of odd order vanishes, 

for if we multiply each row by - 1, since a., = - a,„ this changes 
the rows into columns, which does not altef tha value of the deter­
minant. 

Hence, if n be its order, 

^ = (-l)".4; 

and hence A = 0 ii nis odd. 
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The minor A,.^ differs from A^., by the sign of every element; 
hence 

J,= (-l)-^„. 

' Thus Â ^ = A.̂  if n is odd, but = - J,.̂  if m is even. 

, Thus the reciprocal system is skew if n is even, but symmetri­
cal if n is odd. 

A., is a skew symmetrical determinant of order n-1, and 
hence vanishes if w is even. 

W e have 

^ = . A +A ^ 
da^ * " da,, 

= 2A^ if n is e-ven 

= 0 if n is odd. 

9. A skew symmetrical determinant of even order is a com­

plete square. 

For if A = \ a^ \ 

is the determinant, since A,, is a skew symmetrical determinant of 

odd order it vanishes. Hanca (v. 7), if a^ is the complement 

of a^ in 4,1, 

S. S 
S-i. -°k̂  

= 0' or «..«,, = a,/. 

since«.,= a„(Art. 8). 

N o w by (ill. 24) if w e expand according to products'of elements 

in the first row and first column, since A „ = 0 

A = -td,fi,^,a,, 

where i, k take the values 2, 3 ... n ; 

or A = ta,ia^Jci,,(Xa 

••{Xa,Ja,]\ 

Thus A is the squared of a linear function of the elements of a 

row. N o w â i is a datpminant of order n — 2, which is even if n 

is even. Thus a skew symmetrical determinant of order n will 



72 THEORY OF DETERMINANTS. [CHAP. VI. 

be the square of a rational function of its elements if one of 

order n — 2 is so. But when w = 2, 

0, a,. 

Si. 0 

Thus skew symmetrical determinants of orders 4, 6...2r are 

squares of rational functions of their elements. 

10. Since if w = 2 the square root contains one term, when 

w = 4 tha square root will contain 3, when re = 6 it will contain 

5 . 3 terms, and so on. Hence a skew symmetrical determinant of 

even order n is tha square of an aggregate of 

1.3.5...71-1 

terms, each consisting of tha product oi ̂ n terms of-4. 

In particular a,^ a^... a^^__,„ is a term of J A, for 
n 

(S2«34 •-• S - J ' = (- lfS2S4 ••• S-l»SlS3 --• S»-l-

11. This function J A is of importance in analysis, and has 

been called a Pfaffian by Prof. Cayley on account of the use made 

of it by Jacobi in his discussion of Pfaff's problem. 

That value of J A which contains a,̂ â ...â _̂,̂  as first term 

with positive sign will be denoted by 

P=[l, 2...n]. 

The remaining terms of P are got from the first term, 

S2S4---*S-ln. 

by interchanging all the suffixes 2, 3 ... w in all possible ways, and 

giving a sign corresponding to the number of inversions. Since 

Ojj = — a,i.j it is possible to effect tha interchange in such a way that 

all tha terms are positive. 

The Pfaffian changes sign on interchanging only two suffixes 

i and k. For if we interchange i and k in the determinant, this 

interchanges the i"̂  and k*̂  rows as well as the i'* and k"' columns, 

thus the value of the determinant remains unchanged. If P, is 

the new value of P, , . 
J. , J. . 

Hence P,= ± P. 
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To determine which sign we- ara to take, let us consider the aggre­

gate of terms â ^̂ jj, which contain ô j. Then p ^ only contains terms 

whose suffixes are independent of i and k. The corresponding 

aggregate for P, is 

Sift*-. 

which, in consequence of the relation ««= — S^. proves that 

^1 = - ^ . 

12. The minor âj is also a skew symmetrical determinant. 

W e shall shew that 

J'A, = i-lY\2,...i-l,i + l,...n'\, 

or -with i — 2 cyclical interchanges 

V«« = \i+l,...n, 2 ... z — 1]. 

Since Sj=' = S«m,. 

it follows that the terms of the product sja..ja^ are either equal 

to those of Sjti or equal with opposite signs. 

N o w tha product 

(-l)'+"[2 ... i - 1, «•+ 1 ...n] [2 ... & - 1, k + 1 ... «] 

and the determinant 

S-12--- S-1 i-l' S-l ; 

S-H2 --• S-H k-l> S+1 

by the same number of interchanges of two suffixes, become respect­

ively 
[k,p. q, r, s... u, v] [p, q, r, s ...v, i] 

and 

Stp. Ss' Sr ••• Si 

^pp, Ss. S'- --- Si 

Sj)' Sj> Sr ••- Si 

And the term 
SpSr--- S.-SjS.---Si 

of the product agrees in sign with the first term of the determinant 

Sj,SgSr--- Si. 

whence the theorem follows. 
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13. Since we have shewn in Art. 9 that 

v ^ = Sa Va22 + S3 VSs + • - - •+- Sn VSn' 
it follows that 

[l,2...7i] = a,J3...«] + a,3[4...»,2]+... + a„J2...K-l]; 

a relation which enables us to determine Pfaffians of order n from 
those of order n — 2. 

Observe that after wa have selected the suffix 1, the others are 
written cyclically. Hence 

[l'2] = a,, 

[1, 2, 3, 4] = a,,a3̂  + a,3â , + a,̂ â , 

[1, 2, 3, 4, 5, 6] = a,, [3,4, 5, 6] + a,3 [4, 5, 6, 2] + a,̂  [5, 6, 2, 3] 

+ a,3[6,2,3,4] + a,J2,3,4,5] 

= S2«34<̂ 5G + S2S5«e4 + S2S6a45 

+ S3«45S2 + ^laSeSs + S3«42S3 

+ S4'̂ S6<̂ 23 + S4S2S6 + S4S3S2 

+ S5S2<^34 + S5S3a42 + S6«64«23 

+ SeSsSs + S6S4S3-+ S6«25«34-
In particular 

0, a, 

- a, 0, 

h, -f, 
- c, - e, 

b, 

/' 
0, 

d, 

c 

e 

d 

0 

= (acZ + 6e + c/)=. 

14. In a skew symmetrical determinant of even order, 4,; 

vanishes, being a skew symmetrical determinant of odd order. 

But (Art. 8), 

A,, = i 
dA 
da^ 

d 

= [1,2...«]^^[1,2....] 

Now 

n-\ p = [1,2... w] = (-1)" {i, 1...;-1, i +1 

= (-l)"{a„[2...i-l,i + l...«] + ... 

+ a^i-l)''-'{l,2...i-l,i+l...k-lk + l...n-\-^...]; 
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^™oa A^ = (-1)'+* [1, 2 ...«] [ik], 

where [ik] is the Pfaffian got by Omitting i and kin [1,2... n]. 

15. In a skew symmetrical determinant of odd order J.,, is a 

skew symmetrical determinant of even order, and is hence the 
square of a Pfaffian; 

viz. A^^[l...i-l,i-^l...n]\ 

VA.= (-l)"[l...^^l,^+!...«] 

= [i+l ...n, 1 ...*-l]. 

Also, since J. = 0, 

A.,'=A..A,,. 
tie "• K b 

Hence A^ = [i + 1 ...n, 1... i-l][k-\-l... n, l...k-l]. 

16. The result of bordering a skew symmetrical determinant 

is also of interest. Tha result assumes different forms accord­

ing as the determinant which we border is of odd or even order. 

Let the original skew symmetrical determinant be 

^ = I S. 1' 

and let the bordered determinant be 

x/= â js, â i, aa2, â s 

S|3j Si' S2' S3 

S|3> Si' S2' S 

S/3> Si' S2' Ss 

By Cauchy's theorem (lii. 24) 

D = a ^ A - 2a„j an̂ A,,. 

Now, if 4 is of odd order it vanishes, and 

A^=[i + l...n, l...i-l][k + l...n, l...k-l]; 

hence, if we suppose that â j = — atp, 

4=2aaia^i[t+l ...n, 1 ...i-1] [k-\-l .. n, l...k-l] 

= (a„[2, 3...7i] + ...)(â i[2, 3...n]+...) 

= [a, 1, 2...w][/S, 1, 2...n], 
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where in tha Pfaffians such expressions. as at^, a^ which do not 

occur in the determinant are supposed to mean — â j, —a,,^. 

But if A is of even order, 

P = a„;3 [1, 2 ... n-f + 2a„. a^, (- 1)*"̂ * [ik] [1, 2 ... «] (Art. 14) 

= [1, 2...w] [a, A 1,2...re]. 

17. We have hitherto treated of skew symmetrical determi­

nants : it is easy to reduce to these the calculation of skew deter­

minants. Namely, by III. 23, 

P' = P + 2a,,P, + 2a..a„ P,.,. + ... + a,,a,,... a„„, 

where P is what P' becomes when all the diagonal elements vanish. 

D. is what the coefficient of a,., in P' becomes when the diagonal 

elements vanish; P,,j, the coefficient of â^ â,, in P' with the elements 

in the leading diagonal zeros, and so on. 

If all tha elements in the leading diagonal are equal to x we 

can write this 

P'= x̂  + ̂"-̂  2P, + x̂ -' 2P, + ... + «"-•"' 2P,, + ... 

Where P ^ is a minor of order m' got by suppressing re — to rows 

and columns which meet in a diagonal element, the other diagonal 

elements being put zero, the summation extends to all m,-ads in re. 

If TO is odd, P^ vanishes, and if m is even it is a complete 

square. 

Thus, tha elements being skew, 

= x' + x ia\, + a\, + a'̂ ) 

Si' '̂' Sc 

Si' S2' * 

Si. f̂ . S3' '̂a.i 

Si. S2' *'. S4 

Si' S2. Ss' ̂  

= x* + x' ia\ + a\ + a\, + a\ + d'̂  + a ^ 

+ (S2«34+S3S2+S4S3)'-

18. W e can apply this last theorem to prove Euler's theorem 
concerning the product of two numbers, each of which is the sum 
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of four squares. Namely, we have 

a, 

-b. 

- c, 

-d, 

P' 
-<!' 

- r. 

- s. 

h, 

S 
d, 

~ c, 

2' 

P' 
s, 

-r, 

c, 

-d, 

a, 

b, 

r, 

— s, 

ft 

?, 

d 

c 

-b 

a 

s 

r 

~q 

P 

= (â  + 6'+ĉ  + dT, 

= {p' + q'+r'+sy. 

Now multiply these two determinants by rows, then if we 

write 
A = ap + bq -\- cr-\-ds, B = — aq-\-bp — cs + dr, 

G = — ar -{-bs+ op — dq, D = — as — br-{-cq + dp, 

wa get a skew determinant of tha same form as the other two, 

whose value is 
iA'+B'+G'-\-Dy, 

whence 

ia' + b'-i-c'-i-d')ip'-{-q' + r'-i-s') = A' + B' + G'+D\ 

If we ware to effect tha multiplication by rows and columns wa 

should get another form of the same theorem; by permutating the 

rows and columns we get still further representations of the way 

in which the product of two numbers, each of which is the sum of 

four squares, can be represented as the sum of four squares. The 

total number of different ways is 48. The product of n numbers, 

each of which consists of. the sum of four squares, can be repre­

sented as the sum of four squares in 48""' different ways. 

19. W e have seen that the square of any determinant is a 

symmetrical determinant (Art. 2). Cayley and Brioschi have 

shewn independently that the square of a determinant of even 

order can be represented by a skew symmetrical determinant of 

even order. 

The process of tha latter is as follows : W e have 

A = Si' S2 •-• Sn-l' Sn 

Si' S2 ••- Sn-l' Sn 

S.1' S2--- Sn-l' Sn 

a,̂ , a,, ... a,,̂, a,,̂_, 

S2' — Sl---Sn' ~" Sn-l 

a„o, - a„. 
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Multiply these two equal determinants together by rows, and we 

obtain: 
A' = 0, l,̂ , ?,3 ... l,n 

hi' ^' *23 --• hn 

Kl' S.2' ^.3- 0 

where 

L = S1S2 - «^r2Sl + S3S4 - S4S3 -I- • • - + Sn-lS„ - SnS»-l. 

than Z =0, I +1 = 0 
as ' r.8 ' ar 

Thus 4 ^ is represented as a skew symmetrical determinant. 

It follows that A can be represented as a Pfaffian of tha functions I. 

If re = 4, for example, 

S4 ' -- ̂ 12̂ 34 + 1̂3̂ 42 + ̂ 144s 

T h e sign is determined by making the sign of a single term in the 

determinant and Pfaffian agree. "' 

If instead of interchanging columns, we interchanged rows, we 

should get another independent representation of the determinant 

as a Pfaffian. 

20. A third class of determinants are those of the form 

P = S' S' s 
s. s. s 

S. S-H. S+2--- S«-

where .all the elements in a line at right angles to the leading 

diagonal are the same. If tha elements had been written with 
double suffixes we should have had the relation 

Such determinants have been called orthosymmetrical. Their 

most important property is that we can replace the elements by 
differences of a,. 
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For if we operate on the rows as we did in Chap. ii. 5 (iv), if 

^S = S+i-S, &c. 

P = S' 
Aa„ 

A\, 

s-
Aa„ 

A\, 

... a,. 

... Aa„ 

... A X 

A'-^a,,A"-^a„... A'-'a,, 

Now repeat tha same series of operations on the columns, 
beginning at the last, then 

P = S' ^S-
Aa„ A\, 

A\, A\, 

A''-\ 

A X 

A'-'â , A^a,, 

An important example of this class of determinants is that 

where a, is a function of k oi 'the to"" degree in k, whose highest 

term has coefficient unity, tha quantities a,, â ... form an arith­

metic series of tha to"" order. If to = re — 1 all the elements 

below the second diagonal vanish, while all those in it are equal 

to (re — 1)!, whence the value of the determinant is 
n(n-Vi 

(-1) ' [in-l)\r. 

Ii TO is less than re — 1 tha determinant vanishes. 

21. The determinant of order ?' + 1, 

^ra^. TO„_ 

(to+1)^, (to+1)^^i, (m+1)^^, ... (m + l)̂  

(to + 2)^, (to + 2)^^,, (to + 2),^ ...im + 2\ 
P+r 
\ 
P+r 

(to + r)^, (to + r)̂ _̂ ,, (m + r)^ (to + r)^ 

where TO, 
TO (to — 1) ... (to — ;? + 1) 

1.2..._p ' 

though not orthosymmetrical, is of a similar nature; let us call it 

F„ 
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Divide its first row by to, tha second by to + 1,... its (r + 1)' by 

TO 4 r. Than multiply the first column hjp, the second hjp + 1,... 

the last by ̂  + r. Then 

to(to + 1) ... (to, + r) 
F„ 

pip + 1) ... ip ->rr), 

im-l)^_„ (to-I)j, ... (?re-l)„̂ ,._, 

(TO + r-l)j_i, (TO + r-l)^,... (m + r - l ) ^ 

or, if we multiply numerator and denominator of the fraction by 

(r + 1)!, 

(to + r),.. 
^^.P \p + r\ 

V 

Thus we obtain a series of aquations by giving to to and p 

different values in this 
(m + r— 1) 

K. Zr+i-rr 
ip-Vr-1),.^, -̂ -̂ -̂  

' m-Ji-H, 1 ir 4-V) "'~̂' "' 

Now Fm_j,, 0 is t^o value of the last determinant in II. 5, when we 
write m , — p for to and 1 for d. Hence its value is unity, which 

gives, when we multij^ly the above equations together and cancel 

hke factors, 

y ^ (to + r),.̂ , (to + r - 1)^^, ... (w. + r - p + 1),.̂ , 

• '"•" (i'+>)r+l(i'+^-ll«---(^+l)r« • 

Another expression can ba obtained for the determinant by 

dividing the first row by m^, the second by (to +1)^,... the last by 

(TO + r)j,. Then multiply tha first column by p̂ , tha second by 

iP + l)i' ̂ '̂ ^ ̂ ^̂ ^ ̂ y Cp + '')r' '''•'̂0 transformation gives 

Y ^ TO^ (m + l)y (to + 2)y ... (to -4- r)„ 

""•" p,ip + l),iP + ^)p- ip + r), • 

A remarkable special case of the first form is when p = 1, the value 

of tha determinant being (m + r)^^,, i.e. tha last element in its lead­
ing diagonal. 
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22. If in the determinant of Art. 20 

r , 1 , ^ (c + yfc + m)(c + ^ + T O - l ) ... (c + A;+l) 
a,^.= Cc + ̂  + TO)^= l ^ ^ ^ ^ ^ J ^ 

then if TO = re— 1, A^'^^a, = 1, and we have 

(c + « - ! ) „ _ „ (c + re)„_, ...(c + 2re-2)„_, 

{c + n)^_,, (c + re + l)^_^ ...(c + 2re-l)„_, 

81 

m(m-l) 
= (-1)^. 

ic + 2 n - 2\^_„ (c + 2re - 1)„_,... (c + 3re - 3)„_. 

23. Another class of determinants are those of the form 

D S' s ••• s 

S' S ••- S-l 

S-l. S --• S-2 

a„ a3 ... a, 

where the element in the leading diagonal is always a,, and the 

rest of the row is filled up with a^... a„ in cyclical order. 

The peculiar property of tiis determinant is that it divides by 

a, + a^a) + ttg w^ + ..,. + a„ (cr\ 

where a is a root of the equation a;" = 1. 

For if A,, A^...A^ are the complements of the elements of 

the first row of this determinant we have (ill. 11) 

a,A,-\-a^A^+...+a^A^ = P 

•i,Â  + a,A^+...+a^A, = 0 
(1)-

s A + s A + .••-^sA-l = o 
Now consider the product 

{a, + a^a + a y + ... + «„«""') {A, + A y ' + A y + ... + 4„w-""''). 

Tha coefficient of o)*"' is 

A,a,+ A^a^^, +... -VA^a,^. 

If k is equal to unity this is equal to P, by the first of equations 

(1), but if k is not unity it vanishes by one of the other equations. 

Thus P divides by 

a, + a„(u 4 ... +a,&)""\ 
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Hence 

P = (aj + a,... + aJ H (a^+ a.ca + a ^ + ... + a„««""'), 

where m is. one of tha roots of the equation aj" — 1 = 0, unity 

excepted. 

24. Another elegant demonstration of the theorem of the 

preceding article is the following. If <c„ m^ ... m^ are the re roots 
of unity let 

1, a,, o},' ...Q},""' 

1, o}„ <...<-' 

1, «,,«/...«„»-

Then if we write 

a, + â co + agto' + ... + ay'' = ^ (&>), 

and remember that w" = 1, 

D P = j>iw,), <^(a,J 

a,,(}>ico,), ffl,^(«J 

C0,'<1) (fflj, fB/0 (ft),) 

ft,,"-./. («J, <-^^ (ft,,) 

= P<̂ (ft,J</>(ft,,)....̂ (ft)J, 

whence P = ̂  (ft,J (j, (ft)J ... ̂  (ft,J. 

25. M r Glaisher has shewn that a determinant, such as that 

in Art. 23, of order 2n, can be expressed as a similar determinant 

of order n. Namely 

A ' A - A S. S ---Sn 

Sn' S - - • Sn-l 

Sn-l' Sn • • • Sn-2 

a„ a3 ...a. 

A . -̂ i-.-A-i 

where 

•̂ 1= S S - Sn S + Sn-l S • - • - S «! 
.4,= aj aj — a, a, + â  a3 ... — â  a. 

'2 "•2n 
'2n 

A = Sr-l S - S,-2 S + Sr-3 S •«... a„. 
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For tha first determinant 

= n (a^ + a,ft, + ttgft,^ + ... + a^y''), 

03 being a 2re"' root of unity ; and since for every root o) there is a 

root — ft,, this 

= n (^,+Ay + A y +... + Ay^-'), 

which product is equal to the second determinant. For the 2re"' 

roots of unity being denoted by ±1, +<>>„ ± (n̂ ... ± <o,̂_„ the re'" 

roots of unity ara 1, (ô , o,/ ... (ô _̂'. 

For example if re = 2 

a, b, c, d 

d, a, b, c 

c, d, a, b 

b, c, d, a 

= A, B 

B,A 

where ^ = a" + c" - 2bd, 

P = -&^-(£^+2ac, 

and the value of the determinant is 

a' _ 6* + c^ _ d* - 2aV + 2Vd^ - Wbd + 46'ac - 4c'6Qt + W'ac. 

26. If in the determinant of Art. 23 we suppose 

; + - ,-̂ : + 
"'r-ir-l)r in-^r-l)r {2n + r-l)\ 

P = e^'H (a, + a.ft, + ttgft," + ... + ay-') 

= 6" He"* 

_- £a;(l-l-«i-i-&J2+...-f-wji-i) 

= 1. 

27. Determinants whose elements are binomial coefficients 

have been discussed with great minuteness by v. Zeipel, who has 

given an immense number of theorems relating to this class of 

determinants. One or two of these we shall now consider. 

6—2 
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The value of the determinant 

Toj, n, p m,, g TO, ... t m,_, 

(to +1)„ n+l,ip +1)(to +1)„ {q+ 1) (to +1),... (< + 1 ) (m +1),^^ 

(to + 2),, re+2, (p+2)(to+2),, (g + 2)(m+2),... (« +2)(to+2)^, 

im+k)„ n-^k, ip + k)im + k)„ iq-hk){m + k)^...it+k)im-\-k),^, 

is {m — n) {m — p — 1) {m — q — 2) ... {m — t — k -^ 1). 

We must first shew that the determinant vanishes when to is equal 

to any one of the quantities 

TO, _p+l, £ + 2 ... t + k-1. 

First let to = n, then tha determinant is 

TO,., TO, pni,, qm^ 

(to + 1),̂ , to+1, (|) + 1)(to + 1)j, (2'+l)(w+l),... 

(to + A;)j, m + 4 (jp + ^) (m + ^)j, (g'+ A;) (to + A;),... 

If we subtract the second column, multiplied by p, from the third 

we see that the determinant is independent of p. Do this, and 

divide the first row by to, the second by m-\-l, tha third by 

TO + 2 ..., then multiply tha first column by k, the fourth by 2, the 

fifth by 3 ..., then the determinant reduces to the product of 

TO (to + 1) (to + 2) .. 

1.2.../i-

nd tha determinant 

(to-!)„_„ 1, 0, q { m - l ) „ 

m,_„ 1, 1, (g + l)TO^, 

. (to + /̂ ) 

r(TO-l), 

(r + 1) TO, 

im + k-l)^„ 1, k, iq + k ) i m + k - l ) „ (r+A) (to+'/c-1),... 

Multiply the second column by q {m — 1),, the third by 

g;(m-l)„+l . m „ 

and subtract their sum from the fourth column, and w& o-et tha he-ff 
determinant 
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{'>n-l),^„ 1, 0, 0, r(TO-l), 

î ĵ i' 1, 1, 0, (r + 1) TO, 

1, 2, 1, (r + 2)(TO + l), (™ + lX-i, 

(TO+i--l),_^, 1, k„ k„ ir + k)im + k-l). 

In this determinant multiply the second column by r (to— 1),, the 

third by r (to —l)j + l. TO,, the fourth by r (to-1)„ + 2.tô , and 

subtract tha sum of their elements so multiplied from the elements 

of the fifth column, and proceed in a similar way with the altered 

determinant. Finally we reduce the determinant to the product of 

a finite number of factors and 

("̂ -1)̂ 1' 

™^1. 

("i+lLl' 

1, 0, 

1,1, 

1, 2, 

0 . 

0 . 

I. 

..0, 

.0, 

..0, 

0 

0 

0 

{m + k-1),^,, 1, k„ /«,.../V2> V 

In this determinant multiply the second column by im — l)j,_,, 

the third by (to — l)j,_2, tha fourth by (to —1),^3, &c., and subtract 

their sum from the elements of the first column, then each element 

of the first column, and consequently the determinant vanishes. 

Hence our determinant divides by to — re. Similarly we can 

shew that it divides by each of tha other factors, hence it is 
equal to 

G (to — re) (to —p — 1) (to — 2 — 2) ... (to — i — /c +1). 

To find tha value of G put 

n=p = g= ... = i{ = 0; 

then we get 

TO,. 1, (to+1)j, (to+1), ... 

2, 2 (to+2),, 2 (to+2),... 

3, 3(to + 3)„ 3(to + 3),... 
r 

k, k (to + k)„ k (to + /c), ... 

= Gto (to — 1) ... (fft — A + 1). 
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But the determinant =kl as we see by putting d = 1 in the last 

determinant of II. 5. Hence 

G = l; 

thus the theorem is proved. 

28. The determinant 

w-.. re. pm. sm,̂ , um. 
(TO-i-1),, re+1, {p + l ) i m + l ) , (•m+1)(to + 1),_j 

(to + Z*;),,, n-\-k, {p-\-k) im-\-k), {u-\-k) im + k)^_, 

(to + ?'-)j, re + r, (|) + r)(TO+r)j {u-i-r) {m+r)^, 

is equal to the product of 

and 

TO,. re. 

(y5; + l)(A + 2) ... r 

pm„ 
(to+ 1)„ re + 1, (̂ + 1) (to + 1), ... (g + 1) (to + l)̂ j 

(to + ^')j, n-\-k, ip -\- k) {m -i- k), ... iq-]- k) (to + k),^^. 

That is to say, is independent of the r — k quantities 5, ...u. 

(!)• 

T o this determinant apply the operations of II. 5. iv. Then 

in place of any element P in the /" row w a must write 

A^-'P. 

Then in the first column every element after the {k + Vf*" vanishes, 

w h U e in each of the others every element below the leading 

diagonal vanishes, the element in tha leading diagonal of the i'" 
column being (i — 1). 

Hence if wa expand the determinant by Laplace's theorem, 
according to minors of the first k columns it reduces to 

(/c + l) (A;+2) ...r TO,,, n, p m , ... qm^ 

-̂Vi. 1. bn+(TO+i)o] •-. 
TO^„0, 2(to + 1)„ ... 

0, 0, 0, 
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which proves the theorem. For the last determinant is the result of 

operating, as in ii. 5.iv., on the determinant (1). The determinant 

(1) is known by Art. 27, and hence we know the value of the new 
determinant. 

29. Next let us consider 

TO,, nm,. P'̂ 'o+l 
(TO + 1)„ (re + l).(TO + l)„ (p + 1)(to+1), 

*n •• 

(to + r)„ in + r) (to + r)^, {p + r) (to + r)^, ... 

where k has any value from dto d + r—1 inclusive. 

Divide the rows by 

TO^, (to+1)^ ... {m+r)^ 

respectively, and multiply the columns by 

/c,^, 1, (c^+l)„ (c^ + 2),... 

Then our determinant is equal to 

TO^ (to + 1)^ (to + 2)^ ... (TO + r)^ 

h^id + l),id + 2),...id^T-l)l 

multiplied by the determinant 

(to - d),^ p im — d). 

um. 

•(1) 

im-d+l),^,n + l, ip + l)im,-d^l), ... 

(to — d + t)t^, n + r, ip-\-r) {m-d + r), ... 

which by tha preceding articles is equal to 

ik-d-^-l)ik-d+2) ...rim-d-n)im-d-p-l) 

im-d-q-2)... (2), 

being independent of the last r — k + d,oi the quantities n,p...u. 

The determinant we started with is equal to the product of (1) 

and (2). 
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30. In the determinant of the last article let 

n = p = ...=u = ̂ , k = d=l; 

then if we multiply both sides by 2' 

[chap. VI. 

m„ 
(TO+1),, 

(to + 2)„ 

m„ 
3(to+1)„ 

5 (to+2),, 

TO, 
3(to+1), . 

5 (to + 2), . 

m. 
.. 3(to + 1), 

. 5(to + 2), 

{m + r)„ (2r + l) (TO + r)^, (2r+1) (TO + r),... (2r + l) (TO + r)̂  

= 2*" TO (to +1)... (TO + r). 

Divide both sides by m (to +1)... {m-^r), and then multiply both 

sides by r !, thus 

1, 1, (to-I)^, ... im-1)^, 

l,3,Sm„ ... 3(to),._, 

1, 5, 5(to + 1),... 5(to + 1),_, 
= 2.4.6...2r. 

Hence, changing to — 1 into to, if we write 

i, 1, (to+1),, (to+1), ... (to+1), 

1 1, (to+2),, (to+2), ... (to+ 2), 

we have by Wallis' theorem 

Lim. (2r + lX_, = 1^, 

when r, and therefore the order of the determinant, is infinite. 



CHAPTER Vll. 

ON CUBIC DETERMINANTS AND DETERMINANTS WITH MULTIPLE 
SUFFIXES. 

1. Just as when r^ elements are given we can arrange them 
in the form of a square, so when re'' elements are given we can 

arrange them in the form of a cube. Than wa can indicate the 

position of tha elements by means of three suffixes. The elements 

wUl lie in three sets of parallel planes; supposing the cube contain­

ing the elements to stand on a table with one face towards us, we 

may for convenience call those planes parallel to tha face on which 

tha cube rests strata, those parallel to the face in front of us 

planes, and the perpendicular planes sections. 

2. An element of such an array will be denoted by a^j^, 

where the suffixes mean that it stands in the i"" stratum, f" plane, 

and W^ section. 

The set of elements in the leading diagonal will ba 

S11S22 •-- Snn-

From this we can form a function analogous to a determinant, and 

hence called a cubic determinant, by the following process. 

From the leading term a,,,a.̂  ... a,,„„ we form re! terms by 

-writing for the series of third suffixes all possible permutations of 

1, 2 ... re, giving to each of these terms a sign corresponding to 

the class of the permutation. Then from each of the terms so 

obtained we derive n\ new terms by -writing for the series of 

second suffixes all possible permutations of 1, 2 ... re, giving to each 

new term, relatively to the term from which it is derived, the sign 
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corresponding to the class of the permutation. The sum of all 

these [n IY terms is called a cubic determinant, and is denoted by 

i + S11S22 --• Sin». 

or by I S-,. I ('̂•. i. ''̂  = 1. 2 ••• n). 

8. Just as an ordinary determinant can be represented as the 

product of re alternate numbers, so a cubic determinant can be 

represented as the product of re factors lineo-linear in two sets of 

alternate units. 

If e,, e, ... e„; ê,, e,... e„ara two independent sets of alternate 

units, then tha determinant of Art. 2 is equal to the product 

n {Sî iCi -1- a,,̂ e,ê  + ... + a„̂ 6,e„ 

+ S2ie2Cl + S2«2«2 + ••• + S n ^ A ,̂  _ j g u) 
+ ^ 

+ a^l^A + S„2V2 + - - • + Snn'̂ nC.} 

For if we consider any term of the product, it will vanish if it 

contains two e's or two e's with the same suffix, i.e. if two a's with 

like second or third suffix occur in the term, which ensures that 

all terms which do not belong to the determinant vanish. Thus 

every term which does not vanish contains soma permutation of 

the units ê , e, ... 6„ and e,, e, ... e^ as a factor, and if the units 

be brought to this order the sign of the term will be (—1)'̂ +"; 

where /a is the number of inversions in the e's, i. a. in the second 

suffixes of the term, and v the like number for thane's or third 

suffixes. That is to say each term of the produ'ct is a term of the, 

determinant with its proper sign. Thus tha determinant is cor­

rectly represented by the product. 

Just as an ordinary determinant is tha product of linear 

functions of the elements of a row, a cubic determinant is the 

product of linear factors of the elements of a stratum. 

By means of this representation we can deduce the properties 

of cubic determinants. 

4. The sign of the determinant is changed if we interchange 

two planes or sections. 

For interchanging two planes is the same thing as interchang­

ing two e's, and interchanging two sections the same as inter-
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changing two e's. Either of these changes alters the sign of every 
term, and therefore of the whole determinant. 

5. Interchanging two strata does not alter the sign of tha 
determinant. 

For we can represent the determinant by either of the two 
products 

n(&,A + M2+--+&inS),. 1 „ V 
n = 1, z, ... n) 

n(Ciiei-l-c,,e,+ ... +c.„ej 
where h^ = a,„̂ e, + a,„/, + ... + a,.,e„ 

<^ik = O^S A + "'ik2^ + ••• + S-nCn • 

From tha first form wa sea that the determinant, on inter­

changing two strata, suffers a change of sign as being the product 

of alternate numbers belonging to the system e; from the second 

we see that it also suffers a change of sign as being the product of 

alternate numbers belonging to the system e. Thus on inter­

changing two strata tha determinant undergoes two changes of 

sign, and hanca remains unaltered. 

6. A cubic determinant of order n is the sum of n ! ordinary 

determinants, each of order n. 

For as in Art. 5 

^ = n (c,/, + c,,e, + ... +c„.ej 

where c^ has the same meaning as in Art. 5. Hence, by I. 19, 

-i = Ic..J. 

Thus the cubic determinant is equal to an ordinary determi­

nant of the same order, whose elements are alternate numbers. 

To split up this determinant into others with simple elements w e 

must take a partial column from each column of the determinant, 

but if w e take a partial column in tha J3* place from one column 

w e cannot take a partial column in the p ^ place from any other 

column, for then ê  would occur twice, and the corresponding deter­

minant must vanish. Hence each selection of partial columns 

must be a permutation of 1, 2 ... re, there are re! such selections, 

and as many determinants with simple elements. 
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Thus A = X 
'Ak) I ' 

where the determinant on the right is an ordinary determinant; 

k is put in brackets to remind us that though it varies from one 

column to another, in the same determinant it remains fixed. 
This theorem is also an obvious consequence of Art. 2. 

7. If in the preceding article we suppose all the first suffixes 

to be the same, all tha determinants on tha right would become 

alike, only their columns being permutated, and each determinant 

would have the sign corresponding to that permutation, hence 

suppressing the first suffixes altogether, tha cubic determinant is 

now equal to 

(re!)|a,J(j,^ = l,2...re). 

This then is tha value of tha cubic determinant whose strata 

consist of the determinant 

repeated n times. 

8. Tha product of two ordinary determinants, each of order n, 

is a cubic determinant of order n. 

Let A = \aJ = A,A^... A^, 

B = \b,\ = B,B, ...P„, 

where 4, = a,,e, + a„e, + ... + a,„e„, 

5i=Mi + ^A+--l-5,A-
the .systems of units e and e being independent. 

Then A B = IIAJB^ 

= n ia,,b„e,e, + a„b,̂ e,e, + ... + a A ^ A 

+ aX^^i + a,̂ \2%̂ ^ + ... + aa^„6,e„ 

+ 

+ Sn^ilVi + Sn&i2ene2+ - + Sn^in^,.©™). 

the product on tha right is tha cubic determinant of the elements 
Cyj.. Thus tha theorem is proved. .̂ 
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By multiplying A. and P, together we avoided any inversion 
of the A's and P's among themselves. If we allow for tha conse­

quent changes of sign wa can have as m a n y such inversions as w e 

please, and so vary tha form of the cubic determinant which 
represents the product. 

9. Tha product of a cubic determinant A, whose elements 

are â ^̂ , and of an ordinary determinant B, whose elements are 

b^, is a cubic determinant G, whose elements are ĉ,̂, where 

C* = hl^ikl + ij2a<,2 + • - • + 4n «i.n • 

Or we treat each stratum of 4 as if it were an ordinary determinant 

to be multiplied by P, the resulting strata give G. 

For G = n iG„,e,e, + c„,6,e, + ... + c,,„e/„ 

+ c.-sîzei + c,22eA + ... + C;,„ e,e„ 

+ ... 

+ Cinie«ei+ c,„,6„«,+ ... + c.„„e„ej 

= n {a„,B,e, + a,,̂ B,ê  + ... a,,^B,e^ 

+ a.,,P,e, + a,„P,e,+ ... 

+ ) ; 

where P. = 6„.e, + b^e^ + ... + &,,e„. 

Since tha alternate numbers P,. follow the same laws as units, 

this last product is a representation of the cubic determinant J. by 

means of the units e and P. Thus 

C = A.e,...e„.B,...B^ 

= AB. 

10. It is now an obvious step to consider those functions 

formed of letters with mora than three suffixes analogously to 

determinants, though when w e take elements with mora than 

three suffixes w e cease to be able to picture to ourselves their 

arrangement topographically as w e can in tha case of elements 

with one, two or three suffixes. W e can, however, conceive a set 

of elements with p suffixes such as 

Sft...i' 

re" in number, to .be arranged in p sets of rectangular planes in 

a space of p dimensions, and forming a rectangular parallelo-
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schemon of p dimensions. (Cf Schlafli, Quarterly Jour. II. p. 278.) 

Tha elements which have all suffixes the same, except i, lie in 

the same line, those which have all suffixes the same, with the 

exception of i and j, lie in the same plane, ... those which have 

only I in common lie in a rectangular paralleloschemon oi p — l 

dimensions. 

The product of the elements 

Sl-l S2...2 •-• Sm.-n 

is called the leading term of the determinant of the jj"" class, 

which is formed by keeping the first suffixes unaltered, and writ­

ing for each set of the other suffixes all possible permutations of 

1,2 ...n. To each term so obtained we give the sign corresponding 

to the sum of the number of inversions in the p — 1 sets of variable 

suffixes. 

The whole number of terms is {re l}'̂ '. 

11. The determinant of the j)"' class can ba represented as a 

product of linear factors of the elements which lie in the same 

paralleloschemon oi p — 1 dimensions. 

If e„ e, ... e„ 

e,, e„ ... e. 

Vi, V2---V,, 

be p — 1 sets of alternate units ; it is plain from reasoning similar 

to that in Art. 3, that the function 

^ = n2a,̂ ,;.,,e,6,...i7, 

(where the sum is formed by giving to each of tha suffixes j, k ...I 

all values from 1 to re, and then forming the product of such sums 

for the values 1, 2... re of -i) is a determinant of the jj"" class and 

re*^ order, such as we have defined in Art. 10. 

12. This definition is strictly analogous to those for deter­

minants of the second and third class. A determinant of the 

second class is the product of linear functions of the elements of a 

row, one of the third class the product of re factors linear in the 

elements of a stratum. Here tha determinant of the p ^ class is 

the product of re factors linear in the elements of a parallelo­
schemon of _p — 1 dimensions. 
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13. It is clear that by the interchange of any two suffixes, 

except the first, the determinant changes sign. Also since the 

factors of the determinant can ba written as linear expressions of 

each of the ̂  — 1 sets of alternate units, ft follows by tha inter­

change of two first suffixes tha determinant undergoes p — 1 

changes of sign. Thus tha determinant remains unaltered or 

changes sign according as its class is odd or even. 

14. W e have kept the first suffixes in their natural order. It 

is however indifferent which set of suffixes is retained fixed. If 

the class of the determinant is odd, it is perhaps more symmetrical 

to keep the middle suffix unaltered; the determinant is however 

not the same as before. 

15. The product of a cubic determinant A, whose elements 

are %,., and of an ordinary determinant B, whose elements are b^, 

can be represented as a determinant of the fourth class G, whose 

elements ĉ.̂, are given by 

CiJB— SsS-
For A = 11 (a,„ e,e, + a„, e,e, + ... + a,„̂ e,ê  

+ S2ie2ei+---- ). 

B=U{k,7,, + k^V2+--+KVn)-
Thus clearly 

(InX j,k,l= 1,2... n) 

(InU i = l, 2 ...re) 

which proves the theorem. 

16. The product of two cubic determinants A and P, whose 

elements are â ^ and b̂ ,, both of order re, can be represented either 

as a determinant of the fifth class, whose elements are 

^iptp-s ^ i p q irs' 

or as a determinant of the fourth class, whose elements are 

given by 

Ciju-̂ 'S.â A'pu ip = l,2...n); 

the order of both determinants being re. 

The first part of the theorem is proved as follows: 

4 = n2a.j,5eje5. 

(In 2 p,q = l,2...n; in H t = l , 2...re.) 

^P=n(2c^.,,eje,77,) 
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p = n2&,„j>,. 

(In 2 r, s = l, 2...re; in n i=l,2...n.) 

Thus J.P = n 2 â ,, 6,„ ep ej^ k̂  

= n2c,,̂ ,„ej,e,j,.i-.. 

(In 2 p, g, r, s = l, 2...re; in H i = l,2...n.) 

W h i c h by definition proves the theorem. 

For the second part of the theorem w e have 

G=n2cy,,e,.e,7;,. 

Now the sum under the product sign 

= 2e, {a„.,P, + a,,P,+ ... + a„.„PJ (j = 1, 2 ... re), 

where P^ = b^,, e, -q, + b,,,̂  Sj 97, + ... + 6,„„ ê  77̂  

+ î.21 «2 Vl -1 &i,22 ê  '72 + • " + î.2n ̂ 2 Vn 

+ ... 

and if w e write 

^01 = S u Cl + S2i Ĉ  + . -. + Sn^C,, 

the sum becomes 

P,4, + P,4,, + ... + P„^i„. 

The product of this has to be taken for all values of i. It 

must always be taken so that in each term we have the 

product B,B^... P,,; for if two P's are repeated the term van­

ishes. The value of this product is P. 

The remaining factors in the term are 

A A 4 
"̂ ly 2S ••• -'̂ nr' 

where jp, q ... r is a permutation of 1, 2 ... re. This is an ordinary 
determinant of class 2. Comparing this with Art. 6, we see that 
it is a term in the expansion of the cubic determinant ̂  in a sum 

of determinants of class 2. All these terms occur in our product. 

Thus 

G = A.B. 

17. The following theorem regarding the product of two 

determinants of any class can be proved by the preceding 
methods. 
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The product of two determinants of classes p and q, whose 

elements are a^ ^ and &̂ . j, respectively, can be represented either 

as a determinant of classp + q—1,. whose elements ara 

Cjj-... luv ... 8 ̂  S-... I ^iu ...si 

or as a determinant of classp+ q — 2 , whose elements are 

c.,...i™...„ = 2a,y...J &,„..., (i.= 1, 2 ... re), 

aU the determinants being of order re. 

18. It is not difficult to see h o w tha theorems with regard to 

determinants of the second class (i.e. ordinary determinants) can 

be extended to determinants of any other class. It is probable 

that determinants of higher class possess m a n y properties peculiar 

to themselves, though as yet not m a n y of these have been investi­

gated. Tha complement of any element of a determinant is a deter­

minant of tha same class and next lower order. Tha extension of 

Laplace's theorem would shew h o w a determinant of class p and 

order re could be expanded in a series of products of pairs of deter­

minants of class p and orders to and n — m. 

19. There is no difficulty in writing down the expansions of 

determinants of any required class or order. T h e number of terms, 

however increases very rapidly. 

The following are the expansions of determinants of the second 

order, and classes 3 and 4 respectively : 

2±(111)(222)=(111)(222)-C121).(212) + .(122).(211)-(112)(221) 

2 + (1111) (2222) = (1111) (2222) - (1112) (2221) + (1212) (2121) 

- (1211) (2122) + (1122) (2211) - (1121) (2212) 

+ (1221) (2112) - (1222) (2111), 

while for the determinant of class 3 and order 3, 

•2 ± (111) (222) (333) = (111) (222) (333) - (121) (212) (333) 
- -(Ill) (2.32) (.323)+ (1.31) (212) (323) 

+ (121) (232) (31.S) - (131) (222) (313) 

- (112) (221) (833) + (122) (211) (333) 

+ (112) (231) (.323) - .(132) (211) (32.3) 

- (122) (2.31) (313) + (132j (221) (313) 

- (Ill) (22.3) (332) + (121) (2-18) (332) 

+ (111) (233) (322) - (131) (213) (322) 

- (121) (233) (312) + (131) (223) (312) 

+ (11.3) (221) (332) - (123) (211) (332) 
7 

S. D. ' 
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- (113) (231) (322) + (133) (211) (822) 

+ (123) (231) (312) - (133) (221) (312) 

+ (112) (223) (331) - (122) (213) (331) 

- (11-2) (283) (321) + (132) (213) (321) 

'+ (122) (233) (311) - (132) (223) (311) 

- (113) (222) (331) + (123) (212) (3.31) 

+ •(113) (282) (321) - (133,) (212) (321) 

- (12.3) (232) (311) + (13.3) (222) (311). 

20. W e shall conclude this chapter with the following general 

theorems. 

A determinant of any class, all of whose elements are equal to 

a, except those in the leading diagonal which are equal to x, is 

equal,to . 
{« + (re - 1) a] {x - a)"-', 

n being the order of the determinant. 

W e shall prove this for a cubic determinant, but the method is 

perfectly general. 

P ='n iae,e, + ae,ê  + .„ 

+ aê e, + ae,e, + ... 

' + ••• -t-a;e.e.+ ...) 
= U{aEE'-\-ix-a)e,6}, 

where E=e,-i-e^+ ... e^, E' = e,+ €̂  +...-i-e^. 

Hence, since E and E ' are alternate numbers, any.term in 

which they occur mora than onca vanishes. 

Hence P = (a;.- a)" + a (a; - a ) - ' 2 [EE'Ile.e^] 

ik = l, 2 ... i-1, i-l-1-... re); 

.-. P = (a; - a)" + rea {x - a)"-' 
= ja; + (re - 1) a} {x — a)""'; 

for • Pe, ... e,_,e,̂ , ... ê  = e,e, ... e,_,e,̂ , ... ê  

= {-iy-\e^...e^; 

and so P'e^ ... e,_,e,̂ , ... 6„ = (-1)* 'ê e, ... e„. 

The last theorem of III. 25 can also be extended to determi­

nants of higher class, for a cubic determinant we may state it as 

follows: If all the elements in the t'"" stratum are equal to a,, with 
the exceptio-n of that which lies in the leading diagonal, -whose 

value is x., then the value of the determinant is 

_ ./+2a/(*J 
with the notation given in iii. 25. 



CHAPTER yill. 

APPLICATIONS TO THE THEORY OP EQUATIONS AND OP 

ELIMINATION. 

% 
1. If we have re linear equations between re quantities 

X,, x̂ ... x̂ , namely, 

Si«i+ S2«'2+ ••• +S»S.=S 

Si S + S2 ̂'s + • - • + .Sn ̂'n = S (1)-

Sl«'l+ S2«2 + ••• +Sn«'n= «n' • 

the determinant 4 = | â^̂  | is called the determinant of the 

system. If A does not vanish we can at once determine the 

variables. For if we multiply the above equations hj A„̂ ,Â ,̂ ... A^^ 

respectively and add, than all the' terms on the left vanish,, with 

the exception of those multiplying x,̂, which together give 4 (ill. 

11). Hence 

Ax, = u,A,,+ u^A^+ ... +UnA^, {k=l,2.:.n). 

The expression on the right is tha expansion of tha determinant, 

obtained by writing u,, m, ... u^ for the elements of the U^ 

column. 

2. It is interesting to compare with this the solution by 

alternate numbers. 

Multiply the given system (1) by e„ e, ... e„ and add; then if 

«iS*+e2S.+ ---+e»S. = A 

e, u, + e, m, + ... + e„ m„ = U, 

we have 
A,x,-\-A,x^-\-...+A,,x^=U. 

7-2 
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Multiply both sides of this equation by A,... A^_, A^^, ...A^, 

and we get 

A,... A,_,A,„ ... A^A^x,, = A,...A^_,A^^, ...AnU, 

or A,...A;,x^=A,...A,_,UA^_^,...A,^, 

and writing the products of alternate numbers as determinants we 

get the same solution as before: 

8. If in the equations (1) the quantities u on the right 

vanish, we have the system of re homogeneous linear equations 

S i S + S2«2+ ••• Sn^n = S = 0 (̂ = 1> 2 ...re). 

We may regard these as equations to find -^, —... -^=^. 
x„ x„ ,« 

Taking any re — 1 of the equations, by Art. 1 we can determine 

the ratios. These values, if the equations are consistent, must 

satisfy the remaining equation. This condition is 

^ = 0. 

For if wa multiply tha equations by ^ j ^ , 4,,, ...Â ,̂ , as before and 

add, we gat 

S I S- I = 0. 

If then the equations are to be satisfied by other than zero 

values of the variables we must have 

4=0. 

If this be true any one of the equations is a consequence of all 

the rest, viz. we have 

u,A,̂  + S^2* +•••• + '̂ nAk = 0. 

Where the re's now stand for tha linear function^, that is to say, 

any one of tha u's is expressible linearly in terms of tha remaining 

ones, provided the quantities A ^ do not all vanish. 

4. If tha condition of tha preceding paragraph holds we 

have 

S =_S =... = j5l. 

For if we substitute the values x^ = XA^ all the .equations except 

tha k'" ara satisfied by III. 11, and tha k*"" is also true since 
^ = 0. 
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5. Returning again to the equations of Art. 1. A n y new 

linear function v- of the a;'s can ba expressed linearly in terms of 

the u's. • 

For if v = b,x, + b^x^-i-... +bnXn, 

u,= a,,x,-^a„x.^+...+ a,̂ x̂ , 

«n= SlS + S2«2 + • • • + Sn^^n' 

we may regard these as re + 1 equations between the re + 1 quan­

tities — 1, X,, x^... x^. 

Hence, by Art. 3, we must have 

= 0, 

or — Av = 

v, 
u„ 

Un, 

0, 

u„ 

K 

Si' 

Si' 

\. 

Si. 

K •• 

S2-

S2 • 

K • 

'S2 • 

• K 

• Sn 

. Sn 

- K 

> Sn 

««. Si' S2 ••• s, 

6. If we have between n variables x„ »,... 3?,̂, the m equations 

a,,x, + a,,*, + ... + a,̂ x,, = 0 

O»,lS+S.2«2+---+C^n.n«'n=0 

where m is greater than re. Then if these equations are to be true 

for other than zero'values of the variables, if we take any .re of 

them their determinant must vanish by Art. 3. 

This condition is represented by 

Si' S2 ••• Sn 

Si' -S2 ••• S». 

^0; 

which means that each of the system of m^ determinants, got by 

selecting any re rows of elements from the array and forming 

a determinant with them, is to vanish. The expression on the left 

is frequently called a matrix. 
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7. The system of linear congruences 
a„x,+ ...-^-a„^x^=u, 

(mod. p), 

Sl«*.+ ---+Sn^n=.«n 

first considered by Gauss, has been solved as follows by Studnicka. 

Let 4 = 1 a,, |, 

and let g,̂  he the greatest coinmon measure of the numbers 

•^ik' •^2k ••• ^ n 6 -
Theh, as in Art. 1, we have for all values of k from 1 to re, 

A 1 
-«.= - iUiAk + \Ac + •••+\^J (mod.j3). 
Uk Uk 

The advantage of the rule is that if we observe that one of the 
minors of a column is unity, or if two of them are prime to each 
other, than, for that column, ̂ j= 1. 

8. The solution of the system in Art. 1 assumes different 

forms according to the nature of the coefficients â . If 

a.> = — a„ and a.. = 0, 
is ' fa %\ ' 

so,that the determinant of,̂ he system is skew symmetrical; first, 
if re is. even, if we multiply the aquations by 
\2...k-l, k+\...n\ [3...&-1, &+l...re, 1] ... 

[l...^-l, k + l:..n-l\ 

and add, the coefficient of x̂  is 

a,^\_2...h-l, A; + l...re] + a„[3...^-l, ̂ +l...re, 1] 

+ ... +a„,[l...Ar-l, ̂ +l...re-l] 

= -[/«, 1...A-1, & + 1 ...re] = (-l)'[l, 2...71], 

while the coefficient of'a;, is 

—\i, l...k-\, A;+l...?i] = 0. 

Thus 

(-l)'a;,[l, 2...«] = mJ2...7s-1, k + 1 ...re] 

+ M, [3.../(;-̂ l, k + 1 ...re, l]... + M,,[l.../<;-l, k \-l ...re-I]. 

But if re is odd, then A = 0 (vi. 8) and x,,x̂ ... x̂  in general 

are infinite, but bear fixed ratios to each other. If however 

M,J.,, + re,^,,+ ...+M^^„^=0, 

or m,[2 ... re] + i/,J3 ... re, 1] -i-...-f-m̂  [1, 2 ... n-l] = 0 

(VI. 15), one equation of the system is superfluous, and the system 
of the remaining equations can be solved as above. 
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9. In Art. 3 we have the first example of the process of 

elimination; namely, wa have found a condition, independent of the 

variables, which must hold if a certain-given number of equations 

are to exist between these variables. When r homogeneous equa­

tions hold between r variable quantities, (or what is tha same 

thing,.r non-homogeneous aquations between r—1 quantities) it 

is always possible to establish an equation.P = 0 between the co­

efficients of these equations alone. Then B is called the resultant 

or eliminant of the system of equations. 

When the equations are two in number the most direct process 

is Sylvester's dialytic method. Let the two equations be 

.(1). 
Q = a^-^a,x+ay+ ...+â x'̂  \ 
Q = \+b,x+by+... + b y ) 

If w e multiply the first aquation by l,x, x'.., a;""̂  w e get re - 1 n e w 

equations, and from the second by multiplying by l,x, x^... a;"""' 

w e get TO - 1 new equations, viz. w e have n o w the system 

Q = â  + a,x + â x' + ... 

0 = aîx + a,x' + ... 

0 = a.x' + ... 

0^h,+ h,x+ b̂ x' + 
0 = 6„a; + b,x' + 

0 = b,x' + 

of TO + re equations satisfied by the same values of x as the given.-

equations (1) and linear and homogeneous in the m + re quantities 

1, X, x'\.. a;'"̂ ""'. 

Hence, by Art. 3, the determinant of the system must 

vanish, or 
B = a,, a„ a, j = 0. 

S' S 

h, bi, h 
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'A determinant of order m + re. Since there are re rows of a's, 
and TO of 6's, the resultant is of order re in the coefficients of the 

first aquation, and of order to in the coefficients of the second. 

10. If the coefficients a„, a^_„ a^_, ... 6„, b^_„ 6̂ ., ... are 

functions of y and z of degrees 0, 1, 2 ..., it can be proved that 

the resultant is of order TOre in y and z. This will be the case if 

every term in R has the sum of the complements of the suffixes 

equal to tow. 

If we change y and z into yt and zt respectively, the value of 

R is now 
P'= a,r, a,r-\ a J;'"-' ... 

a f , a,f'-' ... 

hf, b,f'\ bf-' ... 

bf, b,t''-' ... 

Observe that the separate elements and therefore each term of R' 

is multiplied by a power of t equal to tha complement of the suffix. 

N o w , multiply the first re rows by 

t"'\ 

f', 

f-' ...t, 1, 
and the last m by 

—• «"'-',... t, 1. 

' Then E is multiplied' by a power of t, whose exponent is, 

TO (to — 1) re (re — 1) 

"~^2 "'"̂ '"2 • 

But now the first column of R' divides by f'""'"', the second by 

r''""'̂  and' so on. Thus P' -=- P is equal to a power of t 'whose 

exponent is 

(TO + re)(TO+re—1) TO(?re — 1 ) re(re — 1 ) 

"̂2 2 "1 

Thus every term in R[ must divide by f", which proves the 
theorem. Functions, such that the sum of the suffixes, or of their 

complements, of the elements in each term is constant, are some­

times called isobaric;, and the constant sum is called the weight. 

11, W e may consider the question in another way. 

If 0 (a-) = &„ + b,x •\-b.je' + ... + b y 

= bnix.-^,)ix-^,) ... ix-p,) (1) 

= mn. 

file://�/-b.je'
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is an equation whose roots are /3„ .̂ ^ ... ̂ ^ the function 

fix)==u = â  + a,x-^ay^ .,. +»„«'" (2) 

has re values corresponding to tha different values of x given by (1). 

These re values are the roots of an equation of the re* degree, 

which we now proceed to find. Multiply the equations (1) and (2) 

by the same powers of x as in Art. 9, and wa have the m-\-n 

aquations 
0 = fflj — M + a,x + a^' + ... 

0 = (a„—re)a; + a^a;^+... 

iâ  — v)x^+ ... 

0 = \ + b,x + \a?+ ... 

0 = 6„ar+&,a3^+ ... 

0 = 

Eliminating between these the quantities 

X .. X, 1, 
we get 

s-s s. S • 
a^-u, a, . 

a^-u. 

K' K \ ••• 
K K -

= 0, 

an equation of the ̂ i'" degree to find u, tha roots of which are 

.fi^i)'f{^2)-fiA\ 

• The product of the roots being equal to the constant term 

(-i)"^':/(;Si)/(-82)-/(/3«) = (7 ir ̂ ' 

where E has the.meaning in Art. 9. Thus 

R=b:f{0,)f{^y-f{^n)-

In tha same way we may shew that 

P = (- l)"'" (s;) </. (aJ <Pi'x,) ...4> («J 

if a, ... a., are the roots of (2). 
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12. If the two functions (j) a n d / of the preceding article are 
a function and its differential coefficient, then R is called the dis­

criminant of the function, and its vanishing is the condition that 

the function should have equal roots. If 

fix) = a„ + â a; + a,a;' + ... + ajs" 

= S (as - S) («-«,)...(«- aJ 

/' («) = a, + 2a,,« + ... + rea,.a;'''"' 

i2=<-y(s)/'(s)-/(s) 

a„ 2a,, 3a3 ., 

S' 2a, ., 

having re rows of the first, and re — 1 of the second kind. 

If we multiply the last row by re, and subtract it from the w*, 

this becomes 

0 ... 0, -na„ '-{n-1) a, ... -a„_„ 0. 

Thus the determinant reduces into the product of a„ by a 

determinant of order 2n — 2, which we shall call A. 

Also / ia,) = a., {a, - a,) {a, - a,) ... {a, - a„) 

f (^2) = («2 - "i) S (0-2 - 03) - - - (s - s) 

/' (s) = (3'n - s) («« - «2) (s - s) • • • s ; 

nln—l) 
-•- /'(«i)/'(s) - / ' ( S ) = (- 1) ' a \ a , „ «, ... aJ 

where ?(a(i ... a J means the product, of the squares of the differ­
ences of all the roots. Thus 

A = (-l) ^ aT^^ia,, a,...aj. 

13. The artifice employed in ehminating x between two equa­
tions may sometimes be employed for the case of more equations 

than two, as in the following examples due to Prof. Cayley. 
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Let a; + 2/ + a = 0, a;̂  = a, y^ = b, z' = c; 

nultiply the first equation by 1, yz, zx, xy, and reduce by means 

>f the other three, then we get 

x+y + 2=0 

xyz +cy-{-bz = 0 

xyz + ex -^az = 0 

xyz-{- bx + ay = 0, 

vhence, eliminating xyz, x, y, z, we get 

., 1, 1, 1 = 0 . 

1, ., c, b 

1, c, ., a 

1, b, a, . 

Or if we multiply the equation by x, y, z, xyz, and eliminate 

I, yz, zx, xy, we get ) 
., a, h, c = 0 . 

a, ., 1, 1 

h,l, ., 1 

c, 1, 1, . 

Again, if we are given the equations 

x-\-y + z = 0, x^ = a, y^=i, ẑ  = c, 

if we multiply the first equation by 

X, y, z, fz^, ^x"; xSf, x'yz, fzx, z\vy, 

m d reduce by the last three we can eliminate 

0̂ , y', ẑ , yz, zx, xy, xifz^, yio^, zx̂ 'jf 

between the resulting equations, gi-ving 

= 0. 1 

c 

b 

, •' -, -, 1' 

1, •, 1, • 

• , 1, 1, 1 

c, b, -, -

•. tt, -, • 

a, •, 

•, •, tt, • 

•, •, •, b 

I, •, •' • 

1, •, -, • 

•• 1. •, • 

•, •, 1, • 

., ., ., 1 

-, -, 1, 1 

•, 1, -, 1 

c, 1, 1, • 

Other forms of the resultant can also be obtained. 
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14. The resultant of the quadric 

u = a„x'-{-...-{- 2a„,x^x^-\-... = 0. 

.and of the re -1 linear equations 

V, = c„x, + c,,«, + ... + c,„a!„ = 0 

[CHAP. VIII. 

•(1). 

.(2) 

V i = Cn-iiS'i + c„_i,a;, + ... + c,,_,,̂ x,= 0 

can be readily expressed by determinants. 

B y Euler's theorem for homogeneous functions w e can -write 

the first equation in the form 

.(3). 
du du~^ du . ̂  ^ 

Then if in equation (3) we do not consider the variables implicitly 

contained in the differential coefficients, (1) and (2) being n 

equations, between x,...x^, (3) must be identical with 

Vi + V2+-+ViVi = 0 (4) 

by Art. 3. Equating coefficients in (3) and (4) we must have 

SlS + S2^2-+ • • • + Sn^n = \Cii 4- X,c,, + ... + X,^iC,,_u 

Sl̂ 'l + S2*2 + • - • + Sn«n = \Cj, + \C,,+ ..... + \_iC„.i, ĝ̂ ^ 

S l S + S 2 S +•••+ Sn'^n = \Ci„ + \('2n+ ••••+• K-A-m 

the equations (5) together with (2) form a system of 2re— 1 equa­
tions between x,, x„... x , X,,X„ ...X ,, hence their determinant 

1' 2 W' 1' 2 n—l' 
must vanish by Art. 3. Thus 

Si ••- Sn> Cj, 

Si ••• Sn. ^m ••• c„_„j 
c„ ... c,.. 

= 0, 

the blank space being filled with zeros. This result is due to 
Versluijs, a^ and a^ mean the same thing, viz. half the coefficient 
of X.X.. 
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15. If w e seek to solve tha system of equations 

x-^y = a x' -\-y' = b^, 

w e do so b y establishing the n e w linear equation 

x-y=±JW^AI\ 

Following up this idea Baur has solved the non-homogeneous 

system of an re-ary quadric and re — 1 linear equations between the 

variables; viz. let the system be 

a^a;^'+...+2a„«.a;,+ ... = M (1), 

c,,x, + ... +c,^a>n = yi 

c„x, + ... +c,,a;„ = 2/, 

(2) 

Cn-ll S + • • • + Cn-m *n - ̂ n-l • 

Then we wish to establish a new linear equation 

CniS + --- + C™A = 2/n (3)' 

so that if we determine the values of a!j... a;,̂  in terms oi y,... y^ 

from (2) and (3), and substitute their values in (1), the result shall 

only contain y^ in tha form y,̂ . W e ara to have then 

^=y:+^b^y.yk {hh=i, 2...n-i) (4). 

Now if G=\g,A 

we have Cx. = G,̂ y, + Ĝ ,ŷ  + ... + Ĝ,y,̂..̂  (5). 

Hence, differentiating (4) partially with respect to y,̂, we get 

du dx, du dx, , . du 

-̂^ dx, • dy^ dx^" dy^ dx^ 
dfn 
d y : 

= 1 
dv, 

or, by aid of (5), if •«-; -- 2 ̂ ^ . 

C'2/n=SC',.i+«2<^n2+--- + «»'^n, 

Cii' 

C21. 

C,j-ii' 
u„ 

C12 • 

C22 • 

Cn-12 -

s • 

• c„. 

-• c,„ _ 

• S_i„ 

• S 

.(6). 
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Substituting for the differential coefficients their values vre 

determine the form of the equation (3). W e have still to determine 

the value of j/,.. T o do this w a introduce the re (re- 1) quantities 

1̂1' Cij ... e,̂  

%i' e„, ... e„„ 

such that «.iS. + e,,S*+-. + e ™ S . = c,,; 

and hence 4 e , = c,,4,, + c,,4,, + ... + c„J^, 

where ^ = 1 S I .-

Thus 

1̂1. e, • ... e„ \ = Gyn (7). 

^n-U' n̂-12--- ^n-m 
X,, «, ... x^ 

N o w from the product of (6) and (7), 

••- C\' = A 

n̂-ll--- S-m 

= A B,„ B,.̂  ... B„^_„ y. 

where 

n-ll> -^n-lz •-• -̂ n-1 n-1' ^n-l 

yi' Vi ••• 2/n-i, M 

.̂•» = c,.,e,, + c,,e,, + ....+ c„e,,„ 

^^^s = cAo.iA,^c^A,^ + ...) 

+ c,.2(c.,^„ + c „ ^ , , + ...) 

+ ... 

0. c,.„ ĉ , ... ĉ ^ | = ^ p . 

c«i' Si' S 2 ••• «„ 

•(8). 
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Ore the right-hand side of (8) all the quantities ara known from 

(1) and (2). Thus Gy^ is known; substitute its value in tha left of 

(6) and we have the required equation (3), which with the equations 

(2) forms a system of re linear equations sufficient to determine 

the quantities x,...x„̂ . 

16. The equation 

S2> Ss 
K„—X, a„ 

= 0 

Si J S21 S3 .. • Sm '̂  

(where a,j = a,J formed by taking X from each of the leading 

elements of a symmetrical determinant is of considerable im­

portance in analysis. The following proof that its roots are real is 

due to Sylvester. If we denote the left-hand side of the equation 

by (j) (X) we have. 

•^(-X)= a„+X, 

and hence 

<^(X)0(-X) = 

where = SlSi + S2S2 + ' 

the X disappears, because a„= â,.. Hence, expanding the right-

hand side by Art. 22 of Chap. III., 

<̂ (X) (̂ (-X) = G-X^2G, + X^2G,- ... + i-xy. 

Now, by IV. 9, G,, G,... are all sums of squares, the coefficient of each 

power of X being the ,sum of squares is positive. Hence, if we equate 

the right-hand side of this last aquation' to zero by Des Cartes' 

rule it cannot have a negative root. Thus X cannot be of the 

form / S y ^ . In order to shew that it cannot have the form 

a + j3 J ^ T we have only to write a,, — a = a,,', &e., and the case 

is reduced to the preceding. 
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17. The proof might also be conducted .symbolically as 

follows. 

Putting .4"" = I a,„ | P,*"' = X"̂  

in the result of IIL 21, 

c!>ix) = i A - x r 

</.(-X)=(4+X)"; 

.-. cf>{X)cl>{-X) = iA'-Xr (1) 

where the indices within the brackets mean actual powers. 

On expanding (1) the coefficients of the powers of X are even 

powers of A, or, passing from the symbolic to the real expansion, 

are the sums of squares of minors, and are hence positive. The 

remainder of the proof is as before. 

18. We shall conclude this chapter by giving Fiirstenau's 

method of approximating to the least roots of equations, following 

Baltzer's modification of it. 

Let the equation be 

fix) = «„ + a,x + ay-^ ... -\-ay = 0. (1). 

W e shall suppose that all the roots are real and unequal. 

The system of ̂ equations 

fix) = 0, xfixj = 0...x^'fix) = 0 ....(2) 

is linear v;ith respect to 1, x, x'... x"̂ '̂, hence we can eliminate 

any p — 1 successive quantities, say 
J+l t+2 J+p-1 
iX/ J tAJ r • t iAj . 

For this purpose we multiply the p equations (2) by the com­
plements of the elements in the first column of 

A, p •~ 

S-l' S. S-f 

S<-2. S-l. s 

The suffixes of R mean that the determinant (which is ortho-
symmetrical) begins with â , and is of order p. If r is greater 

than re, or negative, â  = 0. Adding the equations so multiplied we 
get 

0 = 4,̂. {x) + b,x'"-'' -f k y ^ ' +... + b,̂ _y''-' (3), 
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which is satisfied by a root of (1), Hera 

^kia^) •• a„+a,x-\-a^x'+...-{• a y , a^,, a,̂ ., 

a^x + a^x^+ .... + a^,af, a^, a,^. 

S ' «̂ M-l'" s+2 

0. S' ffm 

+ x S' '̂ HH' S+2 •--

S' S' s+1 •--

+ ....+!f s. 

a*-i. 

S+1 •-• 
a, ... .(4). 

If n o w x,^,, x^^^... a;̂  be roots of the equation (1) w e have the 
n — k identical equations 

0=<^* i^k,:)+ka:?!+KA^A+- -+bn^y^r^ 

0=0* î j •+ b y + Kx ̂•'̂•"̂  +.... +.5„ y"-'. 

F r o m these, b y aid of (8), eliminating b,..... b̂ _,̂  w e iget 

. 0.(a')' •p jg'*!'-*'! x'^*^' 

Or 

J, /„• > ,v,S+P ^S+P+l ^n+J.-! 
ViV'^i+l/' •*'Ji.+l> -̂ S+l ••- "̂ -t+i 

^,(a;„), aj.rn^^^''^^-^'^^ 

x " " ' 

<t>k{<^M.l) 
^ + P 

1, X ...... x^ 

> ̂ ! •*') 'i+l--- "%-+.! 

E x p a n d according to the elements of the first cdiunan a n d then 

. multiply up by x''̂ "̂, and we get 

/ X y'' /ajX**" 
0 =^4>ki^) + ĉ i (̂ —j <̂ .(»,J +••• + "« (̂ ;) '4(aj«)' 

where ĉ ... are independent of ̂. 

This equation is satisfied by aill the roots of (1), and if x̂ ,...x„ 

he the n — k roots of greatest absolute magnitude, when p increases 

indefinitely the remaining roots of (1) are by the last equation 

those of 
<̂ ,(a-)=0. 

S.D. 8 



114 THEORY OF DETERMINANTS. [CHAP. Vill. 

Hence, if x, is the least root of (1), x,, «, the two least roots, 

X,, x^... x,̂  the k least in absolute magnitude, then 

a;,= -a„.lim. [-y^ j 

x,x^ = a„ lim. i -^ ^"^ 

Sa'2,• - -«;. = (-1)"S lim. ( r ^ 

To establish this rule completely as one of practical utility it 

would be necessary to shew, for instance, that x, lies between two 

successive convergents, obtained by taking two successive values 

of ̂ , and that these convergents approached x,, and did not recede 

from it. Tha method has been extended by Fiirstenau and 

Nagelsbach to the case where the roots are not all unequal, and 

also to the case of imaginary roots, but the discussion of these 

points must be omitted here. 



CHAPTER IX. 

RATIONAL FUNCTIONAL DETERMINANTS, 

1. If we have a series of re quantities x,y, z ...u,t we shall 

denote the product of all the J re (re — 1), differences obtained by 

subtracting from each number all that follow it, by 

^{x,y,z...u, t). 

So that 

?^ix,y,z ... u, t) = {x-y) {x- z) ... {x- t) 

iy-^).--- {y-t) 

iu-t). 

This function f 2 {x, y, z ... u, t) is an alternating function of all 

the quantities x,y, z ...t; viz. on interchanging any two of these 

it changes its sign, but not its absolute magnitude. It is thus of 

the nature of a square root, ha-ving two values equal in absolute 

magnitude, but opposite in sign. This is conveniently indicated 

by the index \. The .product of the squares of the differences 

•will be denoted hj t,ix, y, z... u, i), and is a symmetrical function. 

This notation is Sylvester's. 

2. W e have 

t~\ 2/"-' 

... X, 1 

...y, 1 

r ...t, 1 

= ?* (*', y,z...t). 

For,the determinant on the left vanishes if any two of the quanti­

ties x,y...t become equal, because then two rows become identical. 

Thus the determinant divides by the difference between each 
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pair of the letters, being a rational function. Hence it contains 

^iix,y... t) as a factor. But the leading term in the determinant 

is x""̂  'f^...,M. 1, which is also a term in t^ {x ...t) with its 

proper sign. Thus the theorem follows. 

8. Every a;lternating function oi x ...t divides'by ̂ ^ {x ... t), for 

on interchanging two variables tha function changes sign, and 

hence vanishes if they become equa;!, thus it divides by their 

difference, and therefore by ^̂  (a;... t). 

4. Ii fix) be a function of the i* degree in x, the coefficient 

of whose highest term is unity, we have 

fn-l{^)'fn-2i^-fl{^), 1 

fn-iiy)' fn-2iy) •••fiiy)' i 

fn-lit), fn-2{t) -fM 1 

?'̂ (a;, y...t). 

For if w e subtract the last column, multiplied by a proper number, 

from the last but one, the elements in this column become«,y ...t. 

N o w multiply tha last two columns by the proper numbers, and 

subtract their s u m from the last column but two, the elements of 

that column n o w become x^, y'... f. . Proceed in this way and we 

reduce the determinant on the riglit to that in Art. 2. 

If the i coefficients of the highest powers of x were not unity, 

the determinant is equal to ̂ ^ {x,y ... t) multiplied by the product 

of the highest coefficients'in the separate functions. 

Foj example., if 

», , «;(a; —1)... (a;-i' +1) 
/ ix) = -^ ^̂  '- = X, 

Sl-1> S.-2 ••- ̂ 1' 1 

yn-i' yn-2 •• - 2/1. •'• 

\i^ix,y...t) 

(re-l)! (re-2)! ...2!' 

n̂-l' n̂-2 ---. *1' 1 

The denominator can also be written 

2n-2_ gn^s ___ (re-2)^ (re-l). 
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5. If fix) = a,y-Ua^x'^-'+... + a^„ 

we see by the theorem for multiplying two determinants (iv. 3) 
that 

fli^A M^l) - fnî l) 

fM)'f2{^2)-fni^2) 

fli^n),fi(«-J---fn{^n) 

= I S* l^i^i'O;^ •••«:„) 

If fM-i<^.-yr'-

I'Ci(-2/i)'C,(-2//...(-2/r' 

l,c,(-2/,), c,(-2/,)V.. (-2/,)"-

^ n - 1 n-2 -1 
1 > 1 •••-!-

ooA\ x: 

1' q(-2^n), c,(-2/J...(-yJ''-

=G?i(2/^, 2/, ...2/J, 

where G is the product of all the binomial coefficients of order 
re-i. 

For the elements in each column of the determinant are multi­

plied by that power of — 1, which is introduced by moving the 

column from its place in ̂  to the place it occupies. 

Thus 

{x,-y,)--\ ix,-y:)'^~' ... ix,-yX~'-

i^2-'yr\ {«^2-yr' - i ^ i - y j - ' 

i^n-yr\ i^n-yr'-i<^.~yA'-' 

= O^Hx„x,...x„)l^iy^,y^...y:). 

If a;, = 2/j this gives ns ̂ {x,... x^ in the form of a determinant. 

6. W e may also give still further determinant forms to the 

product ^^ (a-̂, a;, ... aij ?* {y,, y., ... y„). 

Thus 

^iix„x^ ...x^)^i(y„y^...'y,y 

\cA' 

. 1 

. 1 

y:" • 

y:-' -

. 1 

.1 
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where if we multiply by rows 

c<.=y y y + < ^ yr" + - + ̂>yi.+1 

sj/.-i 

Or if we multiply by columns 

n-i., n—k c«=a^r^/r"+K''y:'"+- -+<"y:' 

If we put x̂  = y. and Sj = a;̂' + a;,' + ... + x^ we get 

t (S. ̂ a • • • ^n) — ̂2n-2' 2n-a 

2̂n-3 

Vl. 

5o. 
«!. 

Sn-l. 

52n 

Sn-

1̂ 

*2 

Sn 

-4 

2 

-• 

-• 

s , 

-•- V2 

.. s„ 

Vi 

.̂ 

•'2n-2 

an orthosymmetrical determinant. 

7. A more general theorem is the following. Consider the 

array 
m-l - m ... ajj, 1 

... x., 1 

... .*„, i,. *n ' -̂ n 

where- re is greater than to. C o m p o u n d it with itself, w e get a 

determinant of the m * order which is- equal to the s u m of the 

squares of the re^ determinants, obtained by taking any to different 

rows in the array. The- determinant has for elements 

Ci*=sr's'"'+ + s r \ r 

*i+;!-2 • 
Hence, by aid of Art. 6, w e get 

^ i^i^P'X, --•)}•• "o'- "11 --- "m-.!-
^1' Sp •-•:^,H 

where x̂ ,, x^ ... are any m of the re quantities x,, x ... x^. 
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8. We have clearly by Art. 2 

119 

™n ti-1 X, 1 

a" a'''' a 1 

s". s""' S'l 

= r^(«„ «,...«„)/(«') 

where /{x) = (a; — a,) (a; — a,) ... (a; --.«„) 

= a;" -p̂ a;"-̂  + p y ' -.-.+ (- I f Pn->̂ ' + 

Equate coefficients of af on both sides and we get 

_. n ^ i+1 .., i—1- 1 

S • - • "2 ' S • - - 1 

^?^(s --•s)p„-i. 

"•n "• ^n ? "n ••• ̂  

p,^ is the s u m of the products n — i at a time, without repetition, 

of the quantities a^... a„. 

9. W e m a y write the first equation of the preceding article in 

the form 

= i-iy^^Ha,,a,_...a.,)fix), <' 

y \ 

s. 

1, 

0, 

.a, . 

1 . 

0 . 

• S"' 
„ B-1 

• S ' 

•• s> 

.. 1, 

.. 0, 

x'̂, 

x y 

X, 

I, 

0, 

0 

0 

0 

0 

1 

and similarly w e have 

<, a," ... a:, 0, y-

a,y a y ... y \ o., t/-̂  

a,, a, ... a„, 0, y 

1, 1 ... 1, 0, 1 

0, 0 ... 0, 1, 0 

Form the product of these two determinants by rows, and wa 

have 

= (-l)"-?* (a, ...«„)/Cy). 

S2n' 2̂̂ -1 ••- -̂ n, ^ 

2̂71-1' *2n-2 ••'• ̂ n-l' * 

«n, Vl ••• «0. 1 

2/"' y ' - 1. 0 

= - t i a „ a,...ajfix).fiy), 
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from which by equating coefficients of the powers of x and y we 

get a number of theorems, ŝ  is now the sum of the r'" powers of 

the roots of the equation/(a;) = 0. 

10. We may extend the theoi-em of Art. 8 as follows: the 

value of the determinant 

xy-\ < ^ ^ ...x„ 1 

, w+r-l _, 7i+r-2 ... x_, 1 

(X, , a., ... a,, 1 

„«i+)-l „ n+r-2 -I 
«„ T S ." S. ̂  

which is of the form of that in Art. 2, consists of three parts. 

First the product of all the differences of all pairs of the 

quantities x.^.,. x^, i.e. ̂ * {x^.... x^, which by Art. 2 is a deter­

minant. Secondly, the difference of all pairs of the quantities 

flj ... a„, i.e. ^̂  {a, ... a„). A n d , lastly, the product of all such 

quantities as 

/(a;.) = ix, - a,) {x, - a,) ... (a;, - a J 

='x:.-p,xy+ ... +{-iY-'Pn-A'+ -

Henoe its vasliie is 

•A-. J ti/.. • • • iX/.. f JL 

^r > "̂ r '̂ ' ^y? -L 

^^{a, ... an)fix,) ...fixA 

Multiply the i* row by f{x), and then equate coefficients of 

x".x^.x^. ..., and we get the theorem: 

If J^mi.v... is the determinant of order re formed by suppressing 
the columns containing the m*, i)*, w"" ....powersin the araray 

ay-\ a y ... a„ 1 

then 

^ n+r-l „ n+r-2 
S- . «n 

a , 1, 

P., Ifn-v+r-U Pn-ii+r—2 *" Pn-it 

Pn-v+r-l> Pn-v+r-Z '" A-« 

?^(a„ a, ....«„)' 
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where j9j is the sum of the products ^ at a time of a^ ... a„. 

If h is negative or greater than re, _Pj = 0, Pa = l. 

II. Let us consider the determinant 

P 

*1 - S »! - «2 S - S 
1 1 1 

a;, — Kj ^2 — '"2 •*'2 — S 

1- 1 1= 

a;„ — Hj x^ — a, a3„— «„ 

Multiply the i"" row by 

/(a,^ = Mj = (s - ̂ i) («i - â ) • • • (S - an). 
we get 

S S ...MnO = 

The determinant on the right is an integral and alternating 
function both of the quantities x,,..x.̂  and of â  ... a„. Hence 

by Art. 3 it divides by 

^{x,, ^7---S>k*(S. S - " S)-

Comparing the orders of the determinant and this product we 

see they are the same, hence the additional factor is numerical 

only. To determine it, put x„ x̂  ... «„ equal to a,, a, ... a„ 

respectively, all the elements except those in the leading diagonal 

vanish, and 

-^^ '= («i - aJ (^i - ^2) • • - (S - aJ (*i -«i+i) • • - (S - an) 
s-s 

= ('-1)'-̂ ' (a^,- a,) ... («._! - a,) (a.,- a.„) ... (a, - a„) 

when x̂  = â , 

thus tha determinant reduces to 
n(n-l) 

(-1) ^ ?(a,, a, ...aJ,. 

which determines the factor.. Hence 

n(n-l). J 
^ _ ( - l ) ' r(s.. a^2.-S.)r(S. S--- S.) 
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12. If D.J. is the^ complement of in the determinant 
S — S 

P, then Pjj. is equal to the determinant obtained by omitting x̂  
and a^ on the right, multiplied by (— 1)*"^*. 

. n _ r. 1 Y^k (- 1)^^ ?^ C^i •.. S-i^^i+i ...x,)^^ia,... a,_,a^.^,... a J 
• * ^ ' 'vv V ' 

where 

U, U„ M, , U,,, U 
V 2 -•• '"n-i--

S - S *'2-S S-i-S «̂ -i+I-S ^'n-S 

Now if we write 

g{2)={z-x,) { z - x ^ ... {z-x,;) 

^i (S •-• S-iS+i --- a'n) f' («!... ai-itti+i... O 

y-iy'"^Hx,...x.:)t^ia,...a„) 

9' (s)/ (s) 

(s - S) (̂2 - S) - (s-l - S) (s+1 - S) - - ('̂n - sJ= (-1)» ^ ^ , 
S "s 

then ^.^_/(s)^(s)_ 1 
•̂  / (s).$''(s)'s-s' 

13. The preceding article enables us to solve the system of 
equations 

' ^ + -^-'- + ... + - ^ ^ = u 
x,-a, x,-a^ x,-a„ 

-- - ^ + -^a_+ . ^ ^ ^ = „ , 
^n-S a^n-S S'n-S " 

viz V = _ 5L(s) [/(s) S -,- , /(S) «,. 
•̂' / (S) b' (s) S - S ^ • • ^ / (s.) ân - «, 

In particular if u, = •«, ... = m,„. Since by the rule for resolvmg 

a rational fraction into partial fractions 

fiA ^ (x-a,)ix-a^ ...ix-cc„) 
g {x) ix - x,yix- a;,) ... (a; -x„) 

: 1 + 2 -Ĉ r'l ^ — . 
g ix,)x-xy 
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we see by putting a; = a,, in this, that 

/(S 3__^ fix.„) 1 
ff'ix,)x,-a, . ••• 5''(a!ja;„-a, 

= 1. 

Hence if û  = 1, ,, _ 9 (S) 

•^^ / (s.) • 

128 

14. If in the determinant P of Art. Il we expand each term 

in a series as follows 

= — ; k , 1 k_ 
a;, — a,, a;, x, xf 

+ ... 

we see that the term in the expansion of the determinant which 

multiplies (xy.x^ ... xy)~' is 

a* a.^ ... a^ 
'̂l ' "-2 n 

a ' a * a * 
"l ' '*2 ••• ^n 

To expand the right-hand side wa have 

1 1 

s (s-s)(s-«2)--• (s-s) 

nT^ n+1 ^ --- T^ n+rT^ ••• 
it/, iX/. tAjr 
a x t 

Here Jf^ is the sum of all tha homogeneous powers and 
.products of order r, which can be formed from the quantities 
S' «2 ••- S-
Now 

b (S' "̂ 2 --- ̂ n) • S ' S * - • S' 

S > S - - - S' •*• 

^„n^„""'--«'n'l 

Multiply tha i"" row of this determinant by the expansion of 

u~', tha coefficient of { x y . x^ ..a;,r)Ms 

TT TT TT 

TT TT TT 
•̂  H' -^3-1 • • • 3+I-n 

P,, P^,_^ ...P',„_„ 
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whence we get the final equation 

a', a„ .. S 

«,(«-!) 

= (-1)" 
Up, -Sg H, 

-"i>+l-n' -"3+1-n ••• -"s+l-n' 

[CHAP. IX. 

?*(s - s), 

a*, ct, 1 

h\ h, 1 

c", c, 1 

= - <̂^ 

6̂  

ĉ  

a, 1 

&, 1 

c, r 

n ' •*» 

when r is negative, P",. = 0, n^.= 1. 

15. As an example of Art. 14, 

S,, B„ 0 

B^, 0, 0 

= - (a' + &' + ĉ  + 6c + ca + ab) (6 - c) (c - a) fa - B). 

W a m ay make use either of tha results of Arts. 14 or 10 tô  

evaluate determinants whose elements are sines and cosines. 

For example take 

X = 1, 1, 1, 1 

cos A, cos P, cos G, cos P 

sin 4, sin P, sin G, sin P 

sin %A, sin 3P, sin 3G; sin 3 P 

-Write for the sines and cosines their exponential values, and sup­

pose e" = a, &c; Then writing only tbe first column of the deter­

minant 

x = -
1 
2" 

1 

a-^oT' 

a — a ' 

a^-a'^ 

1 
~ 2'ia.bcd)' 

a' 

a'-hd' 

a'-a' 

a'-l 

Add the second row to the third, divide by 2 and subtract the 

third row from the second,, thus 

X = -
1 

4 {abcdy 
a 

a' 

a' 

a'-l 
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Thus 

4 iabcd)^ X = 

the first determinant 

125 

â  

a' 

a" 

d̂  

+ 1 

a' 

a' 

a' 

= a'Vc'd' = aWc'd'' ia -h){a -c) {a-d)ia + b + c + d) 

(b - c) (6 - d) 

ic-d) 

by Art. 8. And the second, in like manner, is equal to 

(a -b)ia- c) ia - d) iicd + acd + abd + aba) 

ib-c)if}-d) 

(c-dy 

Hence 

j^^ {a -b)ia-c)ia - d) jb —o) jb -d){c- d) 

4ia'bVd' ^ 

[â Vc'd' ia+b-hc + d)+ abed ia'' + b'' + c"' + dT')} 

1 a - b 
••[â  'abodia+b + c + d ) + j y ^ ( ^ y \ + \ + \ 4" Jab 

Hence if 2/S' = 4 + P + G + P 

X = -2\IIsinliA-B)[cosi8+A)-YcQsi8 + B) 

+ cos(S'+G) + cos(/S'+P)]. 

16. .If we differentiate the determinant of Art. 11 with 

respect to a;,, the elements of tha i^ row become 

- 1 - 1 - 1 

ix,-a,y' i x - a , y - ix,-a„y 

And thus 

(- ir 
d"D 

dx,dx̂ ... dx^ (s-sr 
=p. 
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We shall now shew that 

p r 1 
D' 

[chap, IX, 

S - "i' «i - «a * " S - "" 
1 1 1 

x^-a,' a;,- a, •" a;, - a„ 

1 1 1 

, S - S ' i^n-S '"' *n- S. 

Where { } means that the function on the right is to be formed 

like a determinant, only all tha signs are positive instead of 

alternating. 

Multiply tha i"" row of P by u^, then 

iu,u^...uJB: 
k^-^kf 

.(1). 

T h e determinant on the right is an integral and alternating 

function, both of x „ a-,... a;„ and of a,, a,... a„, hence it divides by 

^iix,,x^...x^^^ia,...a^. 

If the quotient is ^ (a;^, a;,... a;„), this is symmetrical with regard 

to each of the variables, and of order re-l. T h u s 

B " - ^ > . / . ( S ' S - S ) 
P ^ MjM, ...M„ 

Now , by repeated use of the rule for resolving a fraction into 

partial fractions 

^(a;, ...a;,.)_^ (̂ (a. ...a;J 

./(S) t/-'(x)(,^,-a,)' 

4> ja., x^...x„) ̂ ^ ( f ) (a., a^. •, a;,,) 

fix,) */'(s)(S-s)' 

we get finally 

^{x,, a;, ... x„) 

= 2 ^ ^ (S. S •-• s) 
./' («<) /' («.) • • - y' (s) (s -̂  «i) (s - «!•) • • • (s. - s ) • 

,(2). 
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Now, in the first place, in the combination i,k...p, no repetition 
can occur, for in the product 

Biu,...iy 

?^(s-sK*(s-s)' 

not only P, but also ^^A_j^ vanishes if x, and x, both coincide 

with a^. Hence on tha right of (2) we must write for i,k ... p all 
permutations of 1, 2 ... re. 

Now if we write a,, a,^ ... a^ for x„ x^ ... x„ respectively, only 
a single term of {u, .:.uJ^B remains, viz, 

±[/'(s)'/'(s)-'-/'(s)r' 
whUa 

?4(a;,,a;, ...a;,„)=ri(S'S---S) 

= ±?*(S'S---S), 

the ambiguous sign being the same for both. Thus 

^iay^...,^yif'A^f'A)-f'iyT 

?'(s. s--s) 

= (-1) ' f'i^:)fi^y-f'iA-
Thus 

^ = S I 
p (s-s)(s-s)---(«^»-s)" 

-where i,k ... p is to be a permutation of 1, 2 ... re. This proves 

the theorem as stated at the beginning. 

17. The coefficients in the expansion of the rational fraction 

l+b,x-\-by + ... 

l + aja; + a,a;''+... ' 

in ascending powers of x can be represented as determinants. Viz. 

if the expansion is 

1 + P, a;+ P,«'+... 

we have 

il+b,x + b y + ...) = il+P,x-^P,x'+...)il+a,x + a y •{•...), 
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and hence equating coefficients 

A 

a i A + A 
ay,+a,P^^P, •k-a. 

a-n-iA + S-.2-P2 + • • • + -Pn= ̂n - S. 

a system of equations to find P„. The deter niinant of the system is 

unity. Hence, if after solving by 'van. 1 we move the last column 

to the first place, and change the.sign of this column 

i'n = (-l)" a,—h,, 1 

a,-5„ a,, 1 

S-^3' S' S. 1 

-i-^r 

Cf-

1, 

h' 

K' 

K 

1, ., ., . 

S' 1' -' • 

S. S' 1' • 

S' S. S' 1 

> 

as we see by subtracting the .first column firom the second in the 

latter determinant. 



CHAPTER X. 

ON jacobians and HESSIANS. 

Ii y,, y, ... y^ h^ n functions of the re independent va­

riables X,, a;, ... a;,,, and if 

a = ^ 
''"= d x ; 

then the determinant [ a.̂  | is called the Jacobian of the functions 

y,.-.yn with respect to tha variables x, ... x^. The name was given 

by Prof. Sylvester after. Jacobi, who first studied these functions. 

The notations. 

diyi,y2--yn). j(y ,. y) 
d[x„x,...xy -^^-y^-y^^) 

have been employed for Jacobians, each of which has its advan­

tages. The first renders evident the remarkable analogy between 

Jacobians and ordinary differential coefficients. Tha second is 

useful when there is no doubt as to tha independent variables. 

If the y's ara explicit functions, the Jacobian is formed by 

direct differentiation. 

2. If the functions y, ... yn are not independent, but are con­

nected by an equation 

<^(yi. 2/2---2/n)=0, 

the Jacobian vanishes. For if w e differentiate this equation with 

respect to a;̂ , w e get 

dydy^ d^dy,^ _^d^dy^^Q^ 
dy, da;, dy^ dx,̂  '" dy„ dx^ 

s. D. ^ 
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where k = l, 2 ... n. Eliminating 

d4> d<p d ^ 

dyi' dy^ '" dyn' 

from these equations we get (vni. 3) 

; d{yi, .V2 -•- y J ^ Q 
d{x,, a;, ... a)„) 

3. If the functions y are fractions with the same denominator, 

so that 

y^=: 
u. 

idy^ _ d u , 

Thus 

du 
U ' ~ = U-:r^-U,-^-. 

dx^ dx dx̂ . 

.d{yi... yn) 
d {x , .'.. a;,,,) 

u, 0, 
du, du 

• dx. 

du, 

Ax„ 

S' •M dx. 

du 

' dx. 

du 
' dx^ 

du dUn 
ax„ ax. 

du 
Add the first column multiplied by t— to the (i+1)" column, 

and we get 

..2,mdiyi ---yn) . 
•d{x, ... a;„) u, u 

M,, U 

du 

dx, 

du, 

dx. 

dUn 

du 

doOn 

. du, 
U T— 
dXn 

I 

re—» 
dx„ 

whence dividing each of tha last re columns by u 

d{yi--- .y„)^ 1 
dix,...x^) M-'̂^ 

' du 

dx,. 

du, 

'' 'IA,, 

\ du^ 

"' dx. 

du 

dxn 

du, 

dXn 

d^n 
dx.. 
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4. The determinant on the right has been denoted by 

Kiu, u, ...uj. It has interesting properties of its own. For 

example, since the Jacobian vanishes if the quantities y, ... ŷ  are 

related by an equation, it follows that 

K{u, u, ... M,J = 0 

if a homogeneous relation exists between u, u, ... u„. 

If 

it is readily she-wn that 

— 3 
' t' 

K{u,u,...-!<„) = ̂ ,Kiv, V,... v„). 

5. If the functions y, ... 2/„ possess a common factor, so that 

diVi. 
d{x, . 

• yJ _ 

• s) 

1 
u 

yi = UM, 

u, 0 

du, du 
U,, U-j-̂ -\-U,-r- . 
' dx, ' dx. 

du,̂  du 

'"'^'"'dx+^-dx, • 

0 

du, du 

dx„ ' dx„̂  

du,̂  du 

'"'dx„ "dXn 

In this determinant multiply the first column by -y-̂  and 

subtract it from the {i +1)"' column, tjien 

d{yi.-- yJ _„j.-i 
dix, ... X,) 

du 
u, — J — .. 

dx. 
du, 

"- Tx,-

dUn 
"- dx, •• 

du 

dasn 

du. 

dXn 

du„ 
dx„ 

= 2U'' ̂ ;!V^''.-^^ - u-'K (re, u,... u„y 
dix, ... xj 

6, If the functions y, ... yn are given only as implicit functions 

oix, ... x^ by means of the re aquations 

Aii/i ••- yn> s - s) = o --• Aivi -- Vn' s •-• s) = o, 
9—2 
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then 

d{y,...yn)^ , ^.nd{Fi...Fn) y { F , . . . F J 
d{x, ... «„) '' ' d i x , ... xJ • d iy, ... «/„) ' 

For if we differentiate the t'" of the given equations with 

respect to a;̂  we get 

dAdy,_^dF,,dy,^ ... + ^ . ̂ » = _ ^ i . 
dy, dxj. dy, dx^ ''' dyn ' cfe, dXf.' 

Thus by the rule for multiplying two determinants (iv. 3) 

(-1)" 
dF, 

dx^ 
dF, 

dy,. 
-

dy, 
dx,̂  

or 
d{F,...F:iyiF,...F:) djy, 
d{x, ... a;J diy, ...yj ' dix. 

yn) 
«n) 

which proves the theorem. 

(i) If Pj does not contain x, ... x,_,, then in the determinant 

d{F,...F„) 

dix, ... x„) 

all elements below the leading diagonal vanish, and it reduces to 

(ii) If 

then 

and 

dF, dF, dF„ 

dx, ' dx^ '" dx,̂ ' 

A=-yi+f,io=i---y, 

d{F,...F,) 

d{yi-yn) ^ '' 

d{yi-.yn) d{f...fj 
dix,...x;) dix,...x„y 

(lii) If from the given system we deduce by elimination 

yi = (f>,{x„ «, ...«„) 

3/2 = «/>2(2/i. S---S) 

2/3 = 03(^1. 2/2' S •••«») 

Since 
yn = 't>„{yi ---yn-voo;). 

d A dji,^ d ^ d y ^ d^^dy^ 

dyi dx,̂  ••• dy,_, • dx,̂  '̂  dx,̂  dx,' 
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we have 

I 

d^, d4>, dtj), 

dx, ' dx,' dx^ 

Q #2 #2 
dx,' dx̂  

t follows then that 

1, 0, 0 ... 

- f 1' 0... 
dyi 
d(f>̂  # . 1 
dyi' dy,' -

1 

^(2/1---.V«) # 1 d^, d4>̂  
dix, ... xJ dx, ' dx, '" dx,,' 

thus if ^(^i.-'-.^»)_0, 
d{x,...xj 

we must have -y A^ ... -A^ = 0, 
dx, dx, dx,, 

i.e. w e must have '^^'^-o. 

d{yi.--yn) 
dix, ...xj-

dx̂  

where i is some number between 1 and re. Hence ^. does not 

contain x̂ . That is to say, w e have 

yi = '/>i(2/i ••- Vi-v s+1 ••• s) 

low y.̂ , = ̂ .̂ , iy,... ŷ , x,̂ , ... a;J. 

Eliminate x,^., between these, and we obtain 

2/i+i = ^i+i(yi --yi' S+2 ••• *»)' 

so that ŷ .̂, does not contain x,.,̂,. Similarly we can shew that ŷ ^̂  

does not contain x,̂ ,, and so on ; finally 2/„ is independent of a;„ or 

3/«=^n(yi - - y n A 

So that if the Jacobian of y^ ... y„ vanishes these functions are not 

independent. This is the converse of the theorem of Art. 2. 

7. Ii z,... ^„ are functions oiy,... y^, and these again functions 

of a;̂  ... a;,,; then 

djz, ... z , y d i z , ... g„) djy,... y„) 

d{x,...x,,) diy,...yj ' dix,... «J ' 
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For since 
dẑ  ̂ dz^ dy,y_^ dy,^ ^ dz. dy„ 

\ '" dy„' dx,, + • 

we have 
dXĝ  dy,' dx,, dy,' dx, 

dz. 

dx. 

dz, 

dy. 

dy, 
dx,. 

which proves the theorem. 

In like manner, if ŝ  ... z„, are given as functions of y, 

and these given as functions of a;̂  ... *•,„; then 

djz,... zj ̂  

Vn, 

= 0, if m>n. 
«^(S---Sn, 

But if TO < re 

di^i ••• « J _ - < d i z „ z, ...zj diy„y,„y,...) 
dix,... x J d iy„ y„,y,...)'d ix„ x, .. .xJ ' 

where for t,u,v ... w e take all TO-ads in re (iv. 2). 

8. Ii f, ... f,, are independent functions of x, ... a;„, then 

X, ... X,, are independent functions o f / .../„, and w e have 

d{.fi..-f„) dix,...x„) ̂.^ 
d{x,...x,ydif,...f,) 

For differentiating/, with respect to/^ w e must consider a!̂ ... «„ to 

be functions oif, ... f^. Thus 

d/j dx, df, dx, df. dx,, 

dx,' df^ dx,'dfj, '" d x J df,, 

is equal to unity or zero, according as k is or is not equal to i. Hence 

I dx, 
= 1. 

For in the product only the elements in the leading diagonal d.o not 
vanish, and these are all equal to unity. 

9. If A = df 
dx. 

T> _ dx. 

Af. 

and̂ .̂ , P are the complements of f^ and .^, in these two deter-
dx„ df 

minants we have 
/I ̂ S _ A 
^•dfy^^' ^ i = ^ -
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Also 
y{oOi...xJ _dif^,...f,) 

d{fi...fj dix,̂ . 

S^ifi---fJ ̂ d j x ^ 

d(x,...xj dif,^^,...f„)' 

xJ 

s) 

For w e have just seen that 

df, dx,^df, dx,_^ 

dx, ' df„ dx,' df. 

_^df, dx,, 

dXn ' df. 

df dx,_^df dx,^ 
dx, ' df̂  dx„_ ' df 

_^df dx,,^^ 
dx„ ' df 

df, dx,_^df, dx, _̂  _^df, dx^^^ 
dx, ' df„ dx, ' dfj, '" dx„' df̂  

Multiply these equations by. 4„, A„... A„. respectively and add,, 

then (m. 11). 

Similarly we can shew that 

Again we have (v. 6) 

A A, 

^ £ = ^ -

. zjm-l tt i y m+1 ' - - Jn) 
<^(S«+i---s)' 

Am--- K 

Substitute in the left for 4„, the value just found, and w e get 

A m d{x,-..xj _ An-\ ^^ (./m+1 • • - /n) 
difAfJ-'' dix,^„...xy 

which on dividing by A^"' gives the result required. 

The last equation is proved in a similar way. 

10. If we suppose the functions f, .../„ to depend on t, we 

have by (ill. 16) 

dt " ^ "dtdx. 
ii,k = l,2...n), 



136 THEORY OF DETERMINANTS. [CHAP. X. 

and A„=A-^^; 

dt \dtdx,' df dtdx,' df 

- ^^ I (f 
df, \dt 

A similar relation holds for P. 

11. The relations between Jacobians present great resemblance 

to the ordinary formula in the differential calculus. 

Thus the formulse, 

djz, ... z,) y j z , ... z„) diy, ...yj 

. d {x,... x„y d iy,... 2/„) ' d {x,...x:„)' 

d{f,...f) dix,...x„)_ 
-dix,....xydif,..f) ' 

are the analogues of 

dz __dz dy , dy dx _ .. 

aa; dy dx ax ay 

This analogy, which was perceived by Jacobi, led Bertrand to 

devise a new definition of a Jacobian. Let f, .../„ be re functions 

of the variables a;̂ ... x„. Now if we give to the variables re dis­

tinct series of increments 

d,x„ d,x, ... d,x„ (1), 

S*l! SiS -•• S*n 

, let the corresponding increments of the functions be 

dJi, d,f, ... d,f„ 

dJi,d,f...dy (2). 

dnfl, dnf, ... dy„ 

Then just as the differential coefficient of a single function of a single 

variable is defined to be the limiting ratio of corresponding incre-

file:///dtdx
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ments of the function and variable; the Jacobian of the functions 

/.../, of tha re variables x, ... «,, is defined to be the'Jimiting ratio 

of the determinants of the systems of increments (2) and (1). 

That this leads to the same Jacobian as before is plain from the 

equation 

</i = gdA.+ £ ' ^ A + - + f rfA, 
df df 

which gives (IV. 8) 

or 

d, f, \ = \ d, X. 

dA\_d{f,. 

df 

./J 
I d^x, I d {x,... x,^ ' 

according to our former definition. 

Using this n e w definition w e can prove all our former 

theorems. Let us use it to prove the first of the above equations, 

viz. the theorem of Art. 7. If the system of increments given to 

a;, ...a;„be 

d,x, ... d,x„ 

S S --• S*m> 

let the corresponding systems for y,...yn and z,... z„ be 

diyi--dy d,z,...d,z„ 

dnyi---d„yn 

Then we have identically 

\ d y _ 
I < s I 

d,z„. 

d^y. 

d„z,. 

AyA. 
d.x„ I' 

or by definition, 

diz,... z,) ̂  diz,... z„) diy,...yj 

dix,... X,) diy,...y„)' dix,...x„)' 

12. Wa can also, using alternate numbers, obtain a symbolic 

expression for. the Jacobian, from which the ordinary results follow. 

Viz., y,...yn, being re functions of a;̂ ... x„, let 

2/ = ex2'i-t-e,2/, + ... + e„2/̂ , 

X = e,x, + e,x, + ... + e„a;„. 
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Then 

whence (i. 19) 

§ y - . ^ j ^ . ^ 
dx. 'dx. 

+ e. 
QjCC, 

+ ... + e, 
d̂ n 

'''dx.' 

dy_ dy , dy 

dx,' dx,''' dx,. 

dyi._dy, 

dx,''' dXn 

dyn dy„ 
dx,''' dx„ 

d{yi--.yn) 
dix,...x„) •(!)• 

But now 
dy dy dx 
dx, dx ' dx, 

= e^ 
^*dx' 

Thus tha above equation (1) becomes 

fdyY _diy,...y„) 

\dx} dix,... xJ' 

From which symbolical equation we can deduce our former 

theorems. 

For example the equation 

(dyy/dy. 

gives at once 

\dx. 

diy,---y,) dix. 

= 1 

K) = 1. 
dix,...xj • diy,...yj 

13. Jacobians occur in changing the variables in a multiple 

definite integral. Let us transform the integral 

I=jj...Fiy,...y„)dy,...dyn 

to an integral with respect to a!^... x„, the functions y,...yn being 
supposed given functions of a;,... «;„. 

W e proceed in the m a n n e r used b y Lagrange to transform a 

triple integral Beginning with y„ w e have to find the s u m of the 
quantities Fdy„, 
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while y„y,... y,^, remain constant. This gives us 

o = *.<i.,+|.^.+...+*.... 
dx. 

^ ^ • ' t y A ^ y - ^ ' i , ^ . -

Solving this to find dx„ we get (Viii. 1) 

'^n-l dyn = Jn d^n, 

where j ^di^,i%^.^ 
d{x„x,...xj 

Hence we must replace dyn by -~ dx„, and 

1 = ^... Fdy,... dy„ = j...Fy dy,... dy„yxn, 

the limits of x„ being determined from those of y„. 

In this integral begin by integrating with respect to y„_,. 

We have to find the sum of the quantities F.y^dy„_,, while 
n—1 

y,... y„_,, x„ remain constant, so that 

^-dx,'*''^'^-^dx /''"-' 

^ = ^^dx, + ...+^dx„_. 

dn, — ̂ A=l dr + + •̂"-' dx 
'*̂ "-̂ ~ dx, °^S+--+^^^_^«S-i. 

which gives 

'^n-2t^2/n-l='^n-l^«'n-l-

Thus dy„_, is to be replaced by -y-dx„_,, and F.y-dy^_ 
"h-2 ' «-l 
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by F. y-. -y dx^,_,. Hence tha limits being properly deter-
dn-i 'J„-2 

mined 1= j... Fy-dy,... dy„_, dx„_, dx„. 

Similarly if we began by integrating with respect to y„_, we 

should get a system of equations which would give us 

dyn-2=-ydx„_,, 

and 

l=\...Fy-dy,... dy„_̂ dx„_,dx„_,dx„. 
J n̂-3 

Proceeding in this way we should finally obtain 

/= \...F-Y'dy,dx,... dx„. 

Then we integrate with respect to y„ subject to the equations 

dx, = 0, (fag = 0 ... dx„ = 0, 

so that we must replace dy, by -Adx,, i.e. J,dx,. 

'=j...Fjyx,, Thus / = /... FJ,„ dx, dx,... dx„ 

= I...F{x) ^iAlA^iAAdaidx,... dx„.. 
J ' dix„x,...x,) ' ' 

F ix) being the result of substituting in Fiox y,... y„ their values in 

terms of a;, ... x . 
1 n 

14. As an example let us consider the foUo-wing determinant 

of definite integrals due to Tissot, we shall however follow Enneper's 
proof 

Let a,, a,... a„he n constant quantities in ascending order of 
magnitude, and let 

4>n. i^J = (̂ . - tt,f' {x^ - a,r̂  ...(«„- a J 

i^^.l-^J'-^'-ittn-'^T' 

where p„p,...p„ are either positive proper fractions or any real 
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negative numbers. The determinant to be considered is then 

where 

(S+i=°°)-

Thus 

P = 

j;,.= 

•̂11 - A 

J,...J 

«ft «^.(S) 
-dx„ 

g^{x,...'xJ exp. i-x,-...-x„) 

l)---^n(S) 

«,(«,-!) rag ras p â(a;,...a;J exp 
p=(-i). 2 dx, dx,...\ dxn^-yT-yyy 

^ ' J a, 'J a, ' J a. <Pi {"'i) <l̂2 {«': 
(exp. u = e'*). 

Now let us introduce in place oix„x,...x„ the re new variables 

y,...y„, given by the equations 

^1 I ^2 I __ I 2/n 
1, 

2/l 1 2̂ 2 I 1 2/n _ 2 
a'., — a.. 

Then by ix. 18, 

and hence 

Thus by ix. 11, 

^(2/l---2/n)_ 

2/.=̂ -
' (s). 

/'(S)' 

dyk^_y^_ 
dx, x,-a„' 

d{x,...xj 2/,---2/n 

«(«zl) 2/̂  ... y„ ̂ Hooi--. «!n) ?^(S -•- S ) 

= ("̂ ^ /•(s)/(s)-/(s) • 

^(s)-^(s)/_l^^^. 
Now 2/.-2/»=-T(^77:^^ ^̂  

j_(y^:-2/n).„r^(S---s)_ 

<^(S---S) ?̂ (a,...a„) 
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1-
Hence in the integral we replace dx,... dx„^^ {x,... x„) by 

dyi.:dyyiia,...aj. 

Now if we write 

Fn. (2) = (S - S) - - - (« - S,.) (Sm -«)••• («n - ^) 
we have 

yP^yP. yPn=. -̂l (S) '̂2 (S) - - -̂ n (S.) 
2/1 2/2 - y . F,'ia,)P^F:{a,)P^...F:{ayn-

Hence 

is replaced by 

?'(s---s) 
0i(s)---0«(s) 

CiM/j • • • (aji/L' 

dyi...dy„ ^^{a,...a,) 

y,v^...yVnFliay...F:iay^' 

Again x,,,. x„ can be regarded as the roots of the equation 

yi I ^2 I ... , 2/n _i 
z — a, z— a, ' z — tt„ ' 

the roots of which lie between a, and a,; a, and a^... a„ and go . 

Hence y, ... y„ take all positive real values. Also we have 

x, + x,+ ... +«,^ = 2/i+2/2+ ••• +yn+S+ -•• +S-

And our integral reduces to 

njn^l) , 
(-1) ! ^^(a, ...aJ exp. (-g,-...-+gj ̂  

P/(gJJ'x...P«'(gj3"', • 

r ejcp,(-y.-...-y„) 

i- l y ^ v (1 - p,) r (1 -pj... r (1 - pj ̂., ,. 

{P/(a,)̂ «-i...P;(gJ»">-i}4 

15. If M be a function of re variables a;^,x,...x„ and ?/i ... 2/». 

its differential coefficients with respect to these variables, since 

dy, _ d (du\ d\ 
dx,, dx,, \dx,J dx,,dx, 
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The Jacobian of ŷ  ... y^ is a symmetrical determinant formed 

from the second differential coefficients of u. This determinant is 

called the Hessian of u after Hesse, and is denoted by U {u), 

so that 

H {u) = I it.,̂  I . 

The Hessian of u wUl vanish if the first differential coefficients 
of u are not independent (Art. 2). 

For example if 

u = a?>,' + x,\' + ... + x y + ... + y,x:. 

g = 2(a;,= +...+a,:_, + a;?,,+ ...+a.„^). 

d'u 

dx,dxŷ "'̂ '"'' 

.: Hiu) = 2ix,' + xy...+x:y ix,x. 

ix,x, ,2ix,'-hxy...-\-x„')... 

Or dividing the «,''" row by 2a?., and the k'" column by 2x„ 

H{u)={2'\x,...x,y x y x ^ ... +a;j 
-2a;/ 

1 s +s'+ •-• +s' 
2a;„̂  

This is a determinant of the form of that in iii. 25. If we write 

8(7 = < + a;,^..+a;„^ 

v = icT-xyia-x^) ..-.{a-x̂ ) 

P'(M) = 6''«-̂ l + f2 '—, 
^ ' ' " o- — a;. 

If 

this gives 

M = a;y + 2/V+aV, 

E {u) = 24 [^xS/z" - {x' + f + z") u\ 

16. Jacobians and Hessians belong to that class of functions 

known as covariants. That is to say, if these functions are trans-
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formed by means of a linear substitution, the Jacobian of the 

transformed functions is equal to the Jacobian of the original 

function multiplied by the modulus of the substitution, and the 

Hessian of the transformed function equal to that of the original 

function multiplied by the square of the modulus. 

Namely, if the variables be transformed by the substitution 

S = Si?i + S2?2 + --- + S„?n (*• = 1. 2 ... re), 

the determinant | a,„ \ is called the determinant, or modulus, of 

the transformation. 

If the functions y, ... y„ oi x, ... x„ when transformed by this 

substitution become the functions y^, ?/,' ... y\, oi ̂, ... f̂ . Since 

dyl^dy^dx,^dy^dx,^ ^dy, dx^ 

d^, dx, d̂ ^ dx, d̂ „ '" dx„ d̂ , 

~ dx,"-'"^ •" ^ dx„'''"' 

it follows from the multiplication theorem that 

djy I ---yn) _ diy, ...y„) . . 

d{^i...Ly dix,...x,)\"'-\' 

which proves the theorem for Jacobians. 

The theorem for Hessians follows from this, viz. if u be the 

original and u the transformed function. Since the Hessian of u 

is the Jacobian of 

Now 

du 

dx. 

S{u) 

Hiu') 

du , 
-;— we hi 
dx^ 

dî l 

d{x, . 

we 

du' 

' S2 --• 

du\ 

d'u' dJ'u 

, /du 

'^[dx,' 
rl Ii: 

du\ 
dxJ 

du' 

dL. 
L) 

1 y 

1 s 
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-.(du du\ 
\dx, ''' dxJ , , 2 

= —TT^ r- a.. I 
dix,...x:) I •*! 

=^(") \tt,y. 

17. If we have re linear functions 

y, = b̂ ,x, + .,. + &,„,«„ ii = 1 , 2 ,., re), 

clearly , ^f^-^ = ] & J . 
^(S--- «n) 

If re is a quadric function 

u = b,,xy ... +2b„x,J!s,+ ... , 

then ^(t.)=2''|5,J,(6, = y . 

The symmetrical determinant on tlie right, which is called the 
discriminant of tha quadric, is therefore an invariant which on 

transformation is multiplied bv the square of the modulus. 

10 



CHAPTER XI, 

APPLICATIONS TO QUADRICS. 

1. T h e general quadric function in re variables x,,,. x„ is 
denoted by 

« = 2s.SS.' 
the coefficient of xf being g.., that of 2x,x„, a,,,, and we suppose 

B y X. 17 the symmetrical determinant A = \ a,̂ \ is propor­

tional to the Hessian of u, and is hence an invariant, it is called the 

discriminant. • O n transformation it is multiplied by the square 

of the modulus of transformation. 

Let us write 

_i 
du 

dx. 

= a„x, + a„x, + ... -\- a,„Xn. 

2. If we form a new quadric whose coefficients are the com* 

plements of a,,, in .4, viz. '*,., 

f^= ^Aky^Vk' 

U is called the reciprocal of the given quadric. W e may also 
write it in the form (iii, 25) 

U=- 0' 2/i --•2/» 

2/i. Si---S. 

2/n,Si---S, 
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Since | -Â j. | = A'̂ ~', and if a,,, is the complement of A,„ in this 
determinant a,,, = a.̂ A""' (v. 6), we see that we can write u in the 
form 

A'-% = -

We have also 

Au--

0, X, ....x„ 

X,, A„ ... A,. 

«n' ^nl ---A 

0, U, ... Un 

u,, a„... a,„ 

aa we see by multiplying the last re rows hj x,... x̂ , and subtract­
ing their sum from the first. 

3. If 4 = 0 , since then 

it follows that 
A'̂  — A A 

'^^^AkyiVk 

= XjA,,A,„y,y„ 

=^[JA,y' ' 
is a complete square, and that the linao-linear function 

F = -

= 2^ 

= 2 ^ 

is the product of two lin 

0, X, ... x„ 

y„ A,, ... A,„ 

yn' -̂ ni •-• ^nn 

i,.2/iS 

jA„y,.'ZjA,,x, 

ear factors. 

4. The reciprocal quadric U is the first of a series of co-
variant quantics. If the variables x,...x„ are transformed by a 

linear substitution 

x,= c„xyc„xy...-hc,y (l) (i = l, 2...re), 
10—2 
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then the function 

«,2/i + S2/2 +••••+ S2/n 

becomes 

••• + S (Ci,2/, + Si2/2 + -•- + o , y + ... 

Hence, if we have a series of quantities y^ ... 2/„' given by 

2//=S2/i+C2i2/2+---+Si2/n (2) (i=l, 2...re), 

the function '%x,y. on transformation becomes changed to 2a;/1/,', 

and so is absolutely unchanged in form by the transformation. 

N o w observe that in the substitutions (1) and (2) the deter­

minants of the transformation are identical; only the-columns of the 

determinant of (2) coincide with the rows of the determinant of (1). 

Also in (1) the old variables are given in terms of the new, in (2) 

•the new variables are given in terms of̂  the old. The variables 

x,...x„, y,... y„ are said to be contragredient. Any function of 

the coefficients of u and the quantities y,...yn whose value on 

transformation is equal to its original value multiplied by a 

power of the modulus of transformation is called a contra-

variant. • 

The semi-differential coefficients u,... u„ are Contragredient to 

X, ... x„. 

5. If the p sets of re variables 

2/ii ---ym 

Vn - - • y«2 

yip -•• Vnp 

are contragredient to the variables x,...x,„ then the series of 

determinants 

P„ = a„ Sn. 2/u •-- y Iv 

«„i • • • Sn. 2/„i ••• yn 

Vn •••ym 

yip --• yn 

are contravariants. 
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For, let us consider the quadric function 

F= 2g,,a;,a;, + 2t, ix,y„ +.-..+ x„yj 

+ 2<2 (S2/i2 + - - - + a'nyn2) + ... + 2«^ {x,y,^ + ... + x„yj, 

where tha variables x,... x„, t,...t^ are cogredient (i.e. transformed 
by the same substitution), while ŷ , are contragredient to these. 

If we regard F as a quadric in re +^ variables x,...x„,t,... t^, 
R^ is its discriminant. Let us transform, it by means .of the sub­
stitutions 

x,= e„xy....^c,y\ (.^i_2...re) 

2/i'=S2/i + ---+Si2/n-' 

t, = t: k^l,2...p. 

Then the determinant of the transformation for x, t is 

u = 

0 ... 0, 0 .,. 1 

In the transformed function V, the terms multiplying t, ara 
unaltered in form. Hence, by Art. 1, 

p;=/*'p,. 

Thus Pj, is a contravariant. Since on transformation it is 
multiplied by the square of the modulus, it does not change its 

sign. 

6. If |) = 1 so that wa have only one system of y's, then R, is 
the reciprocal quadric. If for uniformity we denote the discri­

minant by P„, wa have (ilL 25) 

n -^dR^ 
^^=-^dA,.y^y-

And in general wa have 

,iP„ 
A+i da '̂' '•'•' ̂'' "*'' 
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2/-»l •••yn: 

w h U e R ^ vanishes identically if p is greater than re, as w e see by 

resolving it into tha s u m of products of complementary minors of 

order re a n d p . T h u s w e h a v e tha series of functions 

A' A ••• A, 
containing 0, 1, 2 ... re series of variables y, a n d of orders 

re, re — 1... 1, 0 in the coefficients of the quadric u. 

7. The determinants Pj, are of great importance in the dis­

cussion of the properties of a quadric, a nd especially in the reso­

lution of the quadric into.tha s u m of squares of functions linear in 

the variables x, ... x„. 

If u, ... u„ are the semi-differential coefficients of u, let us 

•write 

^P= Si-

Si-

2/11 -

yip-

u, . 

• S n ' 2/11 -

• S m . 2/nl -

- ym 

-•Vnp 

-- s 

• 2/ip. 

• ynp' 

u. 

t̂n 

W e must remember that P„ = 0 identically. 

Also let X^ be the -determinant obtained from U^ bf erasing the 

(re+p + 1 ) * column and (re+j?)^ row ; or the (re + j) +1)'' row and 

(re -\-py^ column. 

Since in any determinant of order to, w e .have (v. 7) 

d^D . . dD dD d D dD 
D 
dan,ya„^„^, da,„^,y da„^ da„̂  da„. 

we get by applying this to t^, (to= re -i-p) 

pU 

u. 

R,A-i-

or P„. 

• -"-jj p-i ̂ p' 

. A^ ^ Es 
Rp-iA A 
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In this equation write p = re, re-l ... 1, 0, and remembering 

that P„ = 0, U, = -R^u, 

we get the series of equations 

Thus 

•̂ n-l A - l A 

^n-2,_ ^ U ., Un-1 

Ai-2 A-iA-,. A-i 

p-n-3-̂  XI, ^ly,. 
A s A-%A-i A^« 

A ^ Xf . u, 
R, A R A R , -

x y ^ x f x.̂  
R,R, R,R, - R„_,Ry 

Now the quantities X, ... X„ axe linear functions of u, ... u„, 

i.e. oiX, .,. x„; hence we have resolved the given quadric into the 

sum of the squares of-re linear functions of the variables x, ... x„. 

Also the number of positive squares in this sum is the number 
of variations in sign in the series 

A' A ••• A, 
and these being unaltered in sign by a linear transformation we 

have the important theorem, that if a quadric be linearly trans­

formed to the sum of re squares, the number of positive and negative 

squares is always tha same. This theorem, due to Sylvester, 

has been called by him the law of inertia of quadratic forms. 

8. The discussion of tha preceding article, due to Darboux, 

requires modification in certain cases. For example, if the minors 

of order p — 1 oi tha discriminant vanish, then aU tha functions 

Pj... Rg_, inclusive vanish. In this case Darboux has shewn that 

u can be resolved into the sum oi n — p squares, viz. 

„, _ ^i.-H _ _ ^n-1 -^n 
Pj,+lPp " •Jf̂n-i-'̂n-a A - i A 
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9. If a quadric, by means of a.linear transformation, has been 

reduced to the sum of re squares, 

u = ta.,„x,x, 

= A,yf+A,yf-{-...-{-A j/„'; 

the discriminant of the right-hand side being A,A^... A„ii /.l is 

the modulus of transformation, 

A,A,...A„ = fj? I a„\. 

Two given quadries 

w = ̂ S S S . ^ = S^isSS 

can by a simultaneous linear transformation 

S = Cii2/i+Ci22/2+ --- +c,„2/„ (i = l, 2 ... re) 

be reduced, each to the sum of re squares of the same linear func­

tions, viz. 

- u = A,yf-V A y ^ . . . ^ A , y 

V = s,A,yf + s,Ay + ... + syy.f; 

for in- order to determine the re^ constants, c,,., we have first 

re (re — 1) equations from the fact that the coefficients of the 

products y.y,, must vanish, and re additional equations from the 

condition that the ratio of the , coefficients of yf is to be s„ in all 

r^ equations. 

If w e form the discriminant of su — v, its value for the original 

quadries is 

I «S,-*iJ ' •'•(1)' 

and for the transformed quadries 

A,...A„{s-sys-s^ ... (s-s„) (2). 

The ratio of the quantities (1) and.(2) is /i^; hence s,...s„ are 

the roots of the equation 

Ais)=\sa.„,-b,„yO .-. (S). 

10. The following resolution is due to Darboux. 

If we write 

F = su — v, X = |- -^ = su, — V,: (4), 
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we have identically by Art. 2 

153 

F=su — V — — 
1 

A is) 
sa,.,-b„ ..•sa,„-b,„, X , 

...(5). 
SSj-^nl--- SSn-^n, X„ 

X, ... x„ 

The determinant on the right is a function of s of order re — 1; 

resolve the fraction into partial fractions, and we get 

1 
su — v = ^'{sys-s,) 

SiSl-^1 ••• SiSn-&in> ^1 

SiSl- bni Sflnn-b^n, X„ 
,(6). 

T h e determinants on the right are all perfect squares by 

Art. 3, for they are obtained by bordering the vanishing determi­

nant A is). W h e n c e 

^ jy 
s u - v = l< .,, , ,' r , 

-where U, is a linear function of the form 

u.. = d„x,-v...-^-d,y„. 

If in the deterrninant (6) w e replace X, by its value from (4), 

and subtract from the last column the first re multiplied by a;̂ ... x,,, 

and do the same for the rows, the value of the determinant is 

unaltered, but X, is replaced by J (s — s) -j—. 

A term is also introduced in tha principal diagonal in tlie last 

place, but since its minor vanishes by (3) we m a y replace it by 

zero. Thus U, is replaced by 

V.'=i(-.j(^,|+-+^.t) 

=(s-Si) y. 
where V, is independent of s; 

A' (̂J 

Equating coefficients of s we get 

V!' 

which is the required resolution. 
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11. An important branch of the theory of quadries is that of 

their linear automorphic transformation. That is to say, as the 

name implies, the discussion of those linear transformations which 
do not alter the outward appearance of the quadric. So that if 

X, ... Xn are the original, and y, ... y„ the new variables, 

tajc,x„ becomes ta,^{y„. 

Without entering into a discussion of the general case we shall 

study that particular one which gave rise to the whole theory. 

In the transformation from one set of rectangular axes in space 

to another with the same origin, the distance of a point from the 

origin is the same, expressing this for the two systems 

a;^4-y + 2>= = a;'? + 2/'2+/^, 

such a transformation is linear and automorphic, and is kno-wn as 

an orthogonal transformation. 

12. The general case of an orthogonal transformation is to 

determine those linear transformations which give us 

xf^xf^...+ x,f = yf+yf+... -\-y:. 

The theory is due to Cayley, but we shall here give it ̂ s modi­

fied by Veltmann. 

Let us consider the foUowing equations 

b,,x, + b„x, + ... + b,„x„ = b„y, + b„y, + .,. + b,^„ 

bn̂ î + b,,x, + ...+ b,„x„ = b,,y, + 6„y, + ... + &,„y„ ̂ ^ 

b„iX, + b„^, + ... + b„„x„ = b,„y, + b.^,y^ + ... + b,,,^,, 

where the system b.^ is skew, so that. 

b^ = -b,„ K, = z... ..(2). 

The rows of coefficients on the right coincide with the columns-on 

the left. 

Let P = I b,„ I = I \, I , 

po that P is a skew determinant, let B,^ he the system of first 

piinors. Solving the system of equations (1) we get 

y* = Cii»i + c,̂ ., + ,.. + Ci„x„ 

• S = d,iy,-i-d̂ y,-h ... + d„,y„. 
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The coefficient of x„ in y, is given by 

A-* = P«&^ + PA + - + B,y,. 

If s = B y , + B.„h,,+ ...+B^P^, 

tliê  Bc,̂  + s=2BJ>,„. 

N o w s = P or 0 according as i is or is not equal to k, thus 

. - ^ ^ , _2B,z-B 
îk JO ' hi ^ "^ • 

In the same way 

_2P,,^ _2B„z-B 
"'ki ~ T> ' Si 75 • 

Tlius c,.,= d,„ 

and we roiay write 

yi = c,,x, + c,,x, + ...-{-c,„x„ 

S = c„2/i + Siy2+---+Si2/n-

Substitute for a;̂ ... a;„ from the second of these systems in the first 

and equate coefficients of y„ and y, on both sides, thus 

o^ + cJ+... + C = 11 
CiiĈ i + c„c,., + ... + C,„Cj„= 0] • 

If we substitute from the first system in the second, we get 

Ci-+c,f+... •\-cJ=l) 

îiC« + SiC2, + ... + c„,c„„ = Oj • 

Whence we see at once that 

a.,̂  + a;,̂ + ... + x : = yf + yf+... +2/„^ 

and thus the coefficients c,,, are those of an orthogonal sub­

stitution. 

13. B y the preceding article we are able to express tha re" 

coefficients of an orthogonal transformation by means of thg 

I re (re — 1) quantities 

bi2,b,, ...b,„ 

&23 -•- ̂2» 

by forming a skew determinant with these, the elements of whose 

leading diagonal are equal to z. 
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For the case re = 2, let 

the system of first minors is 

1, X 

- X , l 

1, A, 

X, 1. 

= r+ V ; 

Hence the coefficients of a binary orthogonal transformation 

are 
l-X'' 2A, 
1+X" l+X" 

- 2X 1 - X' 
1+X"' l + X̂ ' 

For a ternary orthogonal transformation 

B-- = 1-^X' + ijl'+v'; 1, V, - fl 

— V, 1, X 

fi, — X, 1 

the system of first minors is 

1 + X^, I' + X/i, - /ti + Xi', 

— V-{- XfJL, 1 + /̂ ^ X + yU,Z/, 

fj, + Xv, — X + fiv, 1 + v̂ . 

Hence the coefficients of the ternary orthogonal transformation 

l+X'-fi'-v' V -\-Xfi , - /J, + Xv 
' B~'' 

ĉ xyjiv 
B ' B ' ^ B ' 

fĴV 1 + !.= - X' - yft' 

P ' P ' 

v + Xfx l+ix^-X^-v^ 

„fyxv -x + 
^ ^ B ~ ' ^ ^ A ~ B 

If we write 

X = cos/tan-1^, /x = cos gf tan |̂ , i/= cos fe tan |̂ , 

where cosV+ cos' g + coŝ  A = 1, 

and ,-. P=sec'i6', 

we get Rodrigues' formulge. 

file://-/-Xfi
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For the quaternary orthogonal transformation 

P = 1, a, b, c 

- S 1, h,-g 

-b, -h, 1 f 

- c, g, - f 1 

Then 
P = 1 -f a'' +-6' + c= +/2 + / + A= + 6\ 

where 6 = af-\-bg -{̂  ch. 

And the system of first minors is , 

1 +/' + / + h\ B,, = g +/i9 - &A+ eg, 1̂1 = 
B,, = — a —f6 -{-eg- bh, 

B̂ , = — b — cf — gd-{ ah, 

B̂ , = -c + bf-ag-hd, 

P,3= b-{-ge- cf-h ah, 

-823= h-\-fg + c0-ab, 

P33= l + g^+c'+a\ 

•̂43-= - / + 9^^-bo- aO, 

^22= l+A+b'+e\ 

B„=-h+fg-ab-c9, 

•̂ 42 = 9 +A^ + be- ca, 

B,^= c +he-ag-{-bf 

B,^ = -g-\-hf-aG-b0, 

•̂ 34= f + g h + a6-bc, 

B = .lJ^h'^a'+b\ 

Thus tha coefficients of the quaternary orthogonal transforma­

tion ara 

Be,, = l-6'-vf-a'+ / - ¥ + h'- ĉ  

Pc,, = 2(g+/i9-6^ + 05-), 

Pc,3 = 2(6+5r^-c/+a/i), 

Bc,̂  = 2 ic + h6-ag+bf), 

&c. 

14. The square of the determinant of an orthogonal substitu­

tion is unity, for 
'•= I 4 

where 

i.e. 

da = c„c„ + c„c„ +...+- c„,c„,t, 

d,„=0, d,, = l;. 

I Sl'=l. or I c,„ I =6, 

where e means i 1. 

15. If G,j is the complement of ĉ„ in G, then 
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For we have the system of equations 

c„c,„-^...-{-c„,c„^=0. 

Ci,S,+ ... + Sj:C,«=1 

'^inC«+---+SnS;t=0-

Multiply these equations by G„, G,,...Gt„ and add, tha co­
efficient of c,j is e, the others vanish, thus 

A.=eCik-

16. Any minor of the system c,^ is equal to its complementary 
minor. 

For 

by V. 7. But 

6„ ... G, 

f G 
PI • - • ^pp 

G „ ... G,j, 

I'+li'+l - - • ^i.+ln 

G„, C„, 

by the theorem just proved. H e n c e 

Si ... Cj,j, I 

î'+ip+i - • - ^p+m 

17. If J.""= ( g., i P " " = I b,„ I be two determinants of ortho­

gonal substitutions of order re, then tha determinant 

P i X , f i ) = I Xa„-i-fib„} 

is. not altered b y interchanging X and fi. 

For the symbolical expression for P (X, fi) is 

P(X,/i) = (XJ.+/iP)'' 

=^""p""^—-+-^y 

as in V. 8. And as there proved 

P(\,/:i) = ^"''P"" ^A^ I f̂ Ak 
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Or, if .4"" = 1 = P'"', we have by Art. 15, 

PiX,/M)=\Xb„+^,,\ 

= P(/^,X). 

From this we see, that if from the coefficients of an orthogonal 

substitution of order re we subtract the corresponding coefficients of 

another orthogonal substitution of the same order, the determinant 

formed -with these differences vanishes if re is odd. 

18. If we take n quadries in re variables we may conveniently 

represent them by the system of equations 

S = 2â ,a;̂ a;,, {i, j,k = l,2 ... re). 

With the coefficients a^ we can form a cubic determinant of 

order re which will be an invariant of the system of quadries u,...u„. 

Zehfuss has pointed out that for three ternary quadries this gives 

Aronhold's invariant, while the auxiliary expressions he gives for 

its calculation are the cubic minors of the second order. 

For the two binary quadries 

aa;'"' + 2bxy + sy", 

a'a;̂ + 2b'xy-\- cy", 

it is the harmonic invariant 

gg' — 2bb' + cc. 

The general theorem is that for re, re-ary p"°' the determinant of 

class ip + 1 ) , which can be formed with their coefficients, is an 

invariant of tha system. By allo-wing all the quantics to become 

identical we get an invariant of a single quantic when it is of even 

order. 



CHAPTER XII. 

DETERMINANTS OP FUNCTIONS OF THE SAME VARIABLE. 

1. If y,, y, ... yn are functions of a variable x, and if 

determinant 

2 + 2/12/2"'. 

1 y-

• A A = 

d% 

~ dx" 

2/1 ' 2/2 • 

2/1'"' 2/2"' • 

yy. y y • 

•• Vn 

- yA 

•• 2/r' 

is called the determinant of the functions y,,y,^--y„, and is denoted 

by-D (2/1. 2/2 •-- 2/n)-

2. If y is any function of x, and w e multiply the above deter­

minant by 

2/ . 

2/"', 

y • 

0 

y 

22/"' , 

0 

0 

y 

... 0 

... 0 

... 0 

y^y in-l),yy («-1),y-'.,, 3/ 

combining the columns of P with the rows of the latter, we obtain 

F> {yyv 2/2/2 -•- yy,) = y " D i y „ y,... y„). 

In particular if w e put yy, = 1 in the determinant on the left, 

all the elements in the first column vanish, except the first, which 
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is unity, and the determinant reduces to the determinant of the 
re — 1 functions 

A (y^^ ^Djyi, y,) A (yy^ ^Diy„yj 
doo\y,) yf '" dx\y,) yf ' 

If therefore we put 

i>{yi' y-^^yi -i>{y„ y,) = yn, 

then Diy,, y,..: y„) = -—, P iy,', yy.. yj. 
ill 

8. If the functions y,... y.„ are connected by any linear 
relation 

Ci2/i + c,y,+ ...+c,2/„ = 0, -

it is plain by differentiating this re-l times, and eliminating 

c,... c„ between the original and these re-l new equations that 

we get: / 

•0(2/l. ̂ /2--3/n) = 0. 

Conversely if the determinant of the functions y,... yn vanishes, 

then they are connected by a linear equation with constant co­

efficients. W e shall prove this by induction; we shaU assume 

that if the determinant of re — 1 functions vanishes, these functions 

are linearly connected, and we shaU shew that the same is true 

for re functions. If ŷ  does not vanish, which would be equivalent 

to a linear relation among the functions, it foUows from the pre­

ceding article that since • 

^(2/1. 3/2 -••2/n)=0, 

we must also have ;. 

-0(2/2', 2/3'-2/:)=0. 

Hence by hypothesis the re-l functions ?/,' ... yf, are linearly 

connected, i. e. we have 

C22/.2' + f32/3'+ -•- +S2/n' = 0.' 

.Dividing by yf we get 

''yx\y,)^''dx\y,)^"'^''-dx\y,) "*' 

or integrating 

c,2/i + Sy2+ -••+syn = o-
S.D. II 
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Thus if the theorem is true for re- 1 functions, it is true for ?i, 

but it is clearly true for two functions, and hence generally. 

4. From the formula 

-D (2/1. 2/2 •-• 2/J =—n-=2-»(y2'. 2/3' --- yn)' 
ill 

it follows that 

^(2/1. ^2, 2/3) = --0(2/2'' .%') 
-. - Ui 

F>iyi, 2/2' 2/4) = --0(2/2', 2/4') 

F>{yi' 2/2. y^=-F>{yf, yA 
Hi 

The same formula also gives 

-0(2/2'. .1/3' - 2/.;)=,74=3^^1-0 (^2'. 2/3')' ^(2/2'. 2/4') - ^k' y:)\-
2/2 

Combining these formulae, w e obtain the -equation 

F>{yi, 2/2 •• - 2/») = [P (y^, y,)]"-^ -^ 5-^ ^^1' y^' y^^'' • 

.0(^1. 2/2. 2/4) •-- -0(2/1. 2/2. 2/n)}-

B y repeated application of this method w e should obtain the 

theorem. 

If Mj, u, ... M„, V,, V, ... v y e functions of x, and if 

w, = Diu,, u,... u,̂ ,, vf) ii=l, 2 ... re), 

then P (re., «,...-«„., v,, v, ...v,,) =jjyj^^^^^^--^^-^,. 

5. A special case of this theorem is 

•0(2/,.-. 2/*-i. yk*i •••yn' Vk, y) 

_D{Diy,... y„_„ y,,̂ , ... y„, y,) D'iy, ... y„_„ y„^, ... y„, y)\ 

•0(2/i --.2/*-i-' .%+i -•• 2/n) 

which w e m a y write in the form 

'F>iy, ...yn,y)Diy,... y„_,, y„^,... yf) ̂  _ d Diy,y,...y„_„y,^,...y^,) 

F) {Vi • • • yn) D{y,... y j dx Diy,... ŷ )-.. 
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Assuming now that the functions y, ... yn are independent, let 

us write 

g _ ("_ 1 \n+S ̂  \2/l - - - Vk-l' y^+l • • • yn) 

" ^ ' -0(2/1--: 2/n) 

P (,.\ -(_-[Y -0(2/. yi ...yf) 
^"^y^ ^ '̂  Diy,...y,) 

P iy, «J = (- ^r'^^^^^^^yf'^ffyy^ > 

then the above equation can be written 

A 
dx' 

^kP(jj)=:r^P(^,^k)-

6. The determinant 

Vi ' 2/2 

yi •' 2'2 

2/n 

2/n'" 

yi ' 2/2 3/« (n-2) 

Ul ' II2 ••• Hn 

vanishes if ̂  < re — 1, but if ̂  =i re — 1 its value is P iy,, y. 

Expanding it according to the elements of the last row w e \ 

system of equations 

2/A + 2/2̂ 2 + --- + 2/»2n - 0 

yf'z, + 2/,'X+---+ 2/n"̂ n = 0 

"• 2/n)-
:et tha 

J-^'^n^O 
.(A). 

2/r% + 2/2 ^2+-+2/, 

2/r\ + 2/2"'"'̂ 2+-+3/n"'-X = l , 

If we write_ ŝ , = y/̂ 'â " + y A A " + - - - + 3/n'''«n'', 
we can write these more briefiy 

-Soo=0, s,„ = 0 ... s„_ 

N o w we have 

, = 1. 

ds„. 

dx • ̂ 40 + **-n 

d\ 
~ J ^ ~ *«> "f" -̂ **-U + *̂-22 

^ Sm + î̂ **-!! + '̂̂ 2**-22 + • - • + ^0, 

1 1 — 2 
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If A;-< re — 1, it follows from these equations that 

Sap = 0 , if a + /S <-re - 1. 

If A; = re — 1, it follows since 

(l-l)'-=l-r + r,- ... +(-l)'' = 0 

that s,„_„̂  s„_,, ... are alternately equal to+1 and — 1. 

If A = re, we conclude in the same way that 

*mO = — *n-U = Sn-22 ~ • - - ~ {~ ̂ ) *0n • 

Hence we get the following theorem: The expression Sj,̂  Is 

equal to zero when p + q < n — l , and equal to (—1)' when 

p + q=n — l. 

7. A m o n g the relations just established we have 

«l2/l + -̂22/2 + ••- + n̂2/n = 0 

-̂i'"2/i + <'y2 + - + A ' A = 0 

z. 'yi+^2"""'2/2+-+^n,'">n= 0 

.(B). 

zf-'^y, + zy'kj, + ... + zr'^y„ = (- 1)"-

If P {z,, z, ... zj = 0 vanished, it would follow that since 

«oo=0, s„i = 0 ... s^_, = 0, 

then s„„_i would also vanish, while its value is (-1)""^ Thus the 

functions z,, z, ... z„ are not linearly connected with each other. 

Comparing the systems (A) and (B) it appears that the relation 

between y, ... yn and z, ... z„ is a reciprocal one, if we neglect the 

sign when re is even. From each relation between these systems 
we deduce a new one by interchanging 

yi' 2/2 ••- 2/n> ^1. «2 ••• ^n 

with (-1)"-.., i-iy-'z,...{- i f - y ŷ , y^... y^. 

Thus from tha equation 

z = ( - ]V'+* -OCVi---2/̂ -1. 2/.+1...2/J 
'•^ ^ ^(2/1. 2/2-yJ 

we deduce 

V = r- 1Y-' £Ai.^LAk=i' «.+i - • -̂ n) 
y" ^ '̂  D i z „ z y . A y 

In consequence of this we shaU call z, ... z„ tha conjugates of 

y, ••-2/n-
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8. If we form the product by rows of the two following deter­
minants 

2/i -

2/,'-' . 

yA -

2/i'"-" • 

1 ... 

0 ... 

z, ... 

- yk' 

•• yk ' 

-• yk ' 

--2/* ' 

0, 

1, 

h' 

%+l • 

ytA.. 

yi% -

"y»-l) 
2/i+l -
0 

0 

Vl 

-- y n 

• 2/-n'"" 

- yA 

• y A ' 

... 0 

... 0 

... z.„ 

, (n-Ĵ l) , (n-j!-l) Jn--*-l) 
% > -̂ ft+l 

the first of which is P (y^... yf), the second P (s^j... z„) w e get 

2/i 

2/i 

2/*' 

i's > *i-io . 

2/i' (n-1) 

y,r 

2/* ' *n 

"On-t-l 

1—Ijj-S-l 

In this determinant the block of elements c o m m o n to the first 

k rows and last n — k columns a U vanish, w h e n c e it reduces to 

2/i • 

, Pi^i) 

yk 

, (i-1) 
2/i - - - 2 / ; 

T h e first of these = P {y, ...yf), in the second all the elements 

to the left of the second diagonal vanish, w h e n c e its value is 

(?t-t)(m-fe+l) 

i ~ ^) *n-lo Sn-21 - - - k̂n-k-1 
= 1. 

. Thus we have 

D{y,...yf)Diz„^,...zf)=Diy,...yf). 

If A; = 0 we have 

Diy,...yf)Diz,...zf)=l. 
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9. From this last equation we get 

/ TNn-0(2/'2/l---: 

^ ^ -0(2/1'2/2-; 

i-iy D{y,y,...yff,Diz,,.z,...zffj. 

v!.„-\ (_->YF>iy'yi-yn) 
^•(y)-(-^^ DTyAy2-yn) 

Or 

-P(^) = (-l)'' 

= (-!)" 

y> 2/1 -•- 2/n 

2/"' 2/1'" - 2 / n ' " 

i> ' H i ••• U n 

y ' ̂ 10' *ii • - - '̂ i.i-1 

1, 0 

0, z. 

0, zf"-'''. (n-1) 

,,(n) y > ̂ nO' ̂ nl - -' *nn-i 

Similarly we should get 

P (.) = (-1)" «, „(i) ... s>" 

• •. s„. 

10. These determinants occur in the theory of linear differ­

ential equations. Thus, if we have the equation 

S2/ + S2/'" + '-- + S2/"" = 0 

where the quantities g„, a,... a„ do not contain y. Then iiy,... y„ 
are n particular integrals, we have the re aquations 

S2/i + S2/i" + - - - + S2/i'"' = 0 (z = 1, 2 ... re), 

eliminating the g's we get 

y, y ...y =0, 

2/i'2/i'"--2/i"" 

2/n. 2/n'" •••2/n'"' 

•0(2/. 2/1-••y„) = o. 
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If we solve the equations for -^^ we get 

167 

i/i' ill ••• Hi ' ai 

y m iin --- ijn I yn 

2/i.2/i"^-2/i"'-" 

yn'yl ••• 2/: (n-1) 

'-"n-l 
g„ ' 

I.e. •̂  logD{y„y,...y,f = -'^', 
dx 

D (2/i' 2/2 •̂  • 2/n) = exp. i ^ f — d x 

11. Though not immediately connected -with tha subject of 

the present chapter w e shall give Hesse's solution of Jacobi's 

differential equation. 

This equation is 

-A,drj + A,d^ + A^ {̂ dv - vd^) = 0, 

where A, = a,, ̂ -\-a„7]-\- a,̂  (*' = 1, 2, 8). 

W e can write the equation in the form of the determinant 

?. V, 1 

d̂ , dr], 0 

^1' -^2. -̂  

= 0. 

Now let ̂  ='-, 7)= , and the equation becomes 

= 0. X, y, z 

zx' — z'x, zy — yz', 0 

^1' -^2' -̂ 3 

Multiply the first row by ^ and add it to the second, this 

divides by z, and we get 

= 0. S y, « 

x, y, z 

^1' A'-^3 

N o w let us multiply this equation by 

"i. Ai, 7i 

«2' ^ 2 ' I2 

«3' /S3. % 
p, = a,a; + ^,1/ + ^,z. and let 
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Also assume that 

[chap. xii. 

The 

Xj), = A,a,-i-A,0,+ A^y,. 

= 0, 

logi'i, logi>„ logFs 

1, 1, 1 

\, X,, 

G, 

Pi' P2' Pz 
dp,, dp,, dp, 

\Pl' \P2'\P> 
i.e. 

dp, dp.̂  dp^ = 0, or 

pA P2' P, 
1, 1, 1 

\' \' \ 
or, as we may write it 

py.^^.py^^.y-^=c. 

Since we assumed that 

A,a, + A,p,+ Â r̂ , = X,p,. 

Equating coefficients of x, y, z 

a, {a„ - X) + ̂ ,a,, + 'y,a,̂  = 0, 

«i Si + ̂ 1 (% - A + 7iS3= 0, 

a, â , + ̂ ,a,, + 7̂  (S3 - X) = 0. 

.Hence eliminating a,, jS,, 'y,, we see that X„ X,, X̂  are the 

roots of the equation 

Si - ̂ ' S2. S3 

Si. S2 —'̂ ' S3 

^32' "'33 



C H A P T E R XIII. 

APPLICATIONS TO THE THEORY OF CONTINUED FRACTIONS. 

1. The application of the theory of determinants to continued 

fractions is one of its latest developments, and gives great facility 

in the discussion of these functions. 

As usual in English mathematical works we shaU denote the 

continued fraction 

S 

by ^1 K K b„ 
a,+ a,+ a,+ '" + g„" 

Such a fraction is caUed a descending continued fraction. 

In addition to these we shall discuss a less known form of 

continued fractions, which, however, is historically the older form 

of the two, namely, the ascending continued fraction 

which, in an analogous manner, will be denoted by 

by b y -hK 
a, a, '" a„' 

Our object is to establish a determinant expression for the 

convergents to these two forms, 



170 THEORY OP DETERMINANTS. [CHAP. XIII. 

2. If we write down the system of equations 

b,x = a,x, + X, 

b,x, = g,a;, + x^ 

^aS = Sa'a + S 

we see that 

^, b, 

, S 

S 
X, 

a„ +-

Hence -̂  is the continued fraction 
X 

A . A_ 
s + s+'" 

8. If we are to determine the re* convergent, i.e. the value of 

the fraction when .we stop at -^, we must suppose that x„.̂ , and 
S. 

all succeeding a;'s vanish, whence we have the system of equations 

b,x = a,x, + X, 

0 = - b,x, + a,x, + x^ 

0 = — b̂ x, -i- ag-ccg + x^ 

0 = .• -M.„-i+S«n-

Solving this set of equations for x, we get: 

a, , 1 , 0 ... 

-b,, a, , 1 ... 

0 , -b„, a, ... 

0 

0 

0,0 ... a„_,, 1 

0,0 ... -b,„ a„ 

b,x, 1 , 0 . . 

0 , a, , 1 .. 

0, -b., a. .. 

0, 0 , 0 ...-6„, a„ 

Thus 

^=&i 
X ' 

a, , 1 

-fc, a. 

0 , 0 

0 , 0 

0 , 0 ... a„. 

0 , 0 „. -I 

1 

tt, , 

- b 2 , 

0 , 

1 , 

s . 

-^. 

0 .. 

1 .. 

S--

. 0 

. 0 

. 0 

, 0 

, 0 

, 0 

0 , 0,0... g„_„ 1 

0 , " 0 , 0 ...-b„, af 
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Or 
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Where 

Pn S ' 

-b., 

0 , 

S Pn 
-J =-0.'- say. 
X in ^ 

1 , 0,0.. 

g, , 1, 0 .. 

-&„ g,, 1 ., 

. 0 

. 0 

. 0 

, 0 

, 0 

, 0 

0 , 0 , 0, 0 ... a„_„ 1 

0 , 0 , 0 , (y...-bn, a„ 

= Si'n-l + ̂ n:Pn-2' 

if we expand (ill. 24) according to the elements of the last row 

and column. 

Similarly 

?n = a, , 1,0,0... 0,0 

-b,, a, , 1, 0... 0,0 

0 , 0 •0 , -63, gg, 1 

0 , 0 , 0 , 0...a„_„ 1 

0 , 0 , 0 , 0...-&„, a„ 

= S9'a-1 + %n-2-

Since p„ = b,-J=̂ , we can write the convergent in the form 

4. The determinants of the form §'„ have been called con­

tinuants by Mr Muir. Since 

g-n = SS-l + ̂ «S-2. 

if Ui„ is the number of terms in the continuant of order n 

S=.S-i + S-2' 

an equation of differences which gives 

^ , . ^ ^ y y y y i y . 

Since M, = 1, M, = 2, we have 

S = ((1 + yA'.- (1 - yoTA - 2"« V̂5'̂  
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It is easy to shew by the binomial theorem that this number is 

an integer. Prof. Sylvester obtains this number in the form of the 

series 

1 I (n 1) 1 ^^ ~!^ ^" ~ ^^ ^'' ~^^['' ~^l^""~^^ I 
1 . 2 1.2.8 

'5. The value of the continuant q,„ is the same as that of the. 

determinant 

S' "1,0 ... 0 

d,, a,, c,,... 0 

0, d,, a. ... 

<?» = 

0, 0, 0 ...a„ 

provided only 

c A « = -&.«^ ir=l, 2 ...re-l). 

This is clear if we expand by Hi. 24, according to the elements 

which stand in the last row and column. For then 

^n'=SS''n-l-<S-l^'n-2 

= S^'n-1 + bnq'n-,, "' ' 

while qf = q,, qf = q,. Hence qj = q„, the equation of differences 

being linear. 

Thus we can also write 

S' 

&2' 
0, 

0, 

^1, 

s . 

bs' 
0, 

0 , 

-1, 

S' 

K, 

0 ... 

0 ... 

- 1 . . . 

s ••• 

6. The value of the continued fraction is not altered H we 
replace 

br' S. &r+l 
by kb^, ka^, kb,.̂ ,. 

For the quotient A ig unaltered if we multiply numerator 
Hn 

and denominator by any tha same number. If we multiply both 
by k, the row 

••• -b,., a,,, 1 ... 
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in each is replaced by 

... -kh,., ka^, k ... 

and by Art. 5, in place of the last k, we can write unity if we 

replace b,.̂ , by kb,.̂ ,. 

Since then w e can write the continued fraction 

b^'b^ A 
s+s+""'+s 

in the form 

b , — b, 63 : 
' g, -̂  a,a„ " aji. 

¥ 

' a„_,a„ 
h+ k+ k+ •••+ k 

q„ can- be written in the form of the skew determinant 

k , a, , 0 , 0 ... 

~a„ k , a, , 0 ... 

0 ,-a„ k ,ag... 

0 , 0 ,-a.,k ... 

b..J<:' 
where 

Thus the convergents to a continued fraction can always be 

represented by the quotient of two skew determinants. 

7. In any determinant P we have 

d'D dD dD dD dD 
D 
da„da„„ da„ da.„„ da,„ da„,' 

For P take the continuant q„ (Art. 5), then 

dD _ d y _ i 
da-^-^-" da„-b,P"' 

d'D 1 

da,,da„„ 

dD , , 
dAA^^^^ 

dD . .„ 

'̂"' dAA^-"^^ 

Thus qnPn-l - qn-lPa = (" 1/" ̂ 1̂ 2 •••K 

8. In the case of the ascending continued fraction 

by by 
g, g, ••• 
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it is clear that if the re'" convergent be '^, the scale of relation is 

Pn ̂  S,P„-1 -f bn 

qn SS-1 

Hence q„ = a,a, ... a,,. 

To determine p„ we have the system of equations : 

Pi = b , 

- a ^ i + P 2 = b , 

-SP2+ft' =b. 

- S-l?'„_2 +Pn-1 = bn-1 

-ttnPn^l-i-Pn = b„. 

The determinant of this system is unity, all the .elements to 

the right of the leading diagonal vanishing; 

1 , 0 , 0... 0 , b. ••• Pn = 

- a „ 1, 0... 0 , b, 

0 , — â , 1 ... 0 , &3 

0 , 0 , 0 ...' 1 , 6„_ 

0 , 0, 0 ... •S. b„ 

Multiply all the columns except the last by — 1, and move the 

last column to the first place; the determinant is unchanged, thus 

Pn'- b„ - 1 , 0 ... 0, 0 

6,, a,, - 1 ... 0, 0 

k, 0 , a, ... 0, 0 

b„, 0, 0 ... 0, g„ 

The re* convergent to the fraction is 

Pn 

The number of terms in p.,, is re. 
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9. By means of these determinant expressions for the conver­

gents we can transform an ascending continued fraction into a 

descending continued fraction. 

In the determinant p„ of the preceding article multiply the r'" 

row, beginning with the last, by b,_,, and subtract from it the 

(}-_ 1)^ row multiplied by &,., and do this for all the rows. The 

determinant is altered by the factor 

k = {b,b,...by-}, 

and 

Pn='l<: b,, - 1 , 0 

0, ap,+b„ - b , 

0, - a K , aj},-f-b̂  

0, 0 , 0 ...tt.y„_+b,,_„ -6„_, , 0 

0, 0 , 0 ... -a„yn-L ,ttnAn-2+bn-l,. " ̂ n-2 

0, 0 , 0 ... 0 , -a,,y ,aX_,-hb„ 

Sunilarly, since 

q„ = g^g; 

tt,, - 1 , 0 

0, g,, - 1 

0, 0 , a3 

0, 0, 0 ... a„_i, -1 

0, 0 , 0 ... 0 , a„ 

qn = k a, , - I , 0 

-a,b„ a,b, + b,, -b, 

0 , -S^3 . S ^ + ̂ 3 

0 , 0 , 0 ... - a „ y , a„b„_, + b„ 

Now on inspection it is clear that these determinants jp„ and 
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q„ are continuants as defined in Art. 3, whose 2'"*, S'"" ... (re-l) 

rows have been multiplied hjb,,b, ... b„_, respectively, also 

Pn = b., 

Whence by Arts. 8 and 6 

p„ b, afb„ aAb, 

An 
da,' 

A-A-i 3^n-A-2& 
q„ a,- a,h, + 6,- a]3, -hb,'" tt„_fb„_, + b„_,- aj)„_, + b„' 

which gives us a rule for transforming an ascending continued 

fraction into a descending continued fraction, the number of 

quotients in each being the same. 

10. We can make immediate use of this theorem to deduce a 

formula of Euler's, by means of which a series can be converted 

into a continued fraction. 

Take the series 

S = A,-A,+ A^-A^ + 

A„ 1, 0, 0 ... 0 

A„ 1, 1, 0 ...0 

A^, 0, 1, 1 ... 0 

+ (-l)-M„ 

An, 0, 0, 0 ... 1 

as wa see by subtracting from each row the one below it, beginning 

with the last, when the determinant reduces to its principal term. 

Multiplying each column after the first by — 1, we reduce the de­

terminant to the continuant for an ascending continued fraction. 

Thus the above series,is equal to,: 

(-1) 
"-• Aijt -^2+' 

1 - 1 
4n-l+ An 
- 1 - 1 ' 

and transforming this by the rule just obtained to a descending 
continued fraction 

8 = { - 1)" 
A,A, 

1- A,-A,+ A^-A,+ '" 'A„ 

•̂ o A,A. A„_A., 

••̂ n-î n . 
•A.. 

\+ A,- A,+ A,-A,+ •A.. 
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If the original series is 

177 

- A - . A JL 
'-A, A, + A , -

we can obtain its form as a continued fraction by altering the con­

tinuant to ;Si in accordance with Art. 6, when we get 

1 •Af Af 

A + A ' - A + A - A + " ' 
1... Various generalisations of continued fractions have been 
. '•-

devised by Jacobi and others. The following generalisation, due 
to Fiirstenau, is taken from a review of his memoir by Giinther. 

If X and y are any two real numbers, and we write 

tO. "̂n '̂•l 
2/ = S + ̂ . 2/i = S + ̂ ' 2/2 = S + -' •--

•71 ĉa jz 

'^-^K' "'='^+^' «2=^ + 
2/3 

where a and b are tha greatest integers contained in x and y, 

then, on substituting we have : 

1 

••tt,+ 

+ -

+ 

+ 

f 1 

a. 

bs 
+ — 

a. 

+ -
1 

+ ^ 

4̂ 
+ -^ 

+ -

+ ^ 

and 

x = b„ 
1 

s 

h 

s 

+ ^ 

s 

&3 
+ 

s 

- H 

- t T . 

+ '-. 
s 

S, D. 12 
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If now all that stands to the left of one of the vertical lines he 

called a first, second ... convergent, and if wa denote the nurriera-

torsof X and y hj X^, Yj,, while the denominator, which is clearly 

the same for both, is called X̂ ,, we shall have 

(F, X, N),„=ayY,X,N)yb,„iY, X, X),y {Y, X, N),^. 

Thus the equations have four instead of three terms, and 

we get 

tt,, b,, I, 0 ... 0 

- 1 , a,, b,, 1 ... Q 

0 ,-l,.a„b, ... 0 

Yp = 

A -

0 , 0, 0, 0 ...ĝ  

&„, 1 , 0, 0 ... 0 

-1 , g^, b,, 1 ... 0 

0,-1, a„h,... 0 

0 , 0 , 0 . 0 ... g. 

N„ a , , b , . l , 0 ... 0 

- 1 , a,, &3, 1 ... 0 

0 , — 1, g3, b̂  ... 0 

0,0, 0, 0 ... a^ 

Corresponding to the theorem of Art. 7 we have now 

Y Y Y =1 
Y Y Y 
•̂ v+i -^p' -^p-i 
>+i. 
X X N 
+'jp+i. -̂ 'jj. p-i 

12. If ordinary continued fractions be called fractions of the 
first class, those in Art. 11 m a y be called fractions of the second 

class. 

Fiirstenau extends the idea still further, and s u m m i n g u p bis 

results w e m a y state 'them as follows: If w e seek to determine 
re quantities x,, x, ... a;„ as fractions of the form 

-^If' 
.A 
• X 

A 
'' N 
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each such fraction can be written as a continued fraction of the 

(w-l)'^ class. The^J**" convergents to these continued fractions 

take tha form 

. A' 
and if 

a,, ... a,,,.. 

An A? 
N ' X 

tt„+n • • • S+ln+l 

ara tha quotients entering into the continued fractions, then 

PS IP P-11 •* Si. 2.-22 "̂  + S+ly-^p-n-l?. 

N ^ = a,y^_, + a,y^_, + ... + a.„+î „̂_„_i. 

The quotients Xand N are always connected by the equation 

Y X Y Y 
•^PV -^P-ll' '̂ P-21 ••• -^P-
Y Y Y Y 
•̂ P2> •^P-12' ̂ -22 ••• -^P-
Y Y Y Y 
-̂ j>n! -̂ P-ln' -S.-2n ••• -^P-
X X N X 

2" P-1 ' P-2 •• -̂'ii-

(-ir 

The author also shews that the real roots of an equation of tha 

re"" order can be represented as periodic continued fractions of the 

(re -1)"" class. 

12—2 



CHAPTER XIV. 

APPLICATIONS TO GEOMETRY. 

1. The axes being rectangular let the co-ordinates of the 

angular points of a triangle A B C he {x,, yf) {x,, yf) {x̂ , yf). Then 

if A is the area of the triangle it is plain from the figure that 

or 

A = trap. B X - trap. B L - trap. GP 

= i (2/2 + 2/a) (s - s) - i (2/2 + 2/1) (s -A-i (2/3 + yJ (s - A' 

2A =y^x,- y,x^ + x,y, - x,y, + x,y, - x,y. 

1' 

X,, 

2/1' 

. 1, 

•«2. 

2/2. 

1 

s 

3̂ 

= 1, 

1, 

1, 

S' 2/1 

s. 2/2 

s. 2/3 

If tha axes were oblique this would have to be multiplied by 

the sine of the angle between the axes. Thus 

2A=sin(Xr) 1, 1, 1 

T* O" O™ 
J.;, .1,,, ./jj 

2/1' 2/2. 2/3 
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where { X Y ) is the angle between the axes. This form is however 

not often used, and unless tha fact is specially mentioned the axes 
are supposed to be rectangular. 

If w e multiply the first row by x, and subtract' it from 

the second, then the first row by y, and subtract it from the third, 
w e get 

2A= x,-x„ x^-x, 

2/2 - 2/1. 2/3 - 2/1 

It must be noticed that the area of a triangle changes sign if 

w e alter tha cyclical order of tha letters. Thus A B G and A G B are 

equal triangles, whose areas are opposite in sign; A B C and B C A 

are equal in magnitude and agree in sign. 

2. Let the co-ordinates of the angular points of a tetra-hedron 

A B C D he ix,, y„ zf) ... {x^, y^, zf). Let F b e its volume. 

Let A be the area of the triangle B C D , and let tha equation of 

its plana ba 

{x — X,) cos a + iy - yf) cos 13+ {z — z,) cos 7 = 0 . 

The projection of the triangle P G P on the plane of xy is 

A cos 7, and the co-ordinates of its angular points are 

(S'2/2) (s. 2/3) (S' 2/4); 
thus, by Art. 1, 

2A cos .7 = 

Similarly we get 

2Acos/3 = 

S 

^3 - 2/2' 2/4 •2/2 

2 A cos a = 2/3-2/2' 2/4-2/2 

lip is the perpendicular from 4 on tha plane P G P , 

- p = ix, - X,) cos a+it/,-yyos^-\- {z, - zf) cos 7. -

Hence 

-6F=-2A^ 

= 2 A cos a {x, - xf) + 2 A cos /3 {y, - yf) + 2 A cos 7 {z, - zfj 

= [x. •xf} 2/3-2/2' ̂ 4-2/2 + (2/1-2/2) z„ z^ 

• S' S 
+ {\ - ̂ 2) 

y.-y^' y,-y2 
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X,-X„ X^-X„ X^-X, 

2/1-2/2' 2/3-2/2' 2/4-2/2 

1̂ - Z„ Z, - Z„ S-, - Z, 

1, 1, 1, 1 

x,-x„ 0, x,-x„ x^-x, 

2/1-2/2. 0,2/3-2/2' 2/4-2/2 

^1 — ^2' '̂J -̂3 — ^2' ^i — ̂ 2 

O r if in this last determinant w e multiply the first row by 

X , y , z, and add it to the second, third and fourth rows re­

spectively, 

6F= 1, 1. 1, 1 

S > X,, a-g, x^ 

2/1' 2/2. ̂ 3. 2/4 

8. If the tetrahedron be referred to oblique axes through the 

same origin, and if the cosines of the angles these m a k e with the 

rectangular axes be given by the scheme. 

X 

y 
z 

X 

k 
m. 

n. 

Y 

k 
m. 

S 

Z 

h 
m. 

S 

x = X l , + Yl,^-Zl^,.&cG. 

Whence 

1, 1, 1, 1 

X,,. X,, x^, x^ 

2/i' 2/2' 2/3' 2/4 

^1' ^2' ̂ 3' ̂ 4 

N o w let 

1, 1, 1, 1 

X,, X,, Xg, X^ 

Y Y Y Y 
^1' -^2' •̂  3' •'4 
A' A> A' î 

1' 
0, 

0, 

0, 

0, 

K' 

h' 

h, 

0, 
m„ 

m„ 

wig. 

0 

n. 

S 

S 

p = m„ n, 
m,, n, 

m „ re„ 

Then remembering that 

lf-\-mf + nf = l, 

1,1, + m,,m, + re^re, = cos X Y , &c., 
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we have 
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P'= 1, cos ZF, cos X Z 

COS FX, 1, COS YZ 

cosZX, cos ZY, 1 

This determinant is usually called the square of the sine of the 

solid angle, contained by the oblique axes in analogy with the 

determinant 

1, cosXF 
cos YX, 1 

sin^XF = 

in a plane. Thus 

P^ = sin^(Xr.2'). 

And in oblique co-ordinates 

6F= 1, 1, 1, 1 siniXYZ). 

X„ X,, X3, X^ 

Y Y Y Y 
'•̂  1' 2' 3. -^4 
^1' A ' •̂ S' ̂ i 

4. From the determinant expressions in Arts. 1 and 2 we can 

at once write down a number of geometrical relations. 

If the distances x be measured along a straight line from a 

fixed point, we see that 

1. X, = (s-s) = (**) 

is the distance between the two points marked k and i. The 

determinant 
1, X,, 1, X, 

1, X,, 1, X, 

1, X,, 1, x̂  

1, x̂ , 1, x̂  

vanishes identically, because it has several columns alike. Ex­

panding it by III. 6 according to products of minors from the first 

two and last two columns, we get 

(12) (34) + (13) (42) + (14) (28) = 0. 
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Or, if we call the points A, B, G, D, this is the well-known relation 

between the segments formed by four coUinear points 

ab.cd + ag.db+ad:bg=o. 
If we expand the vanishing determinant 

I 1. x„ y„ 1, X,, y, 1 («=1, 2...6) 

according to minors from the first three and last three columns, we 

get no geometrical relation, the terms canceUing each other in pairs. 

But if we expand the determinant 

11, x„ y„ z„ 1, x„ y,, z,\=0 (i = 1, 2 ... 8) 

according to the products of minors from the first a n d last four 

c o l u m n s w e get a n identical relation of thirty-five terms between 

the v o l u m e s of the tetrahedra, formed b y eight points. 

5. A g a i n , for five points 

1, 1, 1, 'l, 1 = 0 . 

1, 1, 1, 1, 1 
/y ty* /y o™ '7' 
,X/j, Jg, .i/g, 1*/̂ , *</g 
2/i' 2/2' 2/3. y*. 2/5 

^l> ^2' ^3' ^4' ^5 

If V, = volume of tetrahedron (2345) and we expand the deter­

minant according to the elements of the first row, by iii. 10, 

we get 
^i+^2 + ''3 + ''4 + ̂ 5 = 0-

6. By the theorem v. 4, 

1, 1, 1 

x „ x „ 3/3 

yi' 2/2.2/3 

4 

1, 1, 1 = 

5l' b2' Ss 

Vl' V2> Vs 

I, 1, -1 

S ' ?2' ?3 

y,' v„ % 

= 1, 1, 1 

S ' fl' fe2 

yi' Vi, % 

1, 1, 1 

fei' S' s 

»?.' 2/2' 2/3 

+ 

1, 1, 1 

68> X,, X^ 

%' 2/2' ys 

1, 1, 1 

S» £3' il 

2/1. Vs' Vi 

1, 1, 1 

?2' S' S 

'72' 2/2' 2/3 

Or if the two sets of three points be called A B C , D E F , 

A B C x D E F = A D E x FBG-\-AEFx DBG+ AFD x BCE 

is a relation 1 aetween trian gles. 
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The product of tha two determinants 

1, 1, 1. 1 

S' S' S' x̂  

2/i. ̂ 2' ̂ 3' y* 

^1' -̂ J. -̂ 3' ^̂4 

1, 1, 1, 1 

il' 62' ?3' S4 

Vi' Vt' Vs, Vi 

51 ' 62 ' =3' »4 

can be represented either as a s u m of four terms 

1, 1, 1, 1 

X,, X,, x^, ̂ , 

2/1. y^' 2/3. Vi 

^l> «2' «3' ?1 
or as the s u m of six terms 

1, 1. 1, 1 + 

b2' fes' S4' S 

'?2' '̂ S' Vi' 2/4 

52. 53 > b4 ' ^4 

1, 1. 1, 1 + 

t3> 64' S ' *4 

'/s' '?4' ys' yi 

53 ' b4. -̂3 > ^4 

Or calling the two sets of points A B C D , E F G H , w e have the 

identical relations between the volumes of tetrahedra: 

ABCD X E F O H = ABGE x PGPP - 4PGP x G H E D 

+ ABGG X H E F D - A B G E x F G E D 

ABCD X E F Q H = A B E F x GP'GP + A B G E x EFGD 

+ ABEG X PPGP + A B H F x EGGD 

+ ̂ PPP' X F G C D + ABFG x PP^GP. 

1, 1, 1, 1 

S' *2' 61' 62 

yi' y2' 111, V2 

^1. ^2. ?i. 2̂ 

Application of Alternate Xumbers in Geometry. 

7. In applying alternate numbers to geometry, a number 

stands for a point in a flat space whose dimensions are one less 

than the n u m b e r of units. 

T o begin with a plane, the units e,, e„ e^ stand for the 

vertices of a fundamental triangle A B C . A n y other number 

P = a : e , + 2/e,.+ ze3 
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stands for some point in the plane of the triangle. It is generally 
convenient to assume that 

a;+3/ + s = l, 

so that X, y, z may be taken to mean the ratios of the triangles 

PBG, P G A , P A B to the triangle A B C , though this is not neces­
sary. 

If P and Q are two points, then 

m P -\-nQ 
m -\- n 

is a point in the line PQ, dividing P Q in the ratio m : re. Thus 
1 
2 
PQ-

Similar definitions hold for a space of three dimensions. 
Four points A B C D being taken and represented by the units 
e,, e,, 63, ê  any other point in the space is represented by 

P = xe, + ye, + zê  + we^, 

where if we choose we may write 

x-\- y -{• z-\-w = l, 

X being the ratio of the tetrahedron P B G D to A B C D . 

And-so on for a space of any number of dimensions. 

Then a binary product ê ê  is a unit length measured on the 

line joining the points ê , ê  or the distance between the points 

e , e . 
r' B 

A ternary product ê ê ej is a unit area measured on the plane 
of the points e,., e,, e„ or the area of the triangle formed by the 
points e,, ê , e,. And so on. 

In a space of two dimensions the product of three points is 

the area of the triangle they form referred to the fundamental 

triangle. 

N o w if P = x,e, •ly,e,-\- z,e,, 

Q = x,e,+ ... 

R = x̂ e, + ... 

PQR = s. yi. ̂ 1 

S' y2. -̂2 
Xr,, y,,, z.„ 

e,e„e,. 
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And e,e,ê  = A B C = A, the area of the fundamental triangle, so 
that in araal co-ordinates 

pqR = s. yi' s 
S' y2' ̂ 2 

S' ŷ ' 3̂ 

Similarly in a flat space of three dimensions if 

.e,e,e^e^= F 

is the v o l u m e of the fundamental tetrahedron, the v o l u m e of the 

tetrahedron formed b y four points is 

PQRS-- S' 

^2' 

S' 

S' 

2/i' 

yi' 

y,' 

Vi' 

1̂' 

2̂' 

3̂. 

s. 

.̂1 
w. 

«'3 
W, 

F. 

Similar definitions m a y b e stated with reference to flat spaces 

of m o r e than three dimensions. 

The assumption which has been made throughout the present 

work, that the product of all the units of a system is unity, 

receives here its justification and explanation. For, geometrically 

speaking, the product of the units is the measure of the funda-
oaental figure of the space considered, which is our unit of 

measure. In a plane, for example, it is the area of the triangle 

jf reference, in ordinary space of three dimensions the volume of 

ihe tetrahedron of reference. It is no part of the plati of the 

Dresent treatise to develop the geometrical applications of alter-

late numbers; for these we must refer to tha memoirs and works 

)f Grassmann and Schlegel. 

Angles between straight lines. Solid angles. Spherical figures. 

8. With rectangular axes let 

I,, m,, n, X,, p„ V, 

\, fn,, n, X,, /A,, V, 
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be the direction cosines of two sets of straight lines, then if 

cos {ik) = l\^ + m,fi„ + n,v̂  

is the cosine of the angle between the H'" line of the first and ¥^ 
of the second system; if w e compound the two arrays, w e get the 
determinant 

I cos {ik) 1 . 

Hence by iv. 2, if there are two sets of four straight lines 
w e get 

cos (11) ...COS (14) = 0 (i). 

cos (41) ... COS (44) 

If there are two sets of three straight lines d,,b, c; /, g, h, 

cos af, cos ag, cos ah 

cos bf, cos bg, cos bh 

cos cf, cos eg, cos ch 

= sin {abo) sin {fgh) (ii). 

If there ara only two straight lines in each set 

cos (11), cos (12) .= I,, m , X,, fi, +.... 

cos (21), cos (22) I,., m , X „ /j,. 

N o w if re, V he the directions of the shortest distances between 
the lines of each pair, 0, (j}, the angles between the pairs 

l„ m, 

h' ^2 

cos (11), cos (12) 

cos (21), .cos (22) 

h 

k, 

h' 

m„ 

m,, 

m,. 

n. 

S 

S 

\, 1̂ 1, 

\' 1̂2' 

\' /̂ 3. 

Vi 

"2 

S 

= sin ̂  cos (rea), &c. 

= sin 9 sin ^ cos {nv) (iii) 

9. If in the relation (i) of Art. 8 the two sets of straight lines 
coincide with one set of straight lines g, b, c, d, w e have 

1 , cos {ab), cos (gc), cos {ad) 

cos {ba), 1 , cos (&c), cos (6c?) 

cos (eg), cos (c5), 1 , cos {cd) 

cos {da), cos {db), cos {dc), 1 

= 0. 
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This is tha identical relation between tha mutual inclination 

of four straight lines in space,- or also tha relation between the 

sides and diagonals of a spherical quadrilateral. 

If we write — cos {AB) for cos {ab), or what comes to the same 

thing change tha signs of the elements in the leading diagonal, it 

becomes the identical relation between the cosines of the dihedral 

angles of a tetrahedron formed by four planes A, P, G, P perpen­
dicular to the lines g, b, c, d. 

10. If the two straight lines marked 1 coincide with two 

straight lines u, v; while those marked 2, 3, 4 coincide with a 

set of oblique axes x, y, z, 

cos uv, cos ux, cos uy, cos uz =' 0, 

.cosa;?;, 1 , cosxy, coaxz 

cosyv, cosyx, 1 , cos yz 

cos zv, cos zx, cos zy, 1 

which gives the cosine of the angle between two straight lines u, v, 

referred to a set of oblique axes x, y, z in terms of their direction 

- cosines. 

11. As another example of the use of the same formula, let 

ABG, A'B'C' be two spherical triangles, 0, 0' the centres of the 

smaU circles circumscribing them. For our two sets of straight 

lines take the lines joining the centre to OABG, OA'B'G'. Then 

if 00' = (f), and R, R' are the radii of the circumscribing circles, 

we get 

cos <f), cos R', cos R', cos R' = 0. 

cosP, cos{AA'), cos {AB'), cos {AG') 

cosR, oosiBA), cos(PP'), cos (PG) 

cosP, cos(GJ.'), cos (GP), cos (GG) 

W e can write this 

cosi^sin(4PG)sin(4'P'G')=-cosPcosP' 0; 1 ... 1 

1, cos^^'...cos(.4G') 

l,cos(G.4')...cos(GG') 
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If the angle at which tha small circles cut is i/r 

cos (p = cosR cos R' — sin P sin B' coBijr; 

and the above formula can ba written 

(1 - tan R tan R' cos f) sin {ABC) sin {A'B'C) = 

0, 1 

1, cos(^^')^^ COS {AG') 

cos (GG) 1, cos {CA') 

If the two systems coincide •̂  = 'ir, and we get 

sec'-'P, 1, 1, *1 = 0 , 

1, 1, cos c, COS b 

1, COS c, 1, cosg 

1, COS b, cos g, 1 

a, b, c being the sides of the spherical triangle. 

12. Similar relations can be developed in the same way for a 
plane. 

In a plane we can shew that for two sets of three straight lines 

cos (11), cog (12), cos (13) 

cos (21), cos (22), cos (23) 

cos (31), cos (32), cos (33) 

0, 

and then deduce 

1, cos G, cps P 

cos G, 1, cos ̂  

cosP, cos J., 1 

= 0, cos {xy), cos (a;g), cos {xb) 

cos {ay), 1, cos'(g6) 

cos {by), cos (6a), 1 

= 0. 

similar to the equations of 9,and 10, 

13. Next, let us compound two arrays 

l,l„m,,,n, 1̂  _x^,-/i^,-z/^ 

1, l̂ , m^, re. 

W e get the-determinant 

I 1 — cos Hi 

1, — \, — /J'p, 

2sinmik) \. 
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Hence, by iv. 2, for two sets of five straight lines 

sin'Kll) ...sin'1(15) 

•sin''1 (51) ..!sin'i(55) 

For two sets of four straight lines a, b, c, d; a, b', c', d', 

191 

= 0 

îy 

16 sin^l-(gg')... sin'^ {ad') 

sin'^ida')...sinmdd') 

= - | l , l , m „ re. I x\l,X„/j.,,v,\ 

(*=1, 2, 3,4) (ii). 

Expanding the determinants on tha right according to the 
elements of their first column, our determinant 

= {sin {bed) + sin (cgcZ) + sin {abd) — sin {abc)] 

X [sin ib'c'd') + sin {c'a'd') + sin-(a'6'd') — sin (a'6'c')j. 

For two sets of three straight lines, our determinant is 

1 - C O B (11) ... 1 - c o s (13) 

1 - c o s (31) ... 1 - c o s (33) 

1, 0 ... 0 

1, 1 - c o s (11)... 1 - c o s (13) 

1, -. 
1, 1 - c o s (31) ... 1-cos(33) 

1' - 1 , 
1, - c o s (11) 

- 1 

- cos (13) 

cos (31) ... - c o s (33) 

This is equal to the s u m of the products of determinants of 
the third order taken from tha two arrays. Omitting the term 

we 

l„ m,, n, 

k' «̂ 2. S 

get 

-\' 

-\. 

~\' 
- / * 2 ' 

- / * 3 ' 

- J ' 2 

- c o s (11) .. 

- c o s (31) .. 

. - c o s (13) 

. - cos (33) 

0, 1 ... 1 

1, cos (11)... cos (13) 

= \l,l,m\\l,X,/M\-h\l,l,n\\l,X,v\ 

-{-\l,m,n\\l,fi,v\ 

1, cos (31)... cos (.38) 

If the straight lines be caUed a,b,c; a, b', c, and X „ X.,, X , 
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are the directions of the shortest distances between be, ca, ab, 

we ha-ve 

j 1, Z, m 1 = sin (be) cos iN,z) + sin (ca) cos iN,z) + sin (gb) cos (̂ 3̂ ), 

11,\, /xI = sin(b'o')cc)s(JV"»+sin(c'a')cos(JV"',z)+sin(g'b')cos(iV'3s), 

and similarly for the other determinants. In particular, if abc lie in 

one plane, and a'b'c in another, tha normals to the two planes 
being iV, X', the value of the determinant is 

{sin (be)+sin icd) + sin (ab)} {sin {b'c')+sin {c'a') + sin {a'b')] cos {XX'), 

viz. this 

0, 1 ... 1 

1, cos {ad) ... cos {ac) 

1, cos(ca') ... cos {cc') 

.(hi). 

For two sets of two straight lines w e deduce in the same way, 

if R, r are the directions of the external bisectors between them. 

0, 1, 1 

1, cos (11), COS (12) 

1, cos (21), cos (22) 

. . ab . a'b' ,„ > 
= — 4 sin -^ sin -„- . cos (Pr). 

14. If w e compound the arrays 

l„ m,, n„ 1, 0 X„ fi„ v„ 0,1 

l„ m,, n„ 1, 0 X„ fi,, v„ 0, 1 

0, 0, 0, 0, 1 0, 0, 0, 1, .0, 

we get tha determinant 

I cos (11) ... cos(li), 1 

I cos {il) ... cos (m), 1 

I. 1 ... -1, 0 

Hence for two sets of five straight lines 

cos (11) ... COS (15), 1 

cos (51) ... cos (55), 1 

1 ... 1 

= 0. 
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For two sets of four lines 

cos (11) ...cos (14), 1 

cos (41) ... cos (44), 1 

1 ... 1, 0 

= -\l,l,m,n\ 11, fi, X, v\, 

and so on. 

But these are not new theorems. In the first for example, if 

wa expand by III. 24, according to products of elements in tha last 

row and column, each term vanishes by Art. 8. 

15. If 

Ore Systems of Straight lines. 

x—p_y—q_z—r 
cos a cos /3 cos 7 

be the aquations of a straight line, then 

g = cos a, b = cos /3, 

/= q r 
cos/3, cos7 

9' r p \, 
cos 7, COS a 1 ̂  

h = 

C = COS 7, 

p q 
COS a, cos /3 

ara caUed the co-ordinates of tha line. It is plain that 

0/"+ bg-{- ch = 0. 

16. If the constants belonging to two straight lines be denoted 

by the suffixes 1 and 2, the equation of a plane through the 

second line, parallel to the first, is 

«-.P2' y-?2. ^-'"2 = 0 . 
cosa^, cos;8,, cos7j 

cos a,, cos /8,, cos 7, 

If d he the shortest distance between the two straight lines, 

and 6 the angle between them, it follows that 

d s i n e = p, - p „ q, - q„ r, - r, 

cos a,, cos/Sj, cos7j 

cos a,, coSyS,, cos 7, 

Pi' qi' 
COS a,, cos ̂ ,, cos 7^ 

cosa , cos ,8,, cos 7 

+ P2' ?2. '"2 
COS a,, cos /3,, cos 7, 

cosa^, cos/3j, cos 7j 

= 2̂/1 + ̂ 25-1 + ''A + ̂ J2 + bi92 + c,h. 

S.D. IS 
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If the expression on the right vanishes, then either d = 0 , 

i. e. the two straight lines intersect, or sin ̂  = 0 when they are 

paraUel, and hence also meet. It is convenient to have a name 

for the expression on the right. If a unit force acted in one of the 

lines its moment about the other would be d sin 6, i. e. in terms of 

the co-ordinates of the lines 

«i/2 + bi92 + Ci\ + "'2/1 + hffi + cA-

Hence we shall call this the moment of the two straight lines. 

If two straight lines meet their moment vanishes. 

17. Let us take two systems of straight lines whose co­

ordinates are 

tti, \, c„ fi, g,, h, ff, gf, hf, af, bf, cf 

\, b„ c„f, g„ h, fi' g'i' K' ttf, bf, cf. 

Then if rei.^ denotes the moment of'the line r of the first and 

s of the second system, by compounding the two arrays we get 

the determinant 

Hence for two sets of seven straight lines 

m „ ... rei„ = 0 , 

m„. 

an identical relation between the mutual moments of two sets of 

seven straight lines. If the two systems coincide 

0, 

m„. 

™12 
0 m„. 

m„, m„ ... 0 

For two sets of six straight lines 

= 0. 

m„ m,. = \tt„b„ c,y„g„ h,\ 

X !//' 9i> K ' ttf, bf, c[ 1 (i = l, 2...6). 

If one of the sets of six straight lines—say the first—is met by 

a c o m m o n transversal whose co-ordinates are g, b, c, /, g^ h, we 

have for each of the straight lines of that system 

ttfi + bg, -t- ch, -^fa, + gb.̂  + he, = 0. 
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Thus the first of the determinants on the right vanishes, and 

m^ ... m„ = 0 

is the relation between the mutual moments of the two sets 

of six stra,ight lines, one set of which is met by a common trans­
versal 

If the two sets coincide wa get the identity for a system of six 

lines met by a common transversal. 

18. If the moments of a system of forces about one set of 

seven lines be m,, m,... rei,, and about a second set n„ re,... re,, we 

can establish an identity among the moments involved. 

For if any force P of the system act in a line whose co-ordinates 

are a, b, c,f g, h, we have 

m, = '^P {af + bg, + ch, -i-fa, + gb, + he,} 

=f,tPa + ̂ ,2Pb + }t,tPc + g,:SP/+ b,tPg + c.SPA, 

and six other equations for m,... rei,. Hence eliminating 

2Pg, tPb...l,Ph, 

we get 

m„ a.,, b„ c„ f, g,, h, = 0, 

m,, g„ b,, c„f,g,, h., 

and a similar equation for the other system. Hence each of the 

determinants 

0, m„ a,, b,, c,, f, gi, h. 

0, ret,, g„ b,, c.,, f,g,, A, 

1, 0, 0, 0, 0, 0, 0, 0 

vanishes. Forming their product wa get 

«i, ̂ ,fi,gi, K' ttf, bf, cf 

n„0,f',gf,hf, af,bf cf 

0, 1, 0, 0, 0, 0, 0, 0 

m„... m„, n. 

m„... m„, re, 
m, ... m.,, 0 

13-^ 
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Tetrahedra and Triangles. 

19. Let there be two systems of points in space whose co­

ordinates referred to rectangular axes are {x,, y,, zf), î ,, t],, Q. Let 

us compound the two arrays 

x „ y „ z „ 1,0 -2^„-2^,,-2i;,,Q,l 

x„ y,, z„ 1, 0 
0, 0, 0, 0, 1 

we obtain the determinant 

-2l,-2r,„-2^„0,l 
0, 0, 0, 1,0, 

"l,. 1 

"« --- ̂ «' 1 
1 ... 1 

where c,., = - 2a;,.̂ ^ - 2y,.r)̂  - ^ ^ A -

To the r'" row add the last multiplied by xf + yf + zf, and to 

the s'" column add the last multiplied by ̂ f + rjf + ^f, the deter­

minant is unaltered and its elements are now 

dr. = x; + yf + zf - 2x^1 - 2ŷ v, - 2zX + ̂  + vf+V 

= ixr-0' + iyr-vA+i^r-0'. 
i.e. d,.,̂  is the square of the distance between the r*̂  point of the 

first and s* point of the second system. W e have then the deter­

minant 

d„... d,„ 1 

d„... d„, 1 

1 ... 1 

If i = 5 the determinant vanishes, hence 

d„... d,3, 1 

d 6̂6. 1 
1 

= 0. •(i) 

is the identical relation which subsists between the lines joining 

two sets of five points in space. If the two systems coincide 

d„ = 0, and tha determinant, which is then symmetrical, gives the 

relation between tha lines joining five points in space. T h e 

relation in this form is due to Cayley. 
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Ifi = 4, 

d„. 

dii. 
1 . 

• d,i, 

-da, 
. 1, 

1 

1 

0 

= x„ y„ z„ 1, 0 -2^„ -2n„ -2^,, 0, 1 

x^, y^, z^, 1, 0 - 2^^, - 2)7,, - 2r„ 0, 1 

0, 0, 0, 0, 1 0 , 0 , 0 , 1, 0 
= 288FF' (ii), 

where F, V are the volumes of tha tetrahedra formed by the two 
sets of four points. 

If the two sets coincide in a single tetrahedron, for which 
a, a'; b,b'; c, c are pairs of opposite edges, 

288 F" = 0 , c'̂  b'^ a'\ 1 

c'^ 0, c\ b ^ 1 

b'^ c\ 0, a\ 1 

g'̂  b^ g^ 0,1 

1, 1, 1, 1, 0 

If i = 3, we have 

d,,...d,̂ , 1 =-4|a;,2/,l| \̂ ,7),l\-4<\x,z,l\ \l^,l\-4!\y,z,l\ \n,̂ ,l\, 

du — d,„ 1 
1 ... 1, 0 

all tha other determinants on the right vanish identicaUy. 

N o w if A, A' be the areas of the triangles formed by the two 
sets of three points, l,m,n; X, fi, v the direction cosines of tha 
normals to their planes 

\x,y,l\ = 2 projection of A on plane xy = 2Are, 

and similarly for the others; hence if ̂  is the angle between the 
planes of the triangles 

- 16AA'cos0 (iii). d,,. 

^31-
1 . 

•dis. 

.. d,„ 

.. 1, 

1 

1 

0 

Lastly, if i = 2, 

dn, d„, 1 

'*21' "22' 1 
1, 1 , 0 

X,, 1, 0 

x„ 1, 0 

0, 0, 1 

- 2?„ 0, 1 

-2f„ 0, 1 

0 , 1, 0 

+ ... 

= 2 (*, - xf) {̂ , -1,) + 2 {y, - y,) (v, - ̂ ,) + 2 {z, - z,) (?. - Q. 
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the other terms vanish. Now if a, b be the lengths of the lines 
joining the points of the first and second systems and 0 the angle 
between them. 

^ — ^ . £-_&-f-. + .=cos^. 
a b 

Hence 
d„, d„, 1 

4' ^^22. 1 
1, 1, 0 

= 2gb cos 6 (iv). 

20. If in case (iii) of Art. 19 we allow the two sets of three 
points to coincide with the vertices of a single triangle whose 
sides are a, b, c, 

•16A^= 0, c\ b^ 1 

c', 0, a", 1 

b\ a^ 0, 1 

1, 1, 1, 0 

Multiply each column by gbo, then 

- 1 6 A ' g ' b V = 0 , gbc', gb'c, gbc 

gbc', 0 , g'bc, gbc 

gb^c, ĝ bc, 0 , gbc 

abc, abc , gbc, 0 

Divide the first, second, and third rows and columns by 
be, ca, ab respectively, then 

-16A''= 0, c, h, a 

c, 0, g, b 

b, g, 0, c 

a, b, c, 0 

g, b, c, 0 

b, a, 0, c 

c, 0, g, b 

0, c, b, a 

by an interchange of columns. 
If in the first expression for — 16A" we divide the second and 
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third columns by g', and then multiply the first and last rows by 
g', we get: 

•16A^= 0, ĉ  b\ a' 

c^ 0, 1, 1 

b\ 1, 0, 1 

a\ 1, 1, 0 

21. If in case (ii) of Art. 19 one of the sets of four points-
say the first—lies in a plane, F = 0, and 

d„ ... d,̂, 1 = 0 . 

If one of tha sets in case (iii) lies in a straight line the cor­
responding triangle vanishes; hence 

d.,... d,„ 1 

d.. 

= 0. 

By allowing tha second system to coincide with the first we 

get the identical relations between the lines joining four coplanar 

and three coUinaar points. 

= 0 

between the squares of tha lines joining two sets of five points, 

let the fifth point of the first system be the centre of the sphere 

circumscribing the tetrahedron formed by the first four points of 

the second system, and the point 5 of the second system the centre 

rf the sphere circumscribing the first four points of the first 

system. Then 

du = d„ = d,̂  = d^^R' 

cZ„ = d,., = d, = d, = R'\ 

22. In the identica relation 

d„... d,„ 1 

dsi ••• d,„ 1 

1 ... 1 
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Also, if ̂  be the angle at which the two circumscribing spheres 

intersect, d^ = R''-{-R'̂  + 2RR'cos <f>. 

Hence with an interchange of rows and columns 

d„ d,„ 1, E 

d,, ... d^, 1, R" 

1 ... 1 , 0, 1 

R^ ... R , 1, d^ 

Multiply the fifth column by P'' and subtract it from the last, 

and the fifth row by P'^ and subtract it from the last, then 

0. 

d,, ... g,4, 1, 0 = 0. 

dii ••• d^, 1, 0 

1 ... 1, 0, 1 

0 ... 0, 1, 2RR'cos^ 

Or, resolving according to the elements of the last row and column, 

we have by Art. 19 (ii) 

576FP V'R'cos 0 = d,,... d„ 

d„ d., 
W e see from this that so long as tha circumscribing spheres 

remain fixed the tetrahedra can turn about in them without 

altering the value of the determinant on the right. The determi­

nant vanishes if tha circumscribing spheres of the two systems 
cut orthogonally. This relation is due to Siebeck. 

23. If in Art. 22 we allow tha two tetrahedra to coincide we 

get, since <̂  = -tt, 

16(6FP)' = - 0, 

d\ 

b". 

A 

tt\ 

0, 

o\ 

b\ 

b'\ 

c\ 

0, 

A 

c" 

b' 

a' 

0 
Multiply the second, third and fourth rows and columns by 

a', b", c' respectively, then 

16(6FP)^g^bV = - 0, (ag7, (bb'y, {cc'y 

{aa')', 0, g^bV, g'bV 

{bb')\ aVc\ 0, g^bV 

(cc')̂  g'b̂ ĉ  aVc', 0 
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Divide the second, third and fourth rows by {obey, then multiply 
the first column by the same quantity, 

16 (6 FP)^ = - 0, {aa'y, {bvyycc'y 

{aa'y, 0, 1, 1 

{bb'y, 1, 0, 1 

(ccT, 1, 1, 0 
Now if we write 

gg' = kx, bb' = ky, cc' = kz, 

then if A is the area of the triangle, whose sides are x, y, z, we 

have by Art. 20, 
(6FP)' = FA^ 
6FP = FA. 

This triangle, whose sides are proportional to the square roots 

of the products of pairs of opposite sides of the tetrahedî on, has 

many interesting relations to the tetrahedron. It is sometimes 

caUed the conjugate triangle. 

FormulcB relating to the Ellipsoid. 

24. If ix„ y„ zf) and î „ tj,, Q be two sets of points on the 

elUpsoid, 
x̂  y' z' , 
^2+p+g2 -I-

Then, if d,.̂  denote tha square of the distance between the r^ 

and s'" points of the two systems and P̂ ^ the square of the parallel 

semidiameter, we have 

„ .-dr._^f-, ^ s y.l._^r? 
^r.-^ ^ [ ^ a' F c' 

Hence, if we compound the two arrays. 

'̂i yi «, 
, 1 

2̂ 1 
a ' 

2ft 
g ' 

2'7i 
b ' 

2'7< 
b • 

-^^. 2 
c -

- f • -̂
5 ^ 5 1 
a' b' c' 

we get as in tha preceding articles. 

For two sets of five points situated on the ellipsoid, 

g„...a,. =0. 
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For two sets of four points forming two tetrahedra of volumes 

F, F' 
576 FF' 
g'b'̂ c' 

Similar formulse can be established for an ellipse in a plane. 

If the ellipsoid become a sphere a = b = c = R , and since all 

diameters are equal, w e can replace g„ by d,.̂ . T h u s 

d„ ... d. 

d, 4. 

= 0 

is an identical relation between two sets of five points on a sphere. 

This relation is due to Cayley. 

The second relation in this case reduces to tha result of 

Art. 22, when the two tetrahedra have the same circumscribing 

sphere. 

25. If the points {x,, y„ zf) (ft, t],, f.) are not situated on the 

ellipsoid, then since 

„ _d^B_{x.-t)\ jy-vf A^r-0' 
'•'~Dy d" "̂  ¥ "̂  ĉ  g 

xf yf zf ^xP 2yri 2^t. V '/' V 
d''^ ti''^ c' a' b' (? '̂  d^'^V'^ c' ' 

if wa compound tha two arrays whose •i"' rows are 

A_ylyl 5 y. £_* -, 
a' "̂  b'-" "̂  c'' g ' b ' c ' ' 

• -yAi zAn.^ zAA ^l^vlAl 
' a ' b ' c ' d'^b''^ c" 

w e get the identical relations (iv. 2) 

a„. 

a,,.. 

a„. 

•«16 

•«'66 

••«15 

= 0 
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g' "̂  b^ "̂  ĉ  ' a ' b ' c ' 

^ 2 ^ -2n, - 2 ^ ^AvIj.^1 
' a ' b ' c ' A'^b''^ c' 

(i=l,2... 5), 

for two systems of six points and five points respectively. 

If in the latter equation all the points of the first system lie 

on the ellipsoid. 

A ) A V ) ' - { A ) ' - ' 

we should have 

x^ ŷ  ẑ  2px 2qy _ 2rz p* (f r" _ 
T2 + T2 ~'~ ~2 72 Tl la r7l2+'L2' + ~2 ^ 

satisfied for each point of the system. Hence we see by eliminat­

ing 
_ 9,r, _ 9^ _ 9„- r,:' n^ ,v.2 — 2p — 2 q — 2 r p^ (f r' 

a a a a b ĉ  

between these five equations, that the first determinant on the 

right vanishes. Hence 

a a,. = 0, 

if the five points of one of the systems lie on an ellipsoid similar and 

similarly situated to the given one. If the ellipsoid reduce to a 

sphere, we get 

d„...d„ 

d„...d^ 

= 0, 

an identical and homogeneous relation between the lines joining 

two sets of six points. 

And d,,...d,̂  = 0 

d̂ ,...d̂ ^ 

for five points situated on a sphere. 
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26. In like manner, if for the same systems of points as in the 

last article we compound the arrays 

^ y* S 1 o 
g b c 

X. y. .2. , . 
_. î  - ' 1 0 
g ' b ' c' ' " 
0, 0, 0, 0, 1, 

we get the determinant 
c„. 

Ca-
1 . 

g 

_2ft 
a 
0, 

• Ci,, 1 

• o,„ 1 

. 1 

2'7x 
b 

b 
0, 

_ i ^ i _ ^ 0 1 

K ,0,1 

0, 1,0 

where 
g'' b' c" 

Multiply tha last column by 

ft'' ̂7' f" 
g" "̂  P "̂  c' 

and add it to the s* column, and the last row by 

g"" "̂  b^ "̂  c" 

and add it to tha r*̂  row, then the element at the intersection of 
the A I'O'ŵ  and s*̂  column is 

y-^f 
A A A A A - A ) - ' . . -

A n d hence, (iv. 2), 
, a,̂ , 1 = 0 

a,j...g,5, 1 

1 ... 1 

is an identical relation between any two sets of five points in space. 

If the ellipsoid becomes a sphere we regain Cayley's relation (Art. 
19, i). 

For i = 4, we have 

a,,. 

«„• 

1 . 

•«14' 

•"ii' 
. 1 

1 

1 

288 FF' 

g^bV ' 
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F, F' being the volumes of the tetrahedra formed by each set of 
four points. 

27. The polar plana of a point P{x^, y^, zf) with respect to 
the ellipsoid, is 

a' "^ F ^ c'~ 

The distance of a point Q (ft, 'v̂, ̂ J from this plane is 

(i''Q)=-p(^ + ¥+f-i) 

p" g* "^ b^ "*• c* • 

If (Q, P) and q denote like quantities for tha point Q, 

iP,Q)_iQ,P) _ 1 _ sl. _ yA _ ̂ « 
^ <1 7 2 2 . p q a 0 c 

This function has been called by Faure tha index of the two 

points P and Q, denote it by l̂ .̂ Then, by compounding the arrays 

whose ̂'̂  rows are 

ift z3 zA 1 
% ' b ' c ' ' 

= 0 
we obtain 

a' 
y< 
b--

5 
c 
, 1; 

1̂1-

4 -

A -

A-

- A 

- 4 

•A 

•A 

86 FF' 
• a'bV ' 

28. It may be remarked that these space relations connected 

with an ellipsoid are not really mora general than those connected 

with a sphere. For they are what tha relations in an ordinary 

space become when the sphere 

a;' + ̂^ + ŝ  = P^ 

becomes changed by a homogeneous pure strain to the ellipsoid 

X' y' z' 
g^'^b'^c^ 

1. 
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Formulce relating to Systems of Spheres. 

29. If r, s be the radii of two spheres, (j) tha angle at which 

they intersect, and d the distance between their centres, then 

d̂  = r̂  + ŝ  + 2rs cos (f).. 

The function 
2rs cos ̂  = d̂  — r̂  — ŝ  

is of importance in the study of the mutual relations of spheres; 

it is called the power of the two spheres. W e shall denote it 

^1 Prs-
If one of the spheres, say s, becomes a point, the limit of 

2rs cos ̂  is ĉ'' ~ r^ i. e. tha square of the tangent from the point to 

the sphere, or what is known as the power of the sphere at the 

point, or the power of the point with respect to the sphere. 

If both spheres reduce to points the limit of 2rs cos 0 is d?, the 

square of the distance between the points. 

If one of the spheres becomes a plane, and p is its distance 

from the centre of the other, 

COSd) = - . 

I£ the second sphere become a point, and p is its distance from 

the plane, the limit of r cos <j) is p. 

30. Let (a;., y„ zf) and î,,, r)„, Q be the co-ordinates of the 

centres of two spheres of radii r, and p„, then if p,-̂  is their mutual 

power 

P.-d^-rf-pf 
= A + yf + ̂ ! - rf - 2a.,ft - 2y,v, - 2z,K, + l̂f + ̂ f + ^ - pf 

Hence, compounding the two arrays 

x „ y „ z „ l,xf-^yf-^zf-rf 

, 2 

^i. y<. 2i, 1. A + y^'+ «i' - A' 
and 

-2^„-2^„-2\^„l^f + r^f^^f-pf,l 

-2^„-2v„-2^„^f + r,f-i-^f-pf,l, 

w e see b y IV. 2 that for two systems of six spheres 

Pii---Pu 

P,i-••?>, 

= 0 

.(i). 
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If COS 0.J is the cosine of the angle at which two spheres cut, wa 
can also write this 

|cos<^,J = 0 ii,k=l,2...Qy 

For t w o systems, each of five spheres, 

Pii-^^Pr. 
.(ii) 

= \x,y,z,l,x' + f + z'-ry\-2l-2'n,-2^,e+v'-^^-pyi 
If tha five spheres of one of the systems—say the first—have a 

c o m m o n radical centre, taking this for origin w e should have 

x' + if + z'-r' = c\ 

where c is the same for all the five spheres. Hence, in tha first 

determinant on the right of (ii), the fourth and fifth columns are 

proportionals and the determinant vanishes. 
Thus 

Pn-^^Pi^ = 0 

.(iii) 

ftl---i'65l 

w h e n the five spheres of one system have a c o m m o n radical 

centre. 

If the five spheres of the first system reduce to points (iii) is 

the condition that they should lie on a sphere. 

If both systems reduce to points w e regain Cayley's condition, 

that the five points of one system should lie on tha s a m e sphere. 

81. B u t if neither of the determinants on the right of (ii) 

vanish, expand the first determinant with regard to the elements 

of tha last column. 

Then Pi = xf+yf+zf-rf 
is tha power of the origin (i.e. any point) with regard to tha i"" 

sphere of tha first system. Then if we write 1, 2, 3, 4, 5 for the 

centres of tha five spheres, and denote by 

^^=(2345), ̂ ,= (8451), &c., 

the volumes of the tetrahedra formed by the points in brackets, 

and if accents denote similar quantities for the second determinant, 

we have in place of (ii) 

\p,^\ = 288 iv,p, + v , p , + ... + v^pf) ivfpf + ... + vfpf) 
ii,k = l,2... 5). 
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N o w describe about the origin a sphere of radius r, cutting the 

spheres r̂ ... r̂  at angles (f), ... cf>̂. 

W e have, since (Art. 5) 

îj. + «,+ ...+ Vj = 0 identically, 

v,p, + ... •hv,p, = v, ip, -r') + ... + V, {p,-r^) 
= 2r iv,r, cos 0j + ... + v,.r̂  cos (f>f), 

and p being a similar sphere for the second system, 

I |).J = 288pr'Z2v,r,cos (f,,%2vfp,cos (j)f ii,k = l... 5). 

Thus rX2v,r, cos 0. is independent of the particular sphere r, 

let this be the orthotomic sphere of the first four, then this sum 

reduces to 
2«,r,P cos irfi), 

and the second factor, in like manner, becomes 

2vfpfi: cos ipjuy 

Hence 

Pii - P w = ll52vyr,p,RR'cos ir^R) cos (p,P'). 

PBi---Pm 

82. For the fifth sphere of each system in this last equation take' 

the orthotomic sphere of the first four spheres in the other system. 

Then in tha determinant on tha left all the elements in the last 

row and column vanish except p^, and 

i3,,= 2PP'cos (PP'). 

Hence we obtain 

Pn—Pu 2 R B ' cos iRR') = 1152w^v;P'P'^cos'' {RR'), 

P.ii--Pi, 

or dividing out the common factors and writing F. F' for v̂ , vf,we 
get for two sets of four spheres 

p,,...p,, = 576FF'PP'cos {RR'). 

Pii — Pii 

Ii tha spheres reduce to points we regain Siebeck's' formula 
(Art. 22). 

The determinant on the left vanishes if the orthotomic spheres 
of the two systems of spheres cut orthogonally. 
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83. To determine the meaning of the determinant 

\pj (i, A; = 1,2,3). 

In the determinant of Art. 32, let the fourth sphere of each system 

be the plana determined by the centres of the first three spheres 

of the other system, then if A, A' be tha areas of the triangles 

formed by the centres, ̂  the angle between their planes, 

F' F 
lim. —^ = 3A cos (̂, lim. — = 3A' cos ̂ . 

4̂ '*4 ' 
Also if the radical axis of the spheres of the first system meet 
the plane of centres of tha second system in P, whose power 
with reference to the spheres is p, and P', p denote like quantities 
for the other system, 

2RR'cos {RE) = PP'^ -p -p'. 

Hence 

p,,...p„ = 16AA'cos.^ iPF'-p -p'y 

Sl---P: 

3i. If in the relations 

d = 0, 

= -288 FF', 

1 ... 1 

of Art. 19, wa suppose the sets of points to be the centres of our 

spheres. 
Then if we multiply the last column by pf and subtract it 

from the i^ column, and the last row by rf and subtract it from 

the &"• row, we get the relations 

= 0, Pll • 

p«l-
1 . 

••P.S' 

• p^' 
.. 1 

1 

1 

S. D. 14 
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î ii • 

Pii • 
1 . 

••Pw 

••Pa' 
.. 1 

1 

1 

= -288 FF, 

which give relations between the mutual powers of two sets of five 

and four spheres. 

35. Another element connected with two spheres is the length 

of their common tangent. For two spheres of radii r, s the dis­

tance between whose centres is d and which cut at an angle ̂ , 

the square of the length of the common tangent is given by 

t = d'-ir-sy 

= 2rs coŝ  1^. 

If one sphere reduce to a point, t is the power of that point 

with respect to the other sphere. If both spheres reduce to points, 

t is the square of the distance between them. 

36. Using the same notation as in Art. 80, if t,^, is the square 

of the tangent common to tha two spheres 

t. = («^. - ft,)' + (y< - vA + (^< - O' - {r. - pA 

= xf-h yf + zf - rf- 2x1,- 2y.^.- 2^,?.+ 2r^,+ ft' + Au+ K^-pl 

Hence, compounding the two arrays 

x„ y„ z,,r„ 1, xf + yf + zf - rf 

«i. Vi, Zi, r,, 1, xf + yf + zf - rf 

0, 0, 0, 0, 0,. 1 

- 2^„ - 2 v „ - 2^,, 2p„ ̂ f + r,f + ̂ f - pf, 1 

- 2ft, - 2v,, - 2^„ 2p„ ^f + r,f + ^f - pf, 1 

0, 0, 0, 0, 1, 0, 

we get for two systems of six spheres the identity 

*ii ••• y 1 

*6i ••• *66. 1 
1 ... 1 

0. 
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For two systems of five spheres we should get 

•4.1 

'51 ••• *65. 1 

1 ... 1 

: 576 («,r, +... + vjrf) {vfp, + ... + vfpf), 

using the notation of Art. 31. 

If t. is the angle at which the plane of similitude of the first 

four spheres of tha first system cuts each of these spheres, and 

{rjif) the angle at which it cuts the fifth sphere, and similarly for 

the second system, w e can reduce this to the form 

f 

%1-
1.. 

• t 

• %.' 
. 1 

1 

1 

= 576v,ryp, (l - " ^ A l - 25?i^ 
cost COST. 

Hence tha determinant vanishes if one of the systems of five 

spheres has a c o m m o n plane of similitude. 

For two sets of four spheres, after soma reduction w e can 

prove that 

«11-«14'1 

*41 ••• ^44' 1 
1 ... 1 

= 288ot' 
' ( -

cos (̂  

COS t COS t) ' 

where ^ is tha angle between the planes of similitude of the two 

systems, and t, t the angles at which they cut their sets of 

spheres. 

37. By compounding the arrays whose i"" rows are 

x„y„z„r„l,xf+yf^zf-rf 

and - 2ft, - 2ri„ - 2^„ 2p„ ^f + vf + C - P"' 1' 

w e get the homogeneous relation between the sets of tangents 

c o m m o n to two sets of seven spheres 

<ii = 0. 

14-2 
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88. W e may make use of this last relation to solve the 

problem: Determine the equation of the sphere having with five 

given spheres tangents of the same'length. 

Let the equations of the five given spheres be 

f̂, = 0 S, = Q. 

Take these for the first five of each set, of spheres in Art. 38, 

let the sixth sphere be the one required,'and the seventh a pomt on 

the sixth.. 

Then w e shall have 

4 = 0' t.i-'A t̂, = k, 

and the equation is 

0, t. '13' *14' t,̂' 1, s. "16. 
'̂ 21. 0, t^, t-ii, ^26, 1, '-'2 

%1' %2> 6̂3. 

= 0,. 

4' 0, 1, S, 
1, 1, 1, 1, 1, 0, 0 

s,, S,, Ŝ , Ŝ , Ŝ , 0, 0 

This is apparently of the fourth order, but by means of the sixth 

rows and columns "we can get rid of the terms of the second degree 

in the seventh row and column. 

39. All the equations of this section relating to spheres are 

capable of numerous and varied applications, some of these will 

be found in the examples, and others in the memoirs of Bauer, 

Darboux and Frobenius. 



EXAMPLES. 

Prove the following relations : 1—5. 

2. 

3. 

(b+c)^ 
ah , 
ac , 

(b+c)^ 
ĉ  , 

6= , 

1 , 
tan^. 

sin 2A, 

Le angles 

1, X, 

1' y. 
1, z. 

ab , ac 
(c + df, he 

he , {a + hy 

c= , h^ 
(c •¥ ay, a' 

a' , ia+hy 

1 , 1 
tan B, tan C 

SLQ 2JS, sin 2C 

of a triangle. 

(a -f x) Jic -f cb) 

(« + y) lj{<̂  + y) 
{a -f «) ,7('' + '̂ ) 

= 2a5c (a -f 6 + c)', 

= 2 (6c -f ca + a6)^ 

= o,x,,''l̂ ^ ̂  

. 

= 0, 

if tan- ^ / A - ^ ) + tan- /C^") + tan- / A-^) = 0. 

1 , cosa , cos(a+^), cos(a-̂ /8-f7), cos(a-fj8+7+S) 
cosa , 1 , cosjS , cos(;8 + 7) , cos(/8-l-y+S) 

COS (a -f yS) , COS /3 , 1 , COS -y , COS iy + 8) 
COS (a + /3 + -y) , COS (/8 + y) , cos -y , 1 , COS S 
cos(a+^-f'y+S), cos(i8+-y-l-8), cos(-y-fS), cos 8 , 1 

a + h -¥c-\-d, a — h — c-¥ d, a-h + c- d 

a - h -G +d, a + h + c-\-d, a-^h — c — d 
a — h-i-c-d, a + h - c—d, a + h + G + d 

= 16 ibcd+ acd + abd + ahc). 

= 0. 
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6. If a, 5, c are the sides of a triangle of area A, 2s = a-i-b-h c, 
then 

(b + c)", ah , ac , a 
ah , {c+ay, he , 6 
aa , he , {a+hy, c 
a , h , e 

---16sAia\-i-h\-¥G\y 

r,, r,, r̂  being the radii of the escribed circles. 
If the elements in the principal diagonal are ih-cy, &c., the other 

elements being as before, the value of the determinant is 

.AVa^ V y -16 
s 

if>-¥cy, ah , ac , a 
ah , {e + ay, he , b 

ae , he , {a + hy, c 

1 , 1 , 1 

{h+ey. %h , ac , 1 
ah , (c + a)", he , 1 
ae , he , {a-^hf, 1 

1 , 1 , 1 

-16sA {ar, + hr, -f erf). 

= 16A'-20a6cs. 

7. IiS—a,-¥a,+ ..,.¥a„, A, = B — a „ prove the following theorems : 

X — A, 

X - a. . 

A. 

A, 

x-A^ 

A 
x-a^ 

A„ 

a 
71 
a 

... x-A^ 

... A^ 

... A 

1 ' 
8. The determinant 

a, h, h, h 
a, h, a, a 

h, b, a, b . 

a, a, a, b . 

= xix — Sy ', 

= {x + in-2)S\{x-Sy-'. 

(the diagonal consisting of a and h alternately and each row being filled 
up with the other letter) is equal to 

{-\)'-'{n-l)ia~hy\ 

The determinant is supposed to have 2m rows. 
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9. If in a determmant all the minors of the second order are 
divisible by the same quantity 'p, then the minors of the rt^ order are 
divisible by ̂'"~'. 

10. If in a determinant of the n^ order there be a block of ^ by y 
elements aU of which are divisible by a, the determinant is divisible 
by ft'-'s-". 

11. Prove the theorems : 

», b, c, 
a, a + h, a-t- h +c, 
a, 2a + h, 3a + 26 + c, 
a, 3a + 6, 6a + 36 + c. 

d, 
a-̂ - h -h c +d, 

4a + 36 + 2c + d, 
10a-h66 + 3c-i-rf, 

a,. h, c, d ... 
a, a+h, a+2h+e, a+ 3b-i-3c+6? ... 
a, 2a+6, 4a+46+c, 8a+126-f 6c+c? ... 
a, 3a+6, 9a + 65+c, 27a+276 + 9c+f^ ... 

= a"l"-. 2"-l3"-\.. (M-l), 

where a, 6, c, d ... are any quantities whatever, and n is the order of 
the determinant. In the first determinant each row after the ̂ jst is 
obtained from the preceding by the rule that the r* element of any 
row is the sum of the first r elements of the preceding row. In the 
second determinant the r* element of any row is the sum of the first r 
elements of the preceding row multiplied respectively by the coefficients 
in the expansion of (l + a;)''"'. 

12. If P = a, 
-a, 
-a, 
-a. 

h, 
b, 

-b, 
-b, 

c, 
P, 
0, 

-c, 

d... 
q ... 
r ... 
d ... 

(m rows), 

then P = 2"-'a6c(^... 

The elements of the first row and leading diagonal are a, h, c, d...; 
in each column the elements below the leading diagonal are equal to the 
element in the first row but of opposite sign, the others are any what-

sver. 

13. If P = coswa^, cos (•» — !) â  ... cos a„, 1 
COSMaj, cos(m —l)aj ... cosaj, 1 

COSTla^, C0s(?l —l)a^ .,. COSa^, 1 

;V. 
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then 

P , = coB."a^, cos" V„ ... cosa^,, 1 
COS'ttj, cos"~'aj ... cosaj, 1 

cos"a__, cos"~'a^ ... cos a_, 1 

P„= sin(M + l)a„, sin Ma„ .,. sin a„ 
sin(M-l-l) Oj, sinMOj ... sina^ 

sin (ra + l)a^, sin na^ ... sin a, 

J) n(n-l\ JJ '»("+ll 
- ^ = 2 ^ , - j f = 2 ^ sin â  sin Oj ... sin a__. 

14. If 6^ = (a„ + a„ + ... -f a,„) - â ,, then 

6„ ... 6,„ 

S,.i •••5™ 

:(-!)"-(M-l) 
-̂11 ••• •*!» 

B u t if 

a„, ...a„ 

^1 ••• ^ „ 

^„ ••• ^n» 

.(-2)"-

15. Prove that every power of a symmetrical determinant is again 
a symmetrical determinant. 

16. If for each element a,^ of a determinant A we write in turn 
a,i •f e, we get m̂  new determinants. If these be taken as the elements 
of another determinant its value will be 

{Acy-'ic + s), 

where S is the s u m of all the elements of ̂ . 

17. If u = iX,-a,byX,-aJ>f)...iX„-a„bf,, 

prove that the value of the determinant 

•^1' y^ "••]>, ••• ««^i 

y,' ^,' %K ••• »A 
a,6o, a^b^, X ^ ... afi. 

ti-̂ l-f y. 

aj)„, a.J)„ ... X „ 

a„6. 
X,-a,b, + ... + 

aj)„ \ 

A A ^ y ' 
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and the value of 

0, a„ â  ... a, 

6j, X,, aJ), ... aj>, 

^2' »i^2' ̂ 2 ••• » A 

217 

K' y«' »A ••• x„ 

I ".̂  + +-AA_\. 
\X,-a,h,^"'^X„-aX] 

18. If u=ix-2af) lyX-2af) ... {x - 2af), prove the following 

theorems: 

ix-a,y, af , af 

A >(*-«,)', A 
af , af , {x - af)' 

' M {x-+ 2 "' I 

0, 1 
1, {x-af)% af , af 

1, af , {x-aff, af 

1, af , A , {x-af)' 

ix-a,y, a,a, , a,â  

a,a, , {x-aff, â â  

, du 
dx' 

13 , 2 3 :»3 . (a3-«3)'^--

I, X - 2a,) 

a„ a. "I "i , 
«i, (»'-»,)', '̂I'̂a ' »i»3 

a,, ®A ' «A , (s'-^a)^-^^ 

,a, , ix-af)\ â â  

c"~'m2 
x — 2af 

And if 

P = (x-aj, a; ... af , b,, 1 

af , ix-af)\.. aJ" , 6„ 1 

af , a," ... ix-af}', b„ 1 

6, , 6, ... 6. , 

1 , 1 ... 1 
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then 
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2a, 

[EX. 

D ^ ( 1 1 ) f 6, 
c'-̂ M ta!-2a,''''""''a;-2aj (a;-: 

f 6, 6„ V 
\x — 2a, "' x — 2aJ 

-2aJ 

19. Prove that, if S = x + y-¥z-irU, 

i8-uy, X' , f , i 

u' , {S-xy, y' , z-

w , 
û  , 

0, 1 

1, {s-uy 

1, u' 

1, u' 

1, u' 

( 1 1 1 1 4 ) 
= 2S xyzu ̂ -•f--i--+ y 

" Kx y z u h) 
^ , {S-yY, z' 

x' , f ,iS-z) 

1 , 1, , 1 

x y y' , z' 
iS-xf, f , a= 

x' , iS-yy, z' 

x y y y is-zy 

= S^ {x'iy -f » + w) -f 2/̂  (a; + g + m) 

+ «̂  (a; + 2/ + m) + «,'' (a; + s + 2/) 

+ 2xyz + 2xzu + 2yzu + 2xyu 

-x'-lf-z^-u^}. 

20. If Z'=cna!dna;, &c. prove that 

sna;, sn'a;, X 

say, snV, Y 

snz, sifz, Z 

= sn (y - a) sn {z — a;) sn (a; - y) sn (a; -I- y -f a) M , 

where 

M = l - l i {sn'y sn'a + sn"a sn̂ 'aj + sn^a; sn^y} 

•f ̂  (1 +^) sn^a; sn'y sn^a - Â 'sn a; sn y sn a iflZ sn a; + Z X sn y + Z F s n a). 

21. If sn a; en a; dn aj = X , (fcc. prove that 

1, sn'a;, sn*a;, X = 0 , 

1, sn'y, snV, Y 

1, sn'a, sn*a, .̂  

1, sn*M, sn''M, TJ 

x + y + z-iru = 2pK + 2qiE', 

A = "'ii + ^i+w+» - «^i+« - %+ , 

'^u' 'S'la ••• -^l*-

provided 

p, q being integers. 

22. If 
then 

"k-k\, "*-*!••• f̂ k-\t-
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is the sum of all the minors of order Ic-h of the determinant 
-̂  = i '"ft IJ excepting always in such sum those determinants and their 
complements of order h which in their formation have two row or 
column suffixes congruent with regard to the modulus h. 

23. If 

D_= 0, 1, 1, 1, 1 ... (nrows), 

1, 0, X, 0, 0 ... 

1, y, 0, X, 0 ... 

1, 0, y, 0, X ... 

1, 0, 0, y, 0 ... 

where all elements are zeros, with the exception of the border, and two 
lines of elements one on each side of the principal diagonal, prove that 

A„=-a'yA, 
x + y 

D^,, = -xyB^.,+ ^ ^ ^ -
2yyyf 
x + y 

and hence that 

-D. 
y-i-yyy 

\ x + 'i 

•^2n+l 

y r 

2̂«+i ̂  yi.̂ 1 _ i2n + l)ix + y)i-xyy 

24. If 

D 

{x+yf 

Cm (Zy C, Cj C 

h c, a, c, c 

c, 6, c, a, c 

c, c, 6, c, a 

c, e, c, h, e 

(m rows). 

where all the elements are c with the exception of two lines, one on 
either side of the principal diagonal, prove that 

r(a-c)"-(c-6)r 

Find also the value of D,, 
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25. If 
i).= 0, 1, 1, 1, 1 ... (nrows),, 

1, c, a, 0, 0 ... 

1, 6, c, a, 0 ., 

1, 0, 6, c, a .. 

1, 0, 0, b, 0 .. 

(where, with the exception of the border, the elements in the leading 
diagonal are c, in the lines on either side of it a and 6, the rest are zero), 
then 

D„-eD,^_, + ahD„_, 
y-oTf+yy-f 

a + h 

0 
a + b + e 

2ab 

+ e 

u' 

u" 

-I 

u-

-n 

-v"-' 
-V 

v-' 
a + h + c 1 

where u and v are the roots of the equation 

â  - ca + a6 = 0. 

Hence shew that 

u" + v" no y + -u") 
B 
" (a + 6 -f c)^ (a + 6 + o) (i4 - vf 

2abn u^-' + v̂ -' i-ay+j-i)" 

a + b + e' {u — v y (a + 6 + c)^ ' 

26. The value of the determinant 

<H , u^ ...M; 

(i) If M, = a + (r - 1) 6 is 

2a-f (m-1)5 
(-m6)"-. 

(ii) If u^^x"' is (1-a:")"'-. 

(iii) If u, = r" is, 

^_,y-iiym^^AAAl{i^^,y-^.y 
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(iv) If M^ = cos {a + (r - 1) 6} is 

[cos a - cos (a -i- m6)]" - [cos (a — 6) — cos {a + (m — 1) 6}]" 
2 (1 — cosm6) 

(v) If M^= sin{a +(r—1) 6} we must change the cosines in the 
numerator of (iv) into sines. 

(vi) If M, = a;'--f £c'-+"- + •̂ »-I J, ̂ '•̂ z»-l. ad inf., is 

(1 - x y 

27. The solution of the partial difierential equation 

D,, D,...D„ 
D D, ...D 

where 

u = 0. 

is u = -$Fix,-oix„ x^-w\ ...x„-<o' 'xf), 

the functions being arbitrary and the summation extending to all 

values of u being roots of the equation a;" — 1 = 0. 

28. If in an orthosymmetrical determinant of order n (vi. 20), 

(1 _ qa) (1 _ g»+i) ... (1 - ga+a-2) 

"'"" (I - qy) (1 - gV-«) ... (1 - 27+4-2) ' 

the value of the determinant is equal to 

\ryy) VI - ffV+ij - \i-yn-y 

multiplied by a fraction whose numerator is 
M"-!} n(.i-l)(»-2) 

i-l)-^q- ^ (l-g)"-'(l-2r''-(l-?n 

X (gV-g")"-! (2Y+l-2»)»>-2 ... (gV+»-2-5"'), 

and denominator 

(1 - qy) (1 - ?v+l)2 ... (1 - qy+n-y-l. 

X (l_2V+»-i)»-i(l-5i'+«)«-2 ... (l-jY+Zn-s). 

29. The value of the determinant 

i> = 0 , a, + â , a, + â  
â  + a„ 0 , a, + â  

â + a,, â  + â , 0 

(m rows). 

file:///i-yn-y
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the elements in the leading diagonal being zero, that in the i"̂  row and 
j"" column a, + aj, is given by 

(- 1)" i) - 2"a,a, ... a„ (l . " '^^'''~ "''^'' 

where i, h are all duads from 1, 2 ... n. 

1 - M - i S -
'y 

30. The value of the cubic determinant of order n, such that 

is given by 

o a,a^ ... a^ a,a,. 
A n d if 

a,.,, = cos (a, + a, + af), 

(-1)"-' D 
-=M-l + 22 cos 3a, cos 3a^ ... cos 3a^ 

where i, h are all duads from 1, 2 ... m. 

cos {a, + af) sin' (a, — Sj) 
cos SoSj cos Saj ' 

31. If J. = [a,j|, ̂ =|6ji| are two determinants of orders n and m 
respectively, w e can form a new square array of (mto)^ elements as 
follows. Repeat the array h,,,, n times in a row, and take n such rows, 
so that B is repeated like the squares on a chess-board. Then multiply 
each of the elements of that block which stands in the î '̂  row and 
A'"̂  column by a„,. The determinant Of the resulting array is equal 
to A^W. 

Example: 

A = 
a. 

aa, 
ay. 
ca. 
<"!' 

h 
d 

ap. 
aS, 
cp. 
c8. 

? 

ha, 

h' 
da, 
dy, 

B = 

hp 
68 
dp 
dS 

a, P 

7' S 

^A^B" 

32. J{ a, h ... I; a, P ... X are any t w o sets of n quantities, and 

d>k = (»< - a.)' + (5. -pf)'+... + (?< - X,)', 

prove that 

:0, if s = M(r-l)+3, di. 

d.. 
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d„ ... d,„ 1 

A ...d,,, 1 
1 ... 1 

= 0, if « = M(r-l) + 2. 

33. < In this and the next five questions 

_ m (m — 1) (m — 2)... (m - ^ + 1)"! 

The determinant 

(m+1). 

1.2.3 ...h 

("»+l)p+. (m -f 1)„ 

{m + r-l)^ , (m + r-1),^, ... im+r-l)„ 
{m + r),, , (m + r)ĵ , ... im + r)„ 

im + r + s)p , (w-fr-fs)y^, ... (»i + r + s)„ 
im + r + s + 1),,, i m + r + 3 + 1),,^,, ... (m + r + s+l)„ 

im + r+s + t)f, im+r + s+t)^.,., ... im + r + s + t)„ 

where u = p + r + t+l (the suffixes p, p + 1 ... u oi the rows are con­
secutive, but m, m + 1 ... m + r, m + r + s...m + r + s + t form two 
groups of consecutive numbers), is equal to the product of the two 

fractions 
m„ (m+l)„ ... {m + r)j, im + r + s)„ ... (m-f r + s + «), 

ir + s)^^,{r + s + l)^^,...ir + s + y, 
(r + l),,,(r+2),„...(r + < + l),,, ' 

34. The determinant 

m^, m^^, ... m„^„ m,̂ .̂ „ ... 
im+1)^, im+l)„^,... im + l)„^„ {m + 1)„.„̂ „... {m + 1\. 

(m+2)„ im+2)^„... (m + 2),,., (™ + 2),,,,„... (m+2),,.,„,„ 

(m + r)„, (m + r)^^, ... {m + r)^^„ im + r)^^,^, ... (to -f r),.,.^„^„ 

where r = s + u + l (the suffixesp, p + 1 ...p + s, p + s + v...p + 8 + i> + u 
form two groups of consecutive numbers, while m, m + 1 ... m + r are 
consecutive), is equal to the product of the two fractions 

myn + lyyn+ry 
io,(^ + l), •••(^ + s), (̂ •f »-!-«), ...f^ + S-ftJ-fM), 

(?»-y).,-i("i-p + i).-i ••• i'^-p + u)„_, 
{'»-1),-! ̂ \-A +1).-....(» + M -1).-, 
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35. Prove that 

«>', Po> Pi ••• Tr-l 

{x + iy, ip + V)„ iv + i),... (p+ ! ) , _ , 

ix+2y, ip + 2)„ ip + %y...ip + 2y_, 

{x + r)", ip + r)„, ip + r), ... {p + r),_, 

vanishes if n<r, but Ls equal to (— 1)"m ! if h, = r. If ?i > r the deter­
minant reduces to a function of x of order n — r. i 

36. Prove that 

X", p, ... p, 

ix+i)", ip+iy...ip+iy 

ix + 2y, ip + 2y... ip + 2y --{x-py 

ix + r)", ip+r), ... ip+ r)^ 

for aU positive values of n less than r. 

37. Prove that 

Po' P, ••• P,-i •n"' 
ip + 1),, ip + l\...ip + l)̂ _„ in + iy 

ip + 2)„ ip + 2), ...ip + 2)^_^, in + 2y 

{P + A> {P + A ••• {P-^A-1' {n+r)"' 

38. Prove that the value of the determinant 

= i^'n 

im-p)m„, g^p. tm.„ 

i m - p + l)im + l)„ (M-fl)(m-f l)„„ (? + 1)(to+1),^„ (i! + 1)(-7m + 1)^ 

i m - p + 2)im+2)^,in+2)im+2)^^^, (g+2)(m+2),,,„ (< + 2)(to+2) 
P+Z' 
P+S' 

{m-p+r)im+r)„, in+r)im,+ry, iq+r)im + r)„̂ „ it+r)im+r),,^^... 

m-im+V) ...{m + r) 
^ p ^ p +il__\p + r y ' ^ - P ) { ^ - P + ̂ ){^-^-P+^)- {m-p + ry 

and so is independent of the quantities n, q, t... 

39. Ii A = \a,„\; B = \h,^\ are two determinants of order n, and 

/(.«)= I a„-fa;6,, I, 

prove that 
fix)fi-x) = AB\H,,-E„x'\, 

where the quantities ff„,, .Z',,, .satisfy the .̂ equations 

//, X „ -f //,, K,,+ ...+ //„ K „ = 1, 

//, K„ +11^R,,+ ...+ H,^ a;. = 0. 
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40. With the same notation as in the preceding question, prove 
that if 

P (X, ̂ ) = I Xa.j + /x6i, I, 
then 

TiX,y) = A 

= B 

p.H„ + X, 11.11,̂  ... p.H,„ 

P-E.̂ , p.E^_ + \ ... it.E^ 

p.E„„ fiE„^ ... /iZr„„-fX 

XK,^ + IJi, XK̂ ,_ ... \K,„ 

XK^, , xy^+p. ... \K,̂  

^^„l > ^^n'. X/l". +; 

-41. If i''(a;) =a^a;" + a,a;" '-f ...+a„_,a; + a„, 

prove that 

Q. 

a;, 0, 0 ... 0, ^ 
a,. 

1, x, 0 

0-, - 1 , a; ... 0, ^>=? 

0, 0, 0 ... x, -' 

0, 0, 0 ...-\A!^+x 

l + -"-'a;, ~x, 0 ... 0, 0 

Fix) 
a„ ' 

a„ „ 
y x . 

a„ 

1, 

0, 

-,r , 

1 , 

• 0, 

.. 0, 

0 

0 

Fix) 

— x, 0, 0 ... 1, —a; 
a„ 

-°£C, 0, 0 ,.. 0, 1 
a„ 

If P Q be the coefficients of homologous elements in P and Q, 

a,P„x+ay^ = Fix) 
a„ P„ x + a„ Q„ = 0. 

S. D. 1^ 
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Also, if to the elements of P we add the homologous elements of Q 

multipfied by y, the resultmg determinant is equal to 

F{x)F{y) 

42. Prove the formula for the change of the independent variable 

in the determinant of n functions 

^ dv, (Pv, 
^ '̂ dx da? 

d' 'y„ 
dx"'' 

jdtyi^ dyy^y, dyy 
\dx) dt df dr 

43. Let a,, a^, a^ ... be a series of mpositive numbers, and let ŝ be 
the sum of the divisors of r selected from the terms of this series, this 
sum being supposed to vanish for all values of r which have no divisors 

in the above series. Then if 

Z» = 
"i' 

M — 1, 
0 , M - 2, - s, . 

0 , 0 , M-3. 
n-i 
S»-5 

,s,+ ; 0 , 0,0... 2 
•'l°l̂ °2 . 

the number of positive integral solutions of the equation 

B 

44. If 8, is the sum of all the divisors of r, then the determinant 

s„_,-s„_,, n-\, 

s,^,-s,^,, 0 , 

=1 , •'•1 ••• "... 
M — 2, s, ... ŝ  
0 , M — 3 ,,, s. 

3, s, 

0, 2 

is equal to (- 1)" n ! when n is of the form \ (3^' ± A), but vanishes for 
other values of m. 
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45. Let (to, m) denote the greatest common divisor of the integral 
numbers m and n; and let xf; (m) be the number of numbers not sur­
passing Tre and prime to to ; the symmetrical determinant 

Z).„ = 2=t(l, 1)(2, 2)... (™,m) 
is equal to 

V.(l)^(2)^(3),..f(m). • 

46. If J. is a skew determinant of order n in which the principal 
diagonal elements are equal 'to a, and A,„ its system of first minors, 

prove that 
Ay„+Ay^+... + Ay,„ 

is equal to A w „ i£ m is even, and to — iw,, if n is o d i 

47. If /(a;)=a;" + a,x"-+a^a;"-'-f ...-f a„ = 0 

has for its roots h,,b,...h„, prove that 

/(«=) = 

5»_i, A i , A , ••• ̂ ' K 
1, 1, 1 ... 1, 1 

And if s,. is the sum of the r"" powers of the roots 

x", a;""' ... x, 1 

n̂ , *»-i ••• *i' *o 

X, 

A 

A 
X̂  

\ 
\ • 

..b„ 

- A 

K 

h 

48. Prove that 

a, , a, 
aJ, a "' 

(-1) ^ i{h„h,-bf)fixy 

%, 1 

= t,^a„a,...af)E^_„^, 

•.f, a;-^..a,, 1 

E,, being the sum of the homogeneous powers and products of order p of 

a,, ttj, ... a^. 

1 " 1 
49. If a.. ~ - ^ y ^ / "" ix,-af)'' 

prove that the value of the determinant of order 2m 

»„, o-n ••• "-nl, a,„i 

»,2. "-12 •••a„^' "-.2 

ffll.Z... "l, an • • • "^.i, 3n. "»,2" 

15—2 
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/ -, -.n ̂ (^'^^^•••fl'„)^'('"l>=«2^^-'«J 

^ ' [^{A<t>{A-<l'iAT ' 

where ^ {x) = (a; - xf) {x-xf) ... {x- x.f. 

50. Prove that the value of the determinant of order 2m •f 1 whose 

1, suiflj, cosa,, sin2aj, cos2a,... sinwa,, cosMa,, 
is 

2'"'n sin J (a,-a,), 

where i, h are all duads from 1, 2 ... nii>Jc). 

Also that the value of the determinant of order 2m whose i"" row is 

sin «„ cosaj, sin2a,, cos 2a,... sin mb,, cos Ma,, 
is 

2^"'-^"-^'nsinl(a,-a,)^, 

where S = S cos J (a, + a, + ... -f a_ - â.,., ... — a,f) 

is formed by dividing the 2m angles into two sets of n in all possible 
ways and taking the cosine of half the difierence of the sums of these 
sets. 

51. If 

A = 

a,-x, a^—x, 
1 1 _ 

a, x„ a,,—- Xg 
"1 ""2 

1 
a^— a;, 
"l 

a — a;. 

, 1 

, 1 

«l-*n-H »2-»,.. 
•, 1 

prove that 
^ ̂  / •^Y&i"'^'"^^---A&{x„x^...x^^.^,) 

^ ' <^(«i)<^(»2>--<^(«J 

where ^ ix) = ix- xf) ix-.xf) ...ix- x y . 

If B is the determinant obtained from A by writing (a — a;,)" in 
place of (â  — xf), prove that 

A 
B 

1 1 

I a, - x^ a, - x^ 

"l 
a-x„ 

, 1 

, 1 

_ J L _ 1 1 I 
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the fimction on the right being formed Hke a determinant, with all 
the signs positive instead of alternating. 

52. If a, ;8 ... X ; a', ^' ... X' are two sets each of n quantities, 
and C, is the product of all the binomial coefficients in the expansion 
of (1 + xy, prove the following equalities : 

(a-a')", {a-P'y ...ia-Xy 
iP-a')", i p - p y ...ip-xy 

(x-a')", {x-p'y ...iK-xy 

where 

G 
î ia, p...X)t.i{a',p'...X)I, 

1 = a —a', a — P'...a — X' 
P-a', P-P'...p-X 

I . 

If 

X-a', X-P'...X-X 

u = ix-ay)ix-Py) ... {x-Xy), 
v = ix-a'y)ix-P'y) ... {x-Xy), 

I={12yuv, 

using the notation of invariants. 

(a-a')" ... (a-X')", (a-a;)" = {-^"Gy ia,p...X)^ (a', p'...X)uv, 

(X-a)"... (x-x')", {x-xy 
(a!-a')» ... {x-Xy, 

(a-a')»̂ ' ...(a-X')"-'', (a-a;)"+' 

ix-o!)"*'...ix-xy*', {X-x)'*' 
ix-a'Y*' ...{x-xy*' 

where 

= (-!)" (iSiyi^'("'^-^> 

x^iia',p' ...X')I.uv, 

J= a — a' ... a — X', a — a; 
P-a'...p-X, P-x 

X — a ... X — X, X — x 

_x — a' ... x — X 

= -(12)" 

Again, 

(a-a')" ...(a-X')", 1 

(X-a')"... (X-X')", 1 

1 ... 1 

= (-l)"̂ 'C,C*(a...X)C4(a'...X'), 
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(a-a')"'*" ...(a-X')""'', 1 

(A-a')"-"... (X-X')""", 1 

1 

A-A(^%^H--^)&i--^V'' 

Z' = a ~- a' ... a — X', 1 

A — a ...A — Aj 1 

L 1 1 

= (12)"-' 
du dv 

53. Let there be two systems of binary M̂ tics u, ... u^; v, ...v̂  
where 

u, = a„, x" + n.a„x''-'y + n^a^,x'y^ + ... + â ŷ", 

V, = 6„, x" + n,b „x"-'y + nJ>,fio"-Y + ... + h,„y". 

And let {i, k) be the lineo-linear invariant of M, and v,,, so that 

{i, k) = a„,6,i-Miai,6„_u + M,a„5„_2j -... ± a^,h„,. 
Prove that 

(1,1) ... (l,M+2) 

(M-f 2, 1)...(m+2, M + 2) 

= 0, 

(1,1) ,,. (l,M.fl) 

(m + 1, 1)...(m-i- 1, M-f 1) 

= <z â ,, a,. 

•"On-U ' "-"1»+1 • • a,„ 

K' ^W^K: 

''wi-fl' ''lii+l ••• "im+l 

54. If a,, Oj ... a^ are the roots- of the equation 

a3"-f^,a;"-' -f ... +p^=0. 
prove that 

i t A ^ y ^ - " ' " " ^ ' " ••••'••>• 

55. If M„ = ̂ ...M„_, = ^ 

x^ being a function of a;,, x^... x„_, given by 

xf + xf+... + xy+xf = i, 
prove that 

d {u,, û ... u y _ I 
dix,, x̂ ... x y ~ x'f 
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56. If u^=ix + y+zy+ix-y-zy + i-x + y-zy + i-x~y + zy, 

prove that the Hessian of m„ is 

^*2-„ {x" +2/' -fa*- 2a;y - 22/V - 2aV)"-=' 

multiplied by a numerical factor. 

57. If F=uu„ 

w h e r e v,, u , ... u„ are linear functions of the m variables x,, x^... x^ 
prove that 

'dy^u^^yy 
F'EilogF) = i-iy 

.d{x„ X,. <«»). 

Also that 

•^ dF dF 
' dx, '" dx„ 

dF d'F d'F 
(aiSC-i Q/X\ CtX, CIAC 
'• •*• i n 

dF d'F d'F 
dxf dx̂ dx, dx^ 

= i-iyF"-' 
d{u, ... uf) 
dix,...xf) 

58. If u,, Mj, Mg be three functions of a;, y, and if 

d (m„ uf) diu^uf) dyy) 
' dix,y) • dix,y) ' "̂  dix,y) ' 

dix, y) 
prove that 

u, u^ u^ 

59. If u,, M^, Mj, u^ are four functions of a;, y, and if 

v.= iPu^ d'u^ d\ 
dv? ' dx^ ' dx" 

d^u„ d'u, d^u. 
dxdy' dxdy' dxdy 

d^u^ d'u^ d'u^ 

y y ' If' IA 

and Vj, v̂ , v̂  similar determinants formed from u^, u^, u^, &c,, then 
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from V,, V,, v^, v^ w e can form four new functions w,, w^, iv^, w^ in the 
same w a y as w e obtained v, ... v^ from u, ... u^. Prove that 

-=M 
d\ 
dx"' 

d'u 

d'u. 
da?' 

d"u. 

d\ 
dx" 

d'u. 

dhi,, 
dx" 

(fu 
dx^dy'- da?dy' da?dy' ds?dy 

d^u^ d?u^ ^ u ^ d'u^ 
d x d y " d x d y " dxdy^' dxd'f 

d'u, d'u^ d^u^ d^u^ 

-df' -di' HA' yy 
where /a is a numerical factor. 

60. Por the rf functions u,̂ , (i, /c=l, 2 ... w) of the variables 
X,, x,...x„, prove that the cubic determinant whose elements are 

du,̂  
dx, 
S ii,j,k=l,2...n) 

is a covariant. 

61. Por the Mfunctions u, ... m„ of the variables x,... x„, prove that 
the cubic determinant whose elements are 

d^u, 
ii,j,k = l,2...n) 

is a covariant. 

62. If the function u of the variables a;, ... a;„ be transformed by 
the linear substitution 

«>i= K V i + K y i + ••• + ̂i„-i2/„-i 
to a function w of m - 1 variables, prove that 

Eiv) = - B„ 0, B, 

B,, u,, ... 

B„,U , .. M„ 
n, nl w 

where «,.= 
dx,dx. 

, and (— lyB, is the determinant obtained by suppress­

ing the i*̂  row in the array formed by the quantities h,. 

63. If M = ̂ a,^x,x^ {i, k = l, 2 ... n), 

and 
B = 
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prove that the substitution 

= 2/,+ 
1 dP^. 
B -doT •2/,+i-<-••• + 

ydB_ 
B„ ,~d^ 'y. 

reduces the given quadric to the sum of the n squares 

u=%^yf (r = l, 2...M). 
r—1 

64. If u and v are two ?i-ary quadries and U, V their reciprocals, 
prove that w e can by the same linear substitution change u mto A V 
and V into Bt7; A and B are the discriminants of u and v. The 
determinant G of the substitution is the geometric mean between the 
discriminants of C'and F. If C be regarded as the discriminant of a 
quadric W , w e can by the same linear substitution reduce the three 
quadries U,'V, W to the sum of squares. The coefficient of any term 
in W so transformed is the geometric mean between the homologous co­
efficients in U and V. 

65. If to the leading elements of the determinant of an orthogonal 

substitution of order n w e add the quantities a,, a, ... a„, or the 

quantities — , — ... —, the resulting determinants are equal if 

a,a,...a„=l. 

66. If c,jare the coefficients of an orthogonal substitution (modulus 
unity) of order n, prove that 

B = c „ - l , 

"til , "ifl • • • "m ~ 1 

is equal to zero if m, is odd; but if n is even its value ia 

"^ ~A' 

where A is the skew determinant from which the orthogonal substitution 

is derived, and [A] the same deternunant with the elements in the lead­

ing diagonal zero. 
If i>„ ia the coefficient of one of the leading terms in B , prove that 

when n is even 
2B„ = -B. 
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67. If |c„|=. 

is the determinant of an orthogonal substitution, the equation 

Cjj + X, Cjjj ,,. c,„ 

"ml > "..2 c.,. + X 

= 0 

is a reciprocal one. If m is odd it has one real root — e; if -w is even and 
e = - 1 it has the two real roots ± 1. The rest are all imaginary. 

68. The m a x i m a and minima, values of 

M = •̂ a,i,x,Xi„ 
subject to the conditions 

V = ̂ b,,x,x, 

''ua'i-<-«i2«.+ '^^+c,„a;„=0 

c,.-2,«'i-<-c»-2a«.+ ••• +«»-2„a:«=0 

are given by the equation 

h,,u-a^,v ... h,„u-a,„v, c„, c,, ... c„.,, 

KiU-amV ... h„„u-a„„v, c,„, Cj„ ... c„_^„ 

c,, ,.. c,„ 

= 0. 

69. The values of a;,, a;̂ ... aj^ which satisfy the equations 

''ua'.+ «.,«:,-f ••• +a„,a'„=0 

»„-,«',-f-a,,_,a;,-(-... 4-a„,_,a!„=0 

«,,«, +a,,a;^+..^-t-cs„,a;„ = l 

"'xr.,iX, + a,^^^x^+...+a„^.„x„=0 

«l»a'l-̂ -«!,«*.•̂ -•••+»„„'»„ = 0 

and make xf + x f + ... + x J a minimum are 

2Gda^y 2Gda,^ '" 2G day 

where G is the determinant whose elements are given by 

''ik = aii«ift 4- %»»-f .,, -f a„,a„,. 



67—72.] EXAMPLES ON THE METHODS OF THE TEXT. 235 

70. The value of the integral 

/ /... x,Xjdx,dx^ ... dx„, 

taken for all values of the variables such that 

^a,jX,Xj = < 1, 

the quadric being- a definite positive form (i. e. incapable of becoming 
negative), is 

_(rir_ A , 
r (|m + 2) 2A^ ' 

where ^ = | â j | is the discriminant of the quadric. 

71. The value of the integral 

I ... j £'"008 ib,x, + b^x,+...+h„xf)dx^dx,... dx^, 

where 
u = SffljjKjajj, 

where 

1 
A 

0, 

A 

A 

A K • 
»U' «,. • 

a„i> â,,2 • 

•• b, 

• »i„ 

•a»„ 

In this question and the next u is supposed to be incapable of becoming 
negative. 

72. The value of the integral 

/:•••/: 
ve "dx,dx, ... dx„. 

where 

IS 

v = '^h„,x,x„, u = 'S,a,^x,Xi, 

\/\y)2' 

where S is the s u m of the n determinants obtained by substituting for 

each column of A in succession the corresponding column of the dis­

criminant of V. 
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73. Let a„ a, ... a,„̂ , be 2m-fl real and difierent numbers in 
ascending order of magnitude, and let 

P {x) = (x - af) ix-af) ...ix- a^y 

Q{x) = ix-af)ix-af) ... ix-a^f)A 

Bix)=^Pix)Qixy 

A being a positive number. T h e n if 

P {x) dx 

(A^AAAJWr 
L = 

i Q A y r ^ p{x)dx 
*^'(«.-i)A,_,(«'-».-i)V^(^) 

(these are the complete Abelian integrals of the first and second species), 
and if also 

k=-

then 

,7-1 pi-n P ix) dx 1 /•"=. 

•̂  Oj, i^-«'.yjR{A 

J-l Qia,y r^*' Pix)dx 

B-- A > 1̂1 

2 P 

Ai, Ai 

{%y [' 
'{<^yK {^-%yysix) 

A., A A., A 

^(i)" 

^Inl kn ••• Kn> L„ I 

Prove also that 

dB dB 
dK dK 

dB dB 
dk„ dk„ 

--/"^V""'/ ĉ z) d B _ / y - ' r 
A \2) '"-" dL„ d L ^ y y J *"-

/ir\"- d B d B /:r\"-'j, 
y-\2) "̂-" -drydif:A\-2) ^"--

74. Prove that the value of the continued fraction 

a 6 c 
a-fl— 6^fl- c-t-l-

ad. inf. 

ia unity. 

75. Prove that the product of the two continued fractions 

a-l^f 

d+l + 

2ia-iy+ 2ia-iy+" 

V 3̂  
2(ai + l)'-i- 2lA+Vy+" 
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76. If M„ is the number of terms in a determinant of order n 
which do not contain any element from the principal diagonal, prove 
that 

'̂n = »i'»„-x+(-l)", 

and hence that —i is the coefficient of a? in the expansion of ̂j . 
n\ I —a; 

77. If M„ is the number of terms in a symmetrical determinant of 
order n, prove that 

(m-1)(m-2) . 
M.. - MM. , + ~ ' M..,= 0. 

Also that -̂  is the coefficient of x' in the expansion of 
m! 

Ax+kx'-
V(i-«') 

78. If [1. 3 . 5 ... (2m- 1)] M„ is the number of terms in a skew 

determinant of order 2n, prove that 

M,. = (3m - 1) M„., - (m - 1) M„.j. 

Shew also that -—^ is the coefficient of a)" in the expansion of 
2"m! 

v li-4' 
79. H A is the area of a quadrilateral, the co-ordinates of whose 

angular points are (a;,, yf) ,.. {x^, yf), then 

1> 0, S'l, Vi 

2A = 
«^a-^o 2/3-2/. 
x^-x^, y^-y^ 

0' 1' a:,, y, 

1> 0' «3. % 
0, 1, x^, 2/4 

The area of a quadrilateral inscribed in a circle in terms of its sides 

is given by 
l&A = - —a, 6 , c , d 

h , — a, d , c 

c , d , —a, 6 

d , c , h ,-a 

80. If the planes 
a,x + h,y + c,z + d,= Q (i = 1, 2, 3, 4, 5) 

touch the same sphere, then 
\a„h„c„d„u,\ = Q (i=l, 2...5), 

where 
uf = af+hf + ct. 
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81. A quadric of revolution passes through five points P,...P^. 

The distances of these points from a focus being r,...r̂ . 

If 7i = volume of tetrahedron P^ P^ P^ P„ &o., prove that 

V,T,+ 7,r,+ ...+ 7j, = Q. 

82. Let V, V be the volumes. A, B, G, B; a, h, c, d the areas of 
the faces of two tetrahedra whose angular points are numbered 1, 2, 3, 4. 
Also let Pa be the perpendicular from the point i of the first tetrahedron 
on the face opposite the point k of the second, and p^ a like quantity for 

the other tetrahedron. Prove that 

A\>^\Pa\ 
ivry 

' ABG B abed 
(i,A=l, 2, 3, 4). 

83. If A, B, G, B are the directions of four forces in equilibrium, 
and if A B is the moment of the fines A and B, &c,, prove that 

0 , BA, GA, BA =0. 

AB, 0 , GB, BB 

AG, BG, 0 , BG 
AB, BB, GB, 0 

If a, h, e, d are the magnitudes of the forces 

a = JiBG.GB.BBy &o. 

84. In Siebeck's determinant, xiv. 22, prove that 

^ = 288vv', 
dd„, 

where v is the volume of the tetrahedron formed by the face opposite 
the point i of the first tetrahedron and the centre of the sphere circum-
scribuig the second tetrahedron, and similarly for v'. 

85. If in a system of five points d,„ is the square of the line 
joining the i"' and k"' points, and r is a sixth point of the system, prove 
that 

d. ' AA-^A^--AA+d,„ d̂, + i 
A A •^A' A' ••• A dr, + d,_,, d̂  + i 

A A + A, dy, + d̂  
d., + 1 ' ^ A + i 

d,f 
(7,-4-1 

dr,+ l 
1 

= 0. 
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86. If in a system of seven straight lines, to,j is the moment of the 
t"" and A"" lines, and r is an eighth line, prove that 

= 0. 
... Ml „m ,-f ?»„, Ml.,, 

87. Having given two tetrahedra whose angular points are 
marked 1, 2, 3, 4, let d„, denote the square of the distance between 
the i"" point of the first and A"" point of the second tetrahedron. Prove 
the following relations : 

(i) Por two points P, Q the distances of P from the angular points 
of the first tetrahedron being a„ oi Q from those of the second h„ and 

d=PQ\ 
-Q. d, 

1, 
»!' 

1, 
0, 
1, 

5, • 
1 . 

dii^ 

•\ 
.. 1 
..d. 

«4, 1, d^,...d^, 

(fi) For the point P and a plane, q, being the distances of the 
vertices of the second tetrahedron from the plane, p the distance of P 

from the plane, 
= 0. p. 

1' 
a,. 

%' 

0, 
0, 
1, 

1, 

S'l • 
1 . 
d„. 

d̂ . 

• Ii 
. 1 
.d,. 

•da 

(iu) For two planes, p., q being the perpendiculars from the angular 

poiats of the tetrahedra on them, ̂  the angle between the planes. 

- J c o s ^ , 0, q, ... qi 
0 , 0, 1 ... 1 
p, , 1, d,i ...d,i 

Pi 1, â j ... du 

= 0. 

88. For a system of six and a second system of five spheres, if 

p„, is the power of the i"" and /c"" spheres, 

1, Pii •••i'ls = 0 . 

1' Pei---Pco 
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89. The equation 

[ex. 

0, S„ Ŝ , Ŝ , Ŝ  
S,, 0, t. 

12J "13? t,. 

"i> ^a, hi' ̂ 43. " 

= 0 

represents two spheres touching the given spheres ^, = 0 ... S, = 0; 
t„, is the square of the c o m m o n tangent to the i"" and A"" spheres. 

90. Prove that for any five spheres 8, = Q ... 3^ = 0, 

0, 1 , 1 ... 1 , 1 
1, 0 , «ij ... <i5, S, 
1, t,„ 0 ... <j5, S^ 

- 0 , s, 
1, S,, Ŝ  ... Ŝ , 0 
.-, 5̂1' "52 

0. 

91. The index of two points being defined as in xiv. 27, the 
index of two planes B , B ' is obtained by taking in the planes the points 
a6c, a'6'c' and forming the determinant 

1 A, A, A 
-' 4a6c.a'6'c' /.„, /„,, /,, 

A, A, A 

and the index of two lines y, y' by taking, in the lines two points a6, a'6' 
and forming the determinant 

^̂  ab . a'h' 
A, A, 

Prove that for two groups of planes numbered 1 ... 5 

/„ 

= 0, 

J , 1 (3F)' (3F')° 
" iabey 2 A B G B • 2A'B'G'B' ' 

A - A \ 

where a, h, c are n o w the semiaxes of the ellipsoid, V, V the volumes, 
and A ... A' ... the faces of the tetrahedra formed by the planes. 
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Prove also that for two groups of lines passing through the 
points P, P 

-̂.1 ••• /„ 0, 

A - A 

A - Ii 

sin(123)sm(l'2'3') 
(a6c)" •̂  ppi • 

92. If between the points of two surfaces we establish the corre­

spondence 

i=<f>ix, y, z), 17=1/'(a:, y, a), f = x(«, 2/, »)> 

prove that the ratio of corresponding elements of the surfaces is 
given by 

da­
ds 

di A di ^ 
dx' dy' dz' 
dr) d-q drj „ 
dx' dy' dz' 

dt, dZ dZ 
dz' dx' dy' '̂ -' "̂  

a , 6 , 

where (a, 6, c), (a, p, y) are the duection cosines of the normal to ds 
and da-. 

S. D. 16 
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Ueber das Pfafî 'sche Problem. Grelle, lxxxii. 230. (1876.) 

Furstenau, E . Darstellung der reellen "Wurzeln algebraischer Glei­
chungen durch Determinanten der Coefiicienten. Marburg. 1860. 
There is a review of this work by Baltzer, Zeitsehrift, vi. Literatur-
zeitung, 69. 

Neue Methode zur Darstellung und Berechnung der imagi-
naren "Wurzeln algebraischer Gleichungen durch Determinanten der 
Coefficienten. Marburg. 1867. 

'[Jeber Kettenbriiche hoherer Ordnung. Programm -des kgl. 



246 THEORY OF DETERMINANTS. 

Realgymnasiums zu Wiesbaden. (1872,) 
Reviewed by Giinther, Lit. Bericht. Grunert, LVii. 

Garbieri, G. I determinanti con numerose applicazioni. Part I. 

Bologna. 1874. 
Determinanti format! di elementi con un numero qualunque 

d' indici. Giornale, xv. 89. (1877.) 
Nuovo teorema algebrico e sua speciale applioazione ad una 

maniera di studiare le curve razionali. Giornale, xvi. 1. (1878.) 
Gasparis, A . de. Sopra due teoremi dei determinanti a tre indici ed 

un altra maniera di formazione degfi elementi di un determinante 
ad m indice. Mendieonti delV aeead. delle seienze fis. e. math, di 
Napoli, VII. 118. (1868.) 

Glaisher, J. W . L. O n the problem of the eight queens. Phil. 

Mag. 457. (1874.) 
. • Theorem relating to the dilFerentiation of a symmetrical 

deternfinant. Quart. J. xiv. 245. (1877.) 
O n the factors of a special form of determinant. Ihid. xv. 

347. (1878.) 
Expressions for Laplace's coefiioients, Bernouillian and Eu-

lerian numbers &c. as determinants. Mess, of Math. vi. 49. (1877.) 
O n a.cla,ss of determinants, vii. 160. viii. 158. 

— O n a special form of determinant and on certain functions of 
n variables analogous to the sine and cosine. Quart. J. xvi. (1878.) 

Grundelfinger, S. Ueber einen Satz aus der Determinanten-Theorie. 
Zeitsehrift, xviii. 312. (1873.) 

Auflosung eines Systems von Gleichungen, worunter zwei 
quadratisch und die iibrigen linear. Ihid. 543. 

G u b b a , A . Esposizione del principio d' elasticitjY e studj su talune sue 
applicazioni mediante e determinante. Mem. d. Reale Istituto 
Lombardo di Seienze e Lettere, xiil. 105. (1874.) 

Guldberg, A . S. Determinanternes teori. Kristiania. 1876. 

Gunther, S. Beitrage zur Theorie der Kettenbriiche. Grunert, lv. 
393. (1873.) 

Ueber einige Determinantensatze. Sitzungsher. d. phys. 
med. Soc. zu Frlamgen. (1873,) 88. 

Darstellung der Naherungswerthe von Kettenbriichen in 
independenter Form. Erlangen. 1873. 

Zur mathematisohen Theorie des Schachbretts. Grunert 
LVI. 281. (1874.) 

• Ueber aufsteigende Kettenbriiche. Zeitsehrift, xxi. 178 
(1876.) 



LIST OF MEMOIRS AND WORKS. 247 

Gunther, S. Das allgemeine Zerlegungsproblem der Determinanten. 
Grimert, lix. 130. (1876.) 

Lehrbuch der Determinanten-Theorie. 2nd ed. Erlangen. 
1877. 

Von der expliciten Darstellung der regularen Determinan­
ten aus Binomial coefficienten. Zeitsehrift, xxiv. 96. (1879.) 

Eine Relation zwischen Potenzen und Determinanten. 
Eid. 244. 

Gyergyoszentmiklos, D. D. de. Resolution des systfemes de con­
gruences lineaires. Gomptes Rendus, \.xxxvin. 12)11. (1879.) 

Hankel, H . Ueber eine besondere Classe der symmetrisohen Deter­
minanten. (Inaug. Diss.) Gottingen. 1861. 

Ueber die Transformation von Reihen in Kettenbriiche. 
Zeitsehrift, vii. 338. (1862.) Also, Sitzungsher. d. kgl. Sachs. Ges. 
d. Wissenschaften. (1862.) 

Vorlesungen tiber die complexen Zahlen und ihre Punctionen. 
Leipzig. 1867. 

Hesse, O. Ueber Determinanten und ihre Anwendung in der Geome­
trie, insbesondere auf Curven vierter Ordnung. Grelle, XLIX. 243. 
(1853.) 

• Ein Determinantensatz. Grelle, lxix. 319. (1868.) 
Ein Cyolus von Determinantengleichungen. Grelle, LXXV. 

1. (1872.) 

— Die Determinanten elementar behandelt. Leipzig. 1872. 
Horner, J. Notes on Determinants. Qua/rt. J. viii. 157. (1865.) 
Hoza, F. Beitrag zur Theorie der Unterdeterminanten. Grunert, 

Lix. 387. (1876.) 
Ueber Unterdeterminanten einer adjungirten Determinan­

te. Ihid. 401. (1876.) 
H u n y a d y , E . v. Ueber ein Produkt zweier Determuianten. Zeit­

sehrift, XI. 359. (1866.) 
• • Ueber zwei geometrische Probleme. Ibid. 64. 

Ueber Volumina von Tetraedern. Ihid. 16S. 
Ueber einige Identitaten. Zeitsehrift, xii. 89. (1867.) 

Jacobi, G. C. J. De formatione et proprietatibus determinantium. 

Grelle, XXII. 285. (1841.) 
De determinantibus functionalibus. Eid. 319. 
De functionibus alternantibus earumque divisione per pro-

ductum e difierentiis elementorum conflatum. Ihid. 360. 
Janni, G. Nota sopra i determinanti minori di un dato determinante. 

Giornale,. I. 270. (1863.) 



248 THEORY OF DETERMINANTS. 

Janni, G. Teorica di determinanti simmetrici gobbi. Ihid. 275. 
Janni, V . Sui grade dell' eliminante del sistema di due equazioni. 

Eid. XII. 27. (1874.) 
Dimostrazione di alcuni teoremi sui determinanti. Eid. 

142. 
Joachimsthal, F. Sur quelques appfications des determinants a la 

geometrie. Grelle, XL. 21. (1849.) 
Nqte relative k un theoreme de M . Malmsten sur les equa­

tions difierentielles lineaires. Eid. 48. 
De aequationibus quarti et sexti gradus quae in theoria 

linearum et superficierum seoundi gradus occurrunt. Grelle, liii. 
149. (1856.) 

Kostka. Ueber ein bestimmtes Integral Zeitsehrift, xxii. 258. (1877.) 
Kronecker, L. Bemerkungen zur Determinanten-Theorie. Grelle,' 

Lxxii. 152. (1869.) 
Mansion, P. Elements de la theorie des determinants. Mons. 1875. 

On an arithmetical theorem of Prof. Smith's. Mess, of 
Math. Ser, 2. vii. 81. (1878.) 

On rational functional determinants. Ihid. IX. 30. (1879.) 
Matzka, "W. Grundziige der systematischen Einfiihrung und Be-

griindung der Lehre der Determinanten. Ahh. d. k. hohm. Ges. 
d. Wiss. IX. (1877.) 

Mertens, F. Anwendung der Determinanten in der Geometrie. Grelle, 
LXXVII. 102. (1873.) 

• Ueber die Determinanten deren correspondirende Elemente 
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