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## PREFACE.

In the present treatise I have attempted to give an exposition of the Theory of Determinants and their more important applications. In every case where it was possible I have consulted the original works and memoirs on the subject; a list of those I have been able to see is appended as it may be useful to others pursuing the same line of study. At one time I hoped to make this list exhaustive, supplementing my own researches from the literary notices in foreign mathematical journals, but even with this aid I found that it would be necessarily incomplete. In consequence of this the list has been restricted to those memoirs which I have seen, the leading results of which are incorporated either in the body of the text or in the examples.

The principal novelty of the treatise lies in the systematic use of Grassmann's alternate units, by means of which the study of determinants is, I believe, much simplified.

I have to thank my friend Mr Jas. Barnard, M.A. of St John's College and Mathematical Master at the Proprietary School, Blackheath, for the care he has bestowed on correcting the proofs and for many valuable suggestions.
R. F. SCOTT.

Feb. 1880.
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## THEORY OF DETERMINANTS.

## CHAPTER I.

## Introduction.

1. The object of the theory of Determinants is to obtain compendious and simple methods of dealing with large numbers of quantities. In the words of Professor Sylvester, "It is an algebra upon an algebra; a calculus which enables us to combine and foretell the results of algebraical operations in the same way as algebra itself enables us to dispense with the performance of the special operations of arithmetic."

It will be found that the advantages and success of the method depend in great measure upon the notations which have been employed.
2. To indicate concisely the quantities discussed different notations have been used. The numbers belonging to the same class being denoted by the same letter, the different numbers of that class are distinguished by affixing numbers or letters, e.g.

We have frequently to deal with a series of such classes, each containing the same number of elements; these when written one under the other in rows form a rectangular array, the class being denoted by the letter while the suffix indicates the position of the element in the class.
E.g.

$$
\begin{array}{ccc}
a_{1}, & a_{2}, & a_{3} \ldots \ldots \\
b_{1}, & b_{2}, & b_{3} \ldots \ldots \\
c_{1}, & c_{2}, & c_{3} \ldots \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots
\end{array}
$$

3. In the theory of determinants we have frequently to deal with several such arrays, and it will be found that the most convenient notation is the following :

$$
\begin{array}{ll}
a_{11}, & a_{12}, \\
a_{13}, \ldots & a_{1 p} \\
a_{21}, & a_{22}, \\
a_{23}, \ldots & a_{2 p} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{m 1}, & a_{m 2}, \\
a_{m 3} \ldots & a_{m p}
\end{array}
$$

where there are $m$ horizontal and $p$ vertical rows of elements.
Then $\alpha_{k s}$ is that element in the array of $a$ 's which is situated at the intersection of the $k^{\text {th }}$ horizontal and $s^{\text {th }}$ vertical rows.

The first suffix tells us the horizontal and the second suffix the vertical row in which the element stands.

In the present work these horizontal and vertical rows will be called rows and columns; $a_{n s}$ therefore stands in the $k^{\text {th }}$ row and $s^{\text {th }}$ column.

Occasionally when we are dealing with a single array the letter is omitted, and instead of $a_{\mathrm{ks}}$ we write ( $k s$ ) only. Such a notation is called an umbral notation, (ks) being not a quantity, ${ }^{\circ}+$ were, the shadow of one.
(ks) simply, and the whole set of lines joining the points of the two groups would be denoted by the array in §3. At the same time the meaning of any selected element $d_{i j}$ is perceived at once.
5. If we have any $n$ elements $a_{1}, a_{2}, \ldots a_{n}$, we may call

$$
a_{1}, \quad a_{2}, \ldots a_{n},
$$

where the elements are arranged according to the magnitude of the numbers forming the suffixes, the natural or original order of the letters. Any other order is called a permutation of the elements. One element is said to be higher than another when it has the greater suffix. When in any permutation an element with a higher suffix precedes another with a lower we have an inversion.

Thus the permutation $a_{4}, a_{2}, a_{1}, a_{3}$, of four letters, contains the following four inversions,

$$
a_{4} a_{2}, \quad \alpha_{4} a_{1}, \quad a_{4} a_{3}, \quad a_{2} \alpha_{1},
$$

where we compare each element with all that follow it.
Following Cramer it is usual to divide the permutations of a given set of elements into two classes; the first class contains those permutations which have an even number of inversions, the second those which have an odd number.
6. By permutating the elements $a_{1}, a_{2}, \ldots a_{n}$ we obtain all possible ways in which they can be written. The same result is arrived at by writing down all the permutations of the suffixes $1,2, \ldots n$ and then putting $a$ 's above them.

By repeated interchange of two suffixes we can get every permutation of the given elements from their original order.

For if we start with two suffixes 1, 2, they have but two arrangements,

$$
1,2, \quad 2,1
$$

of which the second is got from the first by a simple interchange. Taking three elements $1,2,3$ out of these we can select the duad 2,3 , whose permutations are 2,$3 ; 3,2$. Prefixing 1 to each of these we get $1,2,3 ; 1,3,2$, which are two permutations of the
given elements. Proceeding in like manner with the otheri duads 1,$3 ; 1,2$, we get the six arrangements of three figures

| 123, | 1 | 3 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| 2 | 13, | 312, | 3 | 21 |.

Next take four numbers 1, 2, 3, 4. We get four triplets by leaving out one number, viz.

$$
123, \quad 124, \quad 134, \quad 234 .
$$

For each triplet we can write down six arrangements by the rule just given for three numbers, then adding on the missing number we get twenty-four arrangements of four numbers, viz.

| 234 | 1243 | 1342 | 2341 |
| :---: | :---: | :---: | :---: |
| 2134 | 2143 | 3142 | 3241 |
| 1324 | 1423 | 1432 | 2431 |
| 3124 | 4123 | 4132 | 4231 |
| 2314 | 2413 | 3412 | 3421 |
| 3214 | 4213 | 4312 | 432 |

And so we could go on to write down the arrangements of any set of elements.

The number of arrangements of $n$ letters is 1.2.3...n or $n$ ! an even number.
7. If in a given permutation two elements be interćhanged while all the others remain unaltered in position, the two resulting permutations belong to different classes. This will be proved if we can shew that the difference between the number of inversions in the two permutations is an odd number.

We can represent any permutation of a group of elements by

$$
A d B \text { e } C \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . . . . . . . . . . . . . . . . . . .(1),
$$

where $d$ and $e$ are the two elements to be presently interchanged, $A$ the group of elements which precede $d, B$ the group between $d$ and $e$, and $C$ the group which follows $e$. The permutation we obtain is

$$
A \text { e } B d \text { C............................(2). }
$$

The number of inversions in the two permutations (1) and (2) due to the elements contained in the groups $A, B$ and $C$ is in each case the same. And since the elements of $A$ precede $d$ and $e$ in both permutations we get no new inversions in (2) from these; the elements of $C$ follow both $d$ and $e$, and therefore give rise to no new inversions. We have therefore only to consider the changes in the two permutations

$$
d B e \text { and } e B d \ldots \ldots \ldots \ldots \ldots \ldots . .(3) .
$$

Suppose that $e$ is higher than $d$; let $B$ contain $b$ elements of which $b_{1}$ are higher than $d$ and $b_{2}$ higher than $e$. Then in the permutation $d B e$ we have, independently of the inversions contained in $B$ itself, $b-b_{1}+b_{2}$ inversions, because there are $b-b_{1}$ elements lower thaia- $d$ - and $b_{2}$ higher than $e$.

In $e B d$ we have $b-b_{2}$ inversiens on account of $e, b_{1}$ on account of $d$, and one because $e$ is higher than $d$; thus, without counting the inversions in $B$, we have $b-b_{2}+b_{1}+1$. The difference between the number of inversions in the permutations (3), and therefore in (1) and (2), is thus

$$
b-b_{2}+b_{1}+1-\left(b-b_{1}+b_{2}\right)=2\left(b_{1}-b_{2}\right)+1,
$$

which is an odd number, shewing that the permutations belong to different classes.
8. The same result may be arrived at as follows.: If there be $n$ quantities whose natural order is

$$
a_{1}, a_{2}, \ldots a_{n}
$$

and if in any arrangement we subtract each suffix from all that follow it and multiply these differences together, we shall have a product whose sign will depend on the number of inversions in the given arrangement, the sign being positive if the number of inversions is even and negative if the number of inversions is odd. If then $i, k$ be any two suffixes chosen arbitrarily which are to be interchanged, $i$ preceding $k$ in the given arrangement, the product of the differences will consist of four parts.
(i) The factor $k-i$.
(ii) and (iii) A set of factors such as $r-k$, and $r-i$, where $r$ is some number of the series $1 \ldots n$ excluding $i$ and $k$.
(iv) A set of factors such as $r-s$, where $r, s$ are any two numbers of the series $1,2 \ldots n$ excluding $i$ and $k$.

Then for the given arrangement the product of the differences will be

$$
\pm(k-i) \Pi(r-i)(r-k) \Pi(r-s)
$$

where the symbol $\Pi$ stands for "the product of all such factors." If now we interchange $i$ and $k$, the signs of all factors such as $(r-k)(r-i),(r-s)$ remain unchanged, while $k-i$ changes sign.

Thus on interchanging two elements the product of the differences changes sign, i.e. by interchanging two suffixes we have introduced an odd number of negative factors and therefore of inversions, hence the two arrangements considered belong to different classes.
9. If in a series of elements each is replaced by the one which follows it, and the last by the first, we are said to have got a cyclical permutation of the given arrangement. If the system of elements

$$
a_{1}, a_{2} \ldots \ldots a_{n}
$$

be considered as forming an endless band, if we cut this band between $a_{1}$ and $a_{n}$ we have the natural order, cutting it between $a_{1}$ and $a_{2}$ we have a cyclical permutation of the first order, and so on.

Such a cyclical permutation is equivalent to $n \mathbf{- 1}$ simple interchanges, viz. we move $a_{1}$ from the first to the last place by interchanging the first and second elements, then the second and third, and so on, in all $n-1$ simple interchanges. Thus a cyclical permutation of a given arrangement belongs to the same or opposite class as the given one according as the number of elements is odd or even.
10. Every permutation of a given set of elements may be considered as derived from a fixed permutation by means of cyclical permutations of groups of the elements.
This is best illustrated by an example. Let the suffixes of two permutations of nine elements be

$$
\begin{aligned}
& 7,6,3,2,1,4,8,5,9 \\
& 8,7,9,5,1,6,4,3,2
\end{aligned}
$$

Here the second permutation is obtained by replacing in the first 7 by 8,8 by 4,4 by 6 and 6 by 7 , which completes a cycle. Then 3 is replaced by 9,9 by 2,2 by 5 and 5 by 3 , which completes the second cycle. Lastly, 1 forms a cycle by itself.
11. If elements which remain unchanged like 1 in the preceding example be considered as forming a cycle of one letter, we may state the following theorem: Two permutations belong to the same or different classes, according as the difference between the number of elements and the number of groups by whose cyclical interchange one permutation is got from the other, is even or odd.

For if there be $n$ elements altogether, and $p$ cycles of $n_{1}$, $n_{2} \ldots n_{p}$ letters, the cyclical interchanges are equivalent to

$$
\begin{aligned}
\left(n_{1}-1\right)+\left(n_{2}-1\right)+\ldots+\left(n_{p}-1\right) & =n_{1}+n_{2} \ldots+n_{p}-p \\
& =n-p
\end{aligned}
$$

simple interchanges, which proves the theorem.
In the example in Art. $10, n=9, p=3$, and thus they belong to the same class.
12. If the number of rows and columns in an array be the same, we have a square array. Let such an array, containing $n^{2}$ elements, be

$$
\begin{array}{ll}
a_{11}, & a_{12} \ldots \ldots . a_{1 n} \\
a_{21}, & a_{22} \ldots \ldots \\
\ldots \ldots \ldots \ldots & a_{2 n} \\
a_{n 1}, & a_{n 2} \ldots \ldots .
\end{array}
$$

The diagonal of elements $a_{11}, a_{22} \ldots a_{n n}$ will be called the leading or principal diagonal.

A certain function, which is called a determinant, can be formed with the elements of this array as follows: From the array choose $n$ different elements such that there is one and only one element from each row and column, multiply these elements together, the product will be a term of the determinant of $n$ letters. For example, the set of elements

$$
a_{11}, \quad a_{22}, \ldots \ldots a_{n n},
$$

situated in the principal diagonal of the square array, form a term of the determinant; this will be called the leading term, and to it we assign the positive sign.

The sign of any other term

$$
a_{f g}, a_{h k} \ldots \ldots a_{s t}
$$

is determined as follows. From the mode in which the elements were selected, it follows that

$$
f, h \ldots s, \text { and } g, k \ldots t
$$

are each of them permutations of $1,2 \ldots n$. Let them contain $p$ and $q$ inversions respectively, then the sign of the term

$$
a_{f g}, a_{n k} \ldots a_{s t}
$$

is $(-1)^{p+q}$. The sum of all the possible terms with their proper signs is the determinant of the array.

More simple rules may be given for determining the sign of any term. If we interchange any two elements $\alpha_{i n i}$ and $\alpha_{i j}$ the term does not change its sign. For this interchange is equivalent to the interchange of $i$ with $h$ and $j$ with $k$. By these two interchanges we increase both $p$ and $q$ by an odd number, and hence the sign of the term is unaltered. It is therefore usual to give to one series of suffixes their natural order, when one of the two numbers $p$ or $q$ is zero, and the sign of the term of the determinant depends solely on the number of inversions in the other series, and is the same whether the first or second series of suffixes retains its natural order.

It is thus clear that all the terms of the determinant will be obtained from the leading term

$$
a_{11} a_{22} \ldots \ldots a_{n n}
$$

by keeping the first suffixes fixed in their natural order, and writing for the second suffixes in succession all possible permutations of the elements $1,2 \ldots n$, giving to the product of the elements the positive or negative sign according as the number of inversions is even or odd.

Such a determinant is said to be of the $n^{\text {th }}$ degree, since each term is the product of $n$ elements. It has $n!$ terms in all, since this is the number of permutations of the second suffixes, each
of which gives a term of the determinant. One half of these terms have the positive, the other half the negative sign.
13. Various notations are employed for the determinant of a system of $n^{2}$ elements. Cauchy and Jacobi denoted it by drawing two vertical lines at the sides of the array, or by writing $\pm$ before the leading term and prefixing a summation sign,

$$
\left|\begin{array}{ccc}
a_{11}, & a_{12} \ldots \ldots & a_{1 n} \\
a_{21}, & a_{22} \ldots \ldots & a_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \\
a_{n 1}, & a_{n 2} \ldots \ldots & a_{n n}
\end{array}\right|=\Sigma \pm a_{11} a_{22} \ldots a_{n n}
$$

Sylvester uses the umbral notation

$$
\left|\begin{array}{l}
1,2 \ldots \ldots n \\
1, \\
2 \ldots \ldots n
\end{array}\right|
$$

If the determinant be written in the form

$$
\left\lvert\, \begin{array}{ccc}
x_{1}, & y_{1}, & z_{1}
\end{array} \ldots .\right.
$$

we may denote it by

$$
\left|x_{i}, y_{i}, z_{i} \ldots\right|(i=1,2 \ldots n)
$$

meaning by this that $i$ is to take the different values $1,2 \ldots n$ in succession. Lastly, the determinant with double suffixes may be denoted by

$$
\left|a_{i k}\right|(i, k=1,2 \ldots n)
$$

the bracket at the side telling us what values the suffixes $i$ and $k$ take.

This braeket is frequently omitted in practice.
This notation is, I believe, due to Prof. H. J. S. Smith, who employs it in his report on the theory of numbers, Brit. Ass. Rep., 1861, p. 504 .
14. From Art. 6 we know the permutations of a system of two, three, or four elements. These give us the determinants of degree two, three, and four, viz.

$$
\begin{aligned}
& \left|\begin{array}{ll}
a_{11}, & a_{12} \\
a_{21}, & a_{22}
\end{array}\right|=a_{11} a_{22}-a_{12} a_{21}, \\
& \left|\begin{array}{lll}
a_{11}, & a_{12}, & a_{13} \\
a_{21}, & a_{22}, & a_{23} \\
a_{31}, & a_{32}, & a_{33}
\end{array}\right|=\begin{array}{c}
a_{11} a_{22} a_{33}-\alpha_{12} a_{21} a_{33}+a_{13} a_{21} a_{32} \\
-a_{11} a_{23} a_{32}+a_{12} a_{23} a_{31}-a_{13} a_{22} a_{31},
\end{array} \\
& \left\lvert\, \begin{array}{ccc}
a_{1}, b_{11}, c_{1}, & d_{1} \\
a_{12}, & b_{2}, & c_{2}, \\
d_{2} \\
a_{3}, b_{3}, & c_{3}, d_{1} b_{2} c_{3} d_{4}-a_{2} b_{1} c_{3} d_{4}-a_{1} b_{3} c_{2} d_{4}+a_{3} b_{1} c_{2} d_{4} \\
a_{4}, b_{4}, c_{4}, & d_{4} \\
+a_{2} b_{3} c_{1} d_{4}-a_{3} b_{2} c_{1} d_{4}-a_{1} b_{2} c_{4} d_{3}+a_{2} b_{1} c_{4} d_{3} \\
+a_{1} b_{4} c_{2} d_{3}-a_{4} b_{1} c_{2} d_{3}-a_{2} b_{4} c_{1} d_{3}+a_{4} b_{2} c_{1} d_{3} \\
+a_{1} b_{3} c_{4} d_{2}-a_{3} b_{1} c_{4} d_{2}-a_{1} b_{4} c_{3} d_{2}+a_{4} b_{1} c_{3} d_{2} b
\end{array}\right. \\
& 0+a_{3} b_{4} c_{1} d_{2}-a_{4} b_{3} c_{1} d_{2}-a_{2} b_{3} c_{4} d_{1}+a_{3} b_{2} c_{4} d_{1}- \\
& -a_{2} b_{4} c_{3} d_{1}-a_{4} b_{2} c_{3} d_{1}-a_{3} b_{4} c_{2} d_{1}+a_{4} b_{3} c_{2} d_{1} .
\end{aligned}
$$

A useful mnemonical rule for writing down the expansion of any determinant of the third order is the following, due to Sarrus.

Let the determinant be

$$
\left|\begin{array}{ll}
a_{1}, & b_{1}, \\
a_{1} & c_{1}, \\
a_{2}, & c_{2} \\
a_{3}, & b_{3}, \\
c_{3}
\end{array}\right| .
$$

Alongside of this repeat the first and second columns in order

$$
\begin{aligned}
& a_{1} b_{1} c_{1} a_{1} b_{1} b_{1} \\
& a_{22} \times b_{2} \times c_{2} \times a_{2}, \\
& a_{3} b_{3} c_{3} \times a_{3} b_{3}
\end{aligned}
$$

and form the product of each set of three elements lying in lines parallel to the diagonals of the original square. Those which lie in lines descending from left to right have the positive, the others the negative sign.

Thus the determinant is

$$
\begin{array}{r}
a_{1} b_{2} c_{3}+b_{1} c_{2} a_{3}+c_{1} a_{2} b_{3} \\
-c_{1} b_{2} a_{8}-a_{1} c_{2} b_{3}-b_{1} a_{2} c_{3} .
\end{array}
$$

In practice it is not necessary actually to repeat the columns, but only to imagine them repeated.

It is not difficult to devise similar rules for determinants of higher order than the third, but we shall obtain methods for reducing the expansion of a determinant to that of several determinants of lower order, and for reducing the order of a determinant, so that they are unnecessary.
15. If we interchange rows and columns in the determinant of Art. 13, we get

$$
\left|\begin{array}{ccc}
a_{11}, & a_{21}, \ldots & a_{n 1} \\
a_{12}, & a_{22}, \ldots & a_{n_{2}} \\
\ldots \ldots \ldots \ldots \ldots . \\
a_{1 n}, & a_{2 n}, \ldots & a_{n n}
\end{array}\right| .
$$

This is the same as the original determinant with the suffixes of each element interchanged. Its expansion is then obtained from that of the original determinant by interchanging in each term the suffixes of each element. That is to say, in the term $a_{11}, a_{22} \ldots a_{n n}$ we keep the second suffixes fixed in their natural order and write for the first suffixes all possible permutations of $1,2 \ldots n$. But the reasoning of Art. 12 shews that each term in the new determinant has the same sign as the corresponding one in the original determinant.

Thus a determinant remains unchanged in value when its rows and columns are interchanged.

## Alternate Numbers.

16. The magnitudes with which we deal in ordinary or arithmetical algebra are subject, as regards their addition and multiplication, to the following principal laws :
(i) The associative law, which states that

$$
(a+b)+c=a+(b+c)=a+b+c
$$

or that

$$
a b \cdot c=a \cdot b c=a b c
$$

(ii) The commutative law, which states that

$$
\begin{aligned}
a+b & =b+a \\
a b & =b a .
\end{aligned}
$$

(iii) The distributive law, which states that

$$
\begin{aligned}
& (b+c) a=b a+c a, \\
& a(b+c)=a b+a c .
\end{aligned}
$$

The researches of modern algebraists have led them to consider quantities for which one or more of these laws ceases to hold, or for which one or more of these laws assumes a different form.

Numbers, whether real or ideal, which follow the laws of arithmetical algebra will be called scalar quantities.

We shall find it useful to consider a class of numbers which have received the name of alternate numbers. These are determined by means of a system of independent units given in sets like the co-ordinates of a point in space; such a set will be denoted by $e_{1}, e_{2}, \ldots e_{n}$. A number such as

$$
A=a_{1} e_{1}+\alpha_{2} e_{2}+\ldots+\alpha_{n} e_{n},
$$

formed by adding the units together, each multiplied by a scalar, will be called an alternate number of the $n^{\text {th }}$ order.

In combination with scalar quantities and with units of other sets these units follow the laws of ordinary algebra. In combination with each other the units of a system follow the associative law and the commutative law as regards addition, but for multiplication we have the new equation

As a consequence of which it follows at once that
for all values of $i$.

$$
\begin{equation*}
e_{i}^{2}=0 . \tag{2}
\end{equation*}
$$

$$
\text { 17. If } \begin{aligned}
A & =a_{1} e_{1}+a_{2} e_{2}+\ldots+a_{n} e_{n}, \\
B & =b_{1} e_{1}+b_{2} e_{2}+\ldots+b_{n} e_{n}
\end{aligned}
$$

be two alternate numbers of the $n^{\text {th }}$ order, we (define their product as follows:

$$
\begin{aligned}
A B & =\sum_{i} a_{i} e_{i} \Sigma b_{j} e_{j} \\
& =\sum_{i, j} a_{i} e_{i} \cdot b_{j} e_{j} \\
& =\sum_{i, j} a_{i} b_{j} e_{j} e_{j} .
\end{aligned}
$$

Hence, by equations (1) and (2) of Art. 16, $\left\lvert\,$| $a_{h-1}$ | $a_{h}$ | $l_{n}$ |
| :--- | :--- | :--- |
| $a_{n-1}$ | $b_{\alpha}$ | $a_{a_{n}-1}$ |$a_{n}\right.$

$$
\begin{aligned}
A B= & \left(a_{1} b_{2}-a_{2} b_{1}\right) e_{1} e_{2}+\left(a_{1} b_{2}-a_{3} b_{1}\right) e_{1} e_{3}+ \\
= & +\left(a_{n-1} b_{n}-a_{n} b_{n-1}\right) e_{n-1} e_{n} .
\end{aligned}
$$

Thus clearly $A B=-B A$ and $A^{2}=0$, proving that alternate numbers have the same commutative law of multiplication as the units.

This kind of multiplication, where $A B=-B A$, is called polar because the product $A B$ has opposite properties at its two ends.
18. If $k$ be any scalar

$$
(A+k B) B=A B+k B^{2}=A B
$$

so that the product of two alternate numbers is not altered if one be increased by a multiple of the other.

If we have a product of more than two numbers

$$
A B C \ldots . . L
$$

it follows that for one of them, say $C$, we can write

$$
C+k_{1} A+k_{2} B+\ldots+k_{r} L
$$

and the product will still remain unaltered.
The alternate numbers belong to that class of algebraical magnitudes for which multiplication is a determinate, but division an indeterminate process. Viz.

$$
\frac{A B}{B}=A+k B
$$

where $k$ is an arbitrary scalar.
The continued product $e_{1} e_{2} \ldots e_{n}$ of all the units of a set will in future be assumed to be unity. An explanation of this assumption will be given later on. v.k.
19. If now we take a square array of elements'such as that in Art. 12, we can form a system of $n$ alternate numbers of the $n^{\text {th }}$ order by taking the elements of each row to form the coefficients of the units in the numbers. Let $P$ be the product of all these numbers, so that

$$
\begin{aligned}
P=\left(a_{11} e_{1}+a_{12} e_{2}+\ldots+a_{1 n} e_{n}\right) & \left(a_{21} e_{1}+a_{22} e_{2}+\ldots+a_{2 n} e_{n}\right) \ldots \\
& \left(a_{n 1} e_{1}+a_{n 2} e_{2}+\ldots+a_{n n} e_{n}\right) .
\end{aligned}
$$

On multiplying out the factors on the right,

$$
P=\Sigma a_{1 p} a_{2 q} \ldots a_{n s} e_{p} e_{q} \ldots e_{s^{*}}
$$

If $e_{1}, e_{2} \ldots e_{n}$ were ordinary scalars the product $e_{p} e_{q} \ldots e_{s}$ would be formed by taking $n$ numbers from $e_{1}, e_{2} \ldots e_{n}$, and any number might be repeated $1,2 \ldots n$ times; but since $e_{p} e_{q} \ldots e_{s}=0$ if any two units are alike, it follows that $p, q \ldots s$ is to be a permutation of $1,2 \ldots n$. It follows at once from the law of multiplication (equation 1, Art. 16) that

$$
e_{p} e_{q} \ldots e_{s}=(-1)^{\nu} e_{1} e_{2} \ldots e_{n},
$$

where $\nu$ is the number of inversions in the series $e_{p} e_{q} \ldots e_{s}$,
Thus

$$
P=e_{1} e_{2} e_{n} \Sigma(-1)^{\nu} a_{1 p} a_{2 q} \ldots a_{n s},
$$

but the term under the summation sign is a term of the determinant of the system of elements, with its proper sign. Thus

$$
\begin{aligned}
P & =\left|\alpha_{i k}\right| e_{1} e_{2} \ldots e_{n} \\
& =\left|\alpha_{i k}\right| .
\end{aligned}
$$

Hence the determinant of a system of $n^{2}$ elements is expressed as a product of $n$ alternate numbers linear in these elements. From this it immediately follows that if all the elements of a row are multiplied by the same number the determinant is multiplied by that number, and if all the elements of a row vanish the determinant vanishes.

In future we shall write for a determinant of the $n^{\text {th }}$ order whichever of the forms

$$
\left|a_{i 0}\right|, \quad \Pi A_{j}, \quad \Sigma \pm a_{11} a_{22} \ldots a_{n n},
$$

$\left(A_{j}=a_{j 1} e_{1}+a_{j 2} e_{2}+\ldots+a_{j n} e_{n}\right)$ is most convenient. The letters $i, k, j$ taking all the values $1,2 \ldots n$.
20. If the determinant is so constituted that the different factors of which it is composed do not contain all the units, its evaluation is frequently readily effected.

For example, the determinant

$$
\left|\begin{array}{ccccc}
a_{11}, & 0, & 0 & \ldots . .0 \\
a_{21}, & a_{22}, & 0 & \ldots \ldots .0 \\
a_{31}, & a_{32}, & a_{33} & \ldots .0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
a_{n 1}, & a_{n 2}, & a_{n 3}, \ldots \ldots & a_{n n}
\end{array}\right|
$$

in which all the clements above the leading diagonal vanish reduces to the product $\alpha_{11} a_{22} \ldots a_{n n}$.

For it is equal to the product of the alternate numbers

$$
\begin{aligned}
& a_{11} e_{1} \\
& a_{21} e_{1}+a_{22} e_{2} \\
& a_{31} e_{1}+a_{32} e_{2}+a_{38} e_{3} \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& a_{n 1} e_{1}+a_{n 2} e_{2}+a_{n 3} e_{3}+\ldots+a_{n n} e_{n} .
\end{aligned}
$$

Since the first number contains $e_{1}$, and $e_{1}$ only, all terms in the product of the remaining factors which contain $e_{1}$ disappear when multiplied by this factor, so that as far as we are concerned we may suppose $a_{21}, a_{31} \ldots a_{n 1}$ to vanish. The second number reduces to $a_{22} e_{2}$, and the product of the first two to $a_{11} e_{1} a_{22} e_{2}$. We may shew in like manner that $a_{32}, a_{42} \ldots$ may vanish, and so on. Finally the product reduces to

$$
a_{11} e_{1} a_{22} e_{2} \ldots a_{n n} e_{n}=a_{11} a_{22} \ldots a_{n n} .
$$

By an interchange of rows and columns it follows that the determinant for which all the elements below the leading diagonal vanish also reduces to its leading term.
21. As another example let us consider the determinant
of order $n$. the element in the $i^{\text {th }}$ row and $j^{\text {th }}$ column is $\cos \left(a_{i}+a_{j}\right)$ unless $\quad=j$, when it vanishes.
c. Sstitute for the cosines their exponential values and write
que
Zlike $t\rceil$ is the product of such factors as

$$
e^{a \sqrt{-1}}=\alpha . ; a^{i \theta}-\cos \theta+i \sin \theta ; \operatorname{CDt}=e^{i \theta_{i}} \sum_{i}^{i \theta}
$$

3. $\left[\left(\alpha_{1} \alpha_{2}+\frac{1}{\alpha_{1} \alpha_{2}}\right) e_{2}+\left(\alpha_{1} \alpha_{3}+\frac{1}{\alpha_{1} \alpha_{3}}\right) e_{3}+\ldots+\left(\alpha_{1} \alpha_{n}+\frac{1}{\alpha_{1} \alpha_{n}}\right) e_{n}\right]^{i \theta} \frac{e^{i \theta}-i \omega}{2 i}$
moren $\left.{ }_{\text {s. }}^{-} \alpha_{1} E+\frac{F}{\alpha_{1}}-\left(\alpha_{1}^{2}+\frac{1}{\alpha_{1}^{2}}\right) e_{1}\right]$,
where

$$
E=\alpha_{1} e_{1}+\alpha_{2} e_{2}+\ldots+\alpha_{n} e_{n}
$$

$$
F=\frac{e_{1}}{\alpha_{1}}+\frac{e_{2}}{\alpha_{2}}+\ldots+\frac{e_{n}}{\alpha_{n}}
$$

Thus if

$$
a_{i} E+\frac{F}{\alpha_{i}}=A_{i},
$$

we see that

$$
(-2)^{n} D=\Pi\left(2 \cos 2 a_{i} \cdot e_{i}-A_{i}\right) .
$$

Now observe that since the quantities $A_{i}$ depend only on the two alternate numbers $E$ and $F$, the product of more than two of them must vanish. Hence expanding
$(-2)^{n} D=2^{n} \cos 2 a_{1} \cos 2 a_{2} \ldots \cos 2 a_{n}-2^{n} \cos 2 a_{1} \ldots \cos 2 a_{n} \Sigma \frac{e_{1} e_{2} \ldots A_{n}}{2 \cos 2 a_{n}}$ $+2^{n} \cos 2 a_{1} \ldots \cos 2 a_{n} \Sigma \frac{e_{1} e_{2} \ldots e_{n-2} A_{n-1} A_{n}}{4 \cos 2 a_{n-1} \cos 2 a_{n}}$.
Now $\quad e_{1} e_{2} \ldots e_{n-1} A_{n}=e_{1} \ldots e_{n-1}\left(\alpha_{n} E+\frac{F}{\alpha_{n}}\right)$.

$$
=\frac{1}{\alpha_{n}^{2}}+\alpha_{n}^{2}=2 \cos 2 a_{n}
$$

$$
e_{1} e_{2} \ldots A_{n-1} A_{n}=e_{1} \ldots e_{n-2}\left(\frac{\alpha_{n-1}}{\alpha_{n}}-\frac{\alpha_{n}}{\alpha_{n-1}}\right) E F
$$

$$
=\left(\frac{\alpha_{n-1}}{a_{n}}-\frac{\alpha_{n}}{\alpha_{n-1}}\right)^{2}=-4 \sin ^{2}\left(\alpha_{n-1}-a_{n}\right) .
$$

Thus $\frac{(-1)^{n} D}{\cos 2 a_{1} \cos 2 a_{2} \ldots \cos 2 a_{n}}=1-n-\Sigma \frac{\sin ^{2}\left(\alpha_{i}-a_{k}\right)}{\cos 2 a_{i} \cos 2 a_{k}}$,
or

$$
\frac{(-1)^{n-1} D}{\cos 2 a_{1} \ldots \cos 2 a_{n}}=(n-1)+\Sigma \frac{\sin ^{2}\left(a_{i}-a_{k}\right)}{\cos 2 a_{i} \cos 2 a_{l n}},
$$

where $(i, k)$ are all duads derived from $1,2 \ldots n$.

## CHAPTER II.

## GENERAL PROPERTIES OF DETERMINANTS.

1. If two columns or rows of a determinant be interchanged the resulting determinant is equal in value to the original, but of opposite sign.

Let $\quad D=\Pi\left(a_{i 1} e_{1}+\ldots+a_{i j} e_{j}+\ldots+a_{i k} e_{i t}+\ldots+\alpha_{i n} e_{n}\right)$, then, if $D^{\prime}$ is the determinant got by interchanging the $j^{\text {th }}$ and $k^{\text {th }}$ columns,

$$
D^{\prime}=\Pi\left(a_{i 1} e_{1}+\ldots+a_{i k} e_{j}+\ldots+a_{i j} e_{z}+\ldots+a_{i n} e_{n}\right) ;
$$

but since in addition we follow the ordinary commutative law, $D^{\prime}$ is got from $D$ by interchanging $e_{j}$ and $e_{k}$ in the product on the right. This leaves the scalar factor unaltered but changes the sign of the product of the units, thus

$$
D^{\prime}=-D
$$

Interchanging two rows of a determinant, say the $j^{\text {th }}$ and $k^{\text {th }}$, is the same as interchanging the two factors $A_{j}$ and $A_{k}$ on the right this is equivalent to an odd number of inversions, and hence by the rule of multiplication changes the sign of the product.
2. If two rows or columns of a determinant be identical the determinant vanishes. For by the interchange of the two columns in question the determinant changes sign, but both columns being alike the determinant remains the same, thus

$$
D=-D \text { or } D=0 .
$$

3. If each element of the $i^{\text {th }}$ row consist of the sum of two or more numbers the determinant splits up into the sum of two or
more determinants having for elements of the $i^{\text {th }}$ row the separate terms of the elements of the $i^{\text {th }}$ row of the given determinant.

For if

$$
D=\Pi A_{k},
$$

and

$$
\begin{aligned}
A_{i} & =\left(a_{i 1}+b_{i 1}\right) e_{1}+\left(a_{i 2}+b_{i 2}\right) e_{2}+\ldots+\left(a_{i n}+b_{i n}\right) e_{n} \\
& =\left(a_{i 1} e_{1}+\ldots+a_{i n} e_{n}\right)+\left(b_{i 1} e_{1}+\ldots+b_{i n} e_{n}\right) \\
& =A_{i}^{\prime}+B_{i} ;
\end{aligned}
$$

since

$$
\begin{aligned}
A_{1} \ldots A_{i} \ldots A_{n} & =A_{1} \ldots\left(A_{i}^{\prime}+B_{i}\right) \ldots A_{n} \\
& =A_{1} \ldots A_{i}^{\prime} \ldots A_{n}+A_{1} \ldots B_{i} \ldots A_{n},
\end{aligned}
$$

we have

$$
D=D_{1}+D_{2}
$$

where $D_{1}$ and $D_{2}$ are determinants having for elements of the $i^{\text {th }}$ row in the $k^{\text {th }}$ place $a_{i b t}$ and $b_{i k}$ respectively.

Repeated applications of this reasoning shew that if the elements of the $i^{\text {th }}$ row consist each of the sum of $p$ elements, then the original determinant can be resolved into the sum of $p$ determinants having for their $i^{\text {th }}$ rows the terms of the elements of the $i^{\text {th }}$ row of the given determinant.

The same theorem would apply if the elements of a column consisted of the sum of elements. In fact whenever a theorem applies to rows it applies equally to columns, as these can be interchanged (I. 15).

In future, when a theorem is stated with regard either to rows or columns, it is to be understood as applying also to the other.
4. The value of a determinant is not altered if we add to the elements of any row the corresponding elements of another row, each multiplied by the same constant factor.

For if we add to the elements of the $i^{\text {th }}$ row those of the $k^{\text {th }}$ row, each multiplied by $p$, the resulting determinant is

$$
\begin{aligned}
A_{1} \ldots\left(A_{i}+p A_{k}\right) \ldots A_{k} \ldots A_{n} & =A_{1} \ldots A_{i} \ldots A_{k} \ldots A_{n}+p A_{1} \ldots A_{k} \ldots A_{k} \ldots A_{n} \\
& =A_{1} \ldots A_{i} \ldots A_{k} \ldots A_{n},
\end{aligned}
$$

the latter product vanishing, since it contains two identical factors.
For brevity the operation of adding corresponding elements of two rows is usually spoken of as adding the rows.
5. The theorem of the last article is of great importance in the reduction of determinants. The following are examples of its application:
(i) If corresponding elements of two rows of a determinant have a constant ratio the determinant vanishes. For we have only to multiply the elements of one row by a proper factor and subtract them from the elements of the other when all the elements in that row will vanish, and consequently the determinant vanishes.

Of a similar nature are the two following theorems, whose proof presents no difficulty:
(ii) If the ratio of the differences of corresponding elements in the $p^{\text {th }}$ and $q^{\text {th }}$ rows to the difference of corresponding elements in the $r^{\text {th }}$ and $s^{\text {th }}$ rows be constant, then the determinant vanishes.
(iii) If from the corresponding elements of $i+1$ rows we form the $i^{\text {th }}$ differences and from the corresponding elements of $m+1$ rows the $m^{\text {th }}$ differences (the second set of rows being at least partially different from the first set); then, if the ratio of corresponding differences is constant, the determinant vanishes.
(iv) Let.

$$
D=\left|\begin{array}{cccc}
u_{1}, & v_{1} & \ldots & t_{1} \\
u_{2}, & v_{2} & \ldots & t_{2} \\
\ldots & \ldots & \ldots & . \\
u_{n}, & v_{n} & \ldots & t_{n}
\end{array}\right| .
$$

Subtract each row from the one which follows it, beginning with the last but one. Then, if

$$
\Delta u_{i}=u_{i+1}-u_{i}
$$

we have

$$
D=\left|\begin{array}{rrrr}
u_{1}, & v_{1} & \ldots & t_{1} \\
\Delta u_{1}, & \Delta v_{1} & \ldots & \Delta t_{1} \\
\Delta u_{2}, & \Delta v_{2} & \ldots & \Delta t_{2} \\
\ldots \ldots . . . . . . . . . \\
\Delta u_{n-1}, & \Delta v_{n-1} & \ldots & \Delta t_{n-1}
\end{array}\right| .
$$

Repeat the same operation, stopping short at the second row.

Then, if

$$
D=\left|\begin{array}{cccc}
\Delta^{2} u_{i}=\Delta u_{i+1}-\Delta u_{i}, \\
u_{1}, & v_{1} & \ldots & t_{1} \\
\Delta u_{1}, & \Delta v_{1} & \ldots & \Delta t_{1} \\
\Delta^{2} u_{1}, & \Delta^{2} v_{1} & \ldots & \Delta^{2} t_{1} \\
\ldots \ldots \ldots \ldots \ldots \ldots & \ldots \ldots & \ldots & \ldots
\end{array}\right| .
$$

Proceed in this way, leaving out a row each time, and we see that

$$
D=\left|\begin{array}{rrrr}
u_{1}, & v_{1} & \ldots & t_{1} \\
\Delta u_{1}, & \Delta v_{1} & \ldots & \Delta t_{1} \\
\Delta^{2} u_{1}, & \Delta^{2} v_{1} & \ldots & \Delta^{2} t_{1} \\
\ldots \ldots \ldots \ldots \ldots . . & \ldots . . \\
\Delta^{n-1} u_{1}, & \Delta^{n-1} v_{1} & \ldots & \Delta^{n-1} t_{1}
\end{array}\right| ;
$$

where generally: $\quad \Delta^{r} u_{i}=\Delta^{r-1} u_{i+1}-\Delta^{r-1} u_{i}$.
Suppose now that $u_{1}$ is a function of degree $0, v_{1}$ of degree 1 , and so on, then all the elements below the leading diagonal of $D$ vanish, and

$$
D=u_{1} \cdot \Delta v_{1} \cdot \Delta^{2} w_{1} \ldots \Delta^{n-1} t_{1} .
$$

For example, if

$$
\begin{gathered}
m_{p}=\frac{m(m-1) \ldots(m-p+1)}{1.2 \ldots p}, m_{0}=1, \\
\left|\begin{array}{ccc}
m_{0}, & m_{1} & \ldots \\
(m+d)_{0}, & (m+d)_{r} & \ldots(m+d)_{r} \\
\ldots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdot \\
(m+r d)_{0}, & (m+r d)_{1} & \ldots(m+r d)_{r}
\end{array}\right|=1 . d \cdot d^{2} \ldots d^{r} \frac{(r(r+1)}{2} .
\end{gathered}
$$

For here

$$
\Delta^{t}(m+t d)_{t}=d^{t} .
$$

6. In a determinant of the form

$$
\left|\begin{array}{ccccc}
0, & 1, & 1, & 1 & \ldots \\
1, & a_{11}, & a_{12}, & a_{13} \ldots \\
1, & a_{21}, & a_{22}, & a_{23} & \ldots \\
1, & a_{31}, & a_{32}, & a_{33} \ldots \\
\ldots \ldots \ldots \ldots \ldots
\end{array}\right|,
$$

every element of which $a_{r s}$ is a type can be replaced by

$$
A_{r s}=a_{r s}+h_{r}+k_{s}
$$

where $h_{r}$ and $k_{s}$ are arbitrary quantities, without altering the value of the determinant.

For multiply the first row by $h_{r}$ and add it to the $r^{\text {th }}$ row, then in this row the first element is still 1 , while in place of $a_{r s}$ we have $a_{r s}+h_{r}$. Now multiply the first column by $k_{s}$ and add it to the $s^{\text {th }}$ column; the element in the first row is still unchanged, while the element under discussion has become $a_{r s}+h_{r}+k_{s}$.

These transformations have left the value of the determinant unaltered.
7. We are now in a position to solve the system of linear equations

$$
\begin{gathered}
a_{11} x_{1}+a_{12} x_{2}+\ldots+a_{1 n} x_{n}=u_{1} \\
a_{21} x_{1}+a_{22} x_{2}+\ldots+a_{2 n} x_{n}=u_{2} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{n 1} x_{1}+a_{n 2} x_{2}+\ldots+a_{n n} x_{n}=u_{n}
\end{gathered}
$$

[or, as they may be more briefly written,

$$
\left.a_{i 1} x_{1}+a_{i 2} x_{2}+\ldots+a_{i n} x_{n}=u_{i}(i=1,2 \ldots n)\right] .
$$

We have

$$
\left|\begin{array}{lll}
a_{11} x_{1}+a_{12} x_{2}+\ldots+a_{1 n} x_{n}-u_{1} ; & a_{12}, & a_{13} \ldots a_{1 n} \\
a_{21} x_{1}+a_{22} x_{2}+\ldots+a_{2 n} x_{n}-u_{2}, & a_{22}, & a_{23} \ldots a_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{n 1} x_{1}+a_{n 2} x_{2}+\ldots+a_{n n} x_{n}-u_{n}, & a_{n 2}, & a_{n 3} \ldots a_{n n}
\end{array}\right|=0,
$$

for each element in the first column vanishes (I. 12).
Since the elements of the first column of this determinant consist of $n+1$ elements, it can be resolved into the sum of $n+1$ determinants.

The first of these is

$$
\left|\begin{array}{cccc}
a_{11} x_{1}, & a_{12}, & a_{13} \ldots & a_{1 n} \\
a_{21} x_{1}, & a_{22}, & a_{23} \ldots & a_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
a_{n 1} x_{1}, & a_{n 2}, & a_{n 3} \ldots & \ldots \\
n n
\end{array}\right|=x_{1}\left|a_{i k}\right| .
$$

The last is

While any of the others, such as

$$
\left|\begin{array}{cc}
a_{1 i} x_{i}, & a_{12} \ldots a_{1 n} \\
a_{2 i} x_{i}, & a_{22} \ldots a_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots . \\
a_{n i} x_{i}, & a_{n 2} \ldots
\end{array}\right|
$$

vanishes, because the elements of the first column are proportional to those of the $i^{\text {th }}$ column.

Thus

$$
x_{1}\left|a_{i k}\right|=\left|\begin{array}{ccc}
u_{1}, & a_{12} \ldots a_{1 n} \\
u_{2}, & a_{22} \ldots & a_{2 n} \\
\ldots \ldots & \ldots \ldots . \\
u_{n}, & a_{n 2} \ldots & a_{n n}
\end{array}\right| .
$$

And in general $x_{i}$ is obtained by substituting in the determinant $\left|a_{i k}\right|$ for the elements of the $i^{\text {th }}$ column the quantities $u_{1} \ldots u_{n}$, and dividing the resulting determinant by $\left|\alpha_{i b}\right|$.
8. If $p$ rows of a determinant whose elements are functions of $x$ become identical when $x=a$, then the determinant is divisible by $(x-a)^{p-1}$. For, subtract any one of these rows from the remaining $p-1$ rows; the determinant remains unchanged, but now when $x=a$ all the elements of these $p-1$ new rows vanish, hence each element divides by $x-a$, and thus dividing each of the $p-1$ rows by this factor we see that the determinant divides by $(x-a)^{p-1}$.

If when $x=a$ the rows are not equal, but only proportional, the theorem is still true.

Ex. The value of the determinant
is

$$
\begin{aligned}
& \left|\begin{array}{l}
x, a \ldots \ldots . a \\
a, x \ldots \ldots . a \\
\ldots \ldots \ldots . . \\
a, a \ldots \ldots x
\end{array}\right|^{(n \text { rows })} \\
& \{x+(n-1) a\}(x-a)^{n-1} .
\end{aligned}
$$

For if $x=a$ the $n$ rows all become identical, thus the determinant divides by $(x-a)^{n-1}$.

Adding all the rows to the first, each element in that row becomes $x+(n-1) a$, this is therefore a factor in the determinant. Thus the determinant divides by

$$
\{x+(n-1) a\}(x-a)^{n-1} .
$$

This is of the same degree as the determinant, and as the coefficient of $x^{n}$ in the determinant and in the product is unity the determinant must be equal to the product.

## CHAPTER III.

ON THE MTNORS AND ON THE EXPANSION OF A DETERMINANT.

1. If from the $n$ rows of the array

$$
\begin{aligned}
& a_{11}, a_{12} \ldots a_{1 n} \\
& a_{21}, a_{22} \ldots a_{2 n} \\
& \ldots \ldots \ldots \ldots . . \\
& a_{n 1}, a_{n 2} \ldots a_{n n}
\end{aligned}
$$

we select any $p$ rows, and then from the new array which these form select $p$ columns, these when written in the form of a determinant constitute a minor of the given system. Such a minor is said to be of the $p^{\text {th }}$ order.

Since we can select $p$ rows from $n$ in

$$
\frac{n(n-1) \ldots(n-p+1)}{1.2 \ldots p}=n_{p}
$$

ways, and $p$ columns from $n$ columns in a like number of ways, it follows that the given system of order $n$ has $\left(n_{p}\right)^{2}$ minors of order $p$.
2. If out of the $n-p$ rows which remain after the above $p$ have been selected we take those $n-p$ columns whose column suffixes are different from those selected in the minor of order $p$, we have another determinant of order $n-p$ said to be complementary to that of order $p$.

For example, in the determinant

$$
\begin{gathered}
\left|\begin{array}{ccccc}
a_{11}, & a_{12}, & a_{13}, & a_{14}, & a_{15} \\
a_{21}, & a_{22}, & a_{23}, & \ldots & a_{25} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{51}, & a_{52}, & \ldots \ldots \ldots \ldots & \ldots
\end{array}\right|, \\
\left|\begin{array}{ll}
a_{11}, & a_{12} \\
a_{21}, & a_{22}
\end{array}\right| \text { and }\left|\begin{array}{lll}
a_{33}, & a_{34}, & a_{35} \\
a_{43}, & a_{41}, & a_{45} \\
a_{53}, & a_{54}, & a_{55}
\end{array}\right|
\end{gathered}
$$

are complementary minors.
3. If $p=1$, i.e. if we take a single element, the complementary minor is a determinant of order $n-1$, which is called the complement of the element. This complement is obtained from the original determinant by omitting the row and column in which the selected element stands. For example, the complement of the element $\alpha_{i k}$, which we denote by $A_{i k}$, is

This is sometimes spoken of as a first minor of the given determinant. In like manner the determinant formed by omitting $p$ rows and $p$ columns would be called a $p^{\text {th }}$ minor; it is to be observed that a $p^{\text {th }}$ minor is a determinant of order $n-p$.
4. We may extend the meaning of complementary minors as follows: From the array in Art. 1 select $p$ rows and $p$ columns, then from those that remain $q$ rows and $q$ columns, from those that remain $r$ rows and $r$ columns, and so on. With the elements in thése selected rows and columns form determinants; these will form a complementary system of minors if

$$
p+q+r+\ldots=n
$$

The number of ways in whish we can form such a system is

$$
\left\{\frac{n!}{p!q!r!\ldots}\right\}^{2}
$$

It is of course permissible that one or more of the numbers $p, q, r \ldots$ should be unity; the corresponding minor is then a single element. For the determinants

$$
\begin{aligned}
& \left|\begin{array}{ccc}
a_{11} & \ldots & a_{16} \\
\ldots & \ldots & \ldots \\
a_{61} & \ldots & a_{\text {e6 }}
\end{array}\right| ; \\
& \left|\begin{array}{cc}
a_{24}, & a_{25} \\
a_{34}, & a_{35}
\end{array}\right| ; \quad\left|\begin{array}{ccc}
a_{12}, & a_{13}, & a_{18} \\
a_{42}, & a_{43}, & a_{45} \\
a_{62} & , & a_{63}
\end{array}, a_{68}\right| ; \quad a_{51}
\end{aligned}
$$

form such a complementary system, and there are 3600 such systems.
5. We have hitherto only considered the product of a set of alternate numbers equal in number to the number of units. Let us now consider the product

$$
\left(a_{11} e_{1}+a_{12} e_{2}+\ldots+a_{1 n} e_{n}\right) \ldots\left(a_{m 1} e_{1}+a_{m 2} e_{2}+\ldots+a_{m n} e_{n}\right) ;
$$

this is equal to

$$
\Sigma a_{1 p} a_{2 q} \ldots a_{m r} e_{p} e_{q} \ldots e_{r}
$$

where $p, q \ldots r$ consist of all combinations $m$ at a time from $1,2 \ldots n$, repetitions being allowed.

First, if $m>n$, we must have repetitions in every term of the sum, and hence (I. 16, Equation 2) the whole vanishes.

If $m=n$, we have the case of $\mathbf{I} .19$, and the sum is the determinant $\left|\alpha_{i k}\right|$.

But if $m<n$, the sum is formed by taking for $p, q \ldots r$ all $m$-ads from 1, $2 \ldots n$ and permutating the elements of each $m$-ad in all possible ways.

Namely, the term

$$
a_{1 p} a_{2 q} \ldots a_{m r} e_{\nu p} e_{q} \ldots e_{r}
$$

is got by taking $a_{1 p} e_{p}$ from the first factor of the product, $a_{2{ }^{2}} e_{q}$ from the second ..., and $a_{m r} e_{r}$ from the last factor. But we should still get the product of the units $e_{p} e_{q} \ldots e_{r}$, though in a different order, if we take the $p^{\text {th }}$ term of some other factor than the first, the $q^{\text {th }}$ of
some other than the second, and so on. The term of the product which multiplies $e_{p} e_{q} \ldots e_{r}$ is thus got from

$$
\alpha_{1, ~} a_{2 \eta} \ldots a_{n m r}
$$

by permutating $p, q \ldots r$ in all possible ways, and giving to each term the sign corresponding to the number of inversions in its second suffixes, $p, q \ldots r$ being considered the original order. The sum of these products is

$$
\left|\begin{array}{cccc}
a_{1 p}, & a_{1 q} & \ldots & a_{1 r} \\
a_{2 p}, & a_{2 q} & \ldots & a_{2 r} \\
\ldots \ldots \ldots \ldots \ldots \ldots & \ldots & \ldots & \ldots \\
a_{n p}, & a_{m q} & \ldots & a_{n r}
\end{array}\right|
$$

Hence the product of the $m$ factors is equal to

$$
\Sigma\left|\begin{array}{cccc}
a_{1 p}, & a_{1 q} & \ldots & a_{1 r} \\
a_{2 p}, & a_{2 q} & \ldots & a_{2 r} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{m p}, & a_{m q} & \ldots & a_{m r}
\end{array}\right|
$$

In like manner, if we take the remaining factors necessary to form the determinant $\left|\alpha_{i k}\right|$, we have

$$
\begin{align*}
& \left(a_{m+1} e_{1}+\ldots+a_{m++1 n} e_{n}\right) \ldots\left(a_{n 1} e_{1}+\ldots+a_{n n} e_{n}\right) \\
& \quad=\Sigma\left|\begin{array}{cccc}
a_{m+1 w}, & a_{m+1 v} \ldots & a_{m+1 w} \\
a_{m+2 u}, & a_{m+2 v} & \ldots & a_{m+2 v} \\
\ldots \ldots \ldots \ldots \ldots \ldots & e_{u} e_{v} \ldots e_{w} \ldots \ldots \ldots \\
a_{n u}, & a_{n v} & \ldots & a_{n w}
\end{array}\right| \tag{2}
\end{align*}
$$

where $u, v \ldots w$ is a combination of $n-m$ numbers selected from 1, $2 \ldots n$.

Now multiply the equation (2) by the equation (1) and we obtain

$$
\left|a_{i k}\right|=\Sigma\left\{(-1)^{\nu}\left|\begin{array}{ccc}
a_{1 p}, & a_{1 q} \ldots & a_{1 r} \\
\ldots \ldots \ldots \ldots \ldots \ldots \\
a_{m p}, & a_{m q} \ldots & \ldots \\
a_{m r}
\end{array}\right|\left|\begin{array}{ccc}
a_{m+1 u} & \ldots & a_{m+1 w} \\
\ldots \ldots \ldots \ldots \ldots \\
a_{n u} & \ldots & a_{n v}
\end{array}\right|\right\} ;
$$

where from the nature of the alternate numbers $e$ it follows that the two determinant factors under the summation sign are complementary minors, and $\nu$ is the number of inversions in

$$
e_{p} e_{q} \ldots e_{r} e_{u} e_{v} \ldots e_{w} \text { or in } p, q \ldots r, u, v \ldots w
$$

This theorem, usually called Laplace's theorem, gives the expansion of a determinant in the form of a sum of products of complementary minors.

It is assumed in the above that the complementary minors are formed from the first $m$ and last $n-m$ rows. Since by a suitable change of the order of the rows and sign of the determinant any $m$ rows can be brought into the first $m$ places, this is no real restriction.
6. For examples we have

$$
\left|\begin{array}{lll}
a_{1}, & a_{2}, & a_{3}, \\
b_{4} & a_{4} \\
b_{1}, & b_{3}, & b_{4} \\
\hline c_{1}, & c_{2}, & c_{3}, \\
d_{1}, & d_{2} & d_{3}, \\
d_{4}
\end{array}\right|+(34)(34)+(23)(14)+(31)(24)
$$

where for brevity

$$
(12)(34)=\left|\begin{array}{ll}
a_{1}, & a_{2} \\
b_{1}, & b_{2}
\end{array}\right| \cdot\left|\begin{array}{cc}
c_{3}, & c_{4} \\
d_{3}, & d_{4}
\end{array}\right| \& c .
$$

In like mąner
where

$$
(123)(45)=\left|\begin{array}{lll}
a_{1}, & a_{2}, & a_{3} \\
b_{1}, & b_{2}, & b_{3} \\
c_{1}, & c_{2}, & c_{3}
\end{array}\right| \cdot\left|\begin{array}{ll}
d_{4}, & d_{5} \\
e_{4}, & e_{5}
\end{array}\right| \& c .
$$

7. If when the determinant is divided into two sets of $m$ and $n-m$ rows there are $n-m$ columns of zeros in the set of $m$ rows, the determinant reduces to the product of the minor of the remaining $m$ columns and its complementary minor.

This is clear, for with the exception of this single minor of order $m$ all the others vanish because they contain at least one column of zero elements.

If the set of $m$ rows contains more than $n-m$ columns of zeros the determinant vanishes.

Thus, for example:

$$
\left.\left|\begin{array}{llll}
a_{1}, & a_{2}, & 0, & 0 \\
b_{1}, & b_{2}, & 0, & 0 \\
c_{1}, & c_{2}, & c_{3} & c_{4} \\
d_{1}, & d_{2}, & d_{3}, & d_{4}
\end{array}\right|=\left|\begin{array}{cc}
a_{1}, & a_{2} \\
b_{1}, & b_{2}
\end{array}\right| \begin{array}{cc}
c_{3}, & c_{4} \\
d_{3}, & d_{4}
\end{array} \right\rvert\,,
$$

while

$$
\left|\begin{array}{lllll}
a_{1}, & a_{2}, & 0, & 0, & 0 \\
b_{1}, & b_{2}, & 0, & 0, & 0 \\
c_{1}, & c_{2}, & 0, & 0, & 0 \\
d_{1}, & d_{2}, & d_{3}, & d_{4}, & d_{5} \\
e_{1}, & e_{2}, & e_{3}, & e_{4}, & e_{5}
\end{array}\right|=0
$$

8. In Art. 5 we resolved a determinant into the sum of products of pairs of complementary minors. We can however resolve it into a sum of products of as many complementary minors as we please.

For we can divide up the $n$ factors whose product is $\left|a_{i c c}\right|$ as follows: Take the first $u$, the second $v \ldots$, the last $w$. The product of the first $u$ factors would be of the form
or

$$
\Sigma\left|\begin{array}{ccc}
a_{1 p}, & a_{1 q} \ldots a_{1 r} \\
a_{2 p}, & a_{2 q} \ldots & a_{2 r} \\
\ldots \ldots \ldots \ldots \ldots . \\
a_{u p}, & a_{u q} \ldots & a_{u r}
\end{array}\right| e_{p} e_{q} \ldots e_{r},
$$

$$
\Sigma D_{u} e_{p} e_{q} \ldots e_{r}
$$

$p, q \ldots r$ being $u$ numbers taken from $1,2 \ldots n$ without repetition and $D_{u}$ a minor of order $u$ from the first $u$ rows.

In like manner the product of the next $v$ factors would be

$$
\Sigma D_{v} e_{f} e_{g} \ldots t e_{n},
$$

$D_{v}$ being a minor of order $v$ chosen from the $v$ rows.

Lastly, the product of the $w$ factors would be

$$
\sum D_{w} e_{r} e_{s} \ldots e_{t}
$$

with a similar meaning for the quantities involved.
Now form the product of all the factors, taking care to keep them in their proper order, and

$$
\left|\alpha_{z k}\right|=\Sigma D_{u} D_{v} \ldots D_{w},
$$

where $D_{u}, D_{v}, \ldots D_{w}$ form a system of complementary minors of the determinant $\left|a_{i k}\right|$.

The sign of the term is determined from the number of inversions in

$$
p, q \ldots r, f, g \ldots h, r, s \ldots t
$$

9. If in Art. 5 we restrict the first product to the single factor

$$
a_{i 1} e_{1}+a_{i 2} e_{2}+\ldots+a_{i n} e_{n} \ldots \ldots \ldots \ldots \ldots \ldots(1)
$$

the second product becomes

$$
\begin{equation*}
A_{i 1} E_{1}+A_{i 2} E_{2}+\ldots+A_{i n} E_{n} . \tag{2}
\end{equation*}
$$

where $A_{i j}$ is the complement of $\alpha_{i j}$ (Art. 3) and

$$
E_{j}=e_{1} e_{2} \ldots e_{j-1} e_{j+1} \ldots e_{n} .
$$

For we get a term of the product by leaving out each unit such as $e_{j}$ in turn, i.e. by forming a determinant with the remaining $n-1$ columns; and since we previously omitted the $i^{\text {th }}$ row of the given determinant, this determinant is $A_{i j}$.

Now multiply the $n-1$ factors which form (2) by the remaining factor (1); we obtain

$$
(-1)^{i-1}\left|\alpha_{i t}\right|=\alpha_{i 1} A_{i 1}-\alpha_{i 2} A_{i 2}+\ldots+(-1)^{j-1} a_{i j} A_{i j}+\ldots
$$

For

$$
\begin{aligned}
e_{j} E_{j} & =e_{j} \cdot e_{1} \ldots e_{j-1} e_{j+1} \ldots e_{n} \\
& =(-1)^{j-1} e_{1} \cdots e_{n}=\left(-1 j^{j-1},\right. \\
e_{j} E_{k} & =0 \text { if } j \text { is not equal to } k .
\end{aligned}
$$

The factor $(-1)^{i-1}$ on the left is accounted for in the same way.

Thus

$$
\left|a_{i k}\right|=\Sigma(-1)^{i+j} a_{i j} A_{i j} .
$$

For example,

$$
\begin{aligned}
& \left|\begin{array}{llll}
a_{1}, & a_{2}, & a_{3}, & a_{4} \\
b_{1} & b_{2}, & b_{3}, & b_{4} \\
c_{1} & c_{2} & c_{3}, & c_{4} \\
d_{1}, & d_{2}, & d_{3}, & d_{4}
\end{array}\right|=c_{1}\left|\begin{array}{lll}
a_{2}, & a_{3}, & a_{4} \\
b_{2}, & b_{3}, & b_{4} \\
d_{2}, & d_{3}, & d_{4}
\end{array}\right|-c_{2}\left|\begin{array}{lll}
a_{1}, & a_{3}, & a_{4} \\
b_{1}, & b_{3}, & b_{4} \\
d_{1}, & d_{3}, & d_{4}
\end{array}\right| \\
& +c_{3}\left|\begin{array}{lll}
a_{1}, & a_{2}, & a_{4} \\
b_{1}, & b_{2}, & b_{4} \\
d_{1}, & d_{2}, & d_{4}
\end{array}\right|-c_{4}\left|\begin{array}{lll}
a_{1}, & a_{2}, & a_{3} \\
b_{1}, & b_{2}, & b_{3} \\
d_{1}, & d_{2}, & d_{3}
\end{array}\right| .
\end{aligned}
$$

10. In the final equation of Art. $9 A_{i j}$ is got from $\left|\alpha_{i k l}\right|$ by 3rasing the $i^{\text {th }}$ row and $j^{\text {th }}$ column and writing the remainder as a leterminant. It is however more symmetrical, and sometimes zonvenient, to give to $A_{i j}$ a different form obtained by a series of syclical permutations of rows and columns.

In $A_{i j}$ remove the first row by a series of interchanges to the ast place, then move what is now the first row to the last place, and so on, until we arrive at what was the $(i-1)^{\text {th }}$ row, which we emove to the last place. This introduces $(i-1)(n-2)$ changes of sign.

Now remove the first column to the last flace, and so on, $j-1$ imes, necessitating $(j-1)(n-2)$ changes of sign. In all we have ntroduced

$$
(i-1)(n-2)+(j-1)(n-2), \text { or }(i+j) n
$$

:hanges of sign (an even number of changes being neglected). So that, if the new determinant is called $A_{i j}^{\prime}$, we have

$$
A_{i j}^{\prime}=(-1)^{n(i+j)} A_{i j}
$$

ind

$$
\left|a_{i k}\right|=\Sigma(-1)^{(n+1)(i+j)} a_{i j} A_{i j}^{\prime}
$$

vhere

For example,

$$
\left|\begin{array}{lll}
a_{1}, & a_{2}, & a_{3} \\
b_{1}, & b_{2}, & b_{3} \\
c_{1}, & c_{2}, & c_{3}
\end{array}\right|=b_{1}\left|\begin{array}{cc}
c_{2}, & c_{3} \\
a_{2}, & a_{3}
\end{array}\right|+b_{2}\left|\begin{array}{cc}
c_{3}, & c_{1} \\
a_{3}, & a_{1}
\end{array}\right|+b_{3}\left|\begin{array}{ll}
c_{1}, & c_{2} \\
a_{1}, & a_{2}
\end{array}\right| .
$$

In future we shall always write

$$
\left|a_{i k}\right|=\sum a_{i j} A_{i j},
$$

and suppose that $A_{i j}$ has its proper sign.
11. We may arrange the complements of the elements of a determinant in another square array, and then the two arrays

$$
\left.\left.\begin{array}{c}
a_{11} \ldots \ldots . a_{1 n} \\
\ldots \ldots \ldots . \\
a_{n 1} \ldots \ldots a_{n n}
\end{array}\right\} \ldots \ldots \ldots(1), \begin{array}{c}
A_{11} \ldots \ldots A_{1 n} \\
\ldots \ldots \ldots \ldots . \\
A_{n 1} \ldots \ldots A_{n n}
\end{array}\right\} \ldots \ldots \ldots(2),
$$

are said to be reciprocal.
If now a sum be formed by multiplying each element of a row of (1) by the corresponding element of a row of (2), and adding these products together, the sum is equal to the original determinant or zero, according as the two rows have the same suffix or not. Namely,

$$
\alpha_{i 1} A_{j 1}+a_{i 2} A_{j 2}+\ldots+\alpha_{i n} \dot{A}_{j n}=\left|a_{i k}\right| \text { or } 0,
$$

according as $i$ is or is not equal to $j$.
For if $i$ is equal to $j$ the sum on the left is the expansion of the determinant according to the elements of the $i^{\text {th }}$ row, but if $i$ is not equal to $j$ the sum on the left is what the expansion of the determinant would be, if its $i^{\text {th }}$ and $j^{\text {th }}$ rows were identical, but if the elements of two rows are identical the determinant vanishes. In like manner, if we multiply the elements of a column of (1) by the corresponding elements of a column of (2), we get

$$
a_{1 i} A_{1 j}+a_{2 i} A_{2 j}+\ldots+a_{n i} A_{n j}
$$

and this sum is equal to $\left|a_{i b}\right|$ or 0 , according as $i$ is or is not equal to $j$.
12. If all the elements of a row vanish the determinant vanishes, as we see at once by expanding the determinant according to the elements of that row. If all but one vanish the
determinant reduces to the product of that element and its complement; viz. if all the elements of the $i^{\text {th }}$ row vanish except $a_{i t}$, then the determinant reduces to $a_{i k} A_{i k}$.

Thus for example,

$$
\begin{aligned}
\left|\begin{array}{cc}
a_{11}, & a_{12} \ldots a_{1 n} \\
0, & a_{22} \ldots a_{2 n} \\
0, & a_{32} \ldots a_{3 n} \\
\ldots \ldots \ldots \ldots \ldots . \\
0, & a_{n 2} \ldots a_{n n}
\end{array}\right| & =a_{11}\left|\begin{array}{l}
a_{22} \ldots a_{2 n} \\
\ldots \ldots \ldots . \\
a_{n 2} \ldots a_{n n}
\end{array}\right| \\
\left|\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \ldots a_{1 n} \\
0, & a_{22} & a_{23} \ldots a_{2 n} \\
0, & 0, & a_{33} \ldots a_{3 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \\
0, & 0, & 0 \ldots \ldots a_{n n}
\end{array}\right| & =a_{11}\left|\begin{array}{ll}
a_{22}, & a_{23} \ldots a_{2 n} \\
0, & a_{33} \ldots a_{3 n} \\
\ldots \ldots \ldots \ldots . \\
0, & 0 \ldots \ldots a_{n n}
\end{array}\right| \\
& =a_{11} a_{22}\left|\begin{array}{l}
a_{33} \ldots a_{3 n} \\
\ldots \ldots \ldots \\
0 \ldots \ldots a_{n n}
\end{array}\right| \\
& =a_{11} a_{22} a_{33} \ldots a_{n n} .
\end{aligned}
$$

13. The theorem of the preceding article is of use in evaluating a determinant by reducing it to one of lower order. If the determinant is not of the required form to begin with, it can sometimes be reduced to it. We may exemplify this by finding the value of the determinant

$$
D_{r}=\left|\begin{array}{cccc}
0, & a, & a \ldots a \\
b, & 0, & a \ldots a \\
b, & b, & 0 & \ldots a \\
\ldots \ldots \ldots \ldots \\
b, & b, & b \ldots 0
\end{array}\right|_{(r)}
$$

the suffixes denoting the order of the determinant. The elements of the leading diagonal are zero, those to the right of it all equal to $a$, and those to the left all equal to $b$.

If we subtract each row from the one which follows it, beginning with the last but one,

$$
D_{r}=\left\lvert\, \begin{array}{rrrr}
0, & a, & a, & a \\
b, & \ldots a \\
b, & -a, & 0, & 0
\end{array} \ldots .0 .\right.
$$

The first column contains only one element, hence

$$
D_{r}=-b\left|\begin{array}{rrrr}
a, & a, & a, & a \ldots \\
b, & -a, & 0, & 0 \ldots \\
0, & b, & -a, & 0 \ldots \\
0, & 0, & b, & -a \ldots \\
\cdots & \cdots \cdots & \cdots \cdots \cdots
\end{array}\right|_{(r-1)}
$$

Regard the elements in the first row as

$$
a+0, \quad 0+a, \quad 0+a \ldots
$$

then (II. 3) we can resolve the determinant into the sum of two.

In the first of these two determinants all the elements above the leading diagonal vanish, hence its value is $(-1)^{r-2} a^{r-1}$. The second determinant is of the same form as that to which we first reduced $D_{r}$, hence

$$
D_{r}=-b D_{r-1}+b(-a)^{r-1} .
$$

This is an equation of differences with constant coefficients for $D_{r}$, its solution is

$$
D_{r}=\frac{(-1)^{r-1} a b}{a-b}\left(a^{r-1}-b^{r-1}\right)
$$

14. In Art. 11 we saw how under certain circumstances the order of a determinant might be reduced. Conversely we are enabled to increase the order of a determinant without altering its value, namely, by bordering it with a new row and column in one of which all the elements vanish except that common to the other. Thus

$$
\begin{aligned}
& \left|a_{i k}\right|=\left|\begin{array}{ccccc}
1, & 0, & 0, & 0 & \ldots \\
x, & a_{11}, & a_{12}, & a_{13} & \ldots \\
y, & a_{21}, & a_{22}, & a_{23} & \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots .
\end{array}\right| \\
& =(-1)^{n}\left|\begin{array}{cccccc}
0, & 0, & 0 & \ldots & 0, & 1 \\
a_{11}, & a_{12}, & a_{13} & \ldots & a_{1 n}, & x \\
a_{21}, & a_{22}, & a_{23} & \ldots & a_{2 n}, & y \\
\ldots \ldots & \ldots & \ldots \ldots . \ldots \ldots . .
\end{array}\right|
\end{aligned}
$$

where the quantities $x, y \ldots$ are any whatever. By adding on to these a new row and column we can raise the order of the determinant to $n+2$ and so on.
15. In the determinant $D=\left|a_{i e}\right|$, if we suppose only the element $a_{i k}$ to vary, since on expanding according to the elements of the $i^{\text {th }}$ row

$$
D=a_{i 1} A_{i 1}+a_{i 2} A_{i 2}+\ldots+a_{i k} A_{i k}+\ldots
$$

the only variable term on the right is the product $a_{i k} A_{i k}$, we see at once that

$$
\frac{\partial D}{\frac{\partial}{d a_{i k}}}=A_{i k}
$$

If among the elements of $A_{i k}$ only $a_{r s}$ is variable, we see that

$$
\frac{d A_{i k}}{d a_{r s}}=\frac{d^{2} D}{d a_{r s} d a_{i k}}
$$

Thus $\frac{d^{2} D}{d a_{r g} d a_{i k}} a_{r s} a_{i k}$ is the sum of all terms in $D$ which contain the product $a_{i k} a_{r s}$.

The differential coefficient

$$
\frac{d^{2} D}{d a_{r s} d a_{i k}}
$$

is the determinant obtained by erasing in $D$ the $i^{\text {th }}$ and $r^{\text {th }}$ rows and the $k^{\text {th }}$ and $s^{\text {th }}$ columns, it is complementary to

$$
\left|\begin{array}{cc}
a_{i k}, & a_{i s} \\
a_{r i s}, & a_{r s}
\end{array}\right|
$$

In like manner it is plain that

$$
\frac{d^{n-m} D}{d a_{f r} d a_{g 8} \cdots} \text { and } \frac{d^{m i} D}{d a_{p u} d a_{q v} \cdots}
$$

are complementary determinants if

$$
\begin{aligned}
& f, g \ldots p, q \ldots \\
& r, s \ldots u, v \ldots
\end{aligned}
$$

are each of them permutations of $1,2 \ldots n$, i.e. if the product

$$
a_{f r} a_{g s} \ldots a_{p u} a_{q v} \ldots
$$

is a term of the determinant $D$.
16. If all the elements of a determinant are functions of a variable $t$ we see that

$$
\frac{d D}{d t}=\Sigma \frac{d D}{d \overline{a_{i k}}} \cdot \frac{d a_{i k}}{d t} \quad(i, k=1,2 \ldots n)
$$

If we denote differential coefficients with respect to $t$ by accents we have

$$
\begin{gathered}
D^{\prime}=\Sigma A_{i 1} a_{\pi}^{\prime}+\sum A_{i 2} a_{i 2}^{\prime}+\ldots \\
=\left|\begin{array}{ccc}
a_{11}^{\prime}, & a_{12} \ldots & a_{1 n} \\
a_{21}^{\prime}, & a_{22} \ldots & a_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|+\left|\begin{array}{ccc}
a_{11}, & a_{12}^{\prime}, \ldots & a_{1 n} \\
a_{21}, & a_{22}^{\prime}, \ldots & a_{2 n} \\
\ldots \ldots \ldots \ldots \ldots .
\end{array}\right|+\ldots
\end{gathered}
$$

So that $D^{\prime}$ is the sum of $n$ determinants obtained by substituting for the elements of each column of $D$ in succession their differential coefficients with respect to $t$.

An interesting example of this is to consider the differential coefficient of

$$
D=\left|\begin{array}{ccccc}
u, & u^{\prime}, & u^{\prime \prime}, & \ldots & u^{(n-1)} \\
v, & v^{\prime} & v^{\prime \prime}, & \ldots & v^{(n-1)} \\
w, & w^{\prime}, & w^{\prime \prime}, & \ldots & w^{(n-1)} \\
\ldots \ldots & \ldots \ldots \ldots \ldots \ldots \ldots . .
\end{array}\right|
$$

accents denoting differential coefficients with respect to $t$.

Each of the first $n-1$ determinants obtained by the preceding rule vanishes because it has two columns alike, the last alone does not vanish, so that

$$
\frac{d D}{d t}=\left|\begin{array}{ccccc}
u, & u^{\prime} & \ldots & u^{(n-2)}, & u^{(n)} \\
v, & v^{\prime} & \ldots & v^{(n-2)}, & v^{(n)} \\
w, & w^{\prime} & \ldots & w^{(n-2)}, & w^{(n)} \\
\ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right| .
$$

As another example take the determinant

$$
D_{n}=\left|\begin{array}{cccc}
1, & 1 & \ldots & 1 \\
t_{1}, & t_{2} & \ldots & t_{n} \\
t_{1}^{2}, & t_{2}^{2} & \ldots & t_{n}^{2} \\
\ldots \ldots . . & \ldots . . & . \\
t_{1}^{n-1}, & t_{2}^{n-1} & \ldots & t_{n}^{n-1}
\end{array}\right|
$$

Then $\frac{d D_{n}}{d t_{r}}$ is got from $D_{n}$ by substituting for the elements of the $r^{\text {th }}$ column

Hence

$$
0,1,2 t_{r}, 3 t_{r}^{2} \cdots(n-1) t_{r}^{n-2}
$$

$$
\begin{aligned}
\frac{d^{n-1} D_{n}}{d t_{1} d t_{2} \ldots d t_{n-1}} & =\left|\begin{array}{ccccc}
0, & 0 & \cdots & 0, & 1 \\
1, & 1 & \cdots & 1, & t_{n} \\
2 t_{1}, & 2 t_{2} & \cdots & 2 t_{n-1}, & t_{n}{ }^{2} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
(n-1) t_{1}^{n-2}, & (n-1) t_{2}^{n-2} & \cdots & (n-1) t_{n-1}^{n-2} t_{n}{ }^{n-1}
\end{array}\right| \\
& =(-1)^{n-1}(n-1)!D_{n-1} .
\end{aligned}
$$

17. We may use the theorems of Art. 11 of the present chapter to prove those of Arts. 3 and 4 of Chap. II.

If each element of a row of a determinant is the sum of $p$ terms, the determinant is equal to the sum of $p$ determinants having for their elements the separate terms of the sum in question.

For if

$$
a_{i k}=p_{k}+q_{k}+\ldots+t_{k} .
$$

Then

$$
\begin{aligned}
\left|a_{i k}\right| & =\Sigma \Sigma a_{i k} A_{i k} \\
& =\Sigma p_{k} A_{i k}+\Sigma q_{k} A_{i k}+\ldots+\Sigma t_{k} A_{i k} \\
& =P+Q+\ldots+T
\end{aligned}
$$

where $P$ is the determinant obtained from the given one by writir $p_{1}, p_{2} \ldots p_{n}$ for the elements of the $i^{\text {th }}$ row and $Q \ldots T$ have simil meanings.

The value of a determinant is not altered by adding to tl elements of any row those of another row multiplied by a constas factor. For if to the elements of the $i^{\text {th }}$ row we add those the $j^{\text {th }}$ row, each multiplied by $p$, the resulting determinant equal to

$$
\begin{aligned}
\Sigma\left(\alpha_{i k}^{\prime}+p \alpha_{j k}\right) A_{i k} & =\Sigma \alpha_{i k} A_{i k}+p \Sigma \alpha_{j k} A_{i k} \\
& =\left|\alpha_{i k}\right|
\end{aligned}
$$

The last sum vanishing by Art. 11.
18. If each element of a determinant consists of the sum $p$ terms, we could by continued application of the first theorem Art. 17 reduce this determinant to a sum of determinants who elements are all single terms. But a formula of expansion h been given by Albeggiani which presents the result in a mo suitable form for applications.

Let

$$
a_{i k}=a_{i k 1}+a_{i k 2}+\ldots+a_{i k p},
$$

so that each element in the determinant is the sum of $p$ tern Then each column of the determinant when written at full leng would consist of $p$ partial columns whose suffixes are the thi suffixes of the above elements. With these partial columns v can form $p$ determinants, taking all the partial columns with tl third suffix 1 to form the first, those with the third suffix to form the second, and so on. We shall denote these dete minants by

$$
D_{1}^{(n)}, D_{2}^{(m)} \ldots D_{p}^{(m)},
$$

so that

$$
D_{u}^{(n)}=\left|\begin{array}{llll}
a_{11 u}, & a_{12 u} & \ldots & a_{12 n u} \\
a_{21}, & a_{22} & \ldots & a_{2 n u} \\
\ldots & \ldots & \ldots & \ldots
\end{array}\right|
$$

The first two suffixes tell us the row and column in which $t$ element stands, the third the determinant to which it belongs. T original determinant is denoted by $D^{(n)}$. The index in brack, tells us the order of the determinant.
19. We shall find it necessary to employ the term complementary minors in the following sense. From the elements of $D_{1}^{(n)}$, form a minor $D_{1}{ }^{(a)}$ of order $\alpha$ by selecting $\alpha$ rows and columns. Then in $D_{2}^{(n)}$ select $\beta$ rows and columns, whose suffixes are different from those selected to form $D_{1}{ }^{(a)}$, these form a determinant $D_{2}{ }^{(\beta)}$, and so on until we take $\pi$ rows and columns from $D_{p}^{(n)}$, to form a determinant $D_{p}{ }^{(\pi)}$ none of which have the same suffix as any of the preceding. Then if

$$
\begin{aligned}
& \alpha+\beta+\gamma+\ldots+\pi=n \ldots \ldots \ldots \ldots \ldots \ldots(1) \\
& D_{1}^{(a)}, D_{2}^{(\beta)}, D_{3}^{(\gamma)} \ldots D_{p}^{(\pi)}
\end{aligned}
$$

shall be called a series of complementary minors. Any one or more of the numbers $\alpha, \beta \ldots \pi$ can be unity or zero.
20. We shall now prove that

$$
D^{(n)}=S \Sigma D_{1}{ }^{(\alpha)} D_{2}^{(\beta)} \ldots D_{p}^{(\pi)},
$$

where the meanings of the summation signs will be explained presently. For we have

$$
\begin{gather*}
D^{(n)}=\Pi\left(a_{i 2} e_{1}+a_{i 2} e_{2}+\ldots+a_{i n} e_{n}\right), \\
u_{i j}=a_{i j j} e_{1}+a_{i 2 j} e_{2}+\ldots+a_{i n j} e_{n}, \\
D^{(n)}=\Pi\left(u_{i 1}+u_{i 2}+\ldots+u_{i p}\right) \ldots \tag{2}
\end{gather*}
$$

and if
the product containing $n$ factors.
We shall obtain a term of the product on the right if we take $\alpha$ factors such as $u_{i 1}, \beta$ factors such as $u_{i 2} \ldots \pi$ factors such as $u_{i p}$, provided the equation (1) is satisfied.

But from the definition of a determinant this product of factors is equal to a determinant of order $n$ the first $\alpha$ of whose rows come from $D_{1}^{(n)}$, the next $\beta$ from $D_{2}^{(n)} \ldots$ the last $\pi$ from $D_{p}^{(n)}$. Expand this determinant in the sum of products of complementary minors of order $\alpha, \beta \ldots \pi$ selecting the rows of the minors from the first $\alpha$, the next $\beta \ldots$ the last $\pi$, its value is then (Art. 8)

$$
\Sigma D_{1}^{(a)} D_{2}^{(\beta)} \ldots D_{p}^{(\pi)}
$$

with the notation of Art. 19, and the summation sign means that we are to take all the possible complementary minors.

This is only a single term in the expansion of the product (2), the whole product is obtained by summing this for all values of $\alpha, \beta \ldots \pi$ which satisfy the equation (1).

Thus

$$
\begin{equation*}
D^{(n)}=S \Sigma D_{1}^{(a)} D_{2}^{(\beta)} \ldots D_{p}^{(\pi)} \tag{3}
\end{equation*}
$$

21. The number of terms in the sum $\Sigma$ is

$$
\frac{n!}{\alpha!\beta!\ldots \pi!}
$$

Let us compare the expansion (3) with the expansion of the multinomial

$$
\left(D_{1}+D_{2}+\ldots+D_{p}\right)^{n}
$$

The general term is

$$
\begin{equation*}
C D_{1}^{a} D_{2}^{\beta} \ldots D_{p}{ }^{\pi} \tag{4}
\end{equation*}
$$

where $\alpha, \beta \ldots \pi$ satisfy (1) and

$$
C=\frac{n!}{\alpha!\beta!\ldots \pi!}
$$

Comparing (3) and (4) we see that in expanding the determinant we replace $C$ by $\Sigma$, and $\alpha, \beta \ldots \pi$ are no longer exponents, but merely indicate the order of the determinant.

Hence we may write symbolically for the expansion of our determinant

$$
\left(D_{1}+D_{2}+\ldots+D_{p}\right)^{n}
$$

where in every term of the multinomial expansion we replace the coefficient by a summation sign, the number of terms in the sum being given by the multinomial coefficient and the exponents $\alpha, \beta \ldots \pi$ now indicating the orders of the complementary minors. Thus finally we have the symbolical equation

$$
D^{(n)}=\left(D_{1}+D_{2}+\ldots+D_{p}\right)^{n} .
$$

22. Let us make use of this theorem to expand the determinant

$$
D=\left|\begin{array}{cccccc}
a_{11}+z_{1}, & a_{12} & , & a_{13} & \ldots & a_{1 n} \\
a_{21}, & a_{22}+z_{2}, & a_{23} & \ldots & a_{2 n} \\
a_{31}, & a_{32} & , & a_{33}+z_{3} \ldots & a_{3 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots & \ldots \ldots \ldots & \ldots \ldots & \ldots & \ldots & \ldots
\end{array}\right|
$$

according to products of the quantities $z_{1}, z_{2} \ldots z_{n}$ 。

Here we must write

$$
D_{1}^{(n)}=\left|\begin{array}{c}
a_{11} \\
\ldots
\end{array} a_{1 n} . \quad D_{2}^{(n)}=\left|\begin{array}{cccc}
z_{1}, & 0 & \ldots & 0 \\
0 & z_{2} & \ldots & 0 \\
\ldots & \ldots & \ldots . . \\
a_{n 1} & \ldots & a_{n n}
\end{array}\right|, \quad \ldots \ldots . .\right.
$$

Then by the above theorem

$$
\begin{aligned}
D & =\left(D_{1}+D_{2}\right)^{n} \\
& =D_{1}^{(n)}+\Sigma D_{1}^{(n-1)} D_{2}^{(1)}+\Sigma D_{1}^{(n-2)} D_{2}^{(2)}+\ldots+D_{2}^{n} .
\end{aligned}
$$

Now clearly all minors of $D_{2}^{(n)}$ vanish except those whose leading diagonal is part of the leading diagonal of $D_{2}{ }^{(n)}$.

Thus

$$
D_{2}^{(1)}=z_{i}, D_{2}^{(2)}=z_{i} z_{k} \ldots D_{2}^{(n)}=z_{1} z_{2} \ldots z_{n} .
$$

The corresponding minors $D_{1}^{(n-1)}, D_{1}^{(n-2)} \ldots$ are got by erasing in $D_{1}^{(n)}$ the $i^{\text {th }}$ row and column, the $i^{\text {th }}$ and $k^{\text {th }}$ rows and columns, \&c.

Thus

$$
D=D_{1}^{(n)}+\sum_{z_{i}} D_{1}^{(n-1)}+\sum_{z_{i} z_{i}} D_{1}^{(n-2)}+\ldots+z_{1} z_{2} \ldots z_{n} .
$$

Or if we simply denote $D_{1}^{(n)}$ by $D_{1}$,

$$
D=D_{1}+\Sigma z_{i} \frac{d D_{1}}{d a_{i i}}+\sum z_{i} z_{k} \frac{d^{2} D_{1}}{d a_{i i} d a_{k i k}}+\ldots+z_{1} z_{2} \ldots z_{n} .
$$

If $z_{1}=z_{2} \ldots=z_{n}$ we get

$$
D=D_{1}+z \Sigma \frac{d D_{1}}{d a_{i i}}+z^{2} \Sigma \frac{d^{2} D_{1}}{d a_{i i} d a_{k k}}+\ldots+z^{n}
$$

23. Any determinant can be written in the form

$$
D=\left|\begin{array}{cccc}
0+a_{11}, & a_{12} & \ldots & a_{1 n} \\
a_{21}, & 0+a_{22} \ldots & a_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{n 1}, & a_{n 2} & \ldots & 0+a_{n n}
\end{array}\right| .
$$

We may now apply the theorem of Art. 22 by supposing

$$
D_{1}=\left|\begin{array}{cccc}
0, & a_{12} & \ldots & a_{1 n} \\
a_{21}, & 0 & \ldots & a_{2 n} \\
\ldots \ldots & \ldots & \ldots & \ldots \\
a_{n 1}, & a_{n 3} & \ldots & 0
\end{array}\right|
$$

and

Then

$$
D=D_{1}+\Sigma \alpha_{i i} \frac{d D_{1}}{d a_{i i}}+\Sigma a_{i i} a_{k k} \frac{d^{2} D_{1}}{d a_{i i} d a_{i k}}+\ldots+a_{11} a_{23} \ldots a_{n n}
$$

The general term being

$$
\sum a_{i i} a_{k z} \ldots a_{r r} D_{1}^{(n-m)} .
$$

Where $D_{1}^{(n-m)}$ is the minor obtained from $D_{1}$ by suppressing the $i^{\text {th }}, k^{\text {th }} \ldots r^{\text {th }}$ rows and columns, $m$ in number.

It is clear that $D_{1}^{(1)}$ is zero, for a term of $D$ cannot contain $n-1$ terms from the leading diagonal only, if it does it must contain $n$.

Ex. If

$$
\left|\begin{array}{cc}
0, & a_{12} \\
a_{21}, & 0
\end{array}\right|=(12), \& c .
$$

we have

$$
\begin{aligned}
\left|\begin{array}{c}
a_{11} \ldots a_{14} \\
\ldots \ldots \ldots . . \\
a_{41} \ldots
\end{array}\right|= & a_{44} a_{22} a_{33} a_{44}+a_{11} a_{22}(34)+a_{11} a_{33}(24)+a_{11} a_{44}(23) \\
& +a_{22} a_{33}(14)+a_{22} a_{44}(13)+a_{33} a_{44}(12) \\
& +a_{11}(234)+a_{22}(134)+a_{33}(124)+a_{44}(123) \\
& +(1234) .
\end{aligned}
$$

As another example we may find the value of the determinant

$$
D=\left\lvert\, \begin{array}{ccccc}
c_{1}, & a, & a, & a & \ldots \\
b, & c_{2}, & a, & a & \ldots \\
b & a \\
b & b, & c_{3} & a & \ldots \\
\ldots & a \\
b, & b, & b, & b & \ldots
\end{array} c_{n} .\right.
$$

The general term in the expansion of this determinant is

$$
\sum c_{i} c_{k} \ldots c_{r} D_{1}^{(n-m)},
$$

when $c_{i}, c_{k} \ldots c_{r}$ are any $m$ elements of the leading diagonal. But by Art. 13

$$
D_{1}^{(n-m)}=(-1)^{n-m-1} \frac{a b}{a-b}\left(a^{n-m-1}-b^{n-m-1}\right)
$$

Whence if $f(x)=\left(c_{1}-x\right)\left(c_{2}-x\right) \ldots\left(c_{n}-x\right)$,
it is clear that

$$
D=\frac{a f(b)-b f(a)}{a-b}
$$

If we write down the similar determinant of order $n+1$, for which $c_{n+1}=0$, after dividing both sides by $a b$, we get

$$
\left|\begin{array}{ccccc}
c_{1}, & a & \ldots & a, & 1 \\
b, & c_{2} & \ldots & a, & 1 \\
\ldots & \ldots & \ldots & \ldots & . \\
b, & b & \ldots & c_{n}, & 1 \\
1, & 1 & \ldots & 1, & 0
\end{array}\right|=\frac{f(a)-f(b)}{a-b}
$$

If we suppose $a=b$, we get on evaluating the vanishing fraction in this latter determinant a determinant expression for $f^{\prime}(a)$.
24. We have seen how to expand a determinant according to the elements of a row or column. It is frequently useful to be able to expand a determinant according to the elements of a row and column. This is effected by means of the following theorem due to Cauchy,

$$
\left|a_{i k}\right|=a_{r s} A_{r s}-\sum a_{r k} a_{i s} B_{i k}, \quad c * 5
$$

which expands a determinant according to the products of elements standing in the $r^{\text {th }}$ row and $s^{\text {th }}$ column.
$A_{r s}$ is the complement of $a_{r s}$ and $B_{i k}$ is the complement of $a_{i k}$ in $A_{r s}$, and is therefore a second minor of the original determinant.

For every term which does not contain $a_{r s}$ must contain some other element from the $r^{\text {th }}$ row and some other element from the $s^{\text {th }}$ column, and hence contains such a product as $\alpha_{r k} a_{i s}$, where $i$ and $k$ are different from $r$ and $s$ respectively. The aggregate of all terms which multiply $a_{r s}$ is $A_{r s}$; now $a_{r s k} a_{i s}$ differs from $a_{r s} a_{i b}$ by the interchange of the suffixes $k$ and $s$, thus the aggregate of terms which multiplies $\alpha_{r r s} a_{i s}$ differs in sign only from that which multiplies $a_{r s} a_{i k}$, that is to say, differs in sign only from the coefficient of $a_{i k}$ in $A_{s s}$. Hence - $B_{i k}$ is the coefficient in question.
25. This theorem is useful for expanding a determinant which has been bordered. For example by this theorem

$$
\begin{aligned}
& D=\left|\begin{array}{lll}
b_{p q}, & b_{p 1}, & b_{p 2} \ldots \\
b_{1 q}, & a_{11}, & a_{12} \ldots \\
b_{2 q}, & a_{21}, & a_{22} \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots .
\end{array}\right| \\
& =b_{p q}\left|a_{i k}\right|-\sum b_{p k} b_{i q} A_{i k},
\end{aligned}
$$

where $A_{i k}$ is the complement of $a_{i k}$ in $\left|a_{i k}\right|$.

By the selection of a suitable bordering we are often able $t$ evaluate a determinant by means of this theorem.

For example, let

$$
D=\left|\begin{array}{lllll}
x_{1}, & a_{2}, & a_{3} & \ldots & a_{n} \\
a_{1}, & x_{2}, & a_{3} & \ldots & a_{n} \\
a_{1}, & a_{2}, & x_{3} & \ldots & a_{n} \\
\ldots & \ldots \ldots \ldots \ldots . . \\
a_{1}, & a_{2}, & a_{3} & \ldots & x_{n}
\end{array}\right|
$$

all the elements in the $i^{\text {th }}$ column being $a_{i}$ except that in the $i$ row which is $x_{i}$.

Then by Art. 14

Multiply the first column by $\alpha_{i}$, and subtract it from the $i$ column; do this for each column, the value of the determinant $i$ unaltered, and

$$
D=\left|\begin{array}{cccc}
1, & -a_{1}, & -a_{2}, & -a_{3}, \\
1, & \ldots \\
1, & x_{1}-a_{1}, & 0, & 0, \\
1, & 0, & x_{2}-a_{2}, & 0, \\
1, & 0, & 0, & x_{3}-a_{3}, \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right| .
$$

Here the bordered determinant is

| $x_{1}-a_{1}$, | 0, | 0 | $\cdots$ |
| :---: | :---: | :---: | :---: |
| 0, | $x_{2}-a_{2}$, | 0 | $\cdots$ |
| 0, | 0, | $x_{3}-\alpha_{3}$ | $\ldots$ |

for which all first minors vanish except those of diagonal element
Hence, in the theorem of this article, we must suppose $\dot{r}=k$;

$$
\begin{aligned}
& f=\left(x_{1}-a_{1}\right)\left(x_{2}-a_{2}\right) \ldots\left(x_{n}-a_{n}\right), \\
& f^{\prime}\left(x_{r}\right)=\frac{d f}{d x_{r}}
\end{aligned}
$$

it follows that

$$
D=f+\sum a_{r} f^{\prime}\left(x_{r}\right)
$$

a theorem due to Sardi.

## CHAPTER IV.

## ON THE MULTIPLICATION OF DETERMINANTS.

1. If we have two arrays

$$
\begin{array}{lll}
a_{11}, & a_{12} \ldots a_{1 n} \\
a_{21}, & a_{22} \ldots a_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots
\end{array} \quad(1), \quad \begin{aligned}
& b_{11}, b_{12} \ldots b_{1 n} \\
& b_{21}, b_{22} \ldots b_{2 n} \\
& a_{m 1},  \tag{2}\\
& \ldots \ldots \ldots \ldots \ldots \ldots \\
& a_{m 2} \ldots
\end{aligned}
$$

and form a new set of elements $c_{i k}$ by multiplying each element in the $i^{\text {th }}$ row of (1) by the corresponding element in the $k^{\text {th }}$ row of (2) and adding the products, these elements form a new square array of $m^{2}$ elements where

$$
c_{i k}=a_{i 1} b_{k 1}+a_{i 2} b_{k 2}+\ldots+a_{i n} b_{k n} .
$$

This array is said to be compounded of the arrays (1) and (2).
2. We shall now shew that the determinant $\left|c_{i k}\right|$ is equal to zero if the two arrays (1) and (2) are redundant ( $m>n$ ); is equal to the product of the two determinants $\left|a_{i k}\right|,\left|b_{i k}\right|$ if $m=n$; and if the arrays are defective $(m<n)$ is equal to the sum of the $n_{m}$ products of determinants got by taking any $m$ columns from (1) to form a determinant and multiplying it by the determinant of the corresponding $m$ columns of (2).

Let

$$
C_{i}=c_{i 1} e_{1}+c_{i 2} e_{2}+\ldots+c_{i m} e_{m},
$$

then

$$
\begin{aligned}
\left|c_{i k}\right| & =\Pi C_{i} . \\
C_{i} & =\left(a_{i 1} b_{11}+a_{i 2} b_{12}+\ldots+a_{i n} b_{1 n}\right) e_{1} \\
& +\left(a_{i 1} b_{21}+a_{i 2} b_{22}+\ldots+a_{i n} b_{2 n}\right) e_{2} \\
& +\ldots \\
& +\left(a_{i n} b_{m 1}+a_{i 2} b_{m 2}+\ldots+a_{i n} b_{m n}\right) e_{m} \\
& =a_{i 1} B_{1}+a_{i 2} B_{2}+\ldots+a_{i n} B_{n},
\end{aligned}
$$

Now
where

$$
B_{1 c}=b_{1 k} e_{1}+b_{2 k} e_{2}+\ldots+b_{m k} e_{m}
$$

form a system of alternate numbers of the $m^{\text {th }}$ order.
Thus

$$
\left|c_{i k}\right|=\Pi\left(a_{i 1} B_{1}+a_{i 2} B_{2}+\ldots+a_{i n} B_{n}\right) .
$$

$$
L=1, \ldots m
$$

(i) If $m>n$ the product on the right vanishes, for on multiplying it out, in each term some one of the $B$ 's is repeated and the product vanishes.
(ii) If $m=n$ since by I. 17 the $B$ 's follow the same law as the units $e$,

$$
\begin{aligned}
\left|c_{i k l}\right| & =\left|a_{i k}\right| \cdot \Pi B_{i} \quad(i=1,2 \ldots n) \\
& =\left|a_{i t}\right| \cdot\left|b_{i b}\right| .
\end{aligned}
$$

(iii) If $m<n$ the product on the right is the sum of such terms as

$$
\left|\begin{array}{ccc}
a_{1 p}, & a_{1 q}, & a_{1 r} \\
a_{2 p}, & a_{2 q}, & a_{2 r} \\
\ldots \ldots \ldots \ldots \ldots \ldots \\
a_{m p}, & a_{m q}, & a_{m r} \ldots
\end{array}\right|
$$

when $p, q, r \ldots$ are $m$ numbers taken from 1, $2 \ldots n$ (III. 5).
But

$$
B_{p} B_{q} B_{r} \ldots=\left|\begin{array}{ccc}
b_{1 p}, & b_{1 q}, & b_{1 r} \ldots \\
b_{2 p}, & b_{2 q}, & b_{2 r} \ldots \\
\ldots \ldots \ldots \ldots \ldots . \\
b_{m p}, & b_{m q}, & b_{m r} \ldots
\end{array}\right| e_{1} e_{2} e_{3} \ldots e_{m} .
$$

Thus

$$
\left|c_{q q}\right|=\Sigma\left|\begin{array}{lll}
a_{1 p}, & a_{1 q}, & a_{1 r} \\
a_{2 p} & a_{2 q}, & a_{2 r} \\
\ldots \\
\ldots & \ldots & \ldots \\
a_{m p}, & a_{m q}, & a_{m r}
\end{array}\right| \cdot\left|\begin{array}{llll}
b_{1 p}, & b_{1 q}, & b_{1 r} & \ldots \\
b_{2 p}, & b_{2 q}, & b_{2 r} & \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
b_{m p}, & b_{m q}, & b_{m r} & \ldots
\end{array}\right|
$$

where for $p, q, r \ldots$ we are to write all possible $m$-ads from the $n$ numbers $1,2 \ldots n$.
3. The second case of Art. 2 gives us the rule for multiplying two determinants. We see also that the product of two determinants of the $n^{\text {th }}$ order is also a determinant of the $n^{\text {th }}$ order. Thus

$$
\left|\begin{array}{ccc}
a_{11} & \ldots & a_{1 n} \\
\ldots & \ldots & \ldots \\
a_{n 1} & \ldots & a_{n n}
\end{array}\right| \cdot\left|\begin{array}{ccc}
b_{11} & \ldots & b_{1 n} \\
\ldots & \ldots & \ldots \\
b_{n 1} & \ldots & b_{n n}
\end{array}\right|=\left|\begin{array}{ccc}
c_{11} & \ldots & c_{1 n} \\
\ldots \ldots & \ldots & \ldots \\
c_{n 1} & \ldots & c_{n n}
\end{array}\right|
$$

where the quantities $c_{i k}$ are given by

$$
c_{i k}=a_{i 1} b_{k 1}+a_{i 2} b_{k 2}+\ldots+a_{i n} b_{k n} .
$$

But since in either, or both of the determinants $\left|a_{i k}\right|,\left|b_{i k}\right|$ we may interchange rows and columns without affecting their value, we see that the product of two determinants can be obtained in the form of a determinant in four different ways, viz. the element $c_{i z}$ has one of the four forms :

$$
\begin{gathered}
a_{i 1} b_{k i}+a_{i 2} b_{k 2}+\ldots+a_{i n} b_{k n}, \\
a_{i 1} b_{1 k}+a_{i 2} b_{2 k}+\ldots+a_{i n} b_{n k}, \\
a_{1 i} b_{1 k}+a_{2 i} b_{2 k}+\ldots+a_{n i} b_{n k}, \\
a_{1 i} b_{k 1}+a_{2 i} b_{k 2}+\ldots+a_{n i} b_{k n},
\end{gathered}
$$

where we multiply the elements of a row of $\left|\alpha_{i k}\right|$ by the corresponding elements of a row or column of $\left|b_{i v}\right|$; or the elements of a column of $\left|a_{i k}\right|$ by the corresponding elements of a column or row of $\left|b_{i k}\right|$. There are really only two essentially distinct cases: multiplying by rows, when we multiply corresponding elements of two rows together; and multiplying by rows and columns, where we multiply the elements of a row by the corresponding elements of a column.
4. We can only compound two arrays when they have the same number of rows and columns, but we can always form the product of two determinants, for by III. 14 the order of one of them can be increased until it is equal to that of the other without altering the value of the determinant. So that the product of two determinants of orders $n$ and $m(n>m)$ is a determinant of order $n$.
5. Examples. Compounding the two systems

$$
\begin{array}{ll}
a_{1}, b_{1}, c_{1} & p_{1}, q_{1}, r_{1} \\
a_{2}, b_{2}, c_{2} & p_{2}, q_{2}, r_{2}
\end{array}
$$

we get the theorem

$$
\begin{aligned}
& \left|\begin{array}{l}
a_{1} p_{1}+b_{1} q_{1}+c_{1} r_{1}, \\
a_{2} p_{1}+b_{2} q_{1}+c_{2} r_{1} \\
a_{1} p_{2}+b_{1} q_{2}+c_{1} r_{2}, \\
a_{2} p_{2}+b_{2} q_{2}+c_{2} r_{2}
\end{array}\right| \\
& \quad=\left|\begin{array}{l}
a_{1}, \\
b_{1} \\
a_{2}, \\
b_{2}
\end{array}\right| \cdot\left|\begin{array}{l}
p_{1}, \\
q_{1} \\
p_{2}, \\
q_{2}
\end{array}\right|+\left|\begin{array}{ll}
a_{1}, & c_{1} \\
a_{2}, & c_{2}
\end{array}\right| \cdot\left|\begin{array}{ll}
p_{1}, & r_{1} \\
p_{2}, & r_{2}
\end{array}\right|+\left|\begin{array}{ll}
b_{1}, & c_{1} \\
b_{2}, & c_{2}
\end{array}\right| \cdot\left|\begin{array}{ll}
q_{1}, & r_{1} \\
q_{2}, & r_{2}
\end{array}\right|,
\end{aligned}
$$

while if we compound the systems

$$
\begin{array}{lll}
a_{1}, & a_{2} & p_{1}, p_{2} \\
b_{1}, & b_{2} & q_{1}, q_{2} \\
c_{1}, & c_{2} & r_{1}, r_{2}
\end{array}
$$

we get

$$
\left|\begin{array}{lll}
a_{1} p_{1}+a_{2} p_{2}, & a_{1} q_{1}+a_{2} q_{2}, & a_{1} r_{1}+a_{2} r_{2} \\
b_{1} p_{1}+b_{2} p_{2}, & b_{1} q_{1}+b_{2} q_{2}, & b_{1} r_{1}+b_{2} r_{2} \\
c_{1} p_{1}+c_{2} p_{2}, & c_{1} q_{1}+c_{2} q_{2}, & c_{1} r_{1}+c_{2} r_{2}
\end{array}\right|=0 .
$$

Again, the product of the two determinants

$$
\left|\begin{array}{lll}
a_{1} & b_{1}, & c_{1} \\
a_{2} & b_{2}, & c_{2} \\
a_{3} & b_{3}, & c_{3}
\end{array}\right| \quad\left|\begin{array}{ll}
p_{1}, & q_{1}, \\
r_{1} \\
p_{2}, & q_{2}, \\
r_{2} \\
p_{3}, & q_{3}, \\
r_{3}
\end{array}\right|
$$

is the determinant

$$
\left|\begin{array}{lll}
a_{1} p_{1}+b_{1} q_{1}+c_{1} r_{1}, & a_{1} p_{2}+b_{1} q_{2}+c_{1} r_{2}, & a_{1} p_{3}+b_{1} q_{3}+c_{1} r_{3} \\
a_{2} p_{1}+b_{2} q_{1}+c_{2} r_{1}, & a_{2} p_{2}+b_{2} q_{2}+c_{2} r_{2}, & a_{2} p_{3}+b_{2} q_{3}+c_{2} r_{3} \\
a_{3} p_{1}+b_{3} q_{1}+c_{3} r_{1}, & a_{3} p_{2}+b_{3} q_{2}+c_{3} r_{2}, & a_{3} p_{3}+b_{3} q_{3}+c_{3} r_{3}
\end{array}\right| .
$$

While

$$
\left|\begin{array}{lll}
a_{1}, & b_{1}, & c_{1}, \\
a_{2}, & d_{1} \\
b_{2}, & c_{2}, & d_{2} \\
a_{3}, & b_{3}, & c_{3}, \\
a_{4}, & d_{3} & c_{4}, \\
d_{4}
\end{array}\right| \cdot\left|\begin{array}{ll}
p_{1}, & q_{1} \\
p_{2}, & q_{2}
\end{array}\right|=\left|\begin{array}{lll}
a_{1}, & b_{1}, & c_{1}, \\
a_{1} & d_{1} \\
a_{2}, & b_{2}, & c_{2}, \\
a_{2} \\
a_{3}, & b_{3}, & c_{3}, \\
a_{4} & d_{4}, & c_{4}, \\
a_{4}
\end{array}\right|\left|\begin{array}{cccc}
p_{1}, & q_{1}, & 0, & 0 \\
p_{2}, & q_{2}, & 0, & 0 \\
0, & 0, & 1, & 0 \\
0, & 0, & 0, & 1
\end{array}\right|
$$

(forming the product by rows and columns)

$$
=\left|\begin{array}{lll}
a_{1} p_{1}+b_{1} p_{2}, & a_{1} q_{1}+b_{1} q_{2}, & c_{1}, \\
a_{1} & d_{1} \\
a_{2} p_{1}+b_{2} p_{2}, & a_{2} q_{1}+b_{2} q_{2}, & c_{2}, \\
a_{3} p_{1}+b_{3} p_{2}, & a_{3} q_{1}+b_{3} q_{2}, & c_{3}, \\
d_{3} \\
a_{4} p_{1}+b_{4} p_{2}, & a_{4} q_{1}+b_{4} q_{2}, & c_{4}, \\
d_{4}
\end{array}\right| .
$$

Multiplying by rows we have

$$
\left|\begin{array}{r}
a, \\
-b^{\prime},
\end{array} a^{\prime}\right|\left|\begin{array}{rr}
c, & d \\
-d^{\prime}, & c^{\prime}
\end{array}\right|=\left|\begin{array}{rr}
a c+b d, & -a d^{\prime}+b c^{\prime} \\
-b^{\prime} c+a^{\prime} d, & b^{\prime} d^{\prime}+a^{\prime} c^{\prime}
\end{array}\right|
$$

Now if $a, b, c, d$ are the complex numbers

$$
\begin{array}{ll}
a=x+i y & b=u+i v \\
c=p+i q & d=r+i s
\end{array} \quad i=\sqrt{-1}
$$

and $a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}$ their conjugates, $a^{\prime}=x-i y$, \&c. On multiplying out the three determinants we have Euler's theorem concerning the product of two numbers each the sum of four squares, viz.

$$
\begin{aligned}
& \left(x^{2}+y^{2}+u^{2}+v^{2}\right)\left(p^{2}+q^{2}+r^{2}+s^{2}\right), \\
= & (p x-q y+r u-s v)^{2}+(p y+q x+r v+s u)^{2} \\
+ & (p u+q v-r x-s y)^{2}+(p v-q u-r y+s x)^{2} .
\end{aligned}
$$

6. We may compound an array with itself, thus if we compound the first array in Art. 1 with itself, the resulting determinant has for elements

$$
c_{i k}=a_{i 2} a_{k 1}+a_{i 2} a_{k 2}+\ldots+a_{i n} a_{k n}=c_{k i},
$$

and

$$
\left|c_{i v}\right|=\Sigma\left|\begin{array}{cccc}
a_{1 p}, & a_{1 q}, & a_{1 r} & \ldots \\
a_{2 p}, & a_{2 q} & a_{2 n} & \ldots \\
\ldots \ldots \ldots \ldots & \ldots & \ldots
\end{array}\right|^{2}
$$

or the determinant is the sum of $n_{m}$ squares. If then the elements $a_{i k}$ are all real the determinant $\left|c_{i k}\right|$ can only vanish when the determinant under the summation sign on the right vanishes for all values of $p, q, r \ldots$

Thus compounding

$$
\begin{aligned}
& a_{1}, b_{1}, c_{1} \\
& a_{2}, b_{2}, c_{2}
\end{aligned}
$$

with itself we see that

$$
\left|\begin{array}{c}
a_{1}^{2}+b_{1}^{2}+c_{1}^{2}, \\
a_{1} a_{2}+b_{1} b_{2}+c_{1} c_{2} \\
a_{1} a_{2}+b_{1} b_{2}+c_{1} c_{2}, \\
a_{2}^{2}+b_{2}^{2}+c_{2}^{2}
\end{array}\right|^{2}=\left|\begin{array}{l}
a_{1}, \\
b_{1} \\
a_{2}, \\
b_{2}
\end{array}\right|^{2}+\left|\begin{array}{ll}
b_{1}, & c_{1} \\
b_{2}, & c_{2}
\end{array}\right|^{2}+\left|\begin{array}{ll}
a_{1}, & c_{1} \\
a_{2}, & c_{2}
\end{array}\right|^{2,},
$$

or

$$
\begin{gathered}
\left(a_{1}^{2}+b_{1}^{2}+c_{1}^{2}\right)\left(a_{2}^{2}+b_{2}{ }^{2}+c_{2}^{2}\right)-\left(a_{1} a_{2}+b_{1} b_{2}+c_{1} c_{2}\right)^{2} \\
=\left(a_{1} b_{2}-a_{2} b_{1}\right)^{2}+\left(b_{1} c_{2}-b_{2} c_{1}\right)^{2}+\left(a_{1} c_{2}-a_{2} c_{1}\right)^{2} .
\end{gathered}
$$

Again

$$
\left|\begin{array}{ll}
a_{1}, & b_{1}, \\
a_{1}, & c_{1} \\
a_{2}, & c_{2} \\
a_{3}, & b_{3}, \\
c_{3}
\end{array}\right|^{2}=\left|\begin{array}{ll}
a_{1}^{2}+b_{1}{ }^{2}+c_{1}^{2}, & a_{1} a_{2}+b_{1} b_{2}+c_{1} c_{2}, \\
a_{1} a_{3}+b_{1} b_{3}+c_{1} c_{3} \\
a_{1} a_{2}+b_{1} b_{2}+c_{1} c_{2}, & a_{2}^{2}+b_{2}^{2}+c_{2}^{2}, \\
a_{1} a_{3}+b_{1} b_{3}+c_{1} a_{3}, a_{2}, b_{2} b_{3} a_{3}+c_{2} b_{2} b_{3} b_{3}+c_{2} c_{3}, & a_{3}^{2}+b_{3}^{2}+c_{3}^{2}
\end{array}\right| .
$$

7. Prof. Sylvester has shewn how, by the artifice of bordering the determinants as in III. 14, the product of two determinants of order $n$ can be represented in $n+1$ distinct forms. We shall illustrate this for the case $n=3$.
S. D.

The product of the two determinants

$$
\left|\begin{array}{lll}
a_{1}, & b_{1}, & c_{1} \\
a_{2}, & b_{2}, & c_{2} \\
a_{3}, & b_{3}, & c_{3}
\end{array}\right|, \quad\left|\begin{array}{lll}
p_{1}, & q_{1}, & r_{1} \\
p_{2}, & q_{2}, & r_{2} \\
p_{3}, & q_{3}, & r_{3}
\end{array}\right|,
$$

is the determinant of order 3:

$$
\left|\begin{array}{ll}
a_{1} p_{1}+b_{1} q_{1}+c_{1} r_{1}, & a_{1} p_{2}+b_{1} q_{2}+c_{1} r_{2}, \\
a_{2} a_{1} p_{3}+b_{1} q_{3}+c_{1} r_{3} \\
a_{1}+b_{2} q_{1}+c_{2} r_{1}, & a_{2} p_{2}+b_{2} q_{2}+c_{2} r_{2}, \\
a_{2} p_{3}+b_{2} q_{3}+c_{2} r_{3} \\
a_{3} p_{1}+b_{3} q_{1}+c_{3} r_{1}, & a_{3} p_{2}+b_{3} q_{2}+c_{3} r_{2}, \\
a_{3} p_{3}+b_{3} q_{3}+c_{3} r_{3}
\end{array}\right| .
$$

But if before forming their product we write the determinants in the respective forms

$$
\left|\begin{array}{lll}
a_{1}, & b_{1}, & c_{1}, \\
a_{2} & b_{2}, & c_{2}, \\
a_{3} & b_{3}, & c_{3}, \\
0, & 0 \\
0, & 0, & 0,
\end{array}\right| \quad-\left|\begin{array}{ccc}
p_{1}, & q_{1}, & 0, \\
p_{2} & r_{1} \\
p_{3}, & 0, & r_{2} \\
0, & 0, & r_{3} \\
0, & 0, & 1,
\end{array}\right|
$$

their product by rows is the determinant of order 4:

$$
-\left|\begin{array}{cccc}
a_{1} p_{1}+b_{1} q_{1}, & a_{1} p_{2}+b_{1} q_{2}, & a_{1} p_{3}+b_{1} q_{3}, & c_{1} \\
a_{2} p_{1}+b_{2} q_{1}, & a_{2} p_{2}+b_{2} q_{2}, & a_{2} p_{3}+b_{2} q_{3}, & c_{2} \\
a_{3} p_{1}+b_{3} q_{1}, & a_{3} p_{2}+b_{3} q_{2}, & a_{3} p_{3}+b_{3} q_{3}, & c_{3} \\
r_{1}, & r_{2}, & r_{3}, & ,
\end{array}\right| .
$$

Again writing the original determinants in the forms

$$
\left|\begin{array}{l}
a_{1}, b_{1}, c_{1}, 0,0 \\
a_{2}, b_{2}, c_{2}, \\
a_{3}, \\
a_{3}, \\
0, \\
0, \\
0,
\end{array}\right|, 0,0,1,0 . \quad\left|\begin{array}{l}
p_{1}, 0,0, q_{1}, r_{1} \\
p_{2}, 0,0, q_{2}, r_{2} \\
p_{3}, 0,0, q_{3}, r_{3} \\
0,1,0,0,0,
\end{array}\right|,
$$

their product-is now the determinant of order 5 :

$$
\left|\begin{array}{cccc}
a_{1} p_{1}, & a_{1} p_{2}, & a_{1} p_{3}, & b_{1}, \\
a_{1} & c_{1} \\
a_{2} p_{1}, & a_{2} p_{2}, & a_{2} p_{3}, & b_{2}, \\
a_{2} p_{1}, & a_{3} p_{2}, & a_{3} p_{3}, & b_{3}, \\
c_{3} \\
q_{1}, & q_{2}, & q_{3}, & 0, \\
r_{1}, & r_{2}, & r_{3}, & 0,
\end{array}\right| .
$$

While writing the determinants in the forms
their product is the determinant of the sixth order

$$
\left\lvert\, \begin{array}{lll}
a_{1}, b_{1}, c_{1}, & 0, & 0, \\
a_{2}, & b_{2}, & c_{2}, \\
0, & 0, & 0 \\
a_{3}, & b_{3}, & c_{3}, \\
0, & 0, & 0 \\
0, & 0, & 0, \\
p_{1}, & q_{1}, & r_{1} \\
0, & 0, & 0,
\end{array} p_{2}\right., q_{2}, r_{2},
$$

This rule is interesting as giving us a complete scale whereby we may represent the product of two determinants of order $n$ by a determinant of any order from $n$ to $2 n$ inclusive; it is also frequently useful in applications of the theory.
8. The fundamental theorem of Art. 2 regarding the determinant formed by compounding two arrays can be deduced as follows from Laplace's theorem, III. 5.

We can write the determinant $\left|c_{i k}\right|$ in the form of the determinant of order ( $n+m$ ), III. 14 .

$$
\left|\begin{array}{cccccc}
c_{11} & \ldots & c_{1 m}, & b_{11} & \ldots & b_{1 n} \\
\ldots & \ldots & \ldots & \ldots \ldots \ldots . . \\
c_{m 1} & \ldots & c_{m m}, & b_{m 1} & \ldots & b_{m n} \\
0 & \ldots & 0 & 1 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & . \\
0 & \ldots & 0 & , & 0 & \ldots
\end{array}\right|
$$

where $c_{t k}$ has the value ascribed to it in Art. 1.

Now from the $i^{\text {th }}$ column subtract the last $n$ columns multiplied respectively by $a_{i 1}, a_{i 2} \ldots$ then from the value of $c_{i b}$ it follows that

$$
\left|c_{i v}\right|=\left|\begin{array}{ccccccc}
0 & \ldots & 0 & , & b_{11} & \ldots & b_{1 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \\
0 & \ldots & 0 & , & b_{m 1} & \ldots & b_{m n n} \\
-a_{11} & \ldots & -a_{m 1} & 1 & \ldots & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
-a_{1 n} & \ldots & -a_{m n}, & 0 & \ldots & 1
\end{array}\right| .
$$

In the determinant on the right multiply the first $m$ columns by -1 and then move the second $m$ rows to the beginning, then (after $m+m^{2}$ changes of sign) our determinant is equal to

$$
\left\lvert\, \begin{array}{ccccccccc}
a_{11} & \ldots & a_{m 1}, & 1 & \ldots & 0, & 0 & \ldots & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{1 m} & \ldots & a_{m m}, & 0 & \ldots & 1 & 0 & \ldots & \ldots \\
0 & \ldots & 0 & , & b_{11} & \ldots & b_{1 m}, & b_{1 m+1} & \ldots
\end{array} b_{1 n} .\right.
$$

Now expand this by Laplace's theorem according to minors of the first $m$ columns. Let us find the complément of the minor

$$
\left|\begin{array}{cc}
a_{f 1}, & a_{f 2} \ldots \\
a_{f 1}, & a_{f_{2}} \ldots \\
\ldots \ldots
\end{array}\right|
$$

For this purpose we move the rows of $a$ 's having the suffixes $f, g \ldots$ up to the beginning; then move those columns of $b$ 's which have the suffixes $f, g \ldots$ into the $(m+1)^{\text {st }},(m+2)^{\text {nd }} \ldots$ places. This does not alter the value or sign of the determinant, and in every place where a 1 stood before, will now again stand 1. Hence the required complement is

Hence

$$
\left|c_{i k}\right|=\Sigma\left|\begin{array}{cc}
a_{f 1}, & a_{f 2} \ldots \\
a_{g 1}, & a_{g 2} \ldots \\
\ldots \ldots \ldots
\end{array}\right| \cdot\left|\begin{array}{ll}
b_{1 p}, & b_{1 g} \ldots \\
b_{2 f}, & b_{2 g} \ldots \\
\ldots \ldots & \ldots . .
\end{array}\right|
$$

when $f, g \ldots$ is an $m-a d$ from $1,2 \ldots n$. This agrees with our former result.
9. The value of any minor of order $\mu$ of the determinant $\left|c_{i k}\right|$, the product of two determinants $\left|a_{i k}\right|$ and $\left|b_{i k}\right|$,
say,

$$
C_{\mu}=\left|\begin{array}{cc}
c_{f p}, & c_{f q}
\end{array} \ldots c_{f s}\right| \begin{gathered}
c_{g p}, \\
c_{g q}
\end{gathered} \ldots c_{s s},
$$

can be expressed as the sum of products of corresponding minors of order $\mu$ of the determinants $\left|a_{i k}\right|$ and $\left|b_{i z}\right|$.

For the elements of $C_{\mu}$ are got by compounding the two arrays

$$
\begin{array}{ll}
a_{f 1}, a_{f 2} \ldots a_{f n} & b_{p 1}, b_{p 2} \ldots b_{p n} \\
a_{g 1}, a_{g 2} \ldots a_{g n} & b_{q 1}, b_{q 2} \ldots b_{q n} \\
\ldots \ldots \ldots \ldots \ldots & \ldots \ldots \ldots \ldots \ldots \\
a_{k 1}, a_{k 2} \ldots a_{k n} & b_{s 1}, b_{s 2} \ldots b_{s n} .
\end{array}
$$

And since these arrays have more columns than rows, it follows that $C_{\mu}$ is the sum of $n_{\mu}$ products of determinants of order $\mu$, formed by selecting $\mu$ columns from the two arrays. Thus

$$
C_{\mu}=\Sigma\left|\begin{array}{cc}
a_{f i}, & a_{f j} \ldots a_{f r} \\
a_{g i}, & a_{g j} \ldots a_{g r} \\
\ldots \ldots \ldots \ldots \ldots
\end{array}\right|\left|\begin{array}{cc}
b_{p i}, & b_{p j}, \ldots b_{p r} \\
b_{q i}, & b_{q j}, \ldots b_{q r} \\
\ldots \ldots \ldots \ldots .
\end{array}\right|
$$

when $i, j \ldots r$ is any $\mu-a d$ from $1,2 \ldots n$.
One particular case of this we shall find presently of importance; namely, when the two systems $a$ and $b$ are identical, and when moreover $f=p, g=q \ldots k=s$, so that the leading diagonal of $C_{\mu}$ consists of elements from the leading diagonal of $\left|c_{i v 6}\right|$.

Then we see that

$$
C_{\mu}=\Sigma\left|\begin{array}{cccc}
a_{f f}, & a_{f j} & \ldots a_{f r} \\
a_{g i}, & a_{g j} & \ldots & a_{g r} \\
\cdots \ldots \ldots \ldots
\end{array}\right|^{2}
$$

is a sum of $n_{\mu}$ squares.
10. The differential coefficients of a determinant $C$, elements $c_{i k}$, which is the product of two determinants $A, B$, elements $a_{i k}$, $b_{i b}$, can be represented as the sum of products of differential coefficients of these determinants.

We have

$$
A B=C \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . .(1),
$$

and

$$
c_{i k}=a_{i 1} b_{k 1}+a_{i 2} b_{k 2}+\ldots+a_{i n} b_{k n} .
$$

Differentiate (1) with regard to $\alpha_{i p}$; remembering that $c_{i 1}, c_{i 2} \ldots c_{\text {in }}$ are functions of this, we get

$$
B \frac{d A}{d a_{i p}}=\frac{d C}{d c_{i \pi}} b_{1 p}+\frac{d C}{d c_{i 2}} b_{2 p}+\ldots+\frac{d C}{d c_{i n}} b_{n p} .
$$

Multiply this equation by

$$
\frac{d B}{d b_{k p}}=B_{k p}
$$

and add together all the equations which can be obtained from it by writing for $p$ the values $1,2 \ldots n$. Thus we get

$$
B \Sigma \frac{d A}{d a_{i p}} \cdot \frac{d B}{d b_{k p}}=\frac{d C}{d c_{i 1}} \Sigma B_{k p} b_{i p}+\ldots+\frac{d C}{d c_{i n}} \Sigma B_{k p} b_{n p} .
$$

But by III. 11 all the sums on the right vanish except $\Sigma B_{k p} b_{k p}$, which is equal to $B$, hence

$$
\frac{d C}{d c_{i v}}=\Sigma \frac{d A}{d a_{i p}} \cdot \frac{d B}{d b_{k p}}(p=1,2 \ldots n) .
$$

Similarly we can prove the equations,

$$
\begin{aligned}
& \frac{d^{2} C}{d c_{i k} d c_{i s}}=\frac{1}{1.2} \Sigma \frac{d^{2} A}{d a_{i p} d a_{r q}} \cdot \frac{d^{2} \AA}{d b_{k p} d b_{s q}}(p, q=1,2 \ldots n), \\
& \frac{d^{3} C}{d c_{i z} d c_{p q} d c_{r g}}=\frac{1}{1.2 .3} \Sigma \frac{d^{3} A}{d a_{i u} d c_{p v} d a_{r v}} \cdot \frac{d^{3} B}{d b_{k u} d b_{g v} d b_{s v}} \\
& (u, v, w=1,2 \ldots n),
\end{aligned}
$$

whence the general law is obvious.

## CHAPTER V.

## ON DETERMINANTS OF COMPOUND SYSTEMS.

1. If the elements of a determinant are not simple quantities but themselves determinants, the determinant is called a compound determinant.

Compound determinants are usually formed from the minors of one or more determinants.
2. The number of all possible minors of order $m$ of a given determinant is $\left\{n_{m}\right\}^{2}$ (III. 1). We can form a square array with these minors, writing in the same row all those which proceed from the same selection of rows of the given determinant, and similarly for the columns.

If $n_{m}=\mu$ and we give to the combinations of rows and columns taken to form minors the suffixes $1,2 \ldots \mu$, we may denote that minor whose elements belong to the $i^{\text {th }}$ combination of rows and $j^{\text {th }}$ combination of columns, by $p_{i i}$, and the whole system of minors will be

$$
\left.\begin{array}{c}
p_{11} \ldots p_{1 \mu} \\
\ldots \ldots \ldots . \\
p_{\mu_{1}} \ldots p_{\mu \mu}
\end{array}\right\} \ldots \ldots \ldots \ldots \ldots \ldots \ldots(\mathbf{1})
$$

Corresponding to each element in this array, which is a minor of the original determinant, we have a complementary minor of order $n-m$. We shall denote the complement of $p_{i j}$ by $q_{i j}$, then these form a new array,

$$
\left.\begin{array}{c}
q_{11} \ldots q_{1 \mu} \\
\ldots \ldots \ldots \ldots \\
q_{\mu 1} \ldots q_{\mu \mu}
\end{array}\right\} \ldots \ldots \ldots \ldots \ldots \ldots . .
$$

The arrays (1) and (2) are called reciprocal arrays of the $m^{\text {th }}$ order. Minors of these arrays formed from the same selection of rows and columns in each are called conjugate minors. The simplest instance of two such arrays is the original system and its system of first minors, viz.

$$
\begin{array}{ll}
a_{11} \ldots a_{1 n} & A_{11} \ldots A_{1 n} \\
\ldots \ldots \ldots & \ldots \ldots \ldots . \\
a_{n 1} \ldots a_{n n} & A_{n 1} \ldots A_{n n} .
\end{array}
$$

3. If we multiply the elements of the $i^{\text {th }}$ row of the array (1) by the corresponding elements of the $k^{\text {th }}$ row of (2) the sum of the products is equal to $A$ or zero according as $i$ is or is not equal to $k$, viz.

$$
p_{i 1} q_{k 1}+p_{i 2} q_{k 2}+\ldots+p_{i \mu} q_{k \mu}=A \text { or } 0 .
$$

For if $i$ is equal to $k$ this is nothing else than the expansion of the given determinant $A$ according to products of minors of order $m$ and $n-m$ by Laplace's theorem. If $i$ is not equal to $k$ the sum represents the expansion of the determinant when the $i^{\text {th }}$ selection of rows is replaced by the $k^{\text {th }}$; the rows of this determinant are not all different, hence it vanishes. The particular case

$$
a_{i 1} A_{k 1}+a_{i 2} A_{k 2}+\ldots+a_{i n} A_{k n}=A \text { or } 0
$$

according as $i$ is or is not equal to $k$ is considered in III. 11.
4. Let $\quad A=\left|a_{i k}\right|, \quad B=\left|b_{i k}\right|$
be two determinants each of order $n$ for which we have formed the systems of $\mu^{2}$ elements discussed in Art. 2; the systems for the determinant $A$ being denoted by $p_{i k}, q_{i k}$, those for the determinant $B$ by $p_{i k}^{\prime}, q_{i k}^{\prime}$

We can form two new systems each of $\mu^{2}$ elements as follows., In the determinant $A$ replace each combination of the rows $m$ at a time by the fixed selection of rows marked $i$ in the determinant $B$, this will give us $\mu$ determinants which we shall denote by $t_{i 1}, t_{i 2} \ldots t_{i \mu}$. In the determinant $B$ replace the fixed selection of rows marked $\mathbb{C}$ by each combination from $A$ in turn; these determinants are called $u_{k 11}, u_{k 2} \ldots u_{k \mu}$. We have then two new systems

$$
\begin{array}{ll}
t_{11} \ldots t_{1 \mu} & u_{11} \ldots u_{1_{\mu}} \\
\ldots \ldots \ldots . & \ldots \ldots \ldots \ldots \\
t_{\mu 1} \ldots t_{\mu \mu} & u_{\mu 1} \ldots u_{\mu \mu}
\end{array}
$$

Then by Laplace's theorem we have the two sets of equations:

$$
\begin{array}{lll}
A=p_{n k} q_{n 1}+p_{k 2} q_{k 2}+\ldots & B=p_{k 1}^{\prime} q_{n 1}^{\prime}+p_{k 2}^{\prime} q_{k 2}^{\prime}+\ldots \\
t_{i 1}=p_{i 1}^{\prime} q_{11}^{\prime}+p_{i 2}^{\prime} q_{12}+\ldots & u_{k 1}=p_{11} q_{k i 1}^{\prime}+p_{12} q_{k 2}^{\prime}+\ldots \\
t_{i 2}=p_{i 1}^{\prime} q_{21}+p_{i 2}^{\prime} q_{22}+\ldots & u_{k 2}=p_{21} q_{k 1}+p_{22} q_{k 2}^{\prime}+\ldots
\end{array}
$$

Whence by Art. 3,

$$
\begin{aligned}
& t_{i 1} p_{11}+t_{i 2} p_{21}+\ldots=p_{i 1}^{\prime} A, \\
& t_{i 1} p_{12}+t_{i 2} p_{22}+\ldots=p_{i 2}^{\prime} A .
\end{aligned}
$$

And hence
or

$$
t_{i 1}\left(p_{11} q_{k 1}^{\prime}+p_{12} q_{k 2}^{\prime}+\ldots\right)+t_{i 2}\left(p_{21} q_{k 1}^{\prime}+p_{22} q_{k 2}^{\prime}+\ldots\right)+\ldots
$$

That is to say by compounding the $i^{\text {th }}$ and $i^{\text {th }}$ rows of the new arrays the sum is $A B$ or 0 according as $i$ is or is not equal to $k$.
5. We now proceed to investigate properties of determinants of the elements of reciprocal systems, and first we shall examine the system of the first order.

Let

$$
A=\left|a_{i k}\right|, \quad D=\left|A_{i k}\right| .
$$

Forming the product of these two,

$$
\begin{gathered}
A D=\left|C_{i k}\right| \\
C_{i k}=a_{i 1} A_{k 1}+a_{i 2} A_{k 2}+\ldots+a_{i n} A_{k n}
\end{gathered}
$$

where
and hence $C_{i k}=A$ or 0 according as $i$ is or is not equal to $k$. Thus

$$
A D=\left|\begin{array}{rrrr}
A, & 0, & 0 & \ldots \\
0, & A, & 0 & \ldots \\
0, & 0, & A & \ldots \\
\ldots & \cdots & \cdots & \cdots
\end{array}\right|=A^{n}
$$

$$
\therefore D=A^{n-1} .
$$

6. Any minor of order $p$ in the system $A_{i k}$ is equal to the complementary minor of its conjugate in $A$ multiplied by $A^{p-1}$.

Let

$$
\Sigma \pm a_{f i} a_{g k} \ldots=\left|\begin{array}{lll}
a_{f i}, & a_{f_{k}} & \ldots \\
a_{g i}, & a_{g k} & \ldots \\
\ldots \ldots \ldots \ldots
\end{array}\right|
$$

and $\Sigma \pm . A_{j i} A_{g k} \ldots$ be two conjugate minors in the two systems each of order $p$, and let $\Sigma \pm a_{r u} a_{s v} \ldots$ be the complement of $\Sigma \pm \alpha_{f i} \alpha_{g k} \ldots$. So that

We may write $\Sigma \pm a_{r v} a_{s v} \ldots=c o \Sigma \pm a_{j i} a_{g k} \ldots$
Now we may write $\Sigma \pm A_{j i} A_{g l} \ldots$ as the determinant of order $n$,

$$
\left\lvert\, \begin{array}{ccccc}
A_{f i}, & A_{f_{b}} & \ldots & A_{f u}, & A_{f v}
\end{array} .\right.
$$

which consists of four parts. The first square consists of the elements of $\Sigma \pm A_{j_{i}} A_{g k} \ldots$; to the right of this is a rectangle of $n-p$ columns and $p$ rows containing the remaining elements of the $f^{\text {th }}, g^{\text {th }} \ldots$ rows. The rectangle on the left below of $p$ columns and $n-p$ rows consists solely of zeros, and the square on the right of $n-p$ rows and columns contains l's in the leading diagonal and zeros elsewhere. Multiply this by the determinant $A$ written in the form (1) above. Then (iII. 11) we have

$$
\begin{aligned}
A \Sigma \pm A_{r i} A_{g l} \ldots & =\left|\begin{array}{cccc}
A, & 0 & \ldots & a_{f u}, \\
0 & a_{f v} & \cdots \\
0 & A & \ldots & a_{s u}, \\
\ldots & a_{g v} & \ldots \\
0 & 0 & \ldots & a_{r u}, \\
, & a_{r v} & \ldots \\
0, & 0 & \ldots & a_{s u}, \\
\ldots & a_{s v} & \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots .
\end{array}\right| \\
& =A^{p} \Sigma \pm a_{r u} a_{s v} \ldots
\end{aligned}
$$

If we resolve the determinant on the right into products of minors of the first $p$ and last $n-p$ columns,

$$
\therefore \Sigma \pm A_{f_{i}} A_{p_{k}} \ldots=A^{p-1} c o \Sigma \pm a_{f i} a_{g k} \ldots
$$

From this it follows that the ratio of two minors of the same order of the system $A_{i b}$ is the same as the ratio of the complementary minors of their conjugates.

$$
\frac{\sum \pm A_{f i} A_{g h} \cdots}{\sum \pm A_{k l} A_{p q} \cdots}=\frac{c o \sum \pm a_{f i} a_{g h} \cdots}{c o \Sigma \pm a_{k l} a_{p q} \cdots}
$$

7. As examples of the theorem in Art. 6, we have

$$
\begin{aligned}
& \left|\begin{array}{c}
A_{11} \ldots \\
\ldots \ldots \ldots \ldots \\
A_{p 1} \ldots
\end{array}\right|=A_{p p} . A^{p-1}\left|\begin{array}{ccc}
a_{p+1, p+1} & \ldots & a_{p+1, n} \\
\ldots \ldots \ldots \ldots \ldots & \ldots \\
a_{n p+1} & \ldots & a_{n n}
\end{array}\right|,
\end{aligned}
$$

The relation

$$
\left|\begin{array}{ll}
A_{i k}, & A_{i s} \\
A_{r k} & , \\
A_{r s}
\end{array}\right|=A c o\left|\begin{array}{cc}
a_{i k}, & a_{i s} \\
a_{r k}, & a_{r \mathrm{i}}
\end{array}\right|
$$

may also be written

$$
\frac{d A}{d a_{i k}} \cdot \frac{d A}{d a_{r s}}-\frac{d A}{d a_{i s}} \frac{d A}{d a_{r k}}=A \frac{d^{2} A}{d a_{i s k} d a_{r s}},
$$

in particular

$$
\frac{d A}{d a_{n-1, n-1}} \cdot \frac{d A}{d a_{n n}}-\frac{d A}{d a_{n-1 n}} \cdot \frac{d A}{d a_{n n-1}}=A \frac{d^{2} A}{d a_{n-1, n-1} d a_{n n}} .
$$

If $A=0$, we see that
or

$$
\begin{gathered}
\left|\begin{array}{cc}
A_{i k}, & A_{i s} \\
A_{r k} & A_{r s}
\end{array}\right|=0, \\
\frac{A_{i k}}{A_{r k}}=\frac{A_{i s}}{A_{r s}} .
\end{gathered}
$$

That is to say, if the determinant vanishes, the minors of the elements of any row are proportional to the corresponding minors of the elements of any other row.
8. As an example of the use of the method of Arts. 20 and 21 of Chap. III., let us discuss the value of the determinant

$$
P=\left|\lambda \alpha_{i k}+\mu b_{i k}\right|
$$

$a_{i k}$ and $b_{i c}$ being elements of two determinants of the $n^{\text {th }}$ order

$$
A^{(n)}=\left|a_{i k}\right|, \quad B^{(n)}=\left|b_{i k}\right| .
$$

Symbolically we can write

$$
\begin{aligned}
P & =(\lambda A+\mu B)^{n} \\
& =A^{n} B^{n}\left(\frac{\lambda}{B}+\frac{\mu}{A}\right)^{n} .
\end{aligned}
$$

Now let $A_{1}^{(n)}, B_{1}^{(n)}$ be two determinants of order $n$, whose elements are

$$
\alpha_{i k}=\frac{1}{A^{(n)}} \frac{d A^{(n)}}{d a_{i k}}, \quad \beta_{i k}=\frac{1}{B^{(n)}} \cdot \frac{d B^{(n)}}{d b_{i k}},
$$

then by Art. 5
so

$$
\begin{gathered}
A_{1}^{(n)}=\frac{\left|A_{i k}^{(n)}\right|}{\left(A^{(n)}\right)^{n}}=\frac{1}{A^{(n)}}, \\
\\
B_{1}^{(n)}=\frac{1}{B^{(n)}} .
\end{gathered}
$$

Or, symbolically,

$$
A_{1}=\frac{1}{A}, \quad B_{1}=\frac{1}{B}
$$

Thus

$$
P=A^{n} B^{n}\left(\lambda B_{1}+\mu A_{1}\right)^{n} .
$$

But $\left(\lambda B_{1}+\mu A_{1}\right)^{n}$ is the symbolical expression for a determinant of order $n$ with binomial elements of the form

$$
\lambda \beta_{i k}+\mu \alpha_{i k} .
$$

Hence, passing from symbolic to real expressions, we have the determinant equation:

$$
\left|\lambda a_{i k}+\mu b_{i k}\right|=\left|a_{i k}\right| \cdot\left|b_{i k}\right| \cdot\left|\lambda \beta_{i k}+\mu x_{i k}\right| .
$$

Numerous other transformations of the determinant on the left can be effected.
9. Next let us consider reciprocal arrays of order $m$. (Art. 2.)

Let

$$
\Delta=\left|p_{i k}\right|, \quad \Delta^{\prime}=\left|q_{i v}\right| .
$$

The product $\Delta \Delta^{\prime}$ is a determinant of order $\mu$ whose general element is

$$
p_{i n} q_{k 1}+p_{i 1} q_{k 2}+\ldots+p_{i \mu} q_{k \mu},
$$

which is equal to $A$ or 0 according as $i$ is or is not equal to $k$. (Art. 3.) Hence in the product determinant all the elements vanish except those in the principal diagonal.

Thus

$$
\Delta \Delta^{\prime}=A^{\mu}
$$

It follows therefore that $\Delta$ is a divisor of $A^{\mu}$. Now $A$ is a linear function of one of its elements, say $a_{11}$, hence $\Delta$ can only differ from a power of $A$ by a coefficient independent of the elements of $A$. Among the combinations $m$ at a time of the numbers $1,2 \ldots n$ there are

$$
\lambda=(n-1)_{m-1},
$$

which contain 1. Hence there are $\lambda$ elements of $\Delta$, which contain $a_{11}$, such for example as $p_{11}, p_{22} \ldots p_{\lambda \lambda}$.

Hence $\Delta=x A^{\lambda}$,
where $x$ does not depend on the elements of $A$.
To determine the value of $x$, let $\alpha_{i c}=0$ except when $i=k$, and let $a_{i i}=1$. The same will be the case with the elements $p_{i z}$;

$$
\therefore A=1, \quad \Delta=1, \quad \text { and } \therefore x=1
$$

Thus

$$
\Delta=A^{(n-1)_{m-1}},
$$

and

$$
\Delta^{\prime}=A^{(n-1)_{m}}
$$

for

$$
n_{m}-(n-1)_{m-1}=(n-1)_{m} .
$$

10. A minor of order $r$ of the system $q_{i t}$ is equal to the complement of its conjugate multiplied by $A^{r-\lambda}$.

For if we multiply the determinant $\Sigma \pm q_{s i} q_{g k} \ldots$ by the determinant $\Delta$ in the same manner as we did in Art. 6 for systems of the first order, we get:

$$
\begin{aligned}
& \Delta \Sigma \pm q_{f i} q_{g k} \ldots=A^{r} c o \Sigma \pm p_{f i} p_{g k} \ldots \\
& \therefore \Sigma \pm q_{f i} q_{g k} \ldots=A^{r-\lambda} c o \Sigma \pm p_{s i} p_{g k} \ldots
\end{aligned}
$$

And in like manner

$$
\Sigma \pm p_{f i} p_{g k} \cdots=A^{r-(n-1)_{m} c o \Sigma} \pm q_{f i} q_{g k} \cdots
$$

11. Let $A_{h}$ be a minor of $A$, with $h$ rows and columns. From this let us form the determinant whose elements are all the minors of order $m$ of $A_{l}$. These last are minors of order $m$ of $A$, and are hence elements of $\Delta$. On the other hand, those among them which arise from the same rows or columns of $A$, and are hence in the same row or column of $\Delta$, also arise from elements belonging to the same row or column of $A_{h}$, which is a minor of $A$; altogether they form a minor $M$ of $\Delta$, which has $h_{m}$ rows and columns. While by Art. 9 we have

$$
M=A_{h}^{(h-1)_{m-1}}
$$

which gives a representation of the minors of $\Delta$ by means of powers of minors of $A$.
12. If in the determinant $A$ we select a minor $A_{h}$ of order $h$, and form all the minors of order $m$ in $A(m>h)$; which contain neither all the $h$ rows nor all the $h$ columns of $A_{h}$, we shall form a minor of $\Delta$ with $n_{m}-(n-h)_{m-n}$ rows and columns, which is equal to

$$
A_{n-h}^{\langle n-h-1)_{m-h}} \cdot A^{\left\{(n-1)_{m-1}-(n-h)_{m-h}\right\}}
$$

where $A_{n-n}$ is the complement of $A_{h}$ in $A$.
Let us suppose that, as in Art. 11, we have formed the minor $M$ in $\Delta^{\prime}$ with $(n-h)_{m-n}$ rows and columns, which is equal to

$$
A_{n-h}^{(n-h-1)_{m-n}},
$$

and let us consider the conjugate minor $\alpha_{1}$ in $\Delta$, i.e. that determinant whose elements are the complementary minors in $A$ of the elements of $M$.

From the law of formation of $M$ this minor has for elements all the minors of $A$ of order $m$, which have $A_{h}$ as a minor.

If $\alpha$ is the complement of $\alpha_{1}$ in $\Delta$, it follows from Art. 10 that

$$
\alpha=M \cdot A^{(n-1)_{m-1}-(n-h)_{m-h}}
$$

Substituting for $M$ its value we have

$$
\alpha=A_{n-h}^{(n-h-1)_{m-h}} \cdot A^{(n-1)_{m-1}-(n-h)_{m-h}} .
$$

The theorem is therefore proved, if we can shew that $\alpha$ is formed as prescribed. For this purpose we must remember that $\alpha_{1}$ has for elements all minors of $A$ which have $A_{h}$ for one of their minors; to get $\alpha$ we have then to suppress among the combinations $m$ at a time of the rows and columns of $A$ all those which contain all the rows or columns of $A_{k}$; thus $\alpha$ has for its elements all the minors of $A$ with $m$ rows and columns, such that they do not contain all the $h$ rows or columns of $A_{h}$.
13. Next let us consider the determinant of the system of elements $t_{i k}$ in Art. 4, calling this determinant $T$, so that

$$
\begin{gathered}
T=\left|t_{i k}\right| \\
t_{i k k}=p_{i i}^{\prime} q_{k 1}+p_{i z}^{\prime} q_{k 2}+\ldots
\end{gathered}
$$

Since
it follows that $T$ is the product of the two determinants

$$
\left|p_{i k}^{\prime}\right| \text { and }\left|q_{i k}\right|
$$

that is, by Art. 9,

$$
T=A^{(n-1)_{m}} \cdot B^{(n-1)_{m-1}}
$$

The value of the determinant of the elements $u_{i k}$ is obtained by interchanging $A$ and $B$, and at the same time writing $n-m$ for m. Thus

$$
U=A^{(n-1)_{m-1}} \cdot B^{(n-1)_{m}} .
$$

14. The ratio of complementary minors of $T$ and $U$ is a power of $A$ multiplied by a power of $B$.

For if

$$
T_{h}=\left|\begin{array}{ccc}
t_{11} & \ldots & t_{1 h} \\
\ldots & \ldots & \cdots \\
t_{h 1} & \ldots & t_{h h}
\end{array}\right|, U_{\mu-h}=\left|\begin{array}{ccc}
u_{h+1 k+1} & \ldots & u_{h+1 \mu} \\
\ldots \ldots \ldots \ldots & \ldots & \ldots \\
u_{\mu h+1} & \ldots & u_{\mu \mu}
\end{array}\right|
$$

Since
we have by the theorem of Art. 4

$$
\begin{aligned}
U T_{h} & =\left|\begin{array}{ccccccc}
A B, & 0 & \ldots & 0, & u_{1 h+1} & \ldots & u_{1 \mu} \\
0, & A B & \ldots & 0, & u_{2 h+1} & \ldots & u_{2 \mu} \\
\ldots \ldots \ldots \ldots \ldots \ldots . \ldots \ldots \ldots . . \\
0, & 0 & \ldots & A B, & u_{h h+1} & \ldots & u_{h \mu} \\
0, & 0 & \ldots & 0, & u_{h+1 k+1} & \ldots & u_{h+\mu \mu} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
0, & 0 & \ldots & 0, & u_{\mu_{h+1}} & \ldots & u_{\mu \mu}
\end{array}\right| \\
& =(A B)^{h} . U_{\mu-k},
\end{aligned}
$$

which gives when we substitute for $U$

$$
\frac{U_{\mu_{-h}}}{T_{h}}=A^{\lambda_{1}} \cdot B^{\lambda_{2}}
$$

where

$$
\lambda_{1}=(n-1)_{m-1}-h, \quad \lambda_{2}=(n-1)_{m}-h .
$$

15. If the determinants $A$ and $B$ of Art. 4 had not been of the same order we must have increased the order of one of them, as in III. 14, until they were both of order $n$. We shall make use of this to investigate some further properties of the minors of $A$ and compound determinants formed with them.
16. If $A_{h}$ is a minor of order $h$ of $A$, and if we border it in all possible ways with $m$ of the remaining rows and columns of $A$, we get the elements of a new determinant $M_{m}$ of order $(n-h)_{m}$, whose value is

$$
A_{h}^{(n-h-1)_{m}} \cdot A^{(n-h-1)_{m-1}} .
$$

For we have

$$
A_{h}=\left|\begin{array}{ccccccc}
a_{11} & \ldots & a_{1 h}, & 0, & 0 & \ldots & 0 \\
a_{21} & \ldots & a_{2 h}, & 0, & 0 & \ldots & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
a_{h 1} & \ldots & a_{n h}, & 0, & 0 & \ldots & 0 \\
a_{n+11} & \ldots & a_{h n+1 h}, & 1, & 0 & \ldots & 0 \\
a_{n+22} & \ldots & a_{n+2 h}, & 0, & 1 & \ldots & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right|
$$

Now let us write $A_{h}$ and $A$ for $A$ and $B$ in the theorem of Art. 13 and combine columns instead of rows ( $m$ is supposed less than $h$ ).

Each combination $m$ at a time of the first $h$ columns of $A$ will give a row of $T$, of which only a single element does not vanish; the value of that element is $A_{h}$, and it will lie in the leading diagonal. The number of such rows is $h_{m}$. Each combination $m$ at a time of the columns of $A$ taken from $h-1$ of the first $h$ columns, the last being replaced by one of the other columns, will give a row of $T$, in which, besides $h_{m}$ elements of order $h$ which have no influence, there will be $n-h$ elements of order $h+1$ which will be the minor $A_{b}$, bordered with a row and column of $A$.

The first $h-1$ columns of this combination remaining fixed while the last varies among the last $n-h$ columns of $A$, we shall get $n-h$ analogous rows in $T$, which will give in the diagonal of $T$ a square of elements consisting of $A_{h}$ with the simple border. The same will be the case for each combination $h-1$ at a time of the first $h$ columns of $A$, and the determinant of elements with simple border will appear $h_{m-1}$ times. Similarly we should have
the determinant of elements with a border of $k$ rows and columns repeated $h_{m-k}$ times, and hence

$$
\begin{equation*}
T=A_{h}^{h_{m}} \cdot M_{i}^{h_{m-1}} \cdot M_{2}^{h_{m-2}} \ldots M_{m}^{h_{0}} \tag{1}
\end{equation*}
$$

while, by Art. 13,

$$
\begin{equation*}
T=A_{h}^{(n-1) m} \cdot A^{(n-1) m-1} \tag{2}
\end{equation*}
$$

Hence, if we admit the law,

$$
M_{k-1}=A_{h}^{(n-h-1)_{k-1}} \cdot A^{(n-h-1)_{k-2}}
$$

(which is true for $k=1$, for then $M_{0}=A_{k}$ ). Substituting for $M_{1}, M_{2} \ldots M_{m_{-1}}$, the exponent of $A_{h}$ is
$h_{m}+(n-h-1)_{1} \cdot h_{m-1}+(n-h-1)_{2} \cdot h_{m-2}+\ldots+(n-h-1)_{m-1} \cdot h_{1} ;$
if we add $(n-h-1)_{m}$ to this, by a known property of binomial coefficients it becomes $(n-1)_{m}$.

Similarly the exponent of $A$ is

$$
\begin{aligned}
h_{m-1}+(n-h-1)_{1} \cdot h_{m-2}+(n-h-1)_{2} & \cdot h_{m-3}+\ldots+(n-h-1)_{m-2} \cdot h_{1} \\
& =(n-1)_{m-1}-(n-h-1)_{m-1}
\end{aligned} .
$$

Thus from (1) and (2)

$$
M_{m}=A_{h}^{(n-h-1) m}, A^{(n-h-1)_{m-1}} .
$$

17. Another way of stating the theorem of Art. 16 is the following: If $A_{h}$ is a minor of order $h$ of $A$, and we form all the minors of $A$ with $m$ rows and columns which have it as a minor, we get the elements of a new determinant of order $(n-h)_{m-k}$, whose value is

$$
A_{h}^{(n-h-1)_{n-h}} \cdot A^{(n-h-1)_{m-h-1}} .
$$

18. The particular case of $m=1$ is so easily stated that it is of advantage to give it here.

The elements of the new determinant are of the form

$$
\left.c_{i k}=\left\lvert\, \begin{array}{cccc}
a_{11} & \ldots & a_{1 h}, & a_{1 h+i} \\
\ldots & \ldots & \cdots & \cdots
\end{array}\right.\right] \cdots \cdots, ~(i, k=1,2 \ldots n-h),
$$

and

$$
\left|c_{i k}\right|=A_{h}^{n-h-1} \cdot A .
$$

This theorem and the theorem of Art. 16 are due to Prof. Sylvester, the proofs here given are due to M. Picquet.
19. Another modification of the theorem of Art. 16 can be obtained as follows: Let us return to the determinants $\Delta, \Delta^{\prime}$ of Art. 9, and form a determinant $M_{1}$ with the minors of $A_{n-n}$ of order $n-m$; this is a minor of $\Delta^{\prime}$ of order $(n-h)_{m-n}$. The conjugate minor in $\Delta$ has for elements those minors of $A$ of order $m$ complementary to those of $M_{1}$, and hence all those which have $A_{b}$ as a minor. This is precisely the determinant of Art. 17. Whence the theorem can be stated as follows: If $A_{n-b}$ is a minor of $A$ of order $n-h$, and if we form a determinant $M_{1}$ with all the minors of order $n-m$ of $A_{n-k}$, and then replace each element by its complement in $A$, we get a new determinant, whose value is

$$
M=A_{h}^{(n-h-1)_{m-h}} \cdot A^{(n-h-1) m-h-1} .
$$

20. If now we form all minors of $A$ of order $n-m(m>h)$ such that neither all their rows nor all their columns belong to $A_{n-h}$, which in $A$ therefore overlap $A_{n-n}$ or belong altogether to $A_{h}$, these form a determinant $N$ of order $n_{m}-(n-h)_{m-n}$ which is equal to

$$
A_{h}^{(n-\tilde{h}-1)_{n-h}} \cdot A^{(n-1)_{m}-(n-h-1)_{n 2}-\hbar} .
$$

First notice that this is essentially different from the theorem of Art. 12, applied to $A_{h}$. There the determinant is formed with all the minors of the same order of $A$ with more elements than $A_{k}$, and which do not admit all the rows and columns of $A_{h}$. Here the determinant is formed with minors of the same order of $A$ with fewer elements than $A_{n-k}$, and which do not admit all the rows and columns $A_{n-n}$.

To prove the theorem it is sufficient to consider in $\Delta^{\prime}$ the minor $N$ complementary to $\alpha_{1}$ in $\Delta$ or to $M$ in $\Delta^{\prime}$. For $N$ is exactly formed with regard to $A_{n-n}$ as the enunciation prescribes; it has $n_{m}-(n-h)_{m-n}$ rows, apply to it the theorem of Art. 10,

$$
\begin{aligned}
& \frac{\alpha_{1}}{N}=A^{(n-1)_{m-1}-n_{m}+(n-h)_{m-h}}, \\
\therefore \quad N & =\alpha_{1} A^{(n-1)_{m}-(n-h)_{m-h}} ;
\end{aligned}
$$

or, replacing $\sigma_{1}$ by its value, from Art. 17,

$$
N=A_{h}^{(n-h-1)_{m-h}} \cdot A^{(n-1)_{m-( }-(n-h-1)_{m-h}} .
$$

## CHAPTER VI.

## DETERMINANTS OF SPECIAL FORMS.

1. When a square array is written down, it is natural to inquire what simplifications arise in the determinant of the array when special relations are supposed to exist between the elements. And looking at the figure the relations which naturally suggest themselves are those which depend on the geometrical form which the array assumes. Hence we have various forms of determinants obtained by supposing relationships, of equality or otherwise, to exist between elements situated symmetrically in the figure; this shews how the notation employed has influenced the development of the theory.

The most important of these special forms are symmetrical and skew symmetrical determinants. Here the special form of geometrical symmetry considered is with regard to the diagonal. Elements which are situated in regard to the diagonal in the position of a point and its image with respect to a mirror coinciding with the diagonal, have been called conjugate: two such elements are denoted by $a_{i k}$ and $a_{x i}$.
2. If $a_{i k}=a_{k i}$, the determinant is called symmetrical.

The square of any determinant is a symmetrical determinant.
For

$$
\left|a_{i k}\right|^{2}=\left|c_{i k}\right|
$$

where

$$
\begin{aligned}
c_{i t} & =a_{i 1} a_{k 1}+a_{i 2} a_{k s}+\ldots \\
& =c_{k i} .
\end{aligned}
$$

It follows from this that every even power of a determinant is a symmetrical determinant.
3. We may also suppose the determinant to be symmetrical with respect to the centre of the square formed by the elements of the determinant.

Two cases arise, according as the determinant is of even or odd order.

First, if the order of the determinant is $2 r$, we may write it in the form:

$$
D=\left|\begin{array}{l}
a_{1}, b_{1}, c_{1} \ldots m_{1}, n_{1}, \nu_{1}, \mu_{1} \ldots \gamma_{1}, \beta_{1}, \alpha_{1} \\
a_{2}, b_{2}, c_{2} \ldots m_{2}, n_{2}, \nu_{2}, \mu_{2} \ldots \gamma_{2}, \beta_{2}, \alpha_{2} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{r}, b_{r}, c_{r} \ldots m_{r}, n_{r}, \nu_{r}, \mu_{r} \ldots \gamma_{r}, \beta_{r}, \alpha_{r} \\
\alpha_{r}, \beta_{r}, \gamma_{r} \ldots \mu_{r}, \nu_{r}, n_{r}, m_{r} \ldots c_{r}, b_{r}, a_{r} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \\
\alpha_{2}, \beta_{2}, \gamma_{2} \ldots \mu_{2}, \nu_{2}, n_{2}, m_{2} \ldots c_{2}, b_{2}, a_{2} \\
\alpha_{1}, \beta_{1}, \gamma_{1} \ldots \mu_{1}, \nu_{1}, n_{1}, m_{1} \ldots c_{1}, b_{1}, \\
a_{1}
\end{array}\right|
$$

In this determinant add the last column to the first, the last but one to the second, the $(r+1)^{\text {st }}$ to the $r^{\text {th }}$, then it becomes

$$
D=\left|\begin{array}{l}
a_{1}+\alpha_{1}, b_{1}+\beta_{1} \ldots n_{1}+\nu_{1}, \nu_{1}, \mu_{1} \ldots \beta_{1}, a_{1} \\
a_{2}+\alpha_{2}, b_{2}+\beta_{2} \ldots n_{2}+\nu_{2}, \nu_{2}, \mu_{2} \ldots \beta_{2}, a_{2} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{r}+\alpha_{r}, b_{r}+\beta_{r} \ldots n_{r}+\nu_{r}, \nu_{r}, \mu_{r} \ldots \beta_{r}, a_{r} \\
a_{r}+\alpha_{r}, b_{r}+\beta_{r} \ldots n_{r}+\nu_{r}, n_{r}, m_{r} \ldots b_{r}, a_{r} \\
\cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{2}+\alpha_{2}, b_{2}+\beta_{2} \ldots n_{2}+\nu_{2}, n_{2}, m_{2} \ldots b_{2}, a_{2} \\
a_{1}+\alpha_{1}, b_{1}+\beta_{1} \ldots n_{1}+\nu_{1}, n_{1}, m_{1} \ldots b_{1}, \\
a_{1}
\end{array}\right| .
$$

Now subtract the first row from the last, the second from the last but one, the $r^{\text {th }}$ from the $(r+1)^{\text {st }}$, then

Hence (III. 7),

But if the order of the determinant is $2 r+1$, it may be written in the form

$$
D=\left\lvert\, \begin{array}{lllllll}
a_{1}, & b_{1} \ldots & \ldots & n_{1}, & u_{1}, & v_{1} & \ldots
\end{array} \beta_{1}\right., a_{1} .
$$

By proceeding exactly as in the former case, we can shew that

So that when a determinant is symmetrical with respect to the centre of the square formed by its elements, it reduces to the product of two other determinants.
4. If in a determinant the conjugate elements are equal in magnitude but opposite in sign, i. e. if

$$
a_{i z}=-a_{k i},
$$

the determinant is called a skew determinant. If, moreover,

$$
a_{i i}=0,
$$

the determinant is called a skew symmetrical determinant.
5. It will be useful to notice the connexion between two minors of these systems, such that the rows and columns suppressed to obtain the one minor correspond to the columns and rows suppressed to obtain the other. Two such minors may be lenoted by

$$
P=\left|\begin{array}{ccc}
a_{p f}, & a_{p g} & \ldots \\
a_{q f}, & a_{q p} & \ldots \\
\ldots, \ldots \ldots \ldots
\end{array}\right|, \quad Q=\left|\begin{array}{cc}
a_{f p}, & a_{f q} \\
a_{g p}, & a_{g q} \\
\ldots \ldots
\end{array}\right| .
$$

6. If the determinant is symmetrical,

| i.e. if | $a_{i k}=a_{k i}$, |
| :--- | :--- |
| clearly | $P=Q$. |

A special case of this is, that in a symmetrical determinant

$$
A_{i v c}=A_{k i}
$$

for $A_{i k}$ is got by suppressing the $i^{\text {th }}$ row and $k^{\text {th }}$ column, while $A_{k i}$ is got by suppressing the $k^{\text {th }}$ row and $i^{\text {th }}$ column, thus these determinants are of the same nature as $P$ and $\dot{Q}$, and are therefore equal. Thus the determinant of the reciprocal system is also symmetrical. If $A$ is the determinant of the system

$$
\begin{aligned}
\frac{d A}{d a_{i k}} & =A_{i k}+A_{k i} \frac{d a_{k i}}{d a_{i k}} \\
& =2 A_{i k} .
\end{aligned}
$$

But

$$
\frac{d A}{d a_{i i}}=A_{i i}
$$

In a symmetrical determinant $A_{i i}$ and the like are still symmetrical determinants.
7. If in Art. $5 \quad a_{i k}=-a_{k i t}$,
we see that

$$
P=\left|\begin{array}{ccc}
a_{p f}, & a_{p g} & \ldots \\
a_{q f} & a_{q g} & \ldots \\
\ldots & \cdots & \cdots
\end{array}\right|=\left|\begin{array}{ccc}
-a_{f p}, & -a_{g p} & \ldots \\
-a_{f q}, & -a_{g q} & \ldots \\
\ldots \ldots \ldots \ldots \ldots
\end{array}\right|=(-1)^{m} Q
$$

$m$ being the order of the minors. Thus if $m$ is even
but if $m$ is odd

$$
\begin{aligned}
& P=Q \\
& P=-Q
\end{aligned}
$$

8. The calculation of skew determinants reduces to that of skew symmetrical determinants, which we shall therefore now consider. A skew symmetrical determinant of odd order vanishes, for if we multiply each row by -1 , since $\alpha_{i k}=-\alpha_{t i}$, this changes the rows into columns, which does not alter the value of the determinant.

Hence, if $n$ be its order,

$$
A=(-1)^{n} A ;
$$

and hence $A=0$ if $n$ is odd.

The minor $A_{i k}$ differs from $A_{k i}$ by the sign of every element; hence

$$
A_{i k}=(-1)^{n-1} A_{k i}
$$

Thus $A_{k i}=A_{i k}$ if $n$ is odd, but $=-A_{i b}$ if $n$ is even.
Thus the reciprocal system is skew if $n$ is even, but symmetrical if $n$ is odd.
$A_{i i}$ is a skew symmetrical determinant of order $n-1$, and hence vanishes if $n$ is even.

We have

$$
\begin{aligned}
\frac{d A}{d a_{i k}} & =A_{i k}+A_{k i} \frac{d a_{k i}}{d a_{i k}} \\
& =A_{i k}-A_{k i} \\
& =2 A_{i k} \text { if } n \text { is even } \\
& =0 \text { if } n \text { is odd. }
\end{aligned}
$$

9. A skew symmetrical determinant of even order is a complete square.

For if

$$
A=\left|a_{i k}\right|
$$

is the determinant, since $A_{11}$ is a skew symmetrical determinant of odd order it vanishes. Hence (v. 7), if $\alpha_{i k}$ is the complement of $a_{i k}$ in $A_{11}$,

$$
\left|\begin{array}{l}
\alpha_{i i}, \\
\alpha_{i k} \\
\alpha_{k i}, \alpha_{i k i}
\end{array}\right|=0, \text { or } \alpha_{i i} \alpha_{k i k}=\alpha_{i k}^{2},
$$

since $\alpha_{i k}=\alpha_{k i}$ (Art. 8).
Now by (III. 24) if we expand according to products of elements in the first row and first column, since $A_{11}=0$

$$
A=-\sum a_{i 1} a_{k 1} \alpha_{i k},
$$

where $i, 7$ take the values $2,3 \ldots n$;
or

$$
\begin{aligned}
A & =\sum a_{1 i} a_{1 s} \sqrt{\alpha_{i i} \alpha_{k i k}} \\
& =\left\{\sum a_{1 i} \sqrt{ } \alpha_{i i}\right\}^{3} .
\end{aligned}
$$

Thus $A$ is the square of a linear function of the elements of a row. Now $\alpha_{i i}$ is a determinant of order $n-2$, which is even if $n$ is even. Thus a skep symmetrical determinant of order $n$ will
be the square of a rational function of its elements if one of order $n-2$ is so. But when $n=2$,

$$
\left|\begin{array}{ll}
0, & a_{12} \\
a_{21}, & 0
\end{array}\right|=a_{12}{ }^{2} .
$$

Thus skew symmetrical determinants of orders $4,6 \ldots 2 r$ are squares of rational functions of their elements.
10. Since if $n=2$ the square root contains one term, when $n=4$ the square root will contain 3 , when $n=6$ it will contain 5.3 terms, and so on. Hence a skew symmetrical determinant of even order $n$ is the square of an aggregate of

$$
1.3 .5 \ldots n-1
$$

terms, each consisting of the product of $\frac{1}{2} n$ terms of $A$.
In particular $a_{12} a_{34} \ldots a_{n-1 n}$ is a term of $\sqrt{A}$, for

$$
\left(a_{12} a_{34} \ldots a_{n-1 n}\right)^{2}=(-1)^{\frac{n}{2}} a_{12} a_{34} \ldots a_{n-1 n} a_{21} a_{43} \ldots a_{n n-1} .
$$

11. This function $\sqrt{A}$ is of importance in analysis, and has been called a Pfaffian by Prof. Cayley on account of the use made of it by Jacobi in his discussion of Pfaff's problem.

That value of $\sqrt{\bar{A}}$ which contains $a_{12} a_{34} \ldots a_{n-1 n}$ as first term with positive sign will be denoted by

$$
P=[1,2 \ldots n] .
$$

The remaining terms of $P$ are got from the first term,

$$
a_{12} a_{34} \cdots a_{n-1 n},
$$

by interchanging all the suffixes $2,3 \ldots n$ in all possible ways, and giving a sign corresponding to the number of inversions. Since $a_{i t}=-a_{k i}$ it is possible to effect the interchange in such a way that all the terms are positive.

The Pfaffian changes sign on interchanging only two suffixes $i$ and $k$. For if we interchange $i$ and $k$ in the determinant, this interchanges the $i^{\text {th }}$ and $k^{\text {th }}$ rows as well as the $i^{\text {th }}$ and $k^{\text {th }}$ columns, thus the value of the determinant remains unchanged. If $P_{1}$ is the new value of $P$,

Hence

$$
\begin{aligned}
P_{1}^{2} & =P^{2} \\
P_{1} & = \pm P
\end{aligned}
$$

To determine which sign we are to take, let us consider the aggregate of terms $a_{i k} p_{i k}$ which contain $a_{i k}$. Then $p_{i k}$ only contains terms whose suffixes are independent of $i$ and $k$. The corresponding aggregate for $P_{1}$ is

$$
a_{k i} p_{i z},
$$

which, in consequence of the relation $a_{k i}=-a_{i k}$, proves that

$$
P_{1}=-P_{4}
$$

12. The minor $\alpha_{i i}$ is also a skew symmetrical determinant. We shall shew that

$$
\sqrt{\alpha_{i i}}=(-1)^{i}[2, \ldots i-1, i+1, \ldots n],
$$

or with $i-2$ cyclical interchanges

$$
\sqrt{\alpha_{i i}}=[i+1, \ldots n, 2 \ldots i-1] .
$$

Since

$$
\alpha_{i k}{ }^{2}=\alpha_{i i} \alpha_{k i k}
$$

it follows that the terms of the product $\sqrt{\alpha_{i i}} \sqrt{\alpha_{k k}}$ are either equal to those of $\alpha_{i k}$, or equal with opposite signs.

Now the product

$$
(-1)^{i+k}[2 \ldots i-1, i+1 \ldots n][2 \ldots k-1, k+1 \ldots n]
$$

and the determinant

$$
\alpha_{i k}=\left|\begin{array}{lll}
a_{22} \ldots \ldots a_{2 k-1}, & a_{2 k+1} \ldots \ldots . \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{i-12} \ldots & a_{i-1} \ldots-1, & a_{i-1} k+1 \\
a_{i+12} \ldots & \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|(-1)^{i+k},
$$

by the same number of interchanges of two suffixes, become respectively

$$
[k, p . q, r, s \ldots u, v][p, q, r, s \ldots v, i]
$$

and

$$
\left|\begin{array}{cccc}
a_{k p}, & a_{k q}, & a_{k r} & \ldots
\end{array} a_{k i}\right| \begin{array}{ccc}
a_{p p} & a_{p q}, & a_{p p} \ldots
\end{array} a_{p i} .
$$

And the term

$$
a_{k p} a_{q r} \ldots a_{u v} \cdot a_{p q} a_{r s} \ldots a_{v i}
$$

of the product agrees in sign with the first term of the determinant

$$
\alpha_{k p} a_{p q} a_{q r} \ldots a_{v i}
$$

whence the theorem follows.
13. Since we have shewn in Art. 9 that

$$
\sqrt{A}=a_{12} \sqrt{ } \alpha_{22}+a_{13} \sqrt{ } \alpha_{33}+\ldots+a_{1 n} \sqrt{ } \alpha_{n n},
$$

it follows that

$$
[1,2 \ldots n]=a_{12}[3 \ldots n]+a_{13}[4 \ldots n, 2]+\ldots+a_{14}[2 \ldots n-1] ;
$$

a relation which enables us to determine Pfaffians of order $n$ from those of order $n-2$.

Observe that after we bave selected the suffix 1, the others are written cyclically. Hence

$$
\begin{aligned}
{[1,2] } & =a_{12} \\
{[1,2,3,4] } & =a_{12} a_{34}+a_{13} a_{42}+a_{14} a_{23} \\
{[1,2,3,4,5,6] } & =a_{12}[3,4,5,6]+a_{13}[4,5,6,2]+a_{14}[5,6,2,3] \\
& +a_{15}[6,2,3,4]+a_{16}[2,3,4,5] \\
& =a_{12} a_{34} a_{56}+a_{12} a_{35} a_{64}+a_{12} a_{35} a_{45} \\
& +a_{13} a_{45} a_{62}+a_{13} a_{46} a_{25}+a_{13} a_{42} a_{55} \\
& +a_{14} a_{56} a_{23}+a_{14} a_{52} a_{36}+a_{14} a_{53} a_{62} \\
& +a_{15} a_{62} a_{34}+a_{15} a_{63} a_{42}+a_{15} a_{64} a_{23} \\
& +a_{16} a_{23} a_{45}+a_{16} a_{24} a_{53}+a_{16} a_{25} a_{34} .
\end{aligned}
$$

In particular

$$
\left|\begin{array}{rrrr}
0, & a, & -b, & c \\
-a, & 0, & f, & e \\
b, & -f, & 0, & d \\
-c, & -e, & -d, & 0
\end{array}\right|=(a d+b e+c f)^{2}
$$

14. In a skew symmetrical determinant of even order, $A_{i}$ vanishes, being a skew symmetrical determinant of odd order.

But (Art. 8),

$$
\begin{aligned}
A_{i k} & =\frac{1}{2} \frac{d A}{d a_{i t c}} \\
& =\frac{1}{2} \frac{d}{d a_{i k}}[1,2 \ldots n]^{2} \\
& =[1,2 \ldots n] \frac{d}{d a_{i k}}[1,2 \ldots n] .
\end{aligned}
$$

Now

$$
\begin{aligned}
P= & {[1,2 \ldots n]=(-1)^{i-1}[i, 1 \ldots i-1, i+1 \ldots n] } \\
= & (-1)^{i-1}\left\{a_{i i}[2 \ldots i-1, i+1 \ldots n]+\ldots\right. \\
& \left.+a_{i t}(-1)^{k-1}[1,2 \ldots i-1, i+1 \ldots k-1 k+1 \ldots n]+\ldots\right\}
\end{aligned}
$$

hence

$$
A_{i k}=(-1)^{i+k}[1,2 \ldots n]\{i k\},
$$

where $\{i k\}$ is the Pfaffian got by omitting $i$ and $k$ in $[1,2 \ldots n]$.
15. In a skew symmetrical determinant of odd order $A_{i i}$ is a skew symmetrical determinant of even order, and is hence the square of a Pfaffian ;
viz.

$$
\begin{aligned}
A_{i i} & =[1 \ldots i-1, i+1 \ldots n]^{3}, \\
\sqrt{ } A_{i i} & =(-1)^{i-1}[1 \ldots i-1, i+1 \ldots n] \\
& =[i+1 \ldots n, 1 \ldots i-1] .
\end{aligned}
$$

Also, since

$$
\begin{aligned}
A & =0, \\
A_{i k}{ }^{2} & =A_{i z} A_{k \cdot} .
\end{aligned}
$$

Hence

$$
A_{i k}=[i+1 \ldots n, 1 \ldots i-1][k+1 \ldots n, 1 \ldots k-1] .
$$

16. The result of bordering a skew symmetrical determinant is also of interest. The result assumes different forms according as the determinant which we border is of odd or even order.

Let the original skew symmetrical determinant be

$$
A=\left|a_{i t}\right|
$$

and let the bordered determinant be

$$
D=\left\lvert\, \begin{array}{llll}
a_{a \beta}, & a_{a 1}, & a_{a 2}, & a_{a 3} \ldots \\
a_{1 \beta}, & a_{11}, & a_{12}, & a_{13} \ldots \\
a_{2 \beta}, & a_{21}, & a_{22}, & a_{23} \\
a_{3 \beta}, & a_{31}, & a_{32}, & a_{33} \\
\ldots \ldots \ldots
\end{array} .\right.
$$

By Cauchy's theorem (III. 24)

$$
D=a_{\alpha \beta} A-\sum a_{\alpha i} a_{i \beta} A_{i k} .
$$

Now, if $A$ is of odd order it vanishes, and

$$
A_{i k}=[i+1 \ldots n, 1 \ldots i-1][k+1 \ldots n, 1 \ldots k-1] ;
$$

hence, if we suppose that $a_{\beta k}=-\alpha_{k \beta}$,

$$
\begin{aligned}
A & =\sum a_{\alpha i} a_{\beta v}[i+1 \ldots n, 1 \ldots i-1][k+1 \ldots n, 1 \ldots k-1] \\
& =\left(a_{a 1}[2,3 \ldots n]+\ldots\right)\left(a_{\beta 1}[2,3 \ldots n]+\ldots\right) \\
& =[\alpha, 1,2 \ldots n][\beta, 1,2 \ldots n],
\end{aligned}
$$

where in the Pfaffians such expressions as $a_{i a}, a_{\beta t}$ which do not occur in the determinant are supposed to mean $-a_{a i},-\alpha_{k \beta}$.

But if $A$ is of even order,

$$
\begin{aligned}
D & =a_{\alpha \beta}[1,2 \ldots n]^{2}+\Sigma a_{\alpha i} a_{\beta k i}(-1)^{i+k}\{i k\}[1,2 \ldots n] \quad(\operatorname{Art.} 14) \\
& =[1,2 \ldots n][\alpha, \beta, 1,2 \ldots n] .
\end{aligned}
$$

17. We have hitherto treated of skew symmetrical determinants: it is easy to reduce to these the calculation of skew determinants. Namely, by III. 23,

$$
D^{\prime}=D+\Sigma \alpha_{i k} D_{i}+\Sigma a_{i i} a_{i k s} D_{i k}+\ldots+a_{11} a_{22} \ldots a_{n n}
$$

where $D$ is what $D^{\prime}$ becomes when all the diagonal elements vanish. $D_{i}$ is what the coefficient of $\alpha_{i i}$ in $D^{\prime}$ becomes when the diagonal elements vanish ; $D_{i k}$ the coefficient of $\alpha_{i i} a_{k b}$ in $D^{\prime}$ with the elements in the leading diagonal zeros, and so on.

If all the elements in the leading diagonal are equal to $x$ we can write this

$$
D^{\prime}=x^{n}+x^{n-2} \Sigma D_{2}+x^{n-4} \Sigma D_{4}+\ldots+x^{n-m} \Sigma D_{m}+\ldots
$$

Where $D_{m}$ is a minor of order $m$ 'got by suppressing $n-m$ rows and columns which meet in a diagonal element, the other diagonal elements being put zero, the summation extends to all $m$-ads in $n$.

If $m$ is odd, $D_{m}$ vanishes, and if $m$ is even it is a complete square.

Thus, the elements being skew,

$$
\begin{aligned}
& \left|\begin{array}{lll}
x, & a_{12}, & a_{13} \\
a_{21}, & x_{2} & a_{23} \\
a_{31}, & a_{22}, & x
\end{array}\right|=x^{3}+x\left(a_{12}^{2}+a_{13}^{2}+a_{23}^{2}\right) \\
& \left|\begin{array}{ccc}
x, & a_{12}, & a_{18}, \\
a_{21}, & a_{14}, & =x^{4}+x^{2}\left(a_{12}^{2}+a_{13}^{2}+a_{14}^{2}+a_{23}^{2}+a_{24}^{2}+a_{34}^{2}\right) \\
a_{24},\left(a_{12},\right. & \left.a_{34}+a_{13} a_{42}+a_{14} a_{23}\right)^{2} . \\
a_{31}, & a_{32}, & x, \\
a_{41}, & a_{34}, & a_{43}, x
\end{array}\right| \begin{array}{c} 
\\
a_{43},
\end{array}
\end{aligned}
$$

18. We can apply this last theorem to prove Euler's theorem concerning the product of two numbers, each of which is the sum
of four squares. Namely, we have

$$
\begin{aligned}
& \left|\begin{array}{rrrr}
a, & b, & c, & d \\
-b, & a, & -d, & c \\
-c, & d, & a, & -b \\
-d, & -c, & b, & a
\end{array}\right|=\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{2}, \\
& \left|\begin{array}{rrr}
p, & \dot{q}, & r, \\
-q, & p, & -s, \\
-r, & s, & p, \\
-s, & -r, & q, \\
- & p
\end{array}\right|=\left(p^{2}+q^{2}+r^{2}+s^{2}\right)^{2} .
\end{aligned}
$$

Now multiply these two determinants by rows, then if we write

$$
\begin{array}{rlrl}
A & =a p+b q+c r+d s, & B=-a q+b p-c s+d r \\
C & =-a r+b s+c p-d q, & & D=-a s-b r+c q+d p
\end{array}
$$

we get a skew determinant of the same form as the other two, whose value is

$$
\left(A^{2}+B^{2}+C^{2}+D^{2}\right)^{2}
$$

whence

$$
\left(a^{2}+b^{2}+c^{2}+d^{2}\right)\left(p^{2}+q^{2}+r^{2}+s^{2}\right)=A^{2}+B^{2}+C^{2}+D^{2} .
$$

If we were to effect the multiplication by rows and columns we should get another form of the same theorem; by permutating the rows and columns we get still further representations of the way in which the product of two numbers, each of which is the sum of four squares, can be represented as the sum of four squares. The total number of different ways is 48 . The product of $n$ numbers, each of which consists of the sum of four squares, can be represented as the sum of four squares in $48^{n-1}$ different ways.
19. We have seen that the square of any determinant is a symmetrical determinant (Art. 2). Cayley and Brioschi have shewn independently that the square of a determinant of even order can be represented by a skew symmetrical determinant of even order.

The process of the latter is as follows: We have

$$
A=\left|\begin{array}{ccc}
a_{11}, & a_{12} \ldots a_{1 n-1}, a_{1 n} \\
a_{21}, & a_{22} \ldots a_{2 n-1}, & a_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{n 1}, & a_{n 2} \ldots a_{n n-1}, a_{n n}
\end{array}\right|=\left|\begin{array}{l}
a_{12},-a_{11} \ldots a_{1 n},-a_{1 n-1} \\
a_{22},-a_{21} \ldots a_{2 n},-a_{2 n-1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{n 2},-a_{n 1} \ldots a_{n n},-a_{n n-1}
\end{array}\right| .
$$

Multiply these two equal determinants together by rows, and we obtain:

$$
A^{2}=\left|\begin{array}{ccc}
0, & l_{12}, & l_{13} \ldots l_{1 n} \\
l_{21}, & 0, & l_{23} \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \\
l_{n 1}, & l_{n 2}, & l_{n 3} \ldots
\end{array}\right|,
$$

where

$$
l_{r s}=a_{r 1} a_{t 2}-a_{r 2} a_{s 1}+a_{r 3} a_{s 4}-a_{r 1} a_{s 3}+\ldots+a_{r n-1} a_{s n}-a_{r n} a_{s n-1},
$$

then

$$
l_{s s}=0, \quad l_{r s}+l_{s r}=0 .
$$

Thus $A^{2}$ is represented as a skew symmetrical determinant. It follows that $A$ can be represented as a Pfaffian of the functions $l$. If $n=4$, for example,

$$
\left.\left|\begin{array}{c}
a_{11} \ldots a_{14} \\
\ldots \ldots \ldots . \\
a_{41^{\prime}} \ldots
\end{array}\right|=a_{44} \right\rvert\,=l_{12} l_{34}+l_{19} l_{42}+l_{14} l_{23} .
$$

The sign is determined by making the sign of a single term in the determinant and Pfaffian agree.

If instead of interchanging columns, we interchanged rows, we should get another independent representation of the determinant as a Pfaffian.
20. A third class of determinants are those of the form

$$
\left.D=\left\lvert\, \begin{array}{ccccc}
a_{1}, & a_{2}, & a_{3} & \ldots & a_{n} \\
a_{2}, & a_{3}, & a_{4} & \ldots & a_{n+1} \\
a_{3}, & a_{4} & a_{5} & \ldots & a_{n+2} \\
\ldots \ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right.\right],
$$

where all the elements in a line at right angles to the leading diagonal are the same. If the elements had been written with double suffixes we should have had the relation

$$
a_{p q}=a_{p \pm k q \pm k}
$$

Such determinants have been called orthosymmetrical. Their most important property is that we can replace the elements by differences of $a_{1}$.

For if we operate on the rows as we did in Chap. II. 5 (iv), if

$$
\begin{aligned}
& \Delta a_{x}=a_{x+1}-a_{x}, \& c . \\
& D=\left|\begin{array}{cccc}
a_{1}, & a_{2}, & \ldots & a_{n} \\
\Delta a_{1}, & \Delta a_{2}, & \ldots \Delta a_{n} \\
\Delta^{2} a_{1}, & \Delta^{2} a_{2}, & \ldots & \Delta^{2} a_{n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\Delta^{n-1} a_{1}, & \Delta^{n-1} a_{2}, & \ldots & \Delta^{n-1} a_{n}
\end{array}\right| .
\end{aligned}
$$

Now repeat the same series of operations on the columns, beginning at the last, then

$$
D=\left|\begin{array}{ll}
a_{1}, & \Delta a_{1}, \ldots \Delta^{n-1} a_{1} \\
\Delta a_{1}, & \Delta^{2} a_{1}, \ldots \Delta^{n} a_{1} \\
\Delta^{2} a_{1}, & \Delta^{3} a_{1}, \ldots \\
\ldots \ldots \ldots . . . . . . . . . . . . . . . . . ~ \\
\Delta^{n-1} a_{1}, \Delta^{n} a_{1}, \ldots \Delta^{2 n-2} a_{1}
\end{array}\right| .
$$

An important example of this class of determinants is that where $a_{k}$ is a function of $k$ of the $m^{\text {th }}$ degree in $k$, whose highest term has coefficient unity, the quantities $a_{1}, a_{2} \ldots$ form an arithmetic series of the $m^{\text {th }}$ order. If $m=n-1$ all the elements below the second diagonal vanish, while all those in it are equal to $(n-1)$ !, whence the value of the determinant is

$$
(-1)^{\frac{n(n-1)}{2}}\{(n-1)!\}^{n} .
$$

If $m$ is less than $n-1$ the determinant vanishes.
21. The determinant of order $r+1$,
where

$$
\begin{gathered}
\left|\begin{array}{cccc}
m_{p}, & m_{p+1}, & m_{p+2} & \ldots \\
(m+1)_{p}, & (m+1)_{p+1}, & (m+1)_{p+2} \ldots(m+1)_{p+r} \\
(m+2)_{p}, & (m+2)_{p+1}, & (m+2)_{p+2} \ldots(m+2)_{p+r} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
(m+r)_{p}, & (m+r)_{p+1}, & (m+r)_{p+2} \ldots(m+r)_{p+r}
\end{array}\right|, \\
m_{p}=\frac{m(m-1) \ldots(m-p+1)}{1.2 \ldots p},
\end{gathered}
$$

though not orthosymmetrical, is of a similar nature; let us call it $V_{m, p}$.

Divide its first row by $m$, the second by $m+1, \ldots$ its $(r+1)^{\text {th }}$ by $m+r$. Then multiply the first column by $p$, the second by $p+1, \ldots$ the last by $p+r$. Then

$$
\begin{aligned}
& V_{m, p}=\frac{m(m+1) \ldots(m+r)}{p(p+1) \ldots(p+r)} \times \\
& \qquad\left|\begin{array}{lcc}
(m-1)_{p-1}, & (m-1)_{p} & \ldots(m-1)_{p+r-1} \\
m_{p-1}, & m_{p} & \ldots m_{p+r-1} \\
\cdots \cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
(m+r-1)_{p-1}, & (m+r-1)_{p} \ldots(m+r-1)_{p+r-1}
\end{array}\right|,
\end{aligned}
$$

or, if we multiply numerator and denominator of the fraction by

$$
\begin{gathered}
(r+1)!, \\
V_{m, p}=\frac{(m+r)_{r+1}}{(p+r)_{r+1}} V_{m-1, p-1} .
\end{gathered}
$$

Thus we obtain a series of equations by giving to $m$ and $p$ different values in this

$$
\begin{aligned}
& V_{m-1, p-1}=\frac{(m+r-1)_{r+1}}{(p+r-1)_{r+1}} V_{m-2, p-2} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& V_{m-p+1,1}=\frac{(m+r-p+1)_{r+1}}{(r+1)_{r+1}} V_{m-p, 0} .
\end{aligned}
$$

Now $V_{m-p, 0}$ is the value of the last determinant in II. 5, when we write $m-p$ for $m$ and 1 for $d$. Hence its value is unity, which gives, when we multiply the above equations together and cancel like factors,

$$
V_{m, p}=\frac{(m+r)_{r+1}(m+r-1)_{r+1} \cdots(m+r-p+1)_{r+1}}{(p+r)_{r+1}(p+r-1)_{r+1} \cdots(r+1)_{r+1}}
$$

Another expression can be obtained for the determinant by dividing the first row by $m_{p}$, the second by $(m+1)_{p}, \ldots$ the last by $(m+r)_{p}$. Then multiply the first column by $p_{0}$, the second by $(p+1)_{1}$, the last by $(p+r)_{r}$; the transformation gives

$$
V_{m, p}=\frac{m_{p}(m+1)_{p}(m+2)_{p} \ldots(m+r)_{p}}{p_{p}(p+1)_{p}(p+2)_{p} \cdots(p+r)_{p}} .
$$

A remarkable special case of the first form is when $p=1$, the value of the determinant being $(m+r)_{r+1}$, i.e. the last element in its leading diagonal.
22. If in the determinant of Art. 20

$$
a_{k+1}=(c+k+m)_{m}=\frac{(c+k+m)(c+k+m-1) \ldots(c+k+1)}{1 \cdot 2 \ldots m},
$$

then if $m=n-1, \Delta^{n-1} a_{1}=1$, and we have

$$
\left|\begin{array}{lll}
(c+n-1)_{n-1}, & (c+n)_{n-1} & \ldots(c+2 n-2)_{n-1} \\
(c+n)_{n-1}, & (c+n+1)_{n-1} & \ldots(c+2 n-1)_{n-1} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
(c+2 n-2)_{n-1}, & (c+2 n-1)_{n-1} \ldots(c+3 n-3)_{n-1}
\end{array}\right|=(-1)^{\frac{n(n-1)}{2}} .
$$

23. Another class of determinants are those of the form

$$
D=\left|\begin{array}{cccc}
a_{1}, & a_{2} & \ldots & a_{n} \\
a_{n}, & a_{1} & \ldots & a_{n-1} \\
a_{n-1}, & a_{n} & \ldots & a_{n-2} \\
\ldots \ldots . . . & \ldots & \ldots \\
a_{2}, & a_{3} & \ldots & a_{1}
\end{array}\right| ;
$$

where the element in the leading diagonal is always $a_{1}$, and the rest of the row is filled up with $a_{2} \ldots a_{n}$ in cyclical order.

The peculiar property of this determinant is that it divides by

$$
a_{1}+a_{2} \omega+a_{3} \omega^{2}+\ldots+a_{n} \omega^{n-1}
$$

where $\omega$ is a root of the equation $x^{n}=1$.
For if $A_{1}, A_{2} \ldots A_{n}$ are the complements of the elements of the first row of this determinant we have (III. 11)

$$
\begin{align*}
& a_{1} A_{1}+a_{2} A_{2}+\ldots+a_{n} A_{n}=D \\
& a_{1} A_{2}+a_{2} A_{3}+\ldots+a_{n} A_{1}=0  \tag{1}\\
& \ldots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& a_{1} A_{n}+a_{2} A_{1}+\ldots+a_{n} A_{n-1}=0
\end{align*}
$$

Now consider the product
$\left(a_{1}+a_{2} \omega+a_{3} \omega^{2}+\ldots+a_{n} \omega^{n-1}\right)\left(A_{1}+A_{2} \omega^{-1}+A_{3} \omega^{-2}+\ldots+A_{n} \omega^{-n+1}\right)$. The coefficient of $\omega^{k-1}$ is

$$
A_{1} a_{k}+A_{2} a_{k+1}+\ldots+A_{n} a_{k-1} .
$$

If $k$ is equal to unity this is equal to $D$, by the first of equations (1), but if $k$ is not unity it vanishes by one of the other equations. Thus $D$ divides by

$$
a_{1}+a_{2} \omega+\ldots+a_{n} \omega^{n-1}
$$

Hence

$$
D=\left(a_{1}+a_{2} \ldots+a_{n}\right) \Pi\left(a_{1}+a_{2} \omega+a_{3} \omega^{2}+\ldots+a_{n} \omega^{n-1}\right)
$$

where $\omega$ is one of the roots of the equation $x^{n}-1=0$, unity excepted.
24. Another elegant demonstration of the theorem of the preceding article is the following. If $\omega_{1}, \omega_{2} \ldots \omega_{n}$ are the $n$ roots of unity let

$$
P=\left|\begin{array}{c}
1, \omega_{1}, \omega_{1}{ }^{2} \ldots \omega_{1}{ }^{n-1} \\
1, \omega_{2}, \omega_{2}{ }^{2} \ldots \omega_{2}^{n-1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \\
1, \omega_{n}, \omega_{n}{ }^{2} \ldots \omega_{n}{ }^{n-1}
\end{array}\right| .
$$

Then if we write

$$
a_{1}+a_{2} \omega+a_{3} \omega^{2}+\ldots+a_{n} \omega^{n-1}=\phi(\omega),
$$

and remember that $\omega^{n}=1$,

$$
\begin{aligned}
D P & =\left|\begin{array}{ccc}
\phi\left(\omega_{1}\right), & \phi\left(\omega_{2}\right) & \ldots \\
\omega_{1} \phi\left(\omega_{1}\right), & \omega_{2} \phi\left(\omega_{2}\right) & \ldots \\
\omega_{1}^{2} \phi\left(\omega_{1}\right), & \omega_{2}^{2} \phi\left(\omega_{2}\right) & \ldots \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\omega_{1}^{n-1} \phi\left(\omega_{1}\right), & \omega_{2}^{n-1} \phi\left(\omega_{2}\right) & \ldots
\end{array}\right| \\
& =P \phi\left(\omega_{1}\right) \phi\left(\omega_{2}\right) \ldots \phi\left(\omega_{n}\right),
\end{aligned}
$$

whence

$$
D=\phi\left(\omega_{1}\right) \phi\left(\omega_{2}\right) \ldots \phi\left(\omega_{n}\right) .
$$

25. Mr Glaisher has shewn that a determinant, such as that in Art. 23, of order 2n, can be expressed as a similar determinant of order $n$. Namely

$$
\left|\begin{array}{cccc}
a_{1}, & a_{2} & \ldots & a_{2 n} \\
a_{2 n}, & a_{1} & \ldots & a_{2 n-1} \\
a_{2 n-1}, & a_{2 n} & \ldots & a_{2 n-2} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
a_{2}, & a_{3} & \ldots & a_{1}
\end{array}\right|=\left|\begin{array}{l}
A_{1}, A_{2} \ldots A_{n} \\
A_{n}, \\
A_{1} \ldots \\
A_{n-1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \\
A_{2}, \\
A_{3} \ldots
\end{array}\right|,
$$

where

$$
\begin{aligned}
& A_{1}=a_{1} a_{1}-a_{2 n} a_{2}+a_{2 n-1} a_{3} \ldots-a_{2} a_{2 n} \\
& A_{n}=a_{3} a_{1}-a_{2} a_{2}+a_{1} a_{3} \ldots-a_{4} a_{2 n} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& A_{r}=a_{2 r-1} a_{1}-a_{2 r-2} a_{2}+a_{2 r-3} a_{3} \cdots-a_{2 r} a_{2 n}
\end{aligned}
$$

For the first determinant

$$
=\Pi\left(a_{1}+a_{2} \omega+a_{3} \omega^{2}+\ldots+a_{2 n} \omega^{2 n-1}\right),
$$

$\omega$ being a $2 n^{\text {th }}$ root of unity; and since for every root $\omega$ there is a root $-\omega$, this

$$
=\Pi\left(A_{1}+A_{2} \omega^{2}+A_{2} \omega^{4}+\ldots+A_{n} \omega^{2 n-2}\right),
$$

which product is equal to the second determinant. For the $2 n^{\text {th }}$ roots of unity being denoted by $\pm 1, \pm \omega_{1}, \pm \omega_{2} \ldots \pm \omega_{n-1}$, the $n^{\text {th }}$ roots of unity are $1, \omega_{1}^{2}, \omega_{2}{ }^{2} \ldots \omega_{n-1}{ }^{2}$.

For example if $n=\mathbf{2}$
where

$$
\left|\begin{array}{ccc}
a, b, c, & d \\
d, a, b, & c \\
c, d, & a, b \\
b, c, & d, & a
\end{array}\right|=\left|\begin{array}{c}
A, B \\
B, A
\end{array}\right|
$$

$$
\begin{aligned}
& A=a^{2}+c^{2}-2 b d, \\
& B=-b^{2}-d^{2}+2 a c
\end{aligned}
$$

and the value of the determinant is

$$
a^{4}-b^{4}+c^{4}-d^{4}-2 a^{2} c^{2}+2 b^{2} d^{2}-4 a^{2} b d+4 b^{2} a c-4 c^{2} b d+4 d^{2} a c .
$$

26. If in the determinant of Art. 23 we suppose

$$
\begin{aligned}
a_{r} & =\frac{x^{r-1}}{(r-1)!}+\frac{x^{n+r-1}}{(n+r-1)!}+\frac{x^{2 n+r-1}}{(2 n+r-1)!}+\ldots \\
D & =\epsilon^{x} \Pi\left(a_{1}+a_{2} \omega+a_{3} \omega^{2}+\ldots+a_{n} \omega^{n-1}\right) \\
& =\epsilon^{x} \Pi \epsilon^{\omega \omega x} \\
& =\epsilon^{x\left(1+\omega_{1}+\omega_{2}+\ldots+\omega_{n-1}\right)} \\
& =1 .
\end{aligned}
$$

27. Determinants whose elements are binomial coefficients have been discussed with great minuteness by v. Zeipel, who has given an immense number of theorems relating to this class of determinants. One or two of these we shall now consider.

The value of the determinant

$$
\begin{aligned}
& \text { is } \\
& (m-n)(m-p-1)(m-q-2) \cdots(m-t-k+1) .
\end{aligned}
$$

We must first shew that the determinant vanishes when $m$ is equal to any one of the quantities

$$
n, p+1, q+2 \ldots t+k-1
$$

First let $m=n$, then the determinant is

If we subtract the second column, multiplied by $p$, from the third we see that the determinant is independent of $p$. Do this, and divide the first row by $m$, the second by $m+1$, the third by $m+2 \ldots$, then multiply the first column by $k$, the fourth by 2 , the fifth by $3 \ldots$, then the determinant reduces to the product of

$$
\frac{m(m+1)(m+2) \ldots(m+k)}{1.2 \ldots k}
$$

and the determinant

$$
\left|\begin{array}{cccc}
(m-1)_{k-1}, & 1,0, q(m-1)_{1}, & r(m-1)_{2} & \ldots \\
m_{k-1}, & 1,1,(q+1) m_{1}, & (r+1) m_{2} & \ldots \\
\cdots \cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|
$$

Multiply the second column by $q(m-1)_{1}$, the third by

$$
q(m-1)_{0}+1 . m_{1},
$$

and subtract their sum from the fourth column, and we get the new determinant

$$
2\left|\begin{array}{llll}
(m-1)_{k-1}, & 1, & 0, & 0, r(m-1)_{2} \\
m_{k-1}, & 1,1, & 0,(r+1) m_{2} & \ldots \\
(m+1)_{k-1}, & 1, & 2, & 1, \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\cdots \cdots \cdots \cdots \cdots \cdots \\
(m+k-1)_{k-1}, & 1, & k_{1}, & k_{2}, \\
(m+k)(m+k-1)_{2} \ldots
\end{array}\right| .
$$

In this determinant multiply the second column by $r(m-1)_{2}$, the third by $r(m-1)_{1}+1 . m_{2}$, the fourth by $r(m-1)_{0}+2 . m_{1}$, and subtract the sum of their elements so multiplied from the elements of the fifth column, and proceed in a similar way with the altered determinant. Finally we reduce the determinant to the product of a finite number of factors and

In this determinant multiply the second column by $(m-1)_{k-1}$, the third by $(m-1)_{k-2}$, the fourth by $(m-1)_{k-3}$, \&c., and subtract their sum from the elements of the first column, then each element of the first column, and consequently the determinant vanishes. Hence our determinant divides by $m-n$. Similarly we can shew that it divides by each of the other factors, hence it is equal to

$$
C(m-n)(m-p-1)(m-q-2) \ldots(m-t-k+1) .
$$

To find the value of $C$ put

$$
n=p=q=\ldots=t=0 ;
$$

then we get

$$
\begin{aligned}
& m_{k}\left|\begin{array}{ll}
1,(m+1)_{1}, & (m+1)_{2} \\
2, & 2(m+2)_{1}, \\
2(m+2)_{2} & \ldots \\
3,3(m+3)_{1}, & 3(m+3)_{2} \ldots \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
k, k(m+k)_{1}, & k(m+k)_{2} \ldots
\end{array}\right| \\
& =C m(m-1) \ldots(m-k+1) .
\end{aligned}
$$

But the determinant $=k!$ as we see by putting $d=1$ in the last determinant of II. 5. Hence

$$
C=1 ;
$$

thus the theorem is proved.
28. The determinant
is equal to the product of

$$
(k+1)(k+2) \ldots r
$$

and

That is to say, is independent of the $r-k$ quantities $s, \ldots u$.
To this determinant apply the operations of II. 5. iv. Then in place of any element $P$ in the $j^{\text {th }}$ row we must write

$$
\Delta^{j-1} P
$$

Then in the first column every element after the $(k+1)^{\text {st }}$ vanishes, while in each of the others every element below the leading diagonal vanishes, the element in the leading diagonal of the $i^{\text {th }}$ column being ( $i-1$ ).

Hence if we expand the determinant by Laplace's theorem, according to minors of the first $k$ columns it reduces to

$$
(k+1)(k+2) \ldots r\left|\begin{array}{cccc}
m_{k}, & n, & p m_{1} & \ldots \\
m_{k-1}, & 1, & {\left[p m_{0}+(m+1)_{0}\right]} & \ldots \\
m_{k-2}, & 0, & 2(m+1)_{0} & \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
0, & 0, & 0, & \ldots
\end{array}\right|
$$

which proves the theorem. For the last determinant is the result of operating, as in II. 5.iv., on the determinant (1). The determinant (1) is known by Art. 27, and hence we know the value of the new determinant.
29. Next let us consider
where $k$ has any value from $d$ to $d+r-1$ inclusive.
Divide the rows by

$$
m_{d},(m+1)_{d} \ldots(m+r)_{a}
$$

respectively, and multiply the columns by

$$
k_{k-d}, 1,(d+1)_{1},(d+2)_{2} \ldots
$$

Then our determinant is equal to

$$
\begin{equation*}
\frac{m_{a}(m+1)_{d}(m+2)_{d} \ldots(m+r)_{d}}{k_{k-d}(d+1)_{1}(d+2)_{2} \ldots(d+r-1)_{r-1}} \tag{1}
\end{equation*}
$$

multiplied by the determinant

$$
\left|\begin{array}{ccc}
(m-d)_{k-d}, & n, & p(m-d)_{1} \\
\ldots \\
(m-d+1)_{k-d}, & \ldots+1, & (p+1)(m-d+1)_{1} \ldots \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
(m-d+r)_{k-d}, & n+r,(p+r)(m-d+r)_{1} \ldots
\end{array}\right|,
$$

which by the preceding articles is equal to

$$
\begin{array}{r}
(k-d+1)(k-d+2) \ldots r(m-d-n)(m-d-p-1) \\
(m-d-q-2) \ldots \tag{2}
\end{array}
$$

being independent of the last $r-k+d$, of the quantities $n, p \ldots u$.
The determinant we started with is equal to the product of (1) and (2).
30. In the determinant of the last article let

$$
n=p=\ldots=u=\frac{1}{2}, \quad k=d=1 ;
$$

then if we multiply both sides by $2^{r}$

$$
\begin{aligned}
& \left.\begin{array}{|ccccc|}
m_{1}, & m_{1}, & m_{2} & \ldots & m_{r} \\
(m+1)_{1}, & \mathbf{3}(m+1)_{1}, & \mathbf{3}(m+1)_{2} & \ldots & 3(m+1)_{r} \\
(m+2)_{1}, & 5(m+2)_{1}, & 5(m+2)_{2} & \ldots & 5(m+2)_{r} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
(m+r)_{1}, & (2 r+1)(m+r)_{1}, & (2 r+1)(m+r)_{2} \ldots & (2 r+1)(m+r)_{r}
\end{array} \right\rvert\, \\
& =2^{r} m(m+1) \ldots(m+r) .
\end{aligned}
$$

Divide both sides by $m(m+1) \ldots(m+r)$, and then multiply both sides by $r$ !, thus

$$
\left|\begin{array}{l}
1,1,(m-1)_{1}, \ldots(m-1)_{r-1} \\
1,3,3 m_{1}, \quad \ldots 3(m)_{r-1} \\
1,5,5(m+1)_{1} \ldots 5(m+1)_{r-1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . .
\end{array}\right|=2.4 .6 \ldots 2 r .
$$

Hence, changing $m-1$ into $m$, if we write

$$
\left.u_{r}=\left|\begin{array}{cccc}
1,1, & m_{1}, & m_{2} & \ldots \\
\frac{1}{3}, 1, & m_{r} \\
\frac{1}{5}, 1, & (m+1)_{1}, & (m+1)_{2}, & \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|(m+1)_{r}\right)
$$

we have by Wallis' theorem
$\operatorname{Lim} . \quad(2 r+1) u_{r-1}^{2}=\frac{\pi}{2}$,
when $r$, and therefore the order of the determinant, is infinite.

## CHAPTER VII.

ON CUBIC DETERMINANTS AṄD DETERMINANTS WITH MULTIPLE SUFFIXES.

1. Just as when $n^{2}$ elements are given we can arrange them in the form of a square, so when $n^{3}$ elements are given we can arrange them in the form of a cube. Then we can indicate the position of the elements by means of three suffixes. The elements will lie in three sets of parallel planes; supposing the cube containing the elements to stand on a table with one face towards us, we may for cenvenience call those planes parallel to the face on which the cube rests strata, those parallel to the face in front of us planes, and the perpendicular planes sections.
2. An element of such an array will be denoted by $a_{i j s}$, where the suffixes mean that it stands in the $i^{\text {th }}$ stratum, $j^{\text {th }}$ plane, and $k^{\text {th }}$ section.

The set of elements in the leading diagonal will be

$$
a_{111} a_{222} \ldots a_{n 2 n} .
$$

From this we can form a function analogous to a determinant, and hence called a cubic determinant, by the following process.

From the leading term $a_{111} a_{222} \ldots a_{n n n}$ we form $n$ ! terms by writing for the series of third suffixes all possible permutations of $1,2 \ldots n$, giving to each of these terms a sign corresponding to the class of the permutation. Then from each of the terms so obtained we derive $n$ ! new terms by writing for the series of second suffixes all possible permutations of $1,2 \ldots n$, giving to each new term, relatively to the term from which it is derived, the sign
corresponding to the class of the permutation. The sum of all these $\{n!\}^{2}$ terms is called a cubic determinant, and is denoted by

$$
\begin{gathered}
\Sigma \pm a_{111} a_{222} \ldots a_{n n n}, \\
\left|a_{i j k}\right|(i, j, k=1,2 \ldots n) .
\end{gathered}
$$

or by
3. Just as an ordinary determinant can be represented as the product of $n$ alternate numbers, so a cubic determinant can be represented as the product of $n$ factors lineo-linear in two sets of alternate units.

If $e_{1}, e_{2} \ldots e_{n} ; \epsilon_{1}, \epsilon_{2} \ldots \epsilon_{n}$ are two independent sets of alternate units, then the determinant of Art. 2 is equal to the product

$$
\begin{aligned}
& \Pi\left\{a_{i 11} \epsilon_{1} e_{1}+a_{i 12} \epsilon_{1} e_{2}+\ldots+a_{i 1 n} \epsilon_{1} e_{n}\right. \\
& +a_{i 21} \epsilon_{2} e_{1}+a_{i 22} \epsilon_{2} e_{2}+\ldots+a_{i 2 n n} \epsilon_{2} e_{n} \\
& +\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& \\
& \left.+a_{i n 1} \epsilon_{n} e_{1}+a_{i n 2} \epsilon_{n} e_{2}+\ldots+a_{i n n} \epsilon_{n} e_{n}\right\}
\end{aligned}
$$

For if we consider any term of the product, it will vanish if it contains two $\epsilon$ 's or two $e$ 's with the same suffix, i.e. if two $a$ 's with like second or third suffix occur in the term, which ensures that all terms which do not belong to the determinant vanish. Thus every term which does not vanish contains some permutation of the units $\epsilon_{1}, \epsilon_{2} \ldots \epsilon_{n}$ and $e_{1}, e_{2} \ldots e_{n}$ as a factor, and if the units be brought to this order the sign of the term will be $(-1)^{\mu+\nu}$; where $\mu$ is the number of inversions in the $\epsilon$ 's, i.e. in the second suffixes of the term, and $\nu$ the like number for the $e$ 's or third suffixes. That is to say each term of the product is a term of the, determinant with its proper sign. Thus the determinant is correctly represented by the product.

Just as an ordinary determinant is the product of linear functions of the elements of a row, a cubic determinant is the product of linear factors of the elements of a stratum.

By means of this representation we can deduce the properties of cubic determinants.
4. The sign of the determinant is changed if we interchange two planes or sections.

For interchanging two planes is the same thing as interchanging two $\epsilon$ 's, and interchanging two sections the same as inter-
changing two e's. Either of these changes alters the sign of every term, and therefore of the whole determinant.
5. Interchanging two strata does not alter the sign of the determinant.

For we can represent the determinant by either of the two products
where

$$
\begin{gathered}
\Pi\left(b_{i 1} e_{1}+b_{i 2} e_{2}+\ldots+b_{i n} e_{n}\right)(i=1,2 \ldots n) \\
\Pi\left(c_{i 1} \epsilon_{1}+c_{i 2} \epsilon_{2}+\ldots+c_{i n} \epsilon_{n}\right) \\
b_{i k}=a_{i 1 k} \epsilon_{1}+a_{i 2 k} \epsilon_{2}+\ldots+a_{i n k} \epsilon_{n} \\
c_{i k k}=a_{i k 1} e_{1}+a_{i k 2} e_{2}+\ldots+a_{i n n} e_{n} .
\end{gathered}
$$

From the first form we see that the determinant, on interchanging two strata, suffers a change of sign as being the product of alternate numbers belonging to the system $e$; from the second we see that it also suffers a change of sign as being the product of alternate numbers belonging to the system $\epsilon$. Thus on interchanging two strata the determinant undergoes two changes of sign, and hence remains unaltered.
6. A cubic determinant of order $n$ is the sum of $n$ ! ordinary determinants, each of order $n$.

For as in Art. 5

$$
A=\Pi\left(c_{i 1} \epsilon_{1}+c_{i 2} \epsilon_{2}+\ldots+c_{i n} \epsilon_{n}\right)
$$

where $c_{i k}$ has the same meaning as in Art. 5. Hence, by I. 19,

$$
A=\left|c_{i k}\right|
$$

Thus the cubic determinant is equal to an ordinary determinant of the same order, whose elements are alternate numbers. To split up this determinant into others with simple elements we must take a partial column from each column of the determinant, but if we take a partial column in the $p^{\text {th }}$ place from one column we cannot take a partial column in the $p^{\text {th }}$ place from any other column, for then $e_{p}$ would occur twice, and the corresponding determinant must vanish. Hence each selection of partial columns must be a permutation of $1,2 \ldots n$, there are $n!$ such selections, and as many determinants with simple elements.

Thus

$$
A=\boldsymbol{\Sigma}\left|a_{i i^{\prime}\left(x_{2}\right)}\right|
$$

where the determinant on the right is an ordinary determinant; $k$ is put in brackets to remind us that though it varies from one column to another, in the same determinant it remains fixed. This theorem is also an obvious consequence of Art. 2.
7. If in the preceding article we suppose all the first suffixes to be the same, all the determinants on the right would become alike, only their columns being permutated, and each determinant would have the sign corresponding to that permutation, hence suppressing the first suffixes altogether, the cubic determinant is now equal to

$$
(n!)\left|a_{j k}\right|(j, k=1,2 \ldots n) .
$$

This then is the value of the cubic determinant whose strata consist of the determinant

$$
\left|\begin{array}{ccc}
a_{11} & \ldots & a_{1 n} \\
\cdots & \ldots & \cdots \\
a_{n 1} & \ldots & a_{n n}
\end{array}\right|
$$

repeated $n$ times.
8. The product of two ordinary determinants, each of order $n$, is a cubic determinant of order $n$.

Let

$$
\begin{aligned}
& A=\left|a_{i k}\right|=A_{1} A_{2} \ldots A_{n}, \\
& B=\left|b_{i k}\right|=B_{1} B_{2} \ldots B_{n},
\end{aligned}
$$

where

$$
\begin{aligned}
& A_{i}=a_{i 1} \epsilon_{1}+a_{i 2} \epsilon_{2}+\ldots+a_{i n} \epsilon_{n}, \\
& B_{i}=b_{i 1} e_{1}+b_{i 2} e_{2}+\ldots+b_{i n} e_{n},
\end{aligned}
$$

the systems of units $e$ and $\epsilon$ being independent.
Then $A B=\Pi A_{i} B_{i}$

$$
\begin{aligned}
= & \Pi\left(a_{i 1} b_{i 11} \epsilon_{1} e_{1}+a_{i 1} b_{i 2} \epsilon_{1} e_{2}+\ldots+a_{i 1} b_{i n} \epsilon_{1} e_{n}\right. \\
& +a_{i 2} b_{i 1} \epsilon_{2} e_{1}+a_{i 2} b_{i 2} \epsilon_{2} e_{2}+\ldots+a_{i 2} b_{i n} \epsilon_{2} e_{n n} \\
& +\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& \left.+a_{i n} b_{i 1} \epsilon_{n} e_{1}+a_{i n} b_{i 2} \epsilon_{n} e_{2}+\ldots+a_{i n} b_{i n} \epsilon_{n} e_{n}\right) .
\end{aligned}
$$

Now if

$$
c_{i j k}=a_{i j} b_{i k},
$$

the product on the right is the cubic determinant of the elements $c_{i j k}$. Thus the theorem is proved.

By multiplying $A_{i}$ and $B_{i}$ together we avoided any inversion of the $A$ 's and $B$ 's among themselves. If we allow for the consequent changes of sign we can have as many such inversions as we please, and so vary the form of the cubic determinant which represents the product.
9. The product of a cubic determinant $A$, whose elements are $\alpha_{i j k}$, and of an ordinary determinant $B$, whose elements are $b_{i k}$, is a cubic determinant $C$, whose elements are $c_{i j k}$, where

$$
c_{i j k}=b_{j 1} a_{i k 1}+b_{j 2} a_{i k 2}+\ldots+b_{j 2} a_{i k n} .
$$

Or we treat each stratum of $A$ as if it were an ordinary determinant to be multiplied by $B$, the resulting strata give $C$.

For

$$
\begin{aligned}
C= & \Pi\left(c_{i 11} \epsilon_{1} e_{1}+c_{i 12} \epsilon_{1} e_{2}+\ldots+c_{i 1 n} \epsilon_{1} e_{n}\right. \\
& +c_{i 21} \epsilon_{2} e_{1}+c_{i 22} \epsilon_{2} e_{2}+\ldots+c_{i 2 n} \epsilon_{2} e_{n 2} \\
& +\ldots \\
& \left.+c_{i n 1} \epsilon_{n} e_{1}+c_{i n 2} \epsilon_{n} e_{2}+\ldots+c_{i n n} \epsilon_{n} e_{n}\right) \\
= & \Pi\left(a_{i 11} B_{1} e_{1}+a_{i 21} B_{1} e_{2}+\ldots a_{i 1 n} B_{1} e_{n}\right. \\
& +a_{i 21} B_{2} e_{1}+a_{i 22} B_{2} e_{2}+\ldots \\
& +\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots) ;
\end{aligned}
$$

where

$$
B_{j}=b_{1 j} \epsilon_{1}+b_{2 j} \epsilon_{2}+\ldots+b_{n j} \epsilon_{n} .
$$

Since the alternate numbers $B_{j}$ follow the same laws as units, this last product is a representation of the cubic determinant $A$ by means of the units $e$ and $B$. Thus

$$
\begin{aligned}
C & =A \cdot e_{1} \ldots e_{n} \cdot B_{1} \ldots B_{n} \\
& =A B .
\end{aligned}
$$

10. It is now an obvious step to consider those functions formed of letters with more than three suffixes analogously to determinants, though when we take elements with more than three suffixes we cease to be able to picture to ourselves their arrangement topographically as we can in the case of elements with one, two or three suffixes. We can, however, conceive a set of elements with $p$ suffixes such as

$$
a_{i k k} \ldots i
$$

$n^{p}$ in number, to be arranged in $p$ sets of rectangular planes in a space of $p$ dimensions, and forming a rectangular parallelo-
schemon of $p$ dimensions. (Cf. Schläfli, Quarterly Jour. II. p. 278.) The elements which have all suffixes the same, except $i$, lie in the same line, those which have all suffixes the same, with the exception of $i$ and $j$, lie in the same plane, ... those which have only $l$ in common lie in a rectangular paralleloschemon of $p-1$ dimensions.

The product of the elements

$$
a_{11 \ldots 1} a_{22 \ldots 2} \ldots a_{n n \cdots n}
$$

is called the leading term of the determinant of the $p^{\text {th }}$ class, which is formed by keeping the first suffixes unaltered, and writing for each set of the other suffixes all possible permutations of $1,2 \ldots n$. To each term so obtained we give the sign corresponding to the sum of the number of inversions in the $p-1$ sets of variable suffixes.

The whole number of terms is $\{n!\}^{p-1}$.
11. The determinant of the $p^{\text {th }}$ class can be represented as a product of linear factors of the elements which lie in the same paralleloschemon of $p-1$ dimensions.

If

$$
\begin{aligned}
& e_{1}, e_{2} \ldots e_{n} \\
& \epsilon_{1}, \epsilon_{2} \ldots \epsilon_{n} \\
& \ldots \ldots \ldots \ldots . \\
& \eta_{1}, \quad \eta_{2} \ldots \eta_{n}
\end{aligned}
$$

be $p-1$ sets of alternate units; it is plain from reasoning similar to that in Art. 3, that the function

$$
A=\Pi \Sigma a_{i j k \ldots l} e_{j} \varepsilon_{k} \ldots \eta_{i}
$$

(where the sum is formed by giving to each of the suffixes $j, k \ldots l$ all values from 1 to $n$, and then forming the product of such sums for the values $1,2 \ldots n$ of $i$ ) is a determinant of the $p^{\text {th }}$ class and $n^{\text {th }}$ order, such as we have defined in Art. 10.
12. This definition is strictly analogous to those for determinants of the second and third class. A determinant of the second class is the product of linear functions of the elements of a row, one of the third class the product of $n$ factors linear in the elements of a stratum. Here the determinant of the $p^{\text {th }}$ class is the product of $n$ factors linear in the elements of a paralleloschemon of $p-1$ dimensions.
13. It is clear that by the interchange of any two suffixes, except the first, the determinant changes sign. Also since the factors of the determinant can be written as linear expressions of each of the $p-1$ sets of alternate units, it follows by the interchange of two first suffixes the determinant undergoes $p-1$ changes of sign. Thus the determinant remains unaltered or changes sign according as its class is odd or even.
14. We have kept the first suffixes in their natural order. It is however indifferent which set of suffixes is retained fixed. If the class of the determinant is odd, it is perhaps more symmetrical to keep the middle suffix unaltered; the determinant is however not the same as before.
15. The product of a cubic determinant $A$, whose elements are $a_{i j k}$, and of an ordinary determinant $B$, whose elements are $b_{i k}$, can be represented as a determinant of the fourth class $C$, whose elements $c_{i j k l}$ are given by

$$
c_{i j i l l}=a_{i j k} b_{i l} .
$$

For

$$
\begin{gathered}
A=\Pi\left(a_{i 11} \epsilon_{1} e_{1}+a_{i 12} \epsilon_{1} e_{2}+\ldots+a_{i 1 n} \epsilon_{1} e_{n}\right. \\
\quad+a_{i 21} \epsilon_{2} e_{1}+\ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \\
B=\Pi\left(b_{i 1} \eta_{1}+b_{i 2} \eta_{2}+\ldots+b_{i n} \eta_{n}\right) .
\end{gathered}
$$

Thus clearly

$$
A B=\Pi\left(\Sigma c_{i j k l l} \varsigma_{j} e_{k} \eta_{l}\right) \quad(\operatorname{In} \Sigma j, k, l=1,2 \ldots n)
$$

which proves the theorem.
16. The product of two cubic determinants $A$ and $B$, whose elements are $\alpha_{i j k}$ and $b_{i j k}$, both of order $n$, can be represented either as a determinant of the fifth class, whose elements are

$$
c_{i p r r s}=a_{i p q} b_{i r s},
$$

or as a determinant of the fourth class, whose elements are given by

$$
c_{i j k l}=\Sigma a_{p i j} b_{p k l} \quad(p=1,2 \ldots n) ;
$$

the order of both determinants being $n$.
The first part of the theorem is proved as follows:

$$
A=\Pi \Sigma a_{i p q} \epsilon_{p} e_{q} .
$$

$$
(\operatorname{In} \Sigma p, q=1,2 \ldots n ; \text { in } \Pi \quad i=1,2 \ldots n .)
$$

$$
B=\Pi \Sigma b_{i r s} j_{r} k_{s} .
$$

(In $\Sigma r, s=1,2 \ldots n$; in $\Pi \quad i=1,2 \ldots n$.)
Thus

$$
\begin{aligned}
A B & =\Pi \Sigma a_{i p q} b_{i r s} \epsilon_{p} e_{q} j_{r} k_{s} \\
& =\Pi \Sigma c_{i p q r s} \epsilon_{p} e_{q} j_{r} k_{s} .
\end{aligned}
$$

$$
(\operatorname{In} \Sigma p, q, r, s=1,2 \ldots n ; \text { in } \Pi \quad i=1,2 \ldots n .)
$$

Which by definition proves the theorem.
For the second part of the theorem we have

$$
C=\Pi \Sigma c_{i j k l} e_{j} \epsilon_{k} \eta_{l} .
$$

Now the sum under the product sign

$$
=\Sigma e_{j}\left\{a_{i i_{1}} B_{1}+a_{i i_{2}} B_{2}+\ldots+a_{i i_{n}} B_{n}\right\} \quad(j=1,2 \ldots n),
$$

where

$$
\begin{aligned}
B_{p} & =b_{p_{11}} \epsilon_{1} \eta_{1}+b_{p_{12}} \epsilon_{1} \eta_{2}+\ldots+b_{p_{12}} \epsilon_{1} \eta_{n} \\
& +b_{p_{21}} \epsilon_{2} \eta_{1}+b_{p_{22}} \epsilon_{2} \eta_{2}+\ldots+b_{p 2 n} \epsilon_{2} \eta_{n} \\
& +\ldots
\end{aligned}
$$

and if we write

$$
A_{i q}=a_{i 11} e_{1}+a_{i 2 q} e_{2}+\ldots+a_{i n Q} e_{n}
$$

the sum becomes

$$
B_{1} A_{i 1}+B_{2} A_{i 2}+\ldots+B_{n} A_{i n} .
$$

The product of this has to be taken for all values of $i$. It must always be taken so that in each term we have the product $B_{1} B_{2} \ldots B_{n}$; for if two $B$ 's are repeated the term vanishes. The value of this product is $B$.

The remaining factors in the term are

$$
A_{1 p} A_{2 q} \ldots A_{n r}
$$

where $p, q \ldots r$ is a permutation of $1,2 \ldots n$. This is an ordinary determinant of class 2. Comparing this with Art. 6, we see that it is a term in the expansion of the cubic determinant $A$ in a sum of determinants of class 2. All these terms occur in our product. Thus

$$
C=A . B .
$$

17. The following theorem regarding the product of two determinants of any class can be proved by the preceding methods.

The product of two determinants of classes $p$ and $q$, whose elements are $a_{i j \ldots l}$ and $b_{i j \ldots, \ldots}$ respectively, can be represented either as a determinant of class $p+q-1$, whose elements are

$$
c_{i j \ldots . . . u_{\psi} \ldots s}=a_{i j \ldots z} b_{i u t \ldots s},
$$

or as a determinant of class $p+q-2$, whose elements are

$$
c_{j \ldots, . . z u \ldots, s}=\sum a_{i j \ldots z} b_{i u \ldots s}(i=1,2 \ldots n),
$$

all the determinants being of order $n$.
18. It is not difficult to see how the theorems with regard to determinants of the second class (i.e. ordinary determinants) can be extended to determinants of any other class. It is probable that determinants of higher class possess many properties peculiar to themselves, though as yet not many of these have been investigated. The complement of any element of a determinant is a determinant of the same class and next lower order. The extension of Laplace's theorem would shew how a determinant of class $p$ and order $n$ could be expanded in a series of products of pairs of determinants of class $p$ and orders $m$ and $n-m$.
19. There is no difficulty in writing down the expansions of determinants of any required class or order. The number of terms however increases very rapidly.

The following are the expansions of determinants of the second order, and classes 3 and 4 respectively :

$$
\begin{aligned}
\Sigma \pm(111)(222)= & (111)(222)-(121)(212)+(122)(211)-(112)(221) \\
\Sigma \pm(1111)(2222) & =(1111)(2222)-(1112)(2221)+(1212)(2121) \\
& -(1211)(2122)+(1122)(2211)-(1121)(2212) \\
& +(1221)(2112)-(1222)(2111),
\end{aligned}
$$

while for the determinant of class 3 and order 3 ,

$$
\begin{aligned}
\Sigma \pm(111)(222)(333) & =(111)(222)(333)-(121)(212)(333) \\
& -(111)(232)(323)+(131)(212)(323) \\
& +(121)(232)(313)-(131)(222)(313) \\
& -(112)(221)(333)+(122)(211)(333) \\
& +(112)(231)(323)-(132)(211)(323) \\
& -(122)(231)(313)+(132)(221)(313) \\
& -(111)(223)(332)+(121)(213)(332) \\
& +(111)(233)(322)-(131)(213)(322) \\
& -(121)(233)(312)+(131)(223)(312) \\
& +(113)(221)(332)-(123)(211)(332)
\end{aligned}
$$

$$
\begin{aligned}
& -(113)(231)(322)+(133)(211)(322) \\
& +(123)(231)(312)-(133)(221)(312) \\
& +(112)(223)(331)-(122)(213)(331) \\
& -(112)(233)(321)+(132)(213)(321) \\
& +(122)(233)(311)-(132)(223)(311) \\
& -(113)(222)(331)+(123)(212)(331) \\
& +(113)(232)(321)-(133)(212)(321) \\
& -(123)(232)(311)+(133)(222)(311) .
\end{aligned}
$$

20. We shall conclude this chapter with the following general theorems.

A determinant of any class, all of whose elements are equal to $a$, except those in the leading diagonal which are equal to $x$, is equal, to

$$
\{x+(n-1) a\}(x-a)^{n-1},
$$

$n$ being the order of the determinant.
We shall prove this for a cuibic determinant, but the method is perfectly general.

$$
\begin{aligned}
D= & \Pi\left(a e_{1} \epsilon_{1}+a e_{1} \epsilon_{2}+\ldots\right. \\
& +a e_{2} \epsilon_{1}+a e_{2} \epsilon_{2}+\ldots \\
& \left.+\ldots e_{i}+x e_{i} \epsilon_{i}+\ldots\right) \\
= & \Pi\left\{a E E^{\prime}+(x-a) e_{i} \epsilon_{i}\right\}, \\
E=e_{1}+ & e_{2}+\ldots e_{n}, \quad E^{\prime}=\epsilon_{1}+\epsilon_{2}+\ldots+\epsilon_{n} .
\end{aligned}
$$

where
Hence, since $E$ and $E^{\prime}$ are alternate numbers, any term in which they occur more than once vanishes.

Hence $\quad D=(x-a)^{n}+a(x-a)^{n-1} \Sigma\left\{E E^{\prime} \Pi e_{k} \epsilon_{k}\right\}$

$$
(k=1,2 \ldots i-1, i+1 \ldots n) ;
$$

$\therefore D=(x-a)^{n}+n a(x-a)^{n-1}$
$=\{x+(n-1) a\}(x-a)^{n-1} ;$
for

$$
\begin{array}{rlrl}
\text { for } & & E e_{1} \ldots e_{i-1} e_{i+1} \ldots e_{n} & =e_{i} e_{1} \ldots e_{i-1} e_{i+1} \ldots e_{n} \\
& & =(-1)^{i-1} e_{1} e_{2} \ldots e_{n} ; \\
& \text { and so } & E^{\prime \prime} \epsilon_{1} \ldots \epsilon_{i-1} \epsilon_{i+1} \ldots \epsilon_{n} & =(-1)^{i-1} \epsilon_{1} \epsilon_{2} \ldots \epsilon_{n} .
\end{array}
$$

The last theorem of III. 25 can also be extended to determinants of higher class, for a cubic determinant we may state it as follows: If all the elements in the $i^{\text {th }}$ stratum are equal to $\alpha_{i}$, with the exception of that which lies in the leading diagonal, whose value is $x_{i}$, then the value of the determinant is

$$
f+\Sigma a_{n} f^{\prime \prime}\left(x_{r}\right)
$$

with the notation given in III. 25.

## CHAPTER VIII.

## APPLICATIONS TO THE THEORY OF EQUATIONS AND OF ELIMINATION.

1. If we have $n$ linear equations between $n$ quantities $x_{1}, x_{2} \ldots x_{n}$, namely,

$$
\begin{align*}
& a_{11} x_{1}+a_{12} x_{2}+\ldots+a_{1 n} x_{n}=u_{1} \\
& a_{21} x_{1}+a_{22} x_{2}+\ldots+a_{2 n} x_{n}=u_{2}  \tag{1}\\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& a_{n 1} x_{1}+a_{n 2} x_{2}+\ldots+a_{n n} x_{n}=u_{n},
\end{align*}
$$

the determinant $A=\left|a_{i k}\right|$ is called the determinant of the system. If $A$ does not vanish we can at once determine the variables. For if we multiply the above equations by $A_{1 k}, A_{2 k} \ldots A_{n k}$ respectively and add, then all the terms on the left vanish, with the exception of those multiplying $x_{k}$, which together give $A$ (III. 11). Hence

$$
A x_{k}=u_{1} A_{1 k}+u_{2} A_{2 k}+\ldots+\dot{u_{n}} A_{n k} \quad(k=1,2 \ldots n)
$$

The expression on the right is the expansion of the determinant, obtained by writing $u_{1}, u_{2} \ldots u_{n}$ for the elements of the $k^{\text {th }}$ column.
2. It is interesting to compare with this the solution by alternate numbers.

Multiply the given system (1) by $e_{1}, e_{2} \ldots e_{n}$ and add; then if

$$
\begin{aligned}
& e_{1} a_{1 k}+e_{2} a_{2 k}+\ldots+e_{n} a_{n k}=A_{k} \\
& e_{1} u_{1}+e_{2} u_{2}+\ldots+e_{n} u_{n}=U,
\end{aligned}
$$

we have

$$
A_{1} x_{1}+A_{0} x_{2}+\ldots+A_{n} x_{n}=U .
$$

Multiply both sides of this equation by $A_{1} \ldots A_{k-1} A_{k+1} \ldots A_{n}$, and we get
or

$$
\begin{aligned}
& A_{1} \ldots A_{k-1} A_{k+1} \ldots A_{n} A_{i j} x_{k}=A_{1} \ldots A_{k-1} A_{k+1} \ldots A_{n} U, \\
& A_{1} \ldots A_{n} x_{k}=A_{1} \ldots A_{k-1} U A_{k+1} \ldots A_{n}
\end{aligned}
$$

and writing the products of alternate numbers as determinants we get the same solution as before:
3. If in the equations (1) the quantities $u$ on the right vanish, we have the system of $n$ homogeneous linear equations

$$
a_{i 1} x_{1}+a_{i 2} x_{2}+\ldots a_{i n} x_{n}=u_{i}=0 \quad(i=1,2 \ldots n) .
$$

We may regard these as equations to find $\frac{x_{1}}{x_{n}}, \frac{x_{2}}{x_{n}} \cdots \frac{x_{n-1}}{x_{n}}$.
Taking any $n-1$ of the equations, by Art. 1 we can determine the ratios. These values, if the equations are consistent, must satisfy the remaining equation. This condition is

$$
A=0 .
$$

For if we multiply the equations by $A_{1 k}, A_{2 k} \ldots A_{n k}$, as before and add, we get

$$
x_{k i}\left|a_{x i j}\right|=0
$$

If then the equations are to be satisfied by other than zero values of the variables we must have

$$
A=0
$$

If this be true any one of the equations is a consequence of all the rest, viz. we have

$$
u_{1} A_{1 k}+u_{2} A_{2 k}+\ldots+u_{n} A_{n k}=0
$$

Where the $u$ 's now stand for the linear functions, that is to say, any one of the $u$ 's is expressible linearly in terms of the remaining ones, provided the quantities $A_{i k}$ do not all vanish.
4. If the condition of the preceding paragraph holds we have

$$
\frac{x_{1}}{A_{k 1}}=\frac{x_{2}}{A_{k 2}}=\ldots=\frac{x_{n}}{A_{k n}}
$$

For if we substitute the values $x_{i}=\lambda A_{k i}$ all the equations except the $k^{\text {th }}$ are satisfied by mi. 11, and the $k^{\text {th }}$ is also true since $A=0$.
5. Returning again to the equations of Art. 1. Any new linear function $v$ of the $x$ 's can be expressed linearly in terms of the $u$ 's.

For if

$$
\begin{aligned}
& v=b_{1} x_{1}+b_{2} x_{2}+\ldots+b_{n} x_{n} \\
& u_{1}=a_{11} x_{1}+a_{12} x_{2}+\ldots+a_{1 n} x_{n} \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& u_{n}=a_{n 1} x_{1}+a_{n 2} x_{2}+\ldots+a_{n n} x_{n}
\end{aligned}
$$

we may regard these as $n+1$ equations between the $n+1$ quantities

$$
-1, x_{1}, x_{2} \ldots x_{n}
$$

Hence, by Art. 3, we must have

$$
\left|\begin{array}{ccccc}
v, & b_{1}, & b_{2} & \ldots & b_{n} \\
u_{1}, & a_{11}, & a_{12} & \ldots & a_{1 n} \\
\ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right|=0
$$

or

$$
-A v=\left|\begin{array}{ccccc}
0, & b_{1}, & b_{2} & \ldots & b_{n} \\
u_{1}, & a_{11}, & a_{12} & \ldots & a_{1 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \\
u_{n}, & a_{n 1} & a_{n 2} & \ldots & a_{n n}
\end{array}\right| .
$$

6. If we have between $n$ variables $x_{1}, x_{2} \ldots x_{n}$, the $m$ equations

$$
\begin{aligned}
& a_{11} x_{1}+a_{12} x_{2}+\ldots+a_{1 n} x_{n}=0 \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& a_{m 1} x_{1}+a_{m 2} x_{2}+\ldots+a_{m n} x_{n}=0
\end{aligned}
$$

where $m$ is greater than $n$. Then if these equations are to be true for other than zero values of the variables, if we take any $n$ of them their determinant must vanish by Art. 3.

This condition is represented by

$$
\left\|\begin{array}{cccc}
a_{11}, & a_{12} & \ldots & a_{1 n} \\
a_{21}, & a_{22} & \ldots & a_{2 n} \\
\ldots \ldots \ldots \ldots \ldots & \ldots & \ldots \\
a_{m 1} & a_{m 2} & \ldots & a_{m n}
\end{array}\right\|=0
$$

which means that each of the system of $m_{n}$ determinants, got by selecting any $n$ rows of elements from the array and forming a determinant with them, is to vanish. The expression on the left is frequently called a matrix.
7. The system of linear congruences

$$
\begin{aligned}
& a_{11} x_{1}+\ldots .+a_{1 n} x_{n} \equiv u_{1} \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots a_{n n} x_{n} \equiv u_{n} \\
& a_{n 1} x_{1}+\ldots . \quad \text { (mod. } p \text { ) }, \quad
\end{aligned}
$$

first considered by Gauss, has been solved as follows by Studnička.
Let

$$
A=\left|\alpha_{i b_{b}}\right|
$$

and let $g_{r}$ be the greatest common measure of the numbers

$$
A_{1 k}, A_{2 k} \ldots A_{n k}
$$

Then, as in Art. 1, we have for all values of $k$ from 1 to $n$,

$$
\left.\frac{A}{g_{k}} x_{k} \equiv \frac{1}{g_{k}}\left(u_{1} A_{1 k}+u_{2} A_{2 k}+\ldots+u_{n} A_{n k}\right) \quad \text { (mod. } p\right)
$$

The advantage of the rule is that if we observe that one of the minors of a column is unity, or if two of them are prime to each other, then, for that column, $g_{k}=1$.
8. The solution of the system in Art. 1 assumes different forms according to the nature of the coefficients $a_{i k}$. If

$$
\alpha_{i z}=-\alpha_{l i} \text { and } \alpha_{i i}=0
$$

so that the determinant of the system is skew symmetrical; first, if $n$ is even, if we multiply the equations by

$$
\begin{array}{r}
{[2 \ldots k-1, k+1 \ldots n],[3 \ldots k-1, k+1 \ldots n, 1] \ldots} \\
{[1 \ldots k-1, k+1 \ldots n-1]}
\end{array}
$$

and add, the coefficient of $x_{k}$ is

$$
\begin{aligned}
a_{1 k}[2 \ldots k-1, k+1 \ldots n] & +a_{2 k}[3 \ldots k-1, k+1 \ldots n, 1] \\
& +\ldots+a_{n k}[1 \ldots k-1, k+1 \ldots n-1] \\
=-[k, 1 \ldots k-1, k & +1 \ldots n]=(-1)^{k}[1,2 \ldots n]
\end{aligned}
$$

while the coefficient of $x_{i}$ is

$$
-[i, 1 \ldots k-1, k+1 \ldots n]=0
$$

Thus

$$
\begin{aligned}
& (-1)^{k} x_{n}[1,2 \ldots n]=u_{1}[2 \ldots k-1, k+1 \ldots n] \\
& \quad+u_{2}[3 \ldots k-1, k+1 \ldots n, 1] \ldots+u_{n}[1 \ldots k-1, k+1 \ldots n-1]
\end{aligned}
$$

But if $n$ is odd, then $A=0$ (VI. 8) and $x_{1}, x_{2} \ldots x_{n}$ in general are infinite, but bear fixed ratios to each other. If however

$$
u_{1} A_{1 k}+u_{2} A_{2 k}+\ldots+u_{n} A_{n k}=0
$$

or $\quad u_{1}[2 \ldots n]+u_{2}[3 \ldots n, 1]+\ldots+u_{n}[1,2 \ldots n-1]=0$
(vr. 15), one equation of the system is superfluous, and the system of the remaining equations can be solved as above.
9. In Art. 3 we have the first example of the process of elimination; namely, we have found a condition, independent of the variables, which must hold if a certain given number of equations are to exist between these variables. When $r$ homogeneous equations hold between $r$ variable quantities, (or what is the same thing, $r$ non-homogeneous equations between $r-1$ quantities) it is always possible to establish an equation $R=0$ between the coefficients of these equations alone. Then $R$ is called the resultant or eliminant of the system of equations.

When the equations are two in number the most direct process is Sylvester's dialytic method. Let the two equations be

$$
\left.\begin{array}{l}
0=a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{m} x^{n} \\
0=b_{0}+b_{1} x+b_{2} x^{2}+\ldots+b_{n} x^{n}
\end{array}\right\} \ldots \ldots \ldots \ldots . .
$$

If we multiply the first equation by $1, x, x^{2} \ldots x^{n-1}$ we get $n-1$ new equations, and from the second by multiplying by $1, x, x^{2} \ldots x^{m-1}$ we get $m-1$ new equations, viz. we have now the system

$$
\begin{array}{lr}
0=a_{0}+a_{1} x+a_{2} x^{2}+\ldots \\
0= & a_{0} x+a_{1} x^{2}+\ldots \\
0= & a_{0} x^{2}+\ldots
\end{array}
$$

$$
0=b_{0}+b_{1} x+b_{2} x^{2}+\ldots
$$

$$
0=\quad b_{0} x+b_{1} x^{2}+\ldots
$$

$$
0=\quad b_{0} x^{2}+\ldots
$$

of $m+n$ equations satisfied by the same values of $x$ as the given equations ( 1 ) and linear and homogeneous in the $m+n$ quantities

$$
1, x, x^{2} \ldots x^{m+n-1} .
$$

Hence, by Art. 3, the determinant of the system must vanish, or

A determinant of order $m+n$. Since there are $n$ rows of $a$ 's, and $m$ of $b$ 's, the resultant is of order $n$ in the coefficients of the first equation, and of order $m$ in the coefficients of the second.
10. If the coefficients $a_{m}, a_{m-1}, a_{m-2} \ldots b_{n}, b_{n-1}, b_{n-2} \ldots$ are functions of $y$ and $z$ of degrees $0,1,2 \ldots$, it can be proved that the resultant is of order $m n$ in $y$ and $z$. This will be the case if every term in $R$ has the sum of the complements of the suffixes equal to $m n$.

If we change $y$ and $z$ into $y t$ and $z t$ respectively, the value of $R$ is now

Observe that the separate elements and therefore each term of $R^{\prime}$ is multiplied by a power of $t$ equal to the complement of the suffix.

Now, multiply the first $n$ rows by

$$
t^{n-1}, t^{n-2} \ldots t, 1
$$

and the last $m$ by

$$
t^{m-1}, t^{m-2}, \ldots t, 1
$$

Then $R^{\prime}$ is multiplied by a power of $t$, whose exponent is.

$$
\frac{m(m-1)}{2}+\frac{n(n-1)}{2} .
$$

But now the first column of $R^{\prime}$ divides by $t^{m+n-1}$, the second by $t^{m+n-2}$, and so on. Thus $R^{\prime} \div R$ is equal to a power of $t$ whose exponent is

$$
\frac{(m+n)(m+n-1)}{2}-\frac{m(m-1)}{2}-\frac{n(n-1)}{2}=m n .
$$

Thus every term in $R^{\prime}$ must divide by $t^{m n}$, which proves the theorem. Functions, such that the sum of the suffixes, or of their complements, of the elements in each term is constant, are sometimes called isobaric, and the constant sum is called the weight.
11. We may consider the question in another way.

If

$$
\begin{align*}
\phi(x) & =b_{0}+b_{1} x+b_{2} x^{2}+\ldots+b_{n} x^{n} \\
& =b_{n}\left(x-\beta_{1}\right)\left(x-\beta_{2}\right) \ldots\left(x-\beta_{n}\right) . \tag{1}
\end{align*}
$$

is an equation whose roots are $\beta_{1}, \beta_{2} \ldots \beta_{n}$, the function

$$
\begin{equation*}
f(x)=u=a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{m} x^{m} . \tag{2}
\end{equation*}
$$

has $n$ values corresponding to the different values of $x$ given by (1). These $n$ values are the roots of an equation of the $n^{\text {th }}$ degree, which we now proceed to find. Multiply the equations (1) and (2) by the same powers of $x$ as in Art. 9 , and we have the $m+n$ equations

$$
\begin{aligned}
0= & a_{0}-u+a_{1} x+a_{2} x^{2}+\ldots \\
0= & \left(a_{0}-u\right) x+a_{1} x^{2}+\ldots \\
& \left(a_{0}-u\right) x^{2}+\ldots \\
& \cdots \cdots \cdots \cdots \cdots \cdots \\
0= & b_{0}+b_{1} x+b_{2} x^{2}+\ldots \\
0= & b_{0} x+b_{1} x^{2}+\ldots \\
0= & \ldots \ldots \ldots \ldots \ldots \ldots
\end{aligned}
$$

Eliminating between these the quantities

$$
x^{m+n-1} \ldots x, 1
$$

we get

$$
\left|\begin{array}{rrrr}
a_{0}-u, & a_{1}, & a_{2} & \ldots \\
& a_{0}-u, & a_{1} & \ldots \\
& & a_{0} & -u \\
& \ldots & \ldots & \cdots \\
b_{0}, & b_{1}, & b_{2} & \cdots \\
& b_{0}, & b_{1} & \ldots \\
& \ldots & \ldots \ldots \ldots .
\end{array}\right|=0,
$$

an equation of the $n^{\text {th }}$ degree to find $u$, the roots of which are

$$
f\left(\beta_{1}\right), f\left(\beta_{2}\right) \ldots f\left(\beta_{n}\right) .
$$

The product of the roots being equal to the constant term

$$
(-1)^{n} b_{n}^{m} f\left(\beta_{1}\right) f\left(\beta_{2}\right) \ldots f\left(\beta_{n}\right)=(-1)^{n} R
$$

where $R$ has the meaning in Art. 9. Thus

$$
R=b_{n}^{m} f\left(\beta_{1}\right) f\left(\beta_{2}\right) \ldots f\left(\beta_{n}\right) .
$$

In the same way we may shew that

$$
R=(-1)^{m n}\left(a_{m}^{n}\right) \phi\left(\alpha_{1}\right) \phi\left(\alpha_{2}\right) \ldots \phi\left(\alpha_{m}\right)
$$

if $\alpha_{1} \ldots \alpha_{m}$ are the roots of (2).
12. If the two functions $\phi$ and $f$ of the preceding article are a function and its differential coefficient, then $R$ is called the discriminant of the function, and its vanishing is the condition that the function should have equal roots. If

$$
\begin{aligned}
& f(x)=a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{n} x^{n} \\
& =a_{n}\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right) \ldots\left(x-\alpha_{n}\right) \\
& f^{\prime}(x)=a_{1}+2 a_{2} x+\ldots+n a_{n} x^{n-1} \\
& R=a_{n}^{n-1} f^{\prime}\left(\alpha_{1}\right) f^{\prime}\left(a_{2}\right) \ldots f^{\prime}\left(\alpha_{n}\right) \\
& =\left|\begin{array}{rrr}
a_{1}, & 2 a_{2}, & 3 a_{3} \ldots \\
& a_{1}, & 2 a_{2} \\
\ldots \ldots \\
\ldots \ldots & \ldots & \ldots \\
a_{0}, & a_{1}, & a_{2} \\
& a_{0}, & a_{1} \ldots \\
\ldots \ldots \ldots \ldots \ldots
\end{array}\right|,
\end{aligned}
$$

having $n$ rows of the first, and $n-1$ of the second kind.
If we multiply the last row by $n$, and subtract it from the $n^{\text {th }}$, this becomes

$$
0 \ldots 0,-n a_{0},-(n-1) a_{1} \ldots-a_{n-1}, 0 .
$$

Thus the determinant reduces into the product of $a_{n}$ by a determinant of order $2 n-2$, which we shall call $\Delta$.

$$
\begin{aligned}
& \text { Also } \quad f^{\prime}\left(\alpha_{1}\right)=\alpha_{n} \quad\left(\alpha_{1}-\alpha_{2}\right)\left(\alpha_{1}-\alpha_{3}\right) \ldots\left(\alpha_{1}-\alpha_{n}\right) \\
& f^{\prime}\left(\alpha_{2}\right)=\left(\alpha_{2}-\alpha_{1}\right) \quad a_{n} \quad\left(\alpha_{2}-\alpha_{3}\right) \ldots\left(\alpha_{2}-\alpha_{n}\right) \\
& f^{\prime}\left(\alpha_{n}\right)=\left(\alpha_{n}-\alpha_{1}\right)\left(\alpha_{n}-\alpha_{2}\right)\left(\alpha_{n}-\alpha_{9}\right) \ldots \quad a_{n} ; \\
& \therefore f^{\prime}\left(\alpha_{1}\right) f^{\prime}\left(\alpha_{2}\right) \ldots f^{\prime}\left(\alpha_{n}\right)=(-1)^{\frac{2(n-1)}{2}} a_{n}^{n} \zeta\left(\alpha_{1}, \alpha_{2} \ldots \alpha_{n}\right)
\end{aligned}
$$

where $\zeta\left(\alpha_{1} \ldots \alpha_{n}\right)$ means the product. of the squares of the differences of all the roots. Thus

$$
\Delta=(-1)^{\frac{n(n-1)}{2}} \alpha_{n}^{2 n-2} \zeta\left(\alpha_{1}, \alpha_{2} \ldots \alpha_{n}\right)
$$

13. The artifice employed in eliminating $x$ between two equations may sometimes be employed for the case of more equations than two, as in the following examples due to Prof. Cayley.

Let $\quad x+y+z=0, \quad x^{2}=a, \quad y^{2}=b, \quad z^{2}=c ;$
nultiply the first equation by $1, y z, z x, x y$, and reduce by means If the other three, then we get

$$
\begin{aligned}
x+y+z & =0 \\
x y z+c y+b z & =0 \\
x y z+c x+a z & =0 \\
x y z+b x+a y & =0
\end{aligned}
$$

whence, eliminating $x y z, x, y, z$, we get

$$
\left|\begin{array}{llll}
., & 1, & 1 & 1 \\
1, & ., & c, & b \\
1, & c, & ., & a \\
1, & b, & a, & .
\end{array}\right|=0
$$

Or if we multiply the equation by $x, y, z, x y z$, and eliminate $1, y z, z x, x y$, we get

$$
\left|\begin{array}{llll}
., & a, & b, & c \\
a, & . & 1, & 1 \\
b, & 1, & . & 1 \\
c, & 1 & 1 & 1
\end{array}\right|=0
$$

Again, if we are given the equations

$$
x+y+z=0, \quad x^{3}=a, \quad y^{3}=b, \quad z^{3}=c,
$$

if we multiply the first equation by

$$
x, y, z, y^{2} z^{2}, \quad z^{2} x^{2}, \quad x^{2} y^{2}, \quad x^{2} y z, \quad y^{2} z x, \quad z^{2} x y
$$

and reduce by the last three we can eliminate

$$
x^{2}, y^{2}, z^{2}, y z, z x, x y, x y^{2} z^{2}, y z^{2} x^{2}, z x^{2} y^{2}
$$

between the resulting equations, giving

$$
\left|\begin{array}{ccccccccc}
1, & \cdot, & \cdot, & \cdot, & 1, & 1, & \cdot, & \cdot, & \cdot \\
\cdot, & 1, & \cdot, & 1, & \cdot, & 1, & \cdot, & \cdot, & \cdot \\
\cdot, & \cdot, & 1, & 1, & 1, & \cdot, & \cdot, & \cdot, & \cdot \\
\cdot, & c, & b, & \cdot & \cdot, & \cdot, & 1, & \cdot, & \cdot \\
c, & \cdot, & a, & \cdot & \cdot, & \cdot, & \cdot, & 1, & \cdot \\
b, & a, & \cdot, & \cdot & \cdot, & \cdot, & \cdot, & \cdot, & 1 \\
\cdot, & \cdot, & \cdot, & a, & \cdot, & \cdot, & \cdot, & 1, & 1 \\
\cdot, & \cdot, & \cdot, & \cdot, & b, & \cdot, & 1, & \cdot, & 1 \\
\cdot & \cdot, & \cdot, & \cdot & \cdot, & c, & 1, & 1, & \cdot
\end{array}\right|
$$

Other forms of the resultant can also be obtained.
14. The resultant of the quadric

$$
\begin{equation*}
u=a_{11} x_{1}^{2}+\ldots+2 a_{i k} x_{i} x_{k_{k}}+\ldots=0 . \tag{1}
\end{equation*}
$$

and of the $n-1$ linear equations

$$
\begin{align*}
& v_{1}=c_{11} x_{1}+c_{12} x_{2}+\ldots+c_{1 n} x_{n}=0  \tag{2}\\
& \cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& v_{n-1}=c_{n-11} x_{1}+c_{n-12} x_{2}+\ldots+c_{n-1 n} x_{n}=0
\end{align*}
$$

can be readily expressed by determinants.
By Euler's theorem for homogeneous functions we can write the first equation in the form

$$
\begin{equation*}
x_{1} \frac{d u}{d x_{1}}+x_{2} \frac{d u}{d x_{2}}+\ldots+x_{n} \frac{d u}{d x_{n}}=2 u=0 \tag{3}
\end{equation*}
$$

Then if in equation (3) we do not consider the variables implicitly contained in the differential coefficients, (1) and (2) being $n$ equations, between $x_{1} \ldots x_{n}$, (3) must be identical with

$$
\begin{equation*}
\lambda_{1} v_{1}+\lambda_{2} v_{2}+\ldots+\lambda_{n-1} v_{n-1}=0 \tag{4}
\end{equation*}
$$

by Art. 3. Equating coefficients in (3) and (4) we must have

$$
\begin{align*}
& a_{11} x_{1}+a_{12} x_{2}+\ldots+\dot{a}_{1 n} x_{n}=\lambda_{1} c_{11}+\lambda_{2} c_{21}+\ldots+\lambda_{n-1} c_{n-11} \\
& a_{21} x_{1}+a_{22} x_{2}+\ldots+a_{2 n} x_{n}=\lambda_{1} c_{12}+\lambda_{2} c_{22}+\ldots+\lambda_{n-1} c_{n-12}  \tag{5}\\
& a_{n 1} x_{1}+a_{n 2} x_{2}+\ldots+a_{n n} x_{n}=\lambda_{1} c_{1 n}+\lambda_{2} c_{2 n}+\ldots+\lambda_{n-1} c_{n-1 n}
\end{align*}
$$

the equations (5) together with (2) form a system of $2 n-1$ equations between $x_{1}, x_{2} \ldots \dot{x_{n}}, \lambda_{1}, \lambda_{2} \ldots \lambda_{n-1}$, hence their determinant must vanish by Art. 3. Thus

$$
\left|\begin{array}{lllllll}
a_{11} & \ldots & a_{1 n}, & c_{11} & \ldots & c_{n-11} \\
\ldots & \ldots & \cdots & \ldots & \ldots & \ldots & \cdots
\end{array}\right|=0
$$

the blank space being filled with zeros. This result is due to Versluijs. $\quad a_{i k}$ and $a_{k i}$ mean the same thing, viz. half the coefficient of $x_{i} x_{k}$.
15. If we seek to solve the system of equations

$$
x+y=a \quad x^{2}+y^{2}=b^{2},
$$

we do so by establishing the new linear equation

$$
x-y= \pm \sqrt{2 b^{2}-a^{2}} .
$$

Following up this idea Baur has solved the non-homogeneous system of an $n$-ary quadric and $n-1$ linear equations between the variables; viz. let the system be

$$
\begin{gather*}
a_{11} x_{1}^{2}+\ldots+2 a_{2 k} x_{i} x_{n}+\ldots=u \quad .  \tag{1}\\
c_{11} x_{1}+\ldots \quad+\quad+c_{1 n} x_{n}=y_{1} \\
c_{21} x_{1}+\ldots \quad+\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots .  \tag{2}\\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
c_{n-11} x_{1}+\ldots \quad+c_{n-1 n} x_{n}=y_{n-1} .
\end{gather*}
$$

Then we wish to establish a new linear equation

$$
c_{n 1} x_{1}+\ldots+c_{n n} x_{n}=\dot{y}_{n} \ldots \ldots \ldots \ldots \ldots \ldots .(3),
$$

so that if we determine the values of $x_{1} \ldots x_{n}$ in terms of $y_{1} \ldots y_{n}$ from (2) and (3), and substitute their values in (1), the result shall only contain $y_{n}$ in the form $y_{n}{ }^{2}$. We are to have then

$$
\begin{equation*}
u=y_{n}{ }^{2}+\sum b_{i k} y_{i} y_{k} \quad(i, k=1,2 \ldots n-1) . \tag{4}
\end{equation*}
$$

Now if

$$
C=\left|c_{i k}\right|
$$

we have

$$
\begin{equation*}
C x_{i}=C_{1 i} y_{1}+C_{2 i} y_{2}+\ldots+C_{n i} y_{n i} \tag{5}
\end{equation*}
$$

Hence, differentiating (4) partially with respect to $y_{n}$, we get

$$
2 y_{n}=\frac{d u}{d x_{1}} \cdot \frac{d x_{1}}{d y_{n}}+\frac{d u}{d x_{2}} \cdot \frac{d x_{2}}{d y_{n}}+\ldots+\frac{d u}{d x_{n}} \cdot \frac{d x_{n}}{d y_{n}},
$$

or, by aid of (5), if

$$
u_{i}=\frac{1}{2} \frac{d u}{d x_{i}}
$$

$$
C y_{n}=u_{1} C_{n 1}+u_{2} C_{n 2}+\ldots+u_{n} C_{n n}
$$

$$
=\left|\begin{array}{cccc}
c_{11}, & c_{12} & \ldots & c_{1 n}  \tag{6}\\
c_{21}, & c_{22} & \ldots & c_{2 n} \\
\ldots \ldots \ldots \ldots \ldots & \ldots & \ldots & \ldots \\
c_{n-11}, & c_{n-12} & \ldots & c_{n-1 n} \\
u_{1}, & u_{2} & \ldots & u_{n}
\end{array}\right|
$$

Substituting for the differential coefficients their values we determine the form of the equation (3). We have still to determine the value of $y_{n}$. To do this we introduce the $n(n-1)$ quantities

$$
\begin{aligned}
& e_{11}, \quad e_{12} \ldots e_{1 n} \\
& e_{21}, \quad e_{22} \ldots e_{2 n} \\
& \ldots \ldots \ldots \ldots \ldots \ldots \\
& e_{n-11}, e_{n-12} \ldots e_{n-1 n},
\end{aligned}
$$

such that

$$
e_{r 1} a_{1 k}+e_{r_{2}} a_{2 k}+\ldots+e_{r n} a_{n k}=c_{r k} ;
$$

and hence

$$
A e_{r i}=c_{r 1} A_{i 1}+c_{r 2} A_{i 2}+\ldots+c_{r 2} A_{i n}
$$

where

$$
A=\left|\alpha_{i k}\right|
$$

Thus

$$
A\left|\begin{array}{cccc}
e_{11}, & e_{12} & \ldots & e_{1 n}  \tag{7}\\
\ldots \ldots . . . . . . . . . \\
e_{n-11}, & e_{n-12} & \ldots & e_{n-1 n} \\
x_{1}, & x_{2} & \ldots & x_{n}
\end{array}\right|=\left|\begin{array}{cccc}
c_{11} & \ldots & c_{1 n} \\
\ldots & \ldots & \ldots \\
c_{n-11} & \ldots & c_{n-1 n} \\
u_{1} & \ldots & u_{n}
\end{array}\right|=C y_{n}
$$

Now from the product of (6) and (7),

$$
\begin{align*}
& \therefore C^{2} y_{n}{ }^{2}=A\left|\begin{array}{ccc}
e_{11} & \ldots & e_{1 n} \\
\ldots \ldots \ldots \ldots & \ldots \\
e_{n-11} & \ldots & e_{n-1 n} \\
x_{1} & \ldots & x_{n}
\end{array}\right| \cdot\left|\begin{array}{ccc}
c_{11} & \ldots & c_{1 n} \\
\ldots \ldots \ldots \ldots \\
c_{n-11} & \ldots & c_{n-1 n} \\
u_{1} & \ldots & u_{n}
\end{array}\right| \\
& \quad=A\left|\begin{array}{ccccc}
B_{11}, & B_{12} & \ldots & B_{1 n-1}, & y_{1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
B_{n-11}, & B_{n-12} & \ldots & B_{n-1 n-1}, & y_{n-1} \\
y_{1}, & y_{2} & \ldots & y_{n-1}, & u
\end{array}\right| \ldots \ldots . \tag{8}
\end{align*}
$$

where

$$
\begin{aligned}
& B_{r s}=c_{r 1} e_{s 1}+c_{r 2} e_{s 2}+\ldots+c_{r n} e_{s n}, \\
& A B_{r s}=c_{r 1}\left(c_{s 1} A_{11}+c_{s 2} A_{12}+\ldots\right) \\
& +c_{r 2}\left(c_{s 1} A_{21}+c_{s 2} A_{22}+\ldots\right) \\
& +\ldots \\
& =-\left|\begin{array}{ccccc}
0 & c_{r 1} & c_{r 2} & \ldots & c_{r n} \\
c_{s 1}, & a_{11} & a_{12} & \ldots & a_{1 n} \\
\ldots \ldots & \ldots & \ldots & \ldots & \ldots \\
c_{e n}, & a_{n 1}, & a_{n 2} & \ldots & a_{n n}
\end{array}\right|=A B_{s r} .
\end{aligned}
$$

One the right-hand side of (8) all the quantities are known from (1) and (2). Thus $C y_{n}$ is known; substitute its value in the left of (6) and we have the required equation (3), which with the equations (2) forms a system of $n$ linear equations sufficient to determine the quantities $x_{1} \ldots x_{n}$.
16. The equation

$$
\left|\begin{array}{cccc}
a_{11}-\lambda, & a_{12}, & a_{13} \ldots & a_{1 n} \\
a_{21}, & a_{22}-\lambda, & a_{23} \ldots & a_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{n 1}, & a_{n 2}, & a_{n 3} \ldots & a_{n n}-\lambda
\end{array}\right|=0
$$

(where $a_{i l k}=a_{p i k}$ ) formed by taking $\lambda$ from each of the leading elements of a symmetrical determinant is of considerable importance in analysis. The following proof that its roots are real is due to Sylvester. If we denote the left-hand side of the equation by $\phi(\lambda)$ we have.

$$
\cdot \phi(-\lambda)=\left|\begin{array}{cccc}
a_{11}+\lambda, & a_{12} & \ldots & a_{1 n} \\
a_{21}, & a_{22}+\lambda & \ldots & a_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots & \ldots \ldots \\
a_{n 1}, & a_{n 2} & \ldots & a_{n n}+\lambda
\end{array}\right|
$$

and hence

$$
\phi(\lambda) \phi(-\lambda)=\left|\begin{array}{cccc}
c_{11}-\lambda^{2}, & c_{12} & \ldots & c_{1 n} \\
c_{21}, & c_{22}-\lambda^{2} & \ldots & c_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots & \ldots & \ldots \\
c_{n 1}, & c_{n 2} & \ldots & c_{n n}-\lambda^{2}
\end{array}\right|
$$

where

$$
c_{r s}=a_{r 1} \dot{a}_{s 1}+a_{r 2} a_{s 2}+\ldots+a_{r n} a_{s n}
$$

the $\lambda$ disappears, because $a_{r s}=a_{s r}$. Hence, expanding the righthand side by Art. 22 of Chap. III.,

$$
\phi(\lambda) \phi(-\lambda)=C-\lambda^{2} \Sigma C_{1}+\lambda^{4} \Sigma C_{2}-\ldots+\left(-\lambda^{2}\right)^{n} .
$$

Now, by Iv. $9, C_{1}, C_{2} \ldots$ are all sums of squares, the coefficient of each power of $\lambda$ being the sum of squares is positive. Hence, if we equate the right-hand side of this last equation to zero by Des Cartes' rule it cannot have a negative root. Thus $\lambda$ cannot be of the form $\beta \sqrt{-1}$. In order to shew that it cannot have the form $\alpha+\beta \sqrt{-1}$ we have only to write $a_{11}-\alpha=a_{11}{ }^{\prime}$, \&c., and the case is reduced to the preceding.
17. The proof might also be conducted symbolically as follows.

Putting $\quad A^{(n)}=\left|a_{i k}\right| \quad D_{2}^{(n)}=\lambda^{n}$
in the result of III. 21,

$$
\begin{align*}
\phi(\lambda) & =(A-\lambda)^{n} \\
\phi(-\lambda) & =(A+\lambda)^{n} ; \\
\therefore \quad \phi(\lambda) \phi(-\lambda) & =\left(A^{2}-\lambda^{2}\right)^{n} \tag{1}
\end{align*}
$$

where the indices within the brackets mean actual powers.
On expanding (1) the coefficients of the powers of $\lambda$ are even powers of $A$, or, passing from the symbolic to the real expansion, are the sums of squares of minors, and are hence positive. The remainder of the proof is as before.
18. We shall conclude this chapter by giving Fürstenau's method of approximating to the least roots of equations, following Baltzer's modification of it.

Let the equation be

$$
\begin{equation*}
f(x)=a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{n} x^{n}=0 . \tag{1}
\end{equation*}
$$

We shall suppose that all the roots are real and unequal.
The system of $p$ equations

$$
\begin{equation*}
f(x)=0, \quad x f(x)=0 \ldots x^{p-1} f(x)=0 . \tag{2}
\end{equation*}
$$

is linear with respect to $1, x, x^{2} \ldots x^{n+p-1}$, hence we can eliminate any $p-1$ successive quantities, say

$$
x^{k+1}, x^{k+2} \ldots x^{k+p-1}
$$

For this purpose we multiply the $p$ equations (2) by the complements of the elements in the first column of

$$
R_{k, p}=\left|\begin{array}{llll}
a_{k}, & a_{k+1}, & a_{k+2} & \ldots \\
a_{k-1}, & a_{k}, & a_{k+1} & \ldots \\
a_{k-2}, & a_{k-1}, & a_{k} & \ldots \\
\ldots \ldots & \ldots & \ldots
\end{array}\right| .
$$

The suffixes of $R$ mean that the determinant (which is orthosymmetrical) begins with $a_{k}$, and is of order $p$. If $r$ is greater than $n$, or negative, $a_{r}=0$. Adding the equations so multiplied we get

$$
\begin{equation*}
0=\phi_{k}(x)+b_{1} x^{k+p}+b_{2} x^{k+p+1}+\ldots+b_{m-k} x^{n+p-1} \tag{3}
\end{equation*}
$$

which is satisfied by a root of (1). Here

$$
\begin{align*}
& \phi_{k}(x)=\left|\begin{array}{r}
a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{k} x^{k}, \quad a_{k+1}, a_{k+2} \ldots \\
a_{0} x+a_{1} x^{2}+\ldots+a_{k-1} x^{k}, a_{k}, a_{k+1} \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right| \\
& =\left|\begin{array}{ccc}
a_{0}, & a_{k+1}, & a_{k+2} \ldots \\
0, & a_{k}, & a_{k+1} \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|+\infty\left|\begin{array}{ccc}
a_{1}, & a_{k+1}, & a_{k+2} \ldots \\
a_{0}, & a_{k}, & a_{k+1} \ldots \\
\ldots \ldots \ldots \ldots \ldots
\end{array}\right| \\
& +\ldots+x^{\vec{x}}\left|\begin{array}{lll}
a_{b}, & a_{k+1} \ldots \\
a_{k-1}, & a_{k} & \ldots \\
\ldots \ldots . . . . . . .
\end{array}\right| \tag{4}
\end{align*}
$$

If now $x_{k+1}, x_{k+2} \ldots x_{n}$ be roots of the equation (1) we have the $n-k$ identical equations

$$
\begin{aligned}
& 0=\phi_{k}\left(x_{k+1}\right)+b_{1} x_{k+1}^{k+p}+b_{2} x_{k+1}^{k+p+1}+\ldots+b_{n-k} x_{k k 1}^{n+p-1} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& 0=\phi_{k}\left(x_{n}\right)+b_{1} x_{n k}^{k+p}+b_{12} x_{n}^{k+p+1}+\ldots+b_{n-k} x_{n}^{n+p-1} .
\end{aligned}
$$

From these, by aid of (3), eliminating $b_{1} \ldots b_{n-k}$ we get

$$
0=\left|\begin{array}{llll}
\phi_{k}(x), & x^{k+p}, & x^{k+p+1} \ldots & x^{n+p-1} \\
\phi_{k}\left(x_{k+1}\right), & x_{k+1}^{k+p}, & x_{k+1}^{k+p+1} \ldots & x_{k+1}^{n+p-1} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\phi_{k}\left(x_{n}\right), & x_{n}^{k+p}, & x_{n}^{k+p+1} \ldots & x_{n}^{n+p-1}
\end{array}\right| .
$$

Or

$$
0=\left|\begin{array}{lllll}
\frac{\phi_{k}(x)}{x^{k+p}}, & 1, x & \ldots . & x^{n-k-1} \\
\frac{\phi_{k}\left(x_{k+1}\right)}{x_{k}^{k+1}}, & 1, & x_{k+1} \ldots & x_{s h k+1}^{n-k-1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right| .
$$

Expand according to the elements of the first columa and then multiply up by $x^{k+p}$, and we get

$$
0=c_{k} \phi_{k}(x)+c_{k+1}\left(\frac{x}{x_{k+1}}\right)^{k+p} \phi_{k}\left(x_{k+1}\right)+\ldots+c_{m}\left(\frac{x}{x_{n}}\right)^{k+p} \phi_{k k}\left(x_{n}\right)
$$

where $c_{k} \ldots$ are independent of $p$.
This equation is satisfied by all the roots of (1), and if $x_{k+1} \ldots x_{n}$ be the $n-k$ roots of greatest absolute magnitude, when $p$ increases indefinitely the remaining roots of (1) are by the last equation those of

$$
\phi_{k}(x)=0 .
$$

S. D.

Hence, if $x_{1}$ is the least root of (1), $x_{1}, x_{2}$ the two least roots, $x_{1}, x_{2} \ldots x_{k}$ the $k$ least in absolute magnitude, then

$$
\begin{array}{r}
x_{1}=-a_{0} \lim \cdot\left(\frac{R_{1, p-1}}{R_{1, p}}\right) \\
x_{1} x_{2}=a_{0} \lim \cdot\left(\frac{R_{2, p-1}}{R_{2, p}}\right) \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
x_{1} x_{2} \ldots x_{k k}=(-1)^{k} a_{0} \lim \cdot\left(\frac{R_{k, p-1}}{R_{k, p}}\right) .
\end{array}
$$

To establish this rule completely as one of practical utility it would be necessary to shew, for instance, that $x_{1}$ lies between two successive convergents, obtained by taking two successive values of $p$, and that these convergents approached $x_{1}$, and did not recede from it. The method has been extended by Fürstenau and Nägelsbach to the case where the roots are not all unequal, and also to the case of imaginary roots, but the discussion of these points must be omitted here.

## CHAPTER IX.

## rational functional determinants.

1. If we have a series of $n$ quantities $x, y, z \ldots u, t$ we shall denote the product of all the $\frac{1}{2} n(n-1)$, differences obtained by subtracting from each number all that follow it, by

$$
\zeta^{\frac{1}{2}}(x, y, z \ldots u, t) .
$$

So that

$$
\begin{array}{r}
\zeta^{\frac{1}{2}}(x, y, z \ldots u, t)=(x-y)(x-z) \ldots(x-t) \\
(y-z) \ldots(y-t) \\
\ldots \ldots \cdots \cdots \\
(u-t) .
\end{array}
$$

This function $\zeta^{\frac{1}{2}}(x, y, z \ldots u, t)$ is an alternating function of all the quantities $x, y, z \ldots t$; viz. on interchanging any two of these it changes its sign, but not its absolute magnitude. It is thus of the nature of a square root, having two values equal in absolute magnitude, but opposite in sign. This is conveniently indicated by the index $\frac{1}{2}$. The product of the squares of the differences will be denoted by $\zeta(x, y, z \ldots u, t)$, and is a symmetrical function. This notation is Sylvester's.
2. We have

$$
\left|\begin{array}{cccc}
x^{n-1}, & x^{n-2} & \ldots & x, \\
1 \\
y^{n-1}, & y^{n-2} & \ldots & y, \\
\cdots \cdots \cdots \cdots \cdots \cdots & 1 \\
t^{n-1}, & t^{n-2} & \ldots & t, \\
\hline
\end{array}\right|=\zeta^{\frac{1}{2}}(x, y, z \ldots t) .
$$

For the determinant on the left vanishes if any two of the quantities $x, y \ldots t$ become equal, because then two rows become identical. Thus the determinant divides by the difference between each
pair of the letters, being a rational function. Hence it contains $\zeta^{\frac{1}{2}}(x, y \ldots t)$ as a factor. But the leading term in the determinant is $x^{n-1} y^{n-2} \ldots u .1$, which is also a term in $\zeta^{\frac{1}{2}}(x \ldots t)$ with its proper sign. Thus the theorem follows.
3. Every alternating function of $x \ldots t$ divides'by $\zeta^{\frac{2}{2}}(x \ldots t)$, for on interchanging two variables the function changes sign, and hence vanishes if they become equal, thus it divides by their difference, and therefore by $\zeta^{\frac{1}{2}}(x \ldots t)$.
4. If $f_{i}(x)$ be a function of the $i^{\text {th }}$ degree in $x$, the coefficient of whose highest term is unity, we have

For if we subtract the last column, multiplied by a proper number, from the last but one, the elements in this column become $x, y \ldots t$. Now multiply the last two columns by the proper numbers, and subtract their sum from the last column but two, the elements of that column now become $x^{2}, y^{2} \ldots t^{2}$. Proceed in this way and we reduce the determinant on the right to that in Art. 2.

If the coefficients of the highest powers of $x$ were not unity, the determinant is equal to $\zeta^{\frac{1}{2}}(x, y \ldots t)$ multiplied by the product of the highest coefficientsin the separate functions.

For example, if

$$
\begin{gathered}
f_{i}(x)=\frac{x(x-1) \ldots(x-i+1)}{i!}=x_{i} \\
\left|\begin{array}{lll}
x_{n-1}, & x_{n-2} \ldots & x_{1}, 1 \\
y_{n-1}, & y_{n-2} & \ldots \\
y_{1} & , 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots . . \\
t_{n-1}, & t_{n-2} & \ldots, t_{1}, 1
\end{array}\right|=\frac{\zeta^{\frac{1}{2}}(x, y \ldots t)}{(n-1)!(n-2)!\ldots 2!} .
\end{gathered}
$$

The denominator can also be written

$$
2^{n-2} \cdot 3^{n-3} \cdots(n-2)^{2} \cdot(n-1)
$$

5. If

$$
f_{i}(x)=a_{1 i} x^{n-1}+a_{2 i} x^{n-2}+\ldots+a_{n i},
$$

we see by the theorem for multiplying two determinants (Iv. 3) that

$$
\begin{aligned}
& \left|\begin{array}{l}
f_{1}\left(x_{1}\right), f_{2}\left(x_{1}\right) \ldots f_{n}\left(x_{1}\right) \\
f_{1}\left(x_{2}\right), f_{2}\left(x_{2}\right) \ldots f_{n}\left(x_{2}\right) \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
f_{1}\left(x_{n}\right), f_{2}\left(x_{n}\right) \ldots f_{n}\left(x_{n}\right)
\end{array}\right|=\left|\begin{array}{cc}
a_{11} \ldots a_{1 n} \\
\ldots \ldots \ldots . . \\
a_{n 1} \ldots . & a_{n n}
\end{array}\right|\left|\begin{array}{c}
x_{1}^{n-1}, x_{1}^{n-2} \ldots 1 \\
\ldots \ldots \ldots \ldots \ldots \\
x_{n}^{n-1}, x_{n}^{n-2} \ldots 1
\end{array}\right| \\
& =\left|a_{i k}\right| \zeta^{\frac{1}{2}}\left(x_{1}, x_{2} \ldots x_{n}\right) .
\end{aligned}
$$

If

$$
\begin{aligned}
f_{i}\left(x_{k}\right) & =\left(x_{k}-y_{i}\right)^{n-1} \\
\left|a_{i k}\right| & =\left|\begin{array}{c}
\mathrm{I}, c_{1}\left(-y_{1}\right), c_{2}\left(-y_{1}\right)^{2} \ldots\left(-y_{1}\right)^{n-1} \\
1, c_{1}\left(-y_{2}\right), c_{2}\left(-y_{2}\right)^{2} \ldots\left(-y_{2}\right)^{n-1} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
1, c_{1}\left(-y_{n}\right), c_{2}\left(-y_{n}\right)^{2} \ldots\left(-y_{n}\right)^{n-1}
\end{array}\right| \\
& =C \zeta^{\frac{1}{2}}\left(y_{1}, y_{2} \ldots y_{n}\right),
\end{aligned}
$$

where $C$ is the product of all the binomial coefficients of order $n-1$.

For the elements in each column of the determinant are multiplied by that power of -1 , which is introduced by moving the column from its place in $\zeta^{\frac{1}{2}}$ to the place it occupies.

Thus

$$
\begin{aligned}
& \left|\begin{array}{c}
\left(x_{1}-y_{1}\right)^{n-1},\left(x_{1}-y_{2}\right)^{n-1} \ldots\left(x_{1}-y_{n}\right)^{n-1} \\
\left(x_{2}-y_{1}\right)^{n-1},\left(x_{2}-y_{2}\right)^{n-1} \ldots\left(x_{2}-y_{n}\right)^{n-1} \\
\left.\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots x_{n}-y_{n}\right)^{n-1}
\end{array}\right| \\
& =C \zeta^{\frac{1}{2}}\left(x_{1}, x_{2} \ldots x_{n}\right) \zeta^{\frac{1}{2}}\left(y_{1}, y_{2} \ldots y_{n}\right) .
\end{aligned}
$$

If $x_{i}=y_{i}$ this gives us $\zeta\left(x_{1} \ldots x_{n}\right)$ in the form of a determinant.
6. We may also give still further determinant forms to the product

$$
\zeta^{\frac{1}{2}}\left(x_{1}, x_{2} \ldots x_{n}\right) \zeta^{\frac{1}{2}}\left(y_{1}, y_{2} \ldots y_{n}\right)
$$

Thus

$$
\begin{aligned}
\zeta^{\frac{1}{2}}\left(x_{1}, x_{2} \ldots x_{n}\right) \zeta^{\frac{1}{2}}\left(y_{1}, y_{2} \ldots y_{n}\right) & =\left|\begin{array}{c}
x_{1}^{n-1} \ldots 1 \\
\ldots \ldots \ldots . . \\
x_{n}^{n-1} \ldots 1
\end{array}\right|\left|\begin{array}{c}
y_{1}^{n-1} \ldots \ldots \\
\ldots \ldots \ldots . \\
y_{n}^{n-1} \ldots 1
\end{array}\right| \\
& =\left|c_{i k}\right|^{n},
\end{aligned}
$$

where if we multiply by rows

$$
\begin{aligned}
c_{i k} & =x_{i}^{n-1} y_{k}^{n-1}+x_{i}^{n-2} y_{k}^{n-2}+\ldots+x_{i} y_{k}+1 \\
& =\frac{\left(x_{i} y_{k}\right)^{n}-1}{x_{i} y_{k}-1} .
\end{aligned}
$$

Or if we multiply by columns

$$
c_{i k}=x_{1}^{n-i} y_{1}^{n-k}+x_{2}^{n-i} y_{2}^{n-k}+\ldots+x_{n}^{n-i} y_{n}^{n-k} .
$$

If we put $x_{i}=y_{i}$ and $s_{i}=x_{1}{ }^{i}+x_{2}^{i}+\ldots+x_{n}{ }^{i}$ we get

$$
\begin{aligned}
\zeta\left(x_{1}, x_{2} \ldots x_{n}\right) & =\left|\begin{array}{ccccc}
s_{2 n-2}, & s_{2 n-3} & \ldots & s_{n-1} \\
s_{2 n-3} & s_{2 n-4} & \ldots & s_{n-2} \\
\ldots \ldots & \ldots & \ldots & \ldots & \ldots \\
s_{n-1}, & s_{n-2} & \ldots & s_{0}
\end{array}\right| \\
& =\left|\begin{array}{ccccc}
s_{0}, & s_{1} & \ldots & s_{n-1} \\
s_{1}, & s_{2} & \ldots & s_{n} \\
\ldots \ldots & \ldots & \ldots & \ldots \\
s_{n-1}, & s_{n} & \ldots & s_{2 n-2}
\end{array}\right|,
\end{aligned}
$$

an orthosymmetrical determinant.
7. A more general theorem is the following. Consider the array

$$
\begin{aligned}
& x_{1}^{m-1}, x_{1}^{m-2} \ldots x_{1}, 1 \\
& x_{2}^{m-1}, x_{2}^{m-2} \ldots x_{2}, 1 \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& x_{n}^{m-1}, x_{n}^{m-2} \ldots x_{n}, 1_{,}
\end{aligned}
$$

where $n$ is greater than $m$. Compound it with itself, we get a determinant of the $m^{\text {th }}$ order which is equal to the sum of the squares of the $n_{m}$ determinants, obtained by taking any $m$ different rows in the array. The determinant has for elements

$$
\begin{aligned}
c_{i k} & =x_{1}^{i-1} x_{1 *}^{l-1}+\ldots+x_{n}^{i-1} x_{n}^{k-1} \\
& =s_{i+k-2} .
\end{aligned}
$$

Hence, by aid of Art. 6, we get

$$
\Sigma\left\{\zeta\left(x_{p}, x_{q} \ldots\right)\right\}=\left|\begin{array}{ccccc}
s_{0}, & s_{1} & \ldots & s_{m-\mathrm{r}} \\
s_{1}, & s_{2} & \ldots & s_{m k} \\
\ldots & \ldots & \ldots & \ldots \\
s_{m-1}, & s_{m} & \ldots & s_{2 m-2}
\end{array}\right|
$$

where $x_{p}, x_{q} \ldots$ are any $m$ of the $n$ quantities $x_{1}, x_{2} \ldots x_{n}$.
8. We have clearly by Art. 2

$$
\left|\begin{array}{ccc}
x^{n}, & x^{n-1} \ldots x, 1 \\
\alpha_{1}^{n}, \alpha_{1}^{n-1} \ldots \alpha_{1}, 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots . \\
\alpha_{n}^{n}, \alpha_{n}^{n-1} \ldots \alpha_{n}, 1
\end{array}\right|=\zeta^{\frac{1}{2}}\left(\alpha_{1}, \alpha_{2} \ldots \alpha_{n}\right) f(x)
$$

where

$$
\begin{aligned}
f(x) & =\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right) \ldots\left(x-\alpha_{n}\right) \\
& =x^{n}-p_{1} x^{n-1}+p_{2} x^{x^{n-2}}-\ldots+(-1)^{n-t} p_{n-i} x^{4}+\ldots
\end{aligned}
$$

Equate coefficients of $x^{i}$ on both sides and we get

$$
\left|\begin{array}{c}
\alpha_{1}^{n} \ldots \alpha_{1}^{i+1}, \alpha_{1}^{i-1} \ldots 1 \\
\alpha_{2}^{n} \ldots \alpha_{2}^{i+1}, \alpha_{2}^{i-1} \ldots 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
\alpha_{n}^{n} \ldots \alpha_{n}^{i+1}, \alpha_{n}^{i-1} \ldots 1
\end{array}\right|=\zeta^{\frac{1}{2}}\left(\alpha_{1} \ldots \alpha_{n}\right) p_{n-i},
$$

$p_{n-i}$ is the sum of the products $n-i$ at a time, without repetition, of the quantities $\alpha_{1} \ldots \alpha_{n}$.
9. We may write the first equation of the preceding article in the form

$$
\left|\begin{array}{cccccc}
\alpha_{1}^{n}, & \alpha_{2}^{n} & \ldots & a_{n}^{n}, & x^{n}, & 0 \\
\alpha_{1}^{n-1}, & a_{2}^{n-1} & \ldots & \alpha_{n}^{n-1}, & x^{n-1}, & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
\alpha_{1}, & \alpha_{2} & \ldots & \alpha_{n}, & x, & 0 \\
1, & 1 & \ldots & 1, & 1, & 0 \\
0, & 0 & \ldots & 0, & 0, & 1
\end{array}\right|=(-1)^{n} \zeta^{\frac{1}{2}}\left(\alpha_{1}, \alpha_{2} \ldots \alpha_{n}\right) f(x),
$$

and similarly we have

Form the product of these two determinants by rows, and we have

$$
\left|\begin{array}{ccccc}
s_{2 n}, & s_{2 n-1} & \ldots & s_{n}, & x^{n} \\
s_{2 n-1} & s_{2 n-2} & \ldots & s_{n-1}, & x^{n-1} \\
\ldots \ldots \ldots \ldots \ldots \ldots & \ldots \ldots \ldots & \ldots & \ldots \\
s_{n}, & s_{n-1} & \ldots & s_{0}, & 1 \\
y^{n} ; & y^{n-1} & \ldots & 1, & 0
\end{array}\right|=-\zeta\left(\alpha_{1}, \alpha_{2} \ldots \alpha_{n}\right) f(x) \cdot f(y),
$$

from which by equating coefficients of the powers of $x$ and $y$ we get a number of theorems. $s_{r .}$ is now the sum of the $r^{\text {th }}$ powers of the roots of the equation $f(x)=0$.
10. We may extend the theorem of Art. 8 as follows: the value of the determinant

$$
\left|\begin{array}{lllll}
x_{1}^{n+r-1}, & x_{1}^{n+r-2} & \ldots & x_{1}, & 1 \\
\cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
x_{r}^{n+r-1}, & x_{r}^{n+r-2} & \ldots & x_{r}, & 1 \\
\alpha_{1}^{n+r-1}, & \alpha_{1}^{n+r-2} & \ldots & \alpha_{1}, & 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\alpha_{n}^{n+r-1}, & \alpha_{n}^{n+r-2} & \ldots & \alpha_{n}, & 1
\end{array}\right|
$$

which is of the form of that in Art. 2, consists of three parts.
First the product of all the differences of all pairs of the quantities $x_{1} \ldots x_{r}$, i.e. $\zeta^{\frac{1}{2}}\left(x_{1} \ldots x_{r}\right)$, which by Art. 2 is a determinant. Secondly, the difference of all pairs of the quantities $\alpha_{1} \ldots \alpha_{n}$, i.e. $\zeta^{\frac{1}{2}}\left(\alpha_{1} \ldots \alpha_{n}\right)$. And, lastly, the product of all such quantities as

$$
\begin{aligned}
f\left(x_{i}\right) & =\left(x_{i}-\alpha_{1}\right)\left(x_{i}-\alpha_{2}\right) \ldots\left(x_{i}-\alpha_{n}\right) \\
& =x_{i}^{n}-p_{1} x_{i}^{n-1}+\ldots+(-1)^{n-k} p_{n-k} x_{i}^{k}+\ldots
\end{aligned}
$$

Hence its value is

$$
\left|\begin{array}{l}
x_{1}^{r-1}, x_{1}^{r-2} \ldots x_{1}, 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
x_{r}^{r-1}, x_{r}^{r-2} \ldots x_{r}, \mathbb{1}
\end{array}\right| \zeta^{\frac{1}{2}}\left(\alpha_{1} \ldots \alpha_{n}\right) f\left(x_{1}\right) \ldots f\left(x_{r}\right)
$$

Multiply the $i^{\text {th }}$ row by $f\left(x_{i}\right)$, and then equate coefficients of $x_{1}^{u} \cdot x_{2_{2}}^{v} \cdot x_{\mathrm{a}}{ }^{w} \ldots$, and we get the theorem :

If $D_{w z, w . . .}$ is the determinant of order $n$ formed by suppressing the columns containing the $u^{\text {th }}, v^{\text {th }}, w^{\text {th }} \ldots$ powers. in the array

$$
\begin{aligned}
& \alpha_{1:}^{n+r-1}, \alpha_{1}^{n+r-2} \ldots \alpha_{1}, 1 \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . . \\
& \alpha_{n}^{n+r-1}, \alpha_{n}^{n+r-2} \ldots \alpha_{n}, 1,
\end{aligned}
$$

then

$$
D_{u, v, w \ldots}=\left|\begin{array}{llll}
p_{n-u+r-1}, & p_{n-u+r-2} & \ldots & p_{n-u} \\
p_{n-v+r-1}, & p_{n-v+r-2} & \ldots & p_{n-v} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right| \zeta^{\frac{2}{2}}\left(\alpha_{1}, \alpha_{2} \ldots \ldots \alpha_{n}\right)
$$

where $p_{k}$ is the sum of the products $k$ at a time of $\alpha_{1} \ldots \alpha_{n}$. If $k$ is negative or greater than $n, p_{k}=0, p_{0}=1$.
11. Let us consider the determinant

$$
D=\left|\begin{array}{llll}
\frac{1}{x_{1}-\alpha_{1}}, & \frac{1}{x_{1}-\alpha_{2}} & \cdots & \frac{1}{x_{1}-\alpha_{n}} \\
\frac{1}{x_{2}-\alpha_{1}}, & \frac{1}{x_{2}-\alpha_{2}} & \cdots & \frac{1}{x_{2}-\alpha_{n}} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\frac{1}{x_{n}-\alpha_{1}}, & \frac{1}{x_{n}-\alpha_{2}} & \cdots & \frac{1}{x_{n}-\alpha_{n}}
\end{array}\right| .
$$

Multiply the $i^{\text {th }}$ row by

$$
f\left(x_{i}\right)=u_{i}=\left(x_{i}-\alpha_{1}\right)\left(x_{i}-\alpha_{2}\right) \ldots\left(x_{i}-\alpha_{n}\right),
$$

we get

$$
u_{1} u_{2} \ldots u_{n} D=\left|\frac{u_{i}}{x_{i}-\alpha_{k}}\right| .
$$

The determinant on the right is an integral and alternating function both of the quantities $x_{1} \ldots x_{n}$ and of $\alpha_{1} \ldots \alpha_{n}$. Hence by Art. 3 it divides by

$$
\zeta^{\frac{1}{2}}\left(x_{1}, x_{2} \ldots x_{n}\right) \zeta^{\frac{1}{2}}\left(\alpha_{1}, \alpha_{2} \ldots \alpha_{n}\right)
$$

Comparing the orders of the determinant and this product we see they are the same, hence the additional factor is numerical only. To determine it, put $x_{1}, x_{2} \ldots x_{n}$ equal to $\alpha_{1}, \alpha_{2} \ldots \alpha_{n}$ respectively, all the elements except those in the leading diagonal vanish, and

$$
\begin{aligned}
\frac{u_{i}}{x_{i}-\alpha_{i}} & =\left(x_{i}-\alpha_{1}\right)\left(x_{i}-\alpha_{2}\right) \ldots\left(x_{i}-\alpha_{i-1}\right)\left(x_{i}-\alpha_{i+1}\right) \ldots\left(x_{i}-\alpha_{n}\right) \\
& =(-1)^{i-1}\left(\alpha_{1}-\alpha_{i}\right) \ldots\left(\alpha_{i-1}-\alpha_{i}\right)\left(\alpha_{i}-\alpha_{i+1}\right) \ldots\left(\alpha_{i}-\alpha_{n}\right)
\end{aligned}
$$

when $x_{i}=\alpha_{i}$,
thus the determinant reduces to

$$
(-1)^{\frac{n(n-1)}{2}} \zeta\left(\alpha_{1}, \alpha_{2} \ldots \alpha_{n}\right)
$$

which determines the factor. Hence

$$
D=\frac{(-1)^{\frac{n(n-1)}{2} \cdot \frac{t^{\frac{1}{2}}}{\zeta^{2}}}\left(x_{1}, x_{2} \ldots x_{n}\right) \zeta^{\frac{1}{2}}\left(\alpha_{1}, \alpha_{2} \ldots \alpha_{n}\right)}{u_{1} u_{2} \ldots u_{n}} .
$$

12. If $D_{i k}$ is the complement of $\frac{1}{x_{i}-\alpha_{k}}$ in the determinant $D$, then $D_{t b}$ is equal to the determinant obtained by omitting $x_{i}$ and $\alpha_{k}$ on the right, multiplied by $(-1)^{i+k}$.
$\therefore D_{i v}=(-1)^{i+k} \frac{(-1)^{\frac{n[n-1)}{2}} \zeta^{\frac{1}{2}}\left(x_{1} \ldots x_{i-1} x_{i+1} \ldots x_{n}\right) \zeta^{\frac{1}{2}}\left(\alpha_{1} \ldots \alpha_{i-1} \alpha_{i+1} \ldots \alpha_{n}\right)}{v_{1} v_{2} \ldots v_{n-1}}$,
where

$$
v_{1} v_{2} \ldots v_{n-1}=\frac{u_{1}}{x_{1}-\alpha_{i n}} \cdot \frac{u_{2}}{x_{2}-\alpha_{k}} \cdots \frac{u_{i-1}}{x_{i-1}-\alpha_{k}} \cdot \frac{u_{i+1}}{x_{i+1}-\alpha_{k}} \cdots \frac{u_{n}}{x_{n}-\alpha_{k}} .
$$

Now if we write

$$
\begin{aligned}
& \qquad g(z)=\left(z-x_{1}\right)\left(z-x_{2}\right) \ldots\left(z-x_{n}\right) \\
& \begin{aligned}
& \zeta^{\frac{1}{2}}\left(x_{1} \ldots x_{i-1} x_{i+1} \ldots x_{n}\right) \zeta^{\frac{1}{2}}\left(\alpha_{1} \ldots \alpha_{i-1} \alpha_{i+1} \ldots \alpha_{n}\right) \\
&=\frac{(-1)^{i+k} \zeta^{\frac{2}{2}}\left(\dot{x}_{1} \ldots x_{n}\right) \zeta^{\frac{1}{2}}\left(x_{1} \ldots \alpha_{n}\right)}{g^{\prime}\left(x_{i}\right) f^{\prime}\left(\alpha_{k}\right)} \\
&\left(x_{1}-\alpha_{k}\right)\left(x_{2}-\alpha_{k}\right) \ldots\left(x_{i-1}-\alpha_{k}\right)\left(x_{i+1}-\alpha_{k}\right) \ldots\left(x_{n}-\alpha_{k}\right)=(-1)^{n} \frac{g\left(\alpha_{k}\right)}{x_{i}-\alpha_{k}}, \\
& \text { then } \quad \frac{D_{i k}}{D}=-\frac{f\left(x_{i}\right) g\left(\alpha_{k}\right)}{f^{\prime}\left(\alpha_{k}\right) g^{\prime}\left(x_{i}\right)} \cdot \frac{1}{x_{i}-\alpha_{k}} .
\end{aligned}
\end{aligned}
$$

13. The preceding article enables us to solve the system of equations

$$
\frac{y_{1}}{x_{1}-\alpha_{1}}+\frac{y_{2}}{x_{1}-\alpha_{2}}+\ldots+\frac{y_{n}}{x_{1}-\alpha_{n}}=u_{1}
$$

$$
\frac{y_{1}}{x_{n}-\alpha_{1}}+\frac{y_{2}}{x_{n}-\alpha_{2}}+\ldots+\frac{y_{n}}{x_{n}-\alpha_{n}}=u_{n}
$$

viz. $\quad y_{k}=-\frac{g\left(\alpha_{k}\right)}{f^{\prime}\left(\alpha_{k}\right)}\left\{\frac{f\left(x_{1}\right)}{g^{\prime}\left(x_{1}\right)} \frac{u_{1}}{x_{1}-\alpha_{k}}+\ldots+\frac{f\left(x_{n}\right)}{g^{\prime}\left(x_{n}\right)} \frac{u_{n}}{x_{n}-\alpha_{k}}\right\}$.
In particular if $u_{1}=u_{2} \ldots=u_{n}$. Since by the rule for resolving a rational fraction into partial fractions

$$
\begin{aligned}
\frac{f(x)}{g(x)} & \left.=\frac{\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right) \ldots\left(x-\alpha_{n}\right)}{\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{n}\right)}\right) \\
& =1+\Sigma \frac{f\left(x_{i}\right)}{g^{\prime}\left(x_{i}\right)} \frac{1}{x-x_{i}}
\end{aligned}
$$

we see by putting $x=\alpha_{k}$ in this, that

$$
\frac{f\left(x_{1}\right)}{g^{\prime}\left(x_{1}\right)} \frac{1}{x_{1}-\alpha_{n}}+\ldots+\frac{f\left(x_{n}\right)}{g^{\prime}\left(x_{n}\right)} \frac{1}{x_{n}-\alpha_{h}}=1 .
$$

Hence if $u_{i}=1, \quad y_{k}=-\frac{g\left(\alpha_{k}\right)}{f^{\prime}\left(\alpha_{k}\right)}$.
14. If in the determinant $D$ of Art. 11 we expand each term in a series as follows

$$
\frac{1}{x_{i}-\alpha_{k}}=\frac{1}{x_{i}}+\frac{\alpha_{k}}{x_{i}^{2}}+\ldots+\frac{\alpha_{k}^{p}}{x_{i}^{p+1}}+\ldots
$$

we see that the term in the expansion of the determinant which multiplies $\left(x_{1}^{p+1} \cdot x_{2}^{q+1} \ldots x_{n}^{8+1}\right)^{-1}$ is

$$
\left|\begin{array}{cccc}
\alpha_{1}^{p}, & \alpha_{2}^{p} & \ldots & \alpha_{n}^{p} \\
\alpha_{1}^{q}, & \alpha_{2}^{q} & \ldots & \alpha_{n}^{q} \\
\ldots \ldots & \ldots & \ldots & \ldots \\
\alpha_{1}^{s}, & \alpha_{2}^{s} & \ldots & \alpha_{n}
\end{array}\right| .
$$

To expand the right-hand side we have

$$
\begin{aligned}
\frac{1}{u_{i}} & =\frac{1}{\left(x_{i}-\alpha_{1}\right)\left(x_{i}-\alpha_{2}\right) \ldots\left(x_{i}-\alpha_{n}\right)} \\
& =\frac{1}{x_{i}^{n}}+\frac{H_{1}}{x_{i}^{n+1}}+\ldots+\frac{H_{r}}{x_{i}^{n+r}}+\ldots
\end{aligned}
$$

Here $H_{r}$ is the sum of all the homogeneous powers and products of order $r$, which can be formed from the quantities $\alpha_{1}, \alpha_{2} \ldots \alpha_{n}$.

Now

$$
\zeta^{\frac{1}{2}}\left(x_{1}, x_{2} \ldots x_{n}\right)=\left|\begin{array}{l}
x_{1}^{n-1}, x_{1}^{n-2} \ldots x_{1}, 1 \\
x_{2}^{n-1}, x_{2}^{n-2} \ldots x_{2}, \\
\cdots \cdots \ldots \ldots \ldots \ldots . . \\
x_{n}^{n-1}, x_{n}^{n-2} \ldots x_{n},
\end{array}\right| .
$$

Multiply the $i^{\text {th }}$ row of this determinant by the expansion of $u_{i}^{-1}$, the coefficient of $\left(x_{1}^{p+1} \cdot x_{2}^{q+1} \ldots x_{n}^{s+1}\right)^{-1}$ is

$$
\left\lvert\, \begin{array}{llll}
H_{p} & H_{p-1} & \ldots & H_{p+1-n} \\
H_{q} & H_{q-1} & \ldots & H_{q+1-n} \\
\ldots & \ldots & \ldots & \ldots
\end{array}\right.,
$$

whence we get the final equation
when $r$ is negative, $H_{r}=0, H_{0}=1$.
15. As an example of Art. 14,

$$
\begin{aligned}
& \left|\begin{array}{lll}
a^{4}, & a, & 1 \\
b^{4}, & b, & 1 \\
c^{4}, & c, & 1
\end{array}\right|=-\left|\begin{array}{lll}
H_{4}, & H_{1}, & H_{0} \\
H_{3}, & H_{0} & 0 \\
H_{2}, & 0, & 0
\end{array}\right|\left|\begin{array}{lll}
a^{2}, & a, & \mathbf{1} \\
b^{2}, & b, & 1 \\
c^{2}, & c, & \mathbf{1}
\end{array}\right| \\
& =-\left(a^{2}+b^{2}+c^{2}+b c+c a+a b\right)(b-c)(c-a)(a-b) .
\end{aligned}
$$

We may make use either of the results of Arts. 14 or 10 to evaluate determinants whose elements are sines and cosines.

For example take

$$
X=\left|\begin{array}{cccc}
1, & 1, & 1, & 1 \\
\cos A, & \cos B, & \cos C, & \cos D \\
\sin A, & \sin B, & \sin C, & \sin D \\
\sin 3 A, & \sin 3 B, & \sin 3 C^{\prime}, & \sin 3 D
\end{array}\right|
$$

Write for the sines and cosines their exponential values, and suppose $\epsilon^{i A}=a$, \&c. Then writing only the first column of the determinant

$$
X=-\frac{1}{2^{3}}\left|\begin{array}{c}
1 \\
a+a^{-1} \\
a-a^{-1} \\
a^{9}-a^{-3}
\end{array}\right|=-\frac{1}{2^{3}(a b c d)^{3}}\left|\begin{array}{c}
a^{3} \\
a^{4}+a^{2} \\
a^{4}-a^{2} \\
a^{6}-1
\end{array}\right| .
$$

Add the second row to the third, divide by 2 and subtract the third row from the second, thus

$$
X=-\frac{1}{4(a b c d)^{3}}\left|\begin{array}{c}
a^{3} \\
a^{2} \\
a^{4} \\
a^{6}-1
\end{array}\right|
$$

Thus

$$
4(a b c d)^{3} X=\left|\begin{array}{l}
a^{2} \\
a^{3} \\
a^{4} \\
a^{6}
\end{array}\right|+\left|\begin{array}{c}
1 \\
a^{2} \\
a^{3} \\
a^{4}
\end{array}\right|
$$

the first determinant

$$
=a^{2} b^{2} c^{2} d^{2}\left|\begin{array}{c}
1 \\
a \\
a^{2} \\
a^{4} \\
a^{4}
\end{array}\right|=a^{2} b^{2} c^{2} d^{2}(a-b)(a-c)(a-d)(a+b+c+d)
$$

by Art. 8. And the second, in like manner, is equal to

$$
\begin{gathered}
(a-b)(a-c)(a-d)(b c d+a c d+a b d+a b c) \\
(b-c)(\bar{b}-\bar{d}) \\
(c-d) .
\end{gathered}
$$

Hence

$$
\begin{aligned}
& X=\frac{(a-b)(a-c)(a-d)(b-c)(b-d)(c-d)}{4 a^{3} b^{3} c^{3} d^{3}} \times \\
& \quad\left[a^{2} b^{2} c^{2} d^{2}(a+b+c+d)+a b c d\left(a^{-1}+b^{-1}+c^{-1}+d^{-1}\right)\right] \\
& =\frac{1}{4} \cdot \frac{a-b}{\sqrt{a b}} \cdots\left[\sqrt{a b c d}(a+b+c+d)+\frac{1}{\sqrt{a b c d}}\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}+\frac{1}{d}\right)\right] .
\end{aligned}
$$

Hence if

$$
2 S=A+B+C+D
$$

$X=-2^{5} . \Pi \sin \frac{1}{2}(A-B)[\cos (S+A)+\cos (S+B)$

$$
+\cos (S+C)+\cos (S+D)]
$$

16. If we differentiate the determinant of Art. 11 with respect to $x_{i}$, the elements of the $i^{\text {th }}$ row become

$$
\frac{-1}{\left(x_{i}-\alpha_{1}\right)^{2}}, \frac{-1}{\left(x_{i}-\alpha_{2}\right)^{2}} \cdots \frac{-1}{\left(x_{i}-\alpha_{n}\right)^{2}} .
$$

And thus

$$
\begin{aligned}
(-1)^{n} \frac{d^{n} D}{d x_{1} d x_{2} \ldots d x_{n}} & =\left|\frac{1}{\left(x_{i}-\alpha_{k}\right)^{2}}\right| \\
& =B .
\end{aligned}
$$

We shall now shew that

$$
\frac{B}{D}=\left\{\begin{array}{l}
\frac{1}{x_{1}-\alpha_{1}}, \frac{1}{x_{1}-\alpha_{2}} \cdots \frac{1}{x_{1}-\alpha_{n}} \\
\frac{1}{x_{2}-\alpha_{1}}, \frac{1}{x_{2}-\alpha_{2}} \cdots \frac{1}{x_{2}-\alpha_{n}} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\frac{1}{x_{n}-\alpha_{1}}, \frac{1}{x_{n}-\alpha_{2}} \cdots \frac{1}{x_{n}-\alpha_{n}}
\end{array}\right\} .
$$

Where \{ \} means that the function on the right is to be formed like a determinant, only all the signs are positive instead of alternating.

Multiply the $i^{\text {th }}$ row of $B$ by $u_{i}{ }^{2}$, then

$$
\begin{equation*}
\left(u_{1} u_{2} \ldots u_{n}\right)^{2} B=\left|\frac{u_{i}^{2}}{\left(x_{i}-\alpha_{k}\right)^{2}}\right| . \tag{1}
\end{equation*}
$$

The determinant on the right is an integral and alternating function, both of $x_{1}, x_{2} \ldots x_{n}$ and of $\alpha_{1}, \alpha_{2} \ldots \alpha_{n}$, hence it divides by

$$
\zeta^{\frac{1}{2}}\left(x_{1}, x_{2} \ldots x_{n}\right) \zeta^{\frac{1}{2}}\left(\alpha_{1} \ldots \alpha_{n}\right) .
$$

If the quotient is $\phi\left(x_{1}, x_{2} \ldots x_{n}\right)$, this is symmetrical with regard to each of the variables, and of order $n-1$. Thus

$$
\frac{B}{\bar{D}}=(-1)^{\frac{n(n-1)}{2}} \frac{\phi\left(x_{1}, x_{2} \ldots x_{n}\right)}{u_{1} u_{2} \ldots u_{n}} .
$$

Now, by repeated use of the rule for resolving a fraction into partial fractions

$$
\begin{gathered}
\frac{\phi\left(x_{1} \ldots x_{n}\right)}{f\left(x_{1}\right)}=\sum_{i} \frac{\phi\left(\alpha_{i} \ldots x_{n}\right)}{f^{\prime}\left(x_{i}\right)\left(x_{1}-\alpha_{i}\right)}, \\
\frac{\phi\left(\alpha_{i}, x_{2} \ldots x_{n}\right)}{f\left(x_{2}\right)}=\sum_{k} \frac{\phi\left(\alpha_{i}, \alpha_{k} \ldots x_{n}\right)}{f^{\prime}\left(\alpha_{k}\right)\left(x_{2}-\alpha_{k}\right)},
\end{gathered}
$$

we get finally

$$
\begin{align*}
& \frac{\phi\left(x_{1}, x_{2} \ldots x_{n}\right)}{u_{1} u_{2} \ldots u_{n}} \\
& \quad=\Sigma^{f^{\prime}\left(\alpha_{i}\right) f^{\prime}\left(\alpha_{k}\right) \ldots f^{\prime}\left(\alpha_{p}\right)\left(x_{1}-\alpha_{i}\right)\left(x_{2}-\alpha_{k}\right) \ldots\left(x_{n}-\alpha_{p}\right)} \cdots \tag{2}
\end{align*}
$$

Now, in the first place, in the combination $i, k \ldots p$, no repetition can occur, for in the product

$$
\frac{B\left(u_{1} \ldots v_{n}\right)^{2}}{\zeta^{\frac{1}{2}}\left(x_{1} \ldots x_{n}\right) \zeta^{\frac{1}{2}}\left(\alpha_{1} \ldots \alpha_{n}\right)},
$$

not only $B$, but also $\frac{\left\{f\left(x_{1}\right)\right\}^{2}}{x_{2}-x_{1}}$ vanishes if $x_{1}$ and $x_{2}$ both coincide with $\alpha_{h}$. Hence on the right of (2) we must write for $i, k \ldots p$ all permutations of $1,2 \ldots n$.

Now if we write $\alpha_{i}, \alpha_{k} \ldots \alpha_{p}$ for $x_{1}, x_{2} \ldots x_{n}$ respectively, only a single term of $\left(u_{1} \ldots u_{n}\right)^{2} B$ remains, viz.

$$
\pm\left[f^{\prime}\left(\alpha_{i}\right), f^{\prime}\left(\alpha_{k}\right) \ldots f^{\prime}\left(\alpha_{p}\right)\right]^{2}
$$

while

$$
\begin{aligned}
\zeta^{\frac{1}{2}}\left(x_{1}, \ddot{x}_{2} \ldots x_{n}\right) & =\zeta^{\frac{1}{2}}\left(\alpha_{i}, \alpha_{k} \ldots \alpha_{p}\right) \\
& = \pm \zeta^{\frac{i}{2}}\left(\alpha_{1}, \alpha_{2} \ldots \alpha_{n}\right)
\end{aligned}
$$

the ambiguous sign being the same for both. Thus

$$
\begin{aligned}
\phi\left(\alpha_{i}^{\prime}, \alpha_{k} \ldots \alpha_{p}\right) & =\frac{\left[f^{\prime}\left(\alpha_{i}\right) f^{\prime}\left(\alpha_{k}\right) \ldots f^{\prime}\left(\alpha_{p}\right)\right]^{2}}{\zeta^{\frac{1}{2}}\left(\alpha_{1}, \alpha_{2} \ldots \alpha_{n}\right)} \\
& =(-1)^{\frac{n(n-1)}{2}} f^{\prime}\left(\alpha_{i}\right) f^{\prime}\left(\alpha_{k}\right) \ldots f^{\prime}\left(\alpha_{p}\right) .
\end{aligned}
$$

Thus

$$
\frac{B}{\bar{D}}=\Sigma \frac{1}{\left(x_{1}-\alpha_{k}\right)\left(x_{2}-\alpha_{k}\right) \ldots\left(x_{n}-\alpha_{k}\right)}
$$

where $i, k \ldots p$ is to be a permutation of $1,2 \ldots n$. This proves the theorem as stated at the beginning.
17. The coefficients in the expansion of the rational fraction

$$
\frac{1+b_{1} x+b_{2} x^{2}+\ldots}{1+a_{1} x+a_{2} x^{2}+\ldots}
$$

in ascending powers of $x$ can be represented as determinants. Viz. if the expansion is

$$
1+P_{1} x+P_{2} x^{2}+\ldots
$$

we have
$\left(1+b_{1} x+b_{2} x^{2}+\ldots\right)=\left(1+P_{1} x+P_{2} x^{2}+\ldots\right)\left(1+a_{1} x+a_{2} x^{2}+\ldots\right)$,
and hence equating coefficients

$$
\begin{array}{ll}
\quad P_{1} & =b_{1}-a_{1} \\
a_{1} P_{1}+P_{2} & =b_{2}-a_{2} \\
a_{2} P_{1}+a_{1} P_{2}+P_{3} & =b_{3}-a_{3} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{n-1} P_{1}+a_{n-2} P_{2}+\ldots+\ddot{P}_{n} & =b_{n}-a_{n},
\end{array}
$$

a system of equations to find $P_{n}$. The determinant of the system is unity. Hence, if after solving by vill. 1 we move the last column to the first place, and change the sign of this column

$$
\begin{aligned}
P_{n} & =(-1)^{n}\left|\begin{array}{lll}
a_{1}-b_{1}, & \mathbf{1} \\
a_{2}-b_{2}, & a_{1}, & 1 \\
a_{3}-b_{3}, & a_{2}, & a_{1}, \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
\ldots \ldots \ldots \ldots \\
a_{n}-b_{n}, & a_{n-1}, & a_{n-2}
\end{array}\right| \ldots \ldots a_{1}
\end{aligned}\left|,\left|\begin{array}{ccccc}
1, & 1, & ., & ., & . \\
b_{1}, & a_{1}, & 1, & ., & . \\
b_{2}, & a_{2}, & a_{1}, & 1, & . \\
b_{3}, & a_{3}, & a_{2}, & a_{1}, & 1 \\
. & . & . & . & .
\end{array}\right|,\right.
$$

as we see by subtracting the first column from the second in the latter determinant.

## CHAPTER X.

## ON JACOBIANS AND HESSIANS.

1. If $y_{1}, y_{2} \ldots y_{n}$ be $n$ functions of the $n$ independent variables $x_{1}, x_{2} \ldots x_{n}$, and if

$$
a_{i v k}=\frac{d y_{i}}{d x_{k}},
$$

then the determinant $\left|a_{i k}\right|$ is called the Jacobian of the functions $y_{1} \ldots y_{n}$ with respect to the variables $x_{1} \ldots x_{n}$. The name was given by Prof. Sylvester after. Jacobi, who first studied these functions.

The notations

$$
\frac{d\left(y_{1}, y_{2} \ldots y_{n}\right)}{d\left(x_{1}, x_{2} \ldots x_{n}\right)} ; \quad J\left(y_{1}, y_{2} \ldots y_{n}\right)
$$

have been employed for Jacobians, each of which has its advantages. The first renders evident the remarkable analogy between Jacobians and ordinary differential coefficients. The second is useful when there is no doubt as to the independent variables.

If the $y$ 's are explicit functions, the Jacobian is formed by direct differentiation.
2. If the functions $y_{1} \ldots y_{n}$ are not independent, but are connected by an equation

$$
\phi\left(y_{1}, y_{2} \ldots y_{n}\right)=0
$$

the Jacobian vanishes. For if we differentiate this equation with respect to $x_{k}$, we get

$$
\frac{d \phi}{d y_{1}} \frac{d y_{1}}{d x_{k}}+\frac{d \phi}{d y_{2}} \frac{d y_{2}}{d x_{k}}+\ldots+\frac{d \phi}{d y_{n}} \frac{d y_{n}}{d x_{k}}=0
$$

S. D.
where $k=1,2 \ldots n$. Eliminating

$$
\frac{d \phi}{d y_{1}}, \frac{d \phi}{d y_{-2}} \ldots \frac{d \phi}{d y_{n}},
$$

from these equations we get (viII. 3)

$$
\frac{d\left(y_{1}, y_{2} \ldots y_{n}\right)}{d\left(x_{1}, x_{2} \ldots x_{n}\right)}=0
$$

3. If the functions $y$ are fractions with the same denominator, so that

$$
\begin{gathered}
y_{i}=\frac{u_{i}}{u}, \\
u^{2} \frac{d y_{i}}{d x_{k}}=u \frac{d u_{i}}{d x_{k}}-u_{i} \frac{d u}{d x_{k}} .
\end{gathered}
$$

Thus

$$
u^{2 n+1} \frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=\left|\begin{array}{lcccc}
u, & 0 & 0 \\
u_{1}, & u \frac{d u_{1}}{d x_{1}}-u_{1} \frac{d u}{d x_{1}} & \ldots & u \frac{d u_{1}}{d x_{n}}-u_{1} \frac{d u}{d x_{n}} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
u_{n}, & u \frac{d u_{n}}{d x_{1}}-u_{n} \frac{d u}{d x_{1}} & \ldots & u \frac{d u_{n}}{d x_{n}}-u_{n} \frac{d u}{d x_{n}}
\end{array}\right| .
$$

Add the first column multiplied by $\frac{d u}{d x_{i}}$ to the $(i+1)^{\text {st }}$ column, and we get

$$
u^{2 n+1} \frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=\left|\begin{array}{llll}
u, & u \frac{d u}{d x_{1}} & \ldots & u \frac{d u}{d x_{n}} \\
u_{1}, & u \frac{d u_{1}}{d x_{1}} & \ldots & u \frac{d u_{1}}{d x_{n}} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
u_{n}, u \frac{d u_{n}}{d x_{1}} & \ldots & u \frac{d u_{n}}{d x_{n}}
\end{array}\right|,
$$

whence dividing each of the last $n$ columns by $u$

$$
\frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=\frac{1}{u^{n+1}}\left|\begin{array}{ccc}
u, & \frac{d u}{d x_{1}} & \cdots \\
\frac{d u}{d x_{n}} \\
u_{1}, & \frac{d u_{1}}{d x_{1}} & \cdots \\
\cdots \cdots \cdots & \frac{d u_{1}}{d x_{n}} \\
\cdots, \ldots \ldots \ldots \\
u_{n}, & \frac{d u_{n}}{d x_{1}} & \cdots \\
\frac{d u_{n}}{d x_{n}}
\end{array}\right| .
$$

4. The determinant on the right has been denoted by $K\left(u, u_{1} \ldots u_{n}\right)$. It has interesting properties of its own. For example, since the Jacobian vanishes if the quantities $y_{1} \ldots y_{n}$ are related by an equation, it follows that

$$
K\left(u, u_{1} \ldots u_{n}\right)=0
$$

if a homogeneous relation exists between $u, u_{1} \ldots u_{n}$.
If

$$
u_{i}=\frac{v_{i}}{t},
$$

it is readily shewn that

$$
K\left(u, u_{1} \ldots u_{n}\right)=\frac{1}{t^{n+1}} K\left(v, v_{1} \ldots v_{n}\right)
$$

5. If the functions $y_{1} \ldots y_{n}$ possess a common factor, so that

$$
-\frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=\frac{1}{u}\left|\begin{array}{ccc}
y_{i}=u_{i} u, \\
u_{,}, & 0 & 0 \\
u_{1}, u \frac{d u_{1}}{d x_{1}}+u_{1} \frac{d u}{d x_{1}} & \ldots & u \frac{d u_{1}}{d x_{n}}+u_{1} \frac{d u}{d x_{n}} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
u_{n}, u \frac{d u_{n}}{d x_{1}}+u_{n} \frac{d u}{d x_{1}} & \ldots & u \frac{d u_{n}}{d x_{n}}+u_{n} \frac{d u}{d x_{n}}
\end{array}\right| .
$$

In this determinant multiply the first column by $\frac{d u}{d x_{i}}$, and subtract it from the $(i+1)^{\text {st }}$ column, then

$$
\begin{aligned}
& \frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=u^{n-1}\left|\begin{array}{lrr}
u, & -\frac{d u}{d x_{1}} & \cdots \\
u_{1}, & -\frac{d u}{d u_{1}} & \ldots \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots & \frac{d u_{1}}{d x_{n}} \\
\cdots \cdots & \cdots \cdots \\
u_{n}, & \frac{d u_{n}}{d x_{1}} & \cdots \\
\frac{d u_{n}}{d x_{n}}
\end{array}\right| \\
& =2 u^{n} \frac{d\left(u_{1}, u_{2} \ldots u_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}-u^{n-1} K\left(u, u_{1} \ldots u_{n}\right) .
\end{aligned}
$$

6. If the functions $y_{1} \ldots y_{n}$ are given only as implicit functions of $x_{1} \ldots x_{n}$ by means of the $n$ equations

$$
F_{1}\left(y_{1} \ldots y_{n}, x_{1} \ldots x_{n}\right)=0 \ldots F_{n}\left(y_{1} \ldots y_{n}, x_{1} \ldots x_{n}\right)=0
$$

then

$$
\frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=(-1)^{n} \frac{d\left(F_{1} \ldots F_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)} \div \frac{d\left(F_{1} \ldots F_{n}\right)}{d\left(y_{1} \ldots y_{n}\right)} .
$$

For if we differentiate the $i^{\text {th }}$ of the given equations with respect to $x_{1}$ we get

$$
\frac{d F_{i}}{d y_{1}} \frac{d y_{1}}{d x_{k}}+\frac{d F_{i}}{d y_{2}} \frac{d y_{2}}{d x_{k}}+\ldots+\frac{d F_{i}}{d y_{n}} \cdot \frac{d y_{n}}{d x_{k}}=-\frac{d F_{i}}{d x_{k}}
$$

Thus by the rule for multiplying two determinants (IV. 3)
or

$$
\begin{aligned}
& (-1)^{n}\left|\frac{d F_{i}}{d x_{k}}\right|=\left|\frac{d F_{i}}{d y_{k}}\right| \cdot\left|\frac{d y_{i}}{d x_{k}}\right|, \\
& (-1)^{n} \frac{d\left(F_{1} \ldots F_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=\frac{d\left(F_{1} \ldots F_{n}\right)}{d\left(y_{1} \ldots y_{n}\right)} \cdot \frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}
\end{aligned}
$$

which proves the theorem.
(i) If $F_{i}$ does not contain $x_{1} \ldots x_{i-1}$, then in the determinant

$$
\frac{d\left(F_{1} \ldots F_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}
$$

all elements below the leading diagonal vanish, and it reduces to

$$
\frac{d F_{1}}{d x_{1}} \cdot \frac{d F_{2}}{d x_{2}} \cdots \frac{d F_{n}}{d x_{n}} .
$$

(ii) If

$$
F_{i}=-y_{i}+f_{i}\left(x_{1} \ldots x_{n}\right),
$$

then

$$
\frac{d\left(F_{1} \ldots F_{n}\right)}{d\left(y_{1} \ldots y_{n}\right)}=(-1)^{n}
$$

and

$$
\frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=\frac{d\left(f_{1} \ldots f_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)} .
$$

(iii) If from the given system we deduce by elimination

$$
\begin{aligned}
& y_{1}=\phi_{1}\left(x_{1}, x_{2} \ldots x_{n}\right) \\
& y_{2}=\phi_{2}\left(y_{1}, x_{2} \ldots x_{n}\right) \\
& y_{3}=\phi_{3}\left(y_{1}, y_{2}, x_{3} \ldots x_{n}\right) \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
& y_{n}=\phi_{n}\left(y_{1} \ldots y_{n-1}, x_{n}\right) .
\end{aligned}
$$

Since

$$
\frac{d \phi_{i}}{d y_{1}} \cdot \frac{d y_{1}}{d x_{k}}+\ldots+\frac{d \phi_{i}}{d y_{i-1}} \cdot \frac{d y_{i-1}}{d x_{k}}+\frac{d \phi_{i}}{d x_{k}}=\frac{d y_{i}}{d x_{k}},
$$

we have

$$
\left|\begin{array}{ccc}
\frac{d \phi_{1}}{d x_{1}}, & \frac{d \phi_{1}}{d x_{2}}, & \frac{d \phi_{1}}{d x_{3}} \ldots \\
0, & \frac{d \phi_{2}}{d x_{2}}, & \frac{d \phi_{2}}{d x_{3}} \ldots \\
0, & 0, & \frac{d \phi_{3}}{d x_{3}} \ldots \\
\ldots \ldots \ldots \ldots \ldots .
\end{array}\right|=\left|\begin{array}{cccc|c}
1, & 0, & 0 & \ldots & \frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)} \\
-\frac{d \phi_{2}}{d y_{1}} & 1, & 0 & \ldots \\
-\frac{d \phi_{3}}{d y_{1}}, & -\frac{d \phi_{3}}{d y_{2}}, & 1 & \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|
$$

It follows then that
thus if

$$
\begin{gathered}
\frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=\frac{d \phi_{1}}{d x_{1}} \cdot \frac{d \phi_{2}}{d x_{2}} \cdots \frac{d \phi_{n}}{d x_{n}} ; \\
\frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=0, \\
\frac{d \phi_{1}}{d x_{1}} \frac{d \phi_{2}}{d x_{2}} \cdots \frac{d \phi_{n}}{d x_{n}}=0,
\end{gathered}
$$

we must have
i.e. we must have

$$
\frac{d \phi_{i}}{d x_{i}}=0
$$

where $i$ is some number between 1 and $n$. Hence $\phi_{i}$ does not contain $x_{i}$. That is to say, we have
now

$$
\begin{aligned}
y_{i} & =\phi_{i}\left(y_{1} \ldots y_{i-1}, x_{i+1} \ldots x_{n}\right) \\
y_{i+1} & =\phi_{i+1}\left(y_{1} \ldots y_{i}, x_{i+1} \ldots x_{n}\right)
\end{aligned}
$$

Eliminate $x_{i+1}$ between these, and we obtain

$$
y_{i+1}=\psi_{i+1}\left(y_{1} \ldots y_{i}, x_{i+2} \ldots x_{n}\right)
$$

so that $y_{i+1}$ does not contain $x_{i+1}$. Similarly we can shew that $y_{i+2}$ does not contain $x_{i+2}$, and so on; finally $y_{n}$ is independent of $x_{n}$ or

$$
y_{n}=\psi_{n}\left(y_{1} \ldots y_{n-1}\right) .
$$

So that if the Jacobian of $y_{1} \ldots y_{n}$ vanishes these functions are not independent. This is the converse of the theorem of Art. 2.
7. If $z_{1} \ldots z_{n}$ are functions of $y_{1} \ldots y_{n}$, and these again functions of $x_{1} \ldots x_{n}$; then

$$
\frac{d\left(z_{1} \ldots z_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=\frac{d\left(z_{1} \ldots z_{n}\right)}{d\left(y_{1} \ldots y_{n}\right)} \cdot \frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)} .
$$

For since

$$
\frac{d z_{i}}{d x_{k}}=\frac{d z_{i}}{d y_{1}} \cdot \frac{d y_{1}}{d x_{k}}+\frac{d z_{i}}{d y_{2}} \cdot \frac{d y_{2}}{d x_{k}}+\ldots+\frac{d z_{i}}{d y_{n}} \cdot \frac{d y_{n}}{d x_{k}}
$$

we have

$$
\left|\frac{d z_{i}}{d x_{k}}\right|=\left|\frac{d z_{i}}{d y_{k}}\right| \times\left|\frac{d y_{i}}{d x_{k}}\right|,
$$

which proves the theorem.
In like manner, if $z_{1} \ldots z_{m}$ are given as functions of $y_{1} \ldots y_{n}$, and these given as functions of $x_{1} \ldots x_{m}$; then

$$
\frac{d\left(z_{1} \ldots z_{m}\right)}{d\left(x_{1} \ldots x_{m}\right)}=0, \quad \text { if } m>n .
$$

But if $m<n$

$$
\frac{d\left(z_{1} \ldots z_{m}\right)}{d\left(x_{1} \ldots x_{m}\right)}=\Sigma \frac{d\left(z_{1}, z_{2} \ldots z_{m}\right)}{d\left(y_{t}, y_{v}, y_{v} \ldots\right)} \cdot \frac{d\left(y_{t}, y_{u}, y_{v} \ldots\right)}{d\left(x_{1}, \dot{x}_{2} \ldots x_{n}\right)},
$$

where for $t, u, v \ldots$ we take all $m$-ads in $n$ (Iv. 2).
8. If $f_{1} \ldots f_{n}$ are independent functions of $x_{1} \ldots x_{n}$, then $x_{1} \ldots x_{n}$ are independent functions of $f_{1} \ldots f_{n}$, and we have

$$
\frac{d\left(f_{1} \ldots f_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)} \cdot \frac{d\left(x_{1} \ldots x_{n}\right)}{d\left(f_{1} \ldots f_{n}\right)}=\mathbf{1} .
$$

For differentiating $f_{i}$ with respect to $f_{k}$ we must consider $x_{1} \ldots x_{n}$ to be functions of $f_{1} \ldots f_{n}$. Thus

$$
\frac{d f_{i}}{d x_{1}} \cdot \frac{d x_{1}}{d f_{k}}+\frac{d f_{i}}{d x_{2}} \cdot \frac{d x_{2}}{d f_{k}}+\ldots+\frac{d f_{i}}{d x_{n}} \cdot \frac{d x_{n}}{d f_{k}}
$$

is equal to unity or zero, according as $k$ is or is not equal to $i$. Hence

$$
\left|\frac{d f_{i}}{d x_{k}}\right| \cdot\left|\frac{d x_{i}}{d f_{k}}\right|=1
$$

For in the product only the elements in the leading diagonal do not vanish, and these are all equal to unity.
9. If

$$
A=\left|\frac{d f_{i}}{d x_{k}}\right|, \quad B=\left|\frac{d x_{i}}{d f_{k}}\right|,
$$

and $A_{i k}, B_{i k}$ are the complements of $\frac{d f_{i}}{d x_{k}}$ and $\frac{d x_{i}}{d f f_{k}}$, in these two determinants we have

$$
A \cdot \frac{d x_{i}}{d f_{k}^{\prime}}=A_{k i}, \quad B \frac{d f_{i}}{d x_{k}}=B_{k k}
$$

Also

$$
\begin{aligned}
& A \frac{d\left(x_{1} \ldots x_{m}\right)}{d\left(f_{1} \ldots f_{m}\right)}=\frac{d\left(f_{m+1} \ldots f_{n}\right)}{d\left(x_{m+1} \ldots x_{n}\right)}, \\
& B \frac{d\left(f_{1} \ldots f_{m}\right)}{d\left(x_{1} \ldots x_{m}\right)}=\frac{d\left(x_{m+1} \ldots x_{n}\right)}{d\left(f_{m+1} \ldots f_{n}\right)} .
\end{aligned}
$$

For we have just seen that

$$
\begin{aligned}
& \frac{d f_{1}}{d x_{1}} \cdot \frac{d x_{1}}{d f_{k}}+\frac{d f_{1}}{d x_{2}} \cdot \frac{d x_{2}}{d f_{k}^{\prime}}+\ldots+\frac{d f_{1}}{d x_{n}} \cdot \frac{d x_{n}}{d f_{k}}=0 \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& \frac{d f_{k}}{d x_{1}} \cdot \frac{d x_{1}}{d f_{k}}+\frac{d f_{k}}{d x_{2}} \cdot \frac{d x_{2}}{d f_{k}}+\ldots \ldots+\frac{d x_{n}}{d f_{k}}=1 \\
& \cdots \cdots \cdots \cdots \cdots \cdots \\
& \frac{d f_{n}}{d x_{1}} \cdot \frac{d x_{1}}{d f_{k}}+\frac{d f_{n}}{d x_{2}} \cdot \frac{d x_{2}}{d f_{k}}+\ldots+\frac{d f_{n}}{d x_{n}} \cdot \frac{d x_{n}}{d f_{k}}=0 .
\end{aligned}
$$

Multiply these equations by $A_{1 i}, A_{2 i} \ldots A_{n i}$ respectively and add, then (III. 11).

$$
A \frac{d x_{i}}{d f_{k}}=A_{k i} .
$$

Similarly we can shew that

$$
B \frac{d f_{i}}{d x_{k}}=B_{k i}
$$

Again we have (v. 6)

$$
\left|\begin{array}{c}
A_{11} \ldots A_{1 m} \\
\ldots \ldots \ldots \ldots \ldots \\
A_{m 1} \ldots
\end{array} A_{m m}\right|=A^{m-1} \frac{d\left(f_{m+1} \ldots f_{n}\right)}{d\left(x_{m+1} \ldots x_{n}\right)}
$$

Substitute in the left for $A_{i z}$ the value just found, and we get

$$
A^{m} \frac{d\left(x_{1} \ldots x_{m}\right)}{d\left(f_{1} \ldots f_{m}\right)}=A^{m-1} \frac{d\left(f_{m+1} \ldots f_{n}\right)}{d\left(x_{m+1} \ldots x_{n}\right)},
$$

which on dividing by $A^{m-1}$ gives the result required.
The last equation is proved in a similar way.
10. If we suppose the functions $f_{1} \ldots f_{n}$ to depend on $t$, we have by (III. 16)

$$
\frac{d A}{d t}=\sum A_{d k} \frac{d^{2} f_{i}}{d t d x_{k}} \quad(i, k=1,2 \ldots n),
$$

and

$$
A_{u s}=A \frac{d x_{k}}{d f_{i}}
$$

$$
\begin{aligned}
\therefore \quad \frac{d A}{d t} & =A \Sigma\left(\frac{d^{2} f_{i}}{d t d x_{1}} \cdot \frac{d x_{1}}{d f_{i}}+\frac{d^{2} f_{i}}{d t d x_{2}} \cdot \frac{d x_{2}}{d f_{i}}+\ldots\right) \\
& =A \Sigma \frac{d}{d f_{i}}\left(\frac{d f_{i}}{d t}\right),
\end{aligned}
$$

$$
\text { or } \quad \frac{d}{d t} \cdot \log A=\Sigma \frac{d}{d f_{i}}\left(\frac{d f_{i}}{d t}\right)
$$

A similar relation holds for $B$.
11. The relations between Jacobians present great resemblance to the ordinary formulæ in the differential calculus.

Thus the formulæ

$$
\begin{gathered}
\frac{d\left(z_{1} \ldots z_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=\frac{d\left(z_{1} \ldots z_{n}\right)}{d\left(y_{1} \ldots y_{n}\right)} \cdot \frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}, \\
\frac{d\left(f_{1} \ldots f_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)} \cdot \frac{d\left(x_{1} \ldots x_{n}\right)}{d\left(f_{1} \ldots f_{n}\right)}=1,
\end{gathered}
$$

are the analogues of

$$
\frac{d z}{d x}=\frac{d z}{d y} \cdot \frac{d y}{d x} \text { and } \frac{d y}{d x} \cdot \frac{d x}{d y}=1
$$

This analogy, which was perceived by Jacobi, led Bertrand to devise a new definition of a Jacobian, Let $f_{1} \ldots f_{n}$ be $n$ functions of the variables $x_{1} \ldots x_{n}$. Now if we give to the variables $n$ distinct series of increments

$$
\begin{align*}
& d_{1} x_{1}, d_{1} x_{2} \ldots d_{1} x_{n} \\
& d_{2} x_{1}, d_{2} x_{2} \ldots d_{2} x_{n}  \tag{1}\\
& \ldots \ldots \ldots \ldots \ldots \ldots . . \\
& d_{n} x_{1}, d_{n} x_{2} \ldots d_{n} x_{n}
\end{align*}
$$

let the corresponding increments of the functions be

$$
\begin{align*}
& d_{1} f_{1}, d_{1} f_{2} \ldots d_{1} f_{n} \\
& d_{2} f_{1}, d_{2} f_{2} \ldots d_{2} f_{n}  \tag{2}\\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& d_{n} f_{1}, d_{n} f_{2} \ldots d_{n} f_{n}
\end{align*}
$$

Then just as the differential coefficient of a single function of a single variable is defined to be the limiting ratio of corresponding incre-
ments of the function and variable; the Jacobian of the functions $f_{1} \ldots f_{n}$ of the $n$ variables $x_{1} \ldots x_{n}$ is defined to be the limiting ratio of the determinants of the systems of increments (2) and (1). That this leads to the same Jacobian as before is plain from the equation

$$
d_{k} f_{i}=\frac{d f_{i}}{d x_{1}} d_{k} x_{1}+\frac{d f_{i}}{d x_{2}} d_{k} x_{2}+\ldots+\frac{d f_{i}}{d x_{n}} d_{k} x_{n}
$$

which gives (Iv. 3)
or

$$
\begin{aligned}
& \left|d_{k_{k} f_{i}}\right|=\left|d_{k} x_{i}\right| \cdot\left|\frac{d f_{i}}{d x_{k}}\right|, \\
& \frac{\left|d_{k} f_{i}\right|}{\mid d_{k} x_{i}} \left\lvert\,=\frac{d\left(f_{1} \ldots f_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}\right.,
\end{aligned}
$$

according to our former definition.
Using this new definition we can prove all our former theorems. Let us use it to prove the first of the above equations, viz, the theorem of Art. 7. If the system of increments given to $x_{1} \ldots x_{n}$ be

$$
\begin{aligned}
& d_{1} x_{1} \ldots d_{1} x_{n} \\
& \ldots \ldots \ldots \ldots \ldots \\
& d_{n} x_{1} \ldots d_{n} x_{n},
\end{aligned}
$$

let the corresponding systems for $y_{1} \ldots y_{n}$ and $z_{1} \ldots z_{n}$ be

$$
\begin{array}{ll}
d_{1} y_{1} \ldots d_{1} y_{n} & d_{1} z_{1} \ldots d_{1} z_{n} \\
\ldots \ldots \ldots \ldots . & \ldots \ldots \ldots . \\
d_{n} y_{1} \ldots d_{n} y_{n} & d_{n} z_{1} \ldots d_{n} z_{n} .
\end{array}
$$

Then we have identically

$$
\left.\frac{\left|d_{i} z_{k}\right|}{\left|d_{i} x_{k}\right|}=\frac{\left|d_{i} z_{k}\right|}{\left|d_{i} y_{k}\right|} \right\rvert\, \frac{\left|d_{i} y_{k}\right|}{\left|d_{i} x_{k}\right|} ;
$$

or by definition,

$$
\frac{d\left(z_{1} \ldots z_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=\frac{d\left(z_{1} \ldots z_{n}\right)}{d\left(y_{1} \ldots y_{n}\right)} \cdot \frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)} .
$$

12. We can also, using alternate numbers, obtain a symbolic expression for the Jacobian, from which the ordinary results follow. Viz., $y_{1} \ldots y_{n}$, being $n$ functions of $x_{1} \ldots x_{n}$, let

$$
\begin{aligned}
& y=e_{1} y_{1}+e_{2} y_{2}+\ldots+e_{n} y_{n}, \\
& x=e_{1} x_{1}+e_{2} x_{2}+\ldots+e_{n} x_{n}
\end{aligned}
$$

Then

$$
\frac{d y}{d x_{i}}=e_{1} \frac{d y_{1}}{d x_{i}}+e_{2} \frac{d y_{2}}{d x_{i}}+\ldots+e_{n} \frac{d y_{n}}{d x_{i}},
$$

whence (I. 19)

$$
\begin{align*}
\frac{d y}{d x_{1}} \cdot \frac{d y}{d x_{2}} \cdots \frac{d y}{d x_{n}} & =\left|\begin{array}{l}
\frac{d y_{1}}{d x_{1}} \cdots \frac{d y_{1}}{d x_{n}} \\
\cdots \cdots \cdots \cdots \\
\frac{d y_{n}}{d x_{1}} \cdots \frac{d y_{n}}{d x_{n}}
\end{array}\right| \\
& =\frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)} \cdots \tag{1}
\end{align*}
$$

But now

$$
\begin{aligned}
\frac{d y}{d x_{i}} & =\frac{d y}{d x} \cdot \frac{d x}{d x_{i}} \\
& =e_{i} \frac{d y}{d x}
\end{aligned}
$$

Thus the above equation (1) becomes

$$
\left(\frac{d y}{d x}\right)^{n}=\frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}
$$

From which symbolical equation we can deduce our former theorems.

For example the equation

$$
\left(\frac{d y}{d x}\right)^{n} \cdot\left(\frac{d x}{d y}\right)^{n}=1
$$

gives at once

$$
\frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)} \cdot \frac{d\left(x_{1} \ldots x_{n}^{\prime}\right)}{d\left(y_{1} \ldots y_{n}\right)}=1
$$

13. Jacobians occur in changing the variables in a multiple definite integral. Let us transform the integral

$$
I=\iint \ldots F\left(y_{1} \ldots y_{n}\right) d y_{1} \ldots d y_{n}
$$

to an integral with respect to $x_{1} \ldots x_{n}$, the functions $y_{1} \ldots y_{n}$ being supposed given functions of $x_{1} \ldots x_{n}$.

We proceed in the manner used by Lagrange to transform a triple integral. Beginning with $y_{n}$ we have to find the sum of the quantities
$F d y_{n}$,
while $y_{1}, y_{2} \ldots y_{n-1}$ remain constant. This gives us

$$
\begin{aligned}
& 0=\frac{d y_{1}}{d x_{1}} d x_{1}+\frac{d y_{1}}{d x_{2}} d x_{2}+\ldots+\frac{d y_{1}}{d x_{n}} d x_{n} \\
& 0=\frac{d y_{2}}{d x_{1}} d x_{1}+\frac{d y_{2}}{d x_{2}} d x_{2}+\ldots+\frac{d y_{2}}{d x_{n}} d x_{n} \\
& \ldots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& d y_{n}=\frac{d y_{n}}{d x_{1}} d x_{1}+\frac{d y_{n}}{d x_{2}} d x_{2}+\ldots+\frac{d y_{n}}{d x_{n}} d x_{n} .
\end{aligned}
$$

Solving this to find $d x_{n}$ we get (VIII. I)
where

$$
\begin{aligned}
J_{n-1} d y_{n} & =J_{n} d x_{n}, \\
J_{r} & =\frac{d\left(y_{1}, y_{2} \ldots y_{r}\right)}{d\left(x_{1}, x_{2} \ldots x_{r}\right)} .
\end{aligned}
$$

Hence we must replace $d y_{n}$ by $\frac{J_{n}}{J_{n-1}} d x_{n}$, and

$$
I=\int \ldots F d y_{1} \ldots d y_{n}=\int \ldots F \frac{J_{n}}{J_{n-1}} d y_{1} \ldots d y_{n-1} d x_{n}
$$

the limits of $x_{n}$ being determined from those of $y_{n}$.
In this integral begin by integrating with respect to $y_{n-1}$. We have to find the sum of the quantities $F^{\prime} \cdot \frac{J_{n}}{J_{n-1}} d y_{n-1}$, while $y_{1} \ldots y_{n-2}, x_{n}$ remain constant, so that

$$
\begin{gathered}
0=\frac{d y_{1}}{d x_{1}} d x_{1}+\ldots+\frac{d y_{1}}{d x_{n-1}} d x_{n-1} \\
0=\frac{d y_{2}}{d x_{1}} d x_{1}+\ldots+\frac{d y_{2}}{d x_{n-1}} d x_{n-1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
d y_{n-1}=\frac{d y_{n-1}}{d x_{1}} d x_{1}+\ldots+\frac{d y_{n-1}}{d x_{n-1}} d x_{n-1},
\end{gathered}
$$

which gives

$$
J_{n-2} d y_{n-1}=J_{n-1} d x_{n-1} .
$$

Thus $d y_{n-1}$ is to be replaced by $\frac{J_{n-1}}{J_{n-2}} d x_{n-1}$, and $F \cdot \frac{J_{n}}{J_{n-1}} d y_{n-1}$
by $F \cdot \frac{J_{n}}{J_{n-1}} \cdot \frac{J_{n-1}}{J_{n-2}} d x_{n-1}$. Hence the limits being properly determined

$$
I=\int \ldots F \frac{J_{n}}{J_{n-2}} d y_{1} \ldots d y_{n-2} d x_{n-1} d x_{n}
$$

Similarly if we began by integrating with respect to $y_{n-2}$ we should get a system of equations which would give us

$$
d y_{n-2}=\frac{J_{n-2}}{J_{n-3}} d x_{n-2}
$$

and

$$
I=\int \ldots F \frac{J_{n}}{J_{n-3}} d y_{1} \ldots d y_{n-s} d x_{n-2} d x_{n-1} d x_{n} .
$$

Proceeding in this way we should finally obtain

$$
I=\int \ldots F \frac{J_{n}}{J_{1}} d y_{1} d x_{2} \ldots d x_{n}
$$

Then we integrate with respect to $y_{1}$, subject to the equations

$$
d x_{2}=0, d x_{3}=0 \ldots d x_{n}=0,
$$

so that we must replace $d y_{1}$ by $\frac{d y_{1}}{d x_{1}} d x_{1}$, i. e. $J_{1} d x_{1}$.
Thus

$$
\begin{aligned}
I & =\int \ldots F J_{n} d x_{1} d x_{2} \ldots d x_{\mathfrak{n}} \\
& =\int \ldots F(x) \frac{d\left(y_{1}, y_{2} \ldots y_{n}\right)}{d\left(x_{1}, x_{2} \ldots x_{n}\right)} d x_{1} d x_{2} \ldots d x_{n} .
\end{aligned}
$$

$F(x)$ being the result of substituting in $F$ for $y_{1} \ldots y_{n}$ their values in terms of $x_{1} \ldots x_{n}$.
14. As an example let us consider the following determinant of definite integrals due to Tissot, we shall however follow Enneper's proof.

Let $a_{1}, a_{2} \ldots a_{n}$ be $n$ constant quantities in ascending order of magnitude, and let

$$
\begin{aligned}
& \phi_{m}\left(x_{m}\right)=\left(x_{m}-a_{1}\right)^{p_{1}}\left(x_{m}-a_{2}\right)^{p_{2}} \ldots\left(x_{m}-a_{m}\right)^{p_{m}} \\
& \quad\left(a_{m+1}-x_{m}\right)^{p_{m+1}} \ldots\left(a_{n}-\dot{x}_{m}\right)^{p_{n}}
\end{aligned}
$$

where $p_{1}, p_{2} \ldots p_{n}$ are either positive proper fractions or any real
negative numbers. The determinant to be considered is then

$$
D=\left|\begin{array}{lll}
J_{11} & \ldots & J_{1 n} \\
\ldots & \ldots & \ldots \\
J_{n 1} & \ldots & J_{n n}
\end{array}\right|,
$$

where

$$
J_{i k}=\int_{a_{k}}^{a_{k+1}} \frac{x_{b}^{i-1} \epsilon^{-x_{k}}}{\phi_{k}\left(x_{k}\right)} d x_{k s}
$$

$\left(a_{n+1}=\infty\right)$.

## Thus

$D=(-1)^{\frac{n(n-1)}{2}} \int_{a_{1}}^{a_{2}} d x_{1} \int_{a_{2}}^{a_{3}} d x_{2} \ldots \int_{a_{n}}^{\infty} d x_{n} \frac{\zeta^{\frac{1}{2}}\left(x_{1} \ldots x_{n}\right) \exp .\left(-x_{1}-\ldots-x_{n}\right)}{\phi_{1}\left(x_{1}\right) \phi_{2}\left(x_{2}\right) \ldots \phi_{n}\left(x_{n}\right)}$
(exp. $u=\epsilon^{u}$ ).
Now let us introduce in place of $x_{1}, x_{2} \ldots x_{n}$ the $n$ new variables $y_{1} \ldots y_{n}$, given by the equations

$$
\begin{aligned}
& \frac{y_{1}}{x_{1}-a_{1}}+\frac{y_{2}}{x_{1}-a_{2}}+\ldots+\frac{y_{n}}{x_{1}-a_{n}}=1, \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& \frac{y_{1}}{x_{n}-a_{1}}+\frac{y_{2}}{x_{n}-a_{2}}+\ldots+\frac{y_{n}}{x_{n}-a_{n}}=1 .
\end{aligned}
$$

Then by Ix. 13,

$$
y_{l k}=-\frac{g\left(a_{k}\right)}{f^{\prime}\left(a_{k}\right)} ;
$$

and hence

$$
\frac{d y_{k}}{d x_{i}}=\frac{y_{k}}{x_{i}-a_{k i}} .
$$

Thus by Ix. 11,

$$
\begin{aligned}
& \begin{aligned}
& \frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}= y_{1} \ldots y_{n}\left|\frac{1}{x_{i}-a_{k}}\right| \\
&=(-1)^{\frac{n(n-1)}{2}} \frac{y_{1} \ldots y_{n} \zeta^{\frac{1}{2}}\left(x_{1} \ldots x_{n}\right) \zeta^{\frac{1}{2}}\left(a_{1} \ldots a_{n}\right)}{f\left(x_{1}\right) f\left(x_{2}\right) \ldots f\left(x_{n}\right)} . \\
& \text { Now } \quad y_{1} \ldots y_{n}=\frac{g\left(a_{1}\right) \ldots g\left(a_{n}\right)}{\zeta\left(a_{1} \ldots a_{n}\right)}(-1)^{\frac{n(n+1)}{2}} ; \\
& \therefore \quad \frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=\frac{\zeta^{\frac{1}{2}}\left(x_{1} \ldots x_{n}\right)}{\zeta^{\frac{1}{2}}\left(a_{1} \ldots a_{n}\right)} .
\end{aligned} .
\end{aligned}
$$

Hence in the integral we replace $d x_{1} \ldots d x_{n} \zeta^{\frac{1}{2}}\left(x_{1} \ldots x_{n}\right)$ by $d y_{1} \ldots d y_{n} \xi^{\frac{1}{2}}\left(\alpha_{1} \ldots a_{n}\right)$.

Now if we write
$F_{m}(z)=\left(z-a_{1}\right) \ldots\left(z-\alpha_{m}\right)\left(a_{m+1}-z\right) \ldots\left(a_{n}-z\right)$
we have

$$
y_{1}^{p_{1}} y_{2}^{p_{2}} \ldots y_{n}^{p_{n}}=\frac{\phi_{1}\left(x_{1}\right) \phi_{2}\left(x_{2}\right) \ldots \phi_{n}\left(x_{n}\right)}{F_{1}^{\prime}\left(a_{1}\right)^{p_{1}} F_{2}^{\prime}\left(a_{2}\right)^{p_{2}} \ldots F_{n}^{\prime}\left(a_{n}\right)^{p_{n}}} .
$$

Hence

$$
\frac{\zeta^{\frac{1}{2}}\left(x_{1} \ldots x_{n}\right)}{\phi_{1}\left(x_{1}\right) \ldots \phi_{n}\left(x_{n}\right)} d x_{1} \ldots d x_{n}
$$

is replaced by

$$
\frac{d y_{1} \ldots d y_{n}}{y_{1}^{p_{1}} \ldots y_{n}^{p_{n}}} \frac{\zeta^{\frac{1}{2}}\left(a_{1} \ldots a_{n}\right)}{F_{1}^{\prime}\left(a_{1}\right)^{p_{1}} \ldots F_{n}^{\prime}\left(a_{n}\right)^{p_{n}}} .
$$

Again $x_{1} \ldots x_{n}$ can be regarded as the roots of the equation

$$
\frac{y_{1}}{z-a_{1}}+\frac{y_{2}}{z-a_{2}}+\ldots+\frac{y_{n}}{z-a_{n}}=1,
$$

the roots of which lie between $a_{1}$ and $a_{2} ; a_{2}$ and $a_{3} \ldots a_{n}$ and $\infty$.
Hence $y_{1} \ldots y_{n}$ take all positive real values. Also we have

$$
x_{1}+x_{2}+\ldots+x_{n}=y_{1}+y_{2}+\ldots+y_{n}+a_{1}+\ldots+a_{n} .
$$

And our integral reduces to

$$
\begin{aligned}
& \frac{(-1)^{\frac{n(n-1)}{2}} \zeta^{\frac{1}{2}}\left(a_{1} \ldots a_{n}\right) \exp .\left(-a_{1}-\ldots-a_{n}\right)}{F_{1}^{\prime}\left(a_{1}\right)^{p_{1}} \ldots F_{n}^{\prime}\left(a_{n}\right)^{p_{n}} \cdot} \times \\
& \cdot \int_{0}^{\infty} \ldots \frac{\exp \cdot\left(-y_{1}-\ldots-y_{n}\right)}{y_{1}^{p_{1}} \ldots y_{n}^{p_{n}}} d y_{1} \ldots d y_{n} . \\
&= \frac{(-1)^{\frac{n(n-1)}{2}} \Gamma\left(1-p_{1}\right) \Gamma\left(1-p_{2}\right) \ldots \Gamma\left(1-p_{n}\right)}{\left\{F_{1}^{\prime}\left(a_{1}\right)^{p_{1}-1} \ldots F_{n}^{\prime}\left(a_{n}\right)^{2 p_{n}-1}\right\}^{\frac{1}{2}}} \epsilon^{-a_{1}-a_{2}-\ldots-a_{n} .}
\end{aligned}
$$

15. If $u$ be a function of $n$ variables $x_{1}, x_{2} \ldots x_{n}$ and $y_{1} \ldots y_{n}$, its differential coefficients with respect to these variables, since

$$
\begin{aligned}
\frac{d y_{i}}{d x_{k}} & =\frac{d}{d x_{k}}\left(\frac{d u}{d x_{i}}\right)=\frac{d^{2} u}{d x_{k} d x_{i}} \\
& =u_{n i} .
\end{aligned}
$$

The Jacobian of $y_{1} \ldots y_{n}$ is a symmetrical determinant formed from the second differential coefficients of $u$. This determinant is called the Hessian of $u$ after Hesse, and is denoted by $H(u)$, so that

$$
H(u)=\left|u_{i t}\right| .
$$

The Hessian of $u$ will vanish if the first differential coefficients of $u$ are not independent (Art. 2).

For example, if

$$
\begin{aligned}
& u=x_{1}^{2} x_{2}^{2}+x_{1}^{2} x_{3}^{2}+\ldots+x_{i}^{2} x_{k}^{2}+\ldots+x_{n-1}^{2} x_{n}^{2}, \\
& \frac{d^{2} u}{d x_{i}^{2}}=2\left(x_{1}^{2}+\ldots+x_{i-1}^{2}+x_{i+1}^{2}+\ldots+x_{n}^{2}\right), \\
& \frac{d^{2} u}{d x_{i} d x_{k}}=4 x_{i} x_{k} ; \\
& \therefore H(u)=\left|\begin{array}{c}
2\left(x_{2}^{2}+x_{3}^{2}+\ldots+x_{n}^{2}\right), \\
4 x_{1} x_{2} \quad, \quad 2\left(x_{1}^{2}+x_{3}^{2}+\ldots+x_{n}^{2}\right) \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right| .
\end{aligned}
$$

Or dividing the $i^{\text {th }}$ row by $2 x_{i}$, and the $k^{\text {th }}$ column by $2 x_{k}$

$$
H(u)=\left(2^{n} x_{1} x_{2} \ldots x_{n 2}\right)^{2}\left|\begin{array}{cc}
\frac{x_{2}^{2}+x_{3}{ }^{2} \ldots+x_{n}^{2}}{2 x_{1}^{2}}, & 1 \\
1 & , \frac{x_{1}^{2}+x_{8}^{2}+\ldots+x_{n}^{2}}{2 x_{2}^{2}} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right| .
$$

This is a determinant of the form of that in III. 25. If we write

$$
\begin{aligned}
3 \sigma & =x_{1}{ }^{2}+x_{2}{ }^{2} \ldots+x_{n}{ }^{2} \\
v & =\left(\sigma-x_{1}{ }^{2}\right)\left(\sigma-x_{2}{ }^{2}\right) \ldots\left(\sigma-x_{n}{ }^{2}\right) \\
H(u) & =6^{n} v\left\{1+\frac{2}{3} \Sigma \frac{x_{i}{ }^{2}}{\sigma-x_{i}}\right\} .
\end{aligned}
$$

If

$$
u=x^{2} y^{2}+y^{2} z^{2}+z^{2} x^{2}
$$

this gives

$$
H(u)=24\left\{9 x^{2} y^{2} z^{2}-\left(x^{2}+y^{2}+z^{2}\right) u\right\} .
$$

16. Jacobians and Hessians belong to that class of functions known as covariants. That is to say, if these functions are trans-
formed by means of a linear substitution, the Jacobian of the transformed functions is equal to the Jacobian of the original function multiplied by the modulus of the substitution, and the Hessian of the transformed function equal to that of the original function multiplied by the square of the modulus.

Namely, if the variables be transformed by the substitution

$$
x_{i}=a_{i 1} \xi_{1}+a_{i 2} \xi_{2}+\ldots+a_{i n} \xi_{n}(i=1,2 \ldots n),
$$

the determinant $\left|\alpha_{i v}\right|$ is called the determinant, or modulus, of the transformation.

If the functions $y_{1} \ldots y_{n}$ of $x_{1} \ldots x_{n}$ when transformed by this substitution become the functions $y_{1}^{\prime}, y_{2}^{\prime} \ldots y_{n}^{\prime}$ of $\xi_{1} \ldots \xi_{n}$. Since

$$
\begin{aligned}
\frac{d y_{i}^{\prime}}{d \xi_{k}} & =\frac{d y_{i}}{d x_{1}} \frac{d x_{1}}{d \xi_{k}}+\frac{d y_{i}}{d x_{2}} \frac{d x_{2}}{d \xi_{k}}+\ldots+\frac{d y_{i}}{d x_{n}} \frac{d x_{n}}{d \xi_{k}} \\
& =\frac{d y_{i}}{d x_{1}} a_{1 k}+\ldots+\frac{d y_{i}}{d x_{n}} a_{n k},
\end{aligned}
$$

it follows from the multiplication theorem that

$$
\frac{d\left(y_{1}^{\prime} \ldots y_{n}^{\prime}\right)}{d\left(\xi_{1} \ldots \xi_{n}\right)}=\frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}\left|a_{t k}\right|
$$

which proves the theorem for Jacobians.
The theorem for Hessians follows from this, viz. if $u$ be the original and $u^{\prime}$ the transformed function. Since the Hessian of $u$ is the Jacobian of $\frac{d u}{d x_{1}} \cdots \frac{d u}{d x_{n}}$ we have

$$
\begin{aligned}
H\left(u^{\prime}\right) & =\frac{d\left(\frac{d u^{\prime}}{d \xi_{1}}, \frac{d u^{\prime}}{d \xi_{2}} \cdots \frac{d u^{\prime}}{d \xi_{n}}\right)}{d\left(\xi_{1}, \xi_{2} \ldots \xi_{n}\right)} \\
& =\frac{d\left(\frac{d u^{\prime}}{d \xi_{1}} \ldots \frac{d u^{\prime}}{d \xi_{n}}\right)}{d\left(x_{1} \ldots x_{n}\right)}\left|a_{i z_{-}}\right| .
\end{aligned}
$$

Now

$$
\begin{gathered}
\frac{d^{2} u^{\prime}}{d x_{i} d \xi_{k}}=\frac{d^{2} u}{d \xi_{k} d x_{i}} \\
\therefore H\left(u^{\prime}\right)=\frac{d\left(\frac{d u}{d x_{1}} \cdots \frac{d u}{d x_{n}}\right)}{d\left(\xi_{1} \ldots \xi_{n}\right)}\left|a_{i k}\right|
\end{gathered}
$$

$$
\begin{aligned}
& =\frac{d\left(\frac{d u}{d x_{1}} \cdots \frac{d u}{d x_{n}}\right)}{d\left(x_{1} \ldots x_{n}\right)}\left|a_{i k}\right|^{2} \\
= & H(u)\left|a_{u k}\right|^{2} .
\end{aligned}
$$

17. If we have $n$ linear functions

$$
y_{i}=b_{i 1} x_{1}+\ldots+b_{i, n} x_{n}(i=1,2 \ldots n),
$$

clearly

$$
\frac{d\left(y_{1} \ldots y_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}=\left|b_{d k}\right|
$$

If $u$ is a quadric function
then

$$
u=b_{11} x_{1}^{2}+\ldots+2 b_{i k} x_{i} x_{k}+\ldots
$$

$$
H(u)=2^{n}\left|b_{i k}\right|,\left(b_{i k}=b_{k j}\right) .
$$

The symmetrical determinant on the right, which is called the discriminant of the quadric, is therefore an invariant which on transformation is multiplied by the square of the modulus.

## CHAPTER XI.

## 'applications to quadrics.

1. The general quadric function in $n$ variables $x_{1} \ldots x_{n}$ is denoted by

$$
u=\Sigma a_{i v} x_{i} x_{i k},
$$

the coefficient of $x_{i}^{2}$ being $a_{i i}$, that of $2 x_{i} x_{k}, a_{i k}$, and we suppose

$$
\alpha_{i t c}=\alpha_{b i v} .
$$

By x. 17 the symmetrical determinant $A=\rceil a_{i v} \mid$ is proportional to the Hessian of $u$, and is hence an invariant, it is called the discriminant. . On transformation it is multiplied by the square of the modulus of transformation.

Let us write

$$
\begin{aligned}
u_{i} & =\frac{1}{2} \frac{d u}{d x_{i}} \\
& =a_{i 1} x_{1}+a_{i 2} x_{2}+\ldots+a_{i n} x_{n} .
\end{aligned}
$$

2. If we form a new quadric whose coefficients are the complements of $\alpha_{i k}$ in $A$, viz.

$$
U=\Sigma A_{i k} y_{i} y_{k},
$$

$U$ is called the reciprocal of the given quadric. We may also write it in the form (III. 25)

$$
U=-\left|\begin{array}{cccc}
0, & y_{1} & \ldots & y_{n} \\
y_{1}, & a_{11} & \ldots & a_{1 n} \\
\ldots \ldots \ldots \ldots \ldots & \ldots & \ldots \\
y_{n}, & a_{n 1} & \ldots & a_{n n}
\end{array}\right| .
$$

Since $\left|A_{i k}\right|=A^{n-1}$, and if $\alpha_{i k}$ is the complement of $A_{i k}$ in this determinant $\alpha_{i k}=a_{i k} A^{n-2}$ (v. 6), we see that we can write $u$ in the form

$$
A^{n-2} u=-\left|\begin{array}{cccc}
0 & x_{1} & \ldots & x_{n} \\
x_{1}, & A_{11} & \ldots & A_{1 n} \\
\ldots & \ldots & \ldots & \ldots \\
x_{n} & A_{n 1} & \ldots & A_{n n}
\end{array}\right| .
$$

We have also

$$
A u=-\left|\begin{array}{cccc}
0 & u_{1} & \ldots & u_{n} \\
u_{1}, & a_{11} & \ldots & a_{1 n} \\
\ldots & \ldots & \ldots & \ldots \\
u_{n}, & a_{n 1} & \ldots & a_{n n}
\end{array}\right|,
$$

as. we see by multiplying the last $n$ rows by $x_{1} \ldots x_{n}$ and subtracting their sum from the first.
3. If $A=0$, since then

$$
A_{b_{k}}^{2}=A_{i j} A_{k t},
$$

it follows that

$$
\begin{aligned}
U & =\Sigma A_{i v} y_{i} y_{r} \\
& =\Sigma \sqrt{A_{i i} A_{k k}} y_{i} y_{k} \\
& =\Sigma\left\{\sqrt{A_{i i} y_{i}}\right\}^{2}
\end{aligned}
$$

is a complete square, and that the lineo-linear function

$$
\begin{aligned}
V & =-\left|\begin{array}{cccc}
0, & x_{1} & \ldots & x_{n} \\
y_{1}, & A_{11} & \ldots & A_{1 n} \\
\ldots \ldots & \ldots & \ldots & \ldots \\
y_{n}, & A_{n 1} & \ldots & A_{n n}
\end{array}\right| \\
& =\Sigma A_{i k} y_{i} x_{k} \\
& =\Sigma \sqrt{A_{u k}} y_{i} \cdot \Sigma \sqrt{A_{k k}} x_{k}
\end{aligned}
$$

is the product of two linear factors.
4. The reciprocal quadric $U$ is the first of a series of covariant quantics. If the variables $x_{1} \ldots x_{n}$ are transformed by a linear substitution

$$
\begin{array}{r}
x_{i}=c_{i 1} x_{1}^{\prime}+c_{i 2} x_{2}^{\prime}+\ldots+c_{i n} x_{n}^{\prime} \ldots \ldots \ldots . .(1) \quad(i=1,2 \ldots n), \\
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\end{array}
$$

then the function

$$
x_{1} y_{1}+x_{2} y_{2}+\ldots+x_{n} y_{n}
$$

becomes

$$
\ldots+x_{i}^{\prime}\left(c_{1 i} y_{1}+c_{2 i} y_{2}+\ldots+c_{n i} y_{n}\right)+\ldots
$$

Hence, if we have a series of quantities $y_{1}^{\prime} \ldots y_{n}^{\prime}$ given by

$$
y_{i}^{\prime}=c_{1 i} y_{1}+c_{2 i} y_{2}+\ldots+c_{n i} y_{n} \ldots \ldots \ldots . \text { (2) } \quad(i=1,2 \ldots n),
$$

the function $\sum x_{i} y_{i}$ on transformation becomes changed to $\sum x_{i}^{\prime} y_{i}^{\prime}$, and so is absolutely unchanged in form by the transformation.

Now observe that in the substitutions (1) and (2) the determinants of the transformation are identical; only the columns of the determinant of (2) coincide with the rows of the determinant of (1). Also in (1) the old variables are given in terms of the new, in (2) the new variables are given in terms of the old. The variables $x_{1} \ldots x_{n}, y_{1} \ldots y_{n}$ are said to be contragredient. Any function of the coefficients of $u$ and the quantities $y_{1} \ldots y_{n}$ whose value on transformation is equal to its original value multiplied by a power of the modulus of transformation is called a contravariant.

The semi-differential coefficients $u_{1} \ldots u_{n}$ are contragredient to $x_{1} \ldots x_{n}$.
5. If the $p$ sets of $n$ variables

$$
\begin{aligned}
& y_{11} \ldots y_{n 1} \\
& y_{12} \ldots y_{n 2} \\
& \ldots \ldots \ldots \ldots \\
& y_{1 p} \ldots y_{n p}
\end{aligned}
$$

are contragredient to the variables $x_{1} \ldots x_{n}$, then the series of determinants
are contravariants.

For, let us consider the quadric function

$$
\begin{gathered}
V=\sum \alpha_{i k} x_{i} x_{k k}+2 t_{1}\left(x_{1} y_{11}+\therefore+x_{n} y_{n 1}\right) \\
+2 t_{2}\left(x_{1} y_{12}+\ldots+x_{n} y_{n 2}\right)+\ldots+2 t_{p}\left(x_{1} y_{1 p}+\ldots+x_{n} y_{n p}\right),
\end{gathered}
$$

where the variables $x_{1} \ldots x_{n}, t_{1} \ldots t_{p}$ are cogredient (i.e. transformed by the same substitution), while $y_{i v}$ are contragredient to these.

If we regard $V$ as a quadric in $n+p$ variables $x_{1} \ldots x_{n}, t_{1} \ldots t_{p}$, $R_{p}$ is its discriminant. Let us transform it by means of the substitutions

$$
\left.\begin{array}{rlrl}
x_{i} & =c_{i 1} x_{1}^{\prime}+\ldots+c_{i n} x_{n}^{\prime} \\
y_{i}^{\prime} & =c_{1 i} y_{1}+\ldots+c_{n k} y_{n}
\end{array}\right\} \quad \begin{array}{ll} 
& (i=1,2 \ldots n) \\
t_{k} & =t_{k}^{\prime}
\end{array} \quad k=1,2 \ldots p .
$$

Then the determinant of the transformation for $x, t$ is

$$
u=\left|\begin{array}{ccccc}
c_{11} \ldots & c_{1 n}, & 0 & \ldots & 0 \\
\ldots \ldots \ldots \ldots \ldots . & \ldots & \ldots \\
c_{n 1} \ldots & c_{n n}, & \ldots & \ldots \\
0 \ldots & 0, & 1 & \ldots & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots . \\
0 \ldots & \ldots, & \ldots & 1
\end{array}\right|=\left|c_{i k}\right|
$$

In the transformed function $V$, the terms multiplying $t_{4}$ are unaltered in form. Hence, by Art. 1,

$$
R_{p}^{\prime}=\mu^{2} R_{p}
$$

Thus $R_{p}$ is a contravariant. Since on transformation it is multiplied by the square of the modulus, it does not change its sign.
6. If $p=1$ so that we have only one system of $y$ 's, then $R_{1}$ is the reciprocal quadric. If for uniformity we denote the discriminant by $R_{0}$, we have (III. 25)

$$
R_{1}=-\Sigma \frac{d R_{0}}{d \alpha_{i k}} y_{i} y_{k}
$$

And in general we have

$$
R_{p+1}=-\Sigma \frac{d R_{p}}{d a_{i k}} y_{i, p+1} y_{k, p+1}
$$

Clearly

$$
R_{n}=(-1)^{n} \left\lvert\, \begin{gathered}
y_{11} \ldots \\
\ldots \ldots \ldots \ldots \\
y_{n 1}
\end{gathered} \ldots . y_{n n} .\right.
$$

while $R_{p}$ vanishes identically if $p$ is greater than $n$, as we see by resolving it into the sum of products of complementary minoris of order $n$ and $p$. Thus we have the series of functions

$$
R_{0}, R_{1} \ldots R_{n}
$$

containing $0,1,2 \ldots n$ series of variables $y$, and of orders $n, n-1 \ldots 1,0$ in the coefficients of the quadric $u$.
7. The determinants $R_{p p}$ are of great importance in the discussion of the properties of a quadric, and especially in the resolution of the quadric into the sum of squares of functions linear in the variables $x_{1} \ldots x_{n}$.

If $u_{1} \ldots u_{n}$ are the semi-differential coefficients of $u$, let us write

$$
U_{p}=\left|\begin{array}{l}
a_{11} \ldots a_{1 n}, y_{11} \ldots y_{1 p}, u_{1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{n 1} \ldots u_{n n}, y_{n 1} \ldots y_{n p}, u_{n} \\
y_{11} \ldots y_{n 1} \\
\ldots \ldots \ldots . \\
y_{1 p} \ldots y_{n p} \\
u_{1} \ldots u_{n}
\end{array}\right|
$$

We must remember that $U_{n}=0$ identically.
Also let $X_{p}$ be the determinant obtained from $U_{p}$ by erasing the $(n+p+1)^{\text {st }}$ column and $(n+p)^{\text {th }}$ row ; or the $(n+p+1)^{\text {st }}$ row and $(n+p)^{\text {th }}$ column.

Since in any determinant of order $m$, we have (v. 7)

$$
D \frac{d^{2} D}{d a_{m m} d a_{m-1 m-1}}=\frac{d D}{d a_{m-1 m-1}} \cdot \frac{d D}{d a_{m m}}-\frac{d D}{d a_{m-1 m}} \cdot \frac{d D}{d a_{m v i-1}},
$$

we get by applying this to $U_{p},(m=n+p)$
or

$$
\begin{gathered}
R_{p} U_{p-1}-X_{p}^{2}=R_{p-1} U_{p}, \\
\frac{U_{p-1}}{R_{p-1}}=\frac{X_{p}{ }^{2}}{R_{p-1} R_{p}}+\frac{U_{p}}{R_{p}} .
\end{gathered}
$$

In this equation write $p=n, n-1 \ldots 1,0$, and remembering that

$$
U_{n}=0, \quad U_{0}=-R_{0} u,
$$

we get the series of equations

$$
\begin{aligned}
& \frac{U_{n-1}}{R_{n-1}}=\frac{X_{n}^{2}}{R_{n-1} R_{n}} \\
& \frac{U_{n-2}}{R_{n-2}}=\frac{X_{n-1}^{2}}{R_{n-2} R_{n-1}}+\frac{U_{n-1}}{R_{n-1}} \\
& \frac{U_{n-3}}{R_{n-3}}=\frac{X_{n-2}^{2}}{R_{n-3} R_{n-2}}+\frac{U_{n-2}}{R_{n-2}} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& \frac{U_{0}}{R_{0}}=\frac{X_{1}^{2}}{R_{0} R_{1}}+\frac{U_{1}}{R_{1}} .
\end{aligned}
$$

Thus

$$
u=-\frac{X_{1}^{2}}{R_{0} R_{1}}-\frac{X_{2}^{2}}{R_{1} R_{z}}-\ldots-\frac{X_{n}{ }^{2}}{R_{n-1} R_{n}} .
$$

Now the quantities $X_{1} \ldots, X_{n}$ are linear functions of $u_{1} \ldots u_{n}$, i.e. of $x_{1} \ldots x_{n}$; hence we have resolved the given quadric into the sum of the squares of $n$ linear functions of the variables $x_{1} \ldots x_{n}$.

Also the number of positive squares in this sum is the number of variations in sign in the series

$$
R_{0}, R_{1} \ldots R_{n}
$$

and these being unaltered in sign by a linear transformation we have the important theorem, that if a quadric be linearly transformed to the sum of $n$ squares, the number of positive and negative squares is always the same. This theorem, due to Sylvester, has been called by him the law of inertia of quadratic forms.
8. The discussion of the preceding article, due to Darboux, requires modification in certain cases. For example, if the minors of order $p-1$ of the discriminant vanish, then all the functions $R_{0} \ldots R_{p-1}$ inclusive vanish. In this case Darboux has shewn that $u$ can be resolved into the sum of $n-p$ squares, viz.

$$
u=-\frac{X_{p+1}^{2}}{R_{p+1} R_{p}}-\ldots-\frac{X_{n-1}^{2}}{R_{n-1} R_{n-2}}-\frac{X_{n}^{2}}{R_{n-1} R_{n}} .
$$

9. If a quadric, by means of a linear transformation, has been reduced to the sum of $n$ squares,

$$
\begin{aligned}
u & =\Sigma a_{i n} x_{i} x_{k} \\
& =A_{1} y_{1}^{2}+A_{2} y_{2}^{2}+\ldots+A_{n} y_{n}^{2} ;
\end{aligned}
$$

the discriminant of the right-hand side being $A_{1} A_{2} \ldots A_{n}$ if $\mu$ is the modulus of transformation,

$$
A_{1} A_{2} \ldots A_{n}=\mu^{2}\left|a_{26}\right|
$$

Two given quadrics

$$
u=\sum a_{i k} x_{i} x_{k}, \quad v=\Sigma b_{i k} x_{i} x_{k}
$$

can by a simultaneous linear transformation

$$
x_{i}=c_{i 1} y_{1}+c_{i 2} y_{2}+\ldots+c_{i n} y_{n} \quad(i=1,2 \ldots n)
$$

be reduced, each to the sum of $n$ squares of the same linear functions, viz.

$$
\begin{aligned}
& u=A_{1} y_{1}^{2}+A_{2} y_{2}^{2}+\ldots+A_{n} y_{n}^{2} \\
& v=s_{1} A_{1} y_{1}^{2}+s_{2} A_{2} y_{2}^{2}+\ldots+s_{n} A_{n} y_{n}^{2}
\end{aligned}
$$

for in order to determine the $n^{2}$ constants, $c_{i k}$, we have first $n(n-1)$ equations from the fact that the coefficients of the products $y_{i} y_{k}$ must vanish, and $n$ additional equations from the condition that the ratio of the coefficients of $y_{i}{ }^{2}$ is to be $s_{i}$, in all $n^{2}$ equations.

If we form the discriminant of $s u-v$, its value for the original quadrics is
and for the transformed quadrics

$$
\begin{equation*}
A_{1} \ldots A_{n}\left(s-s_{1}\right)\left(s-s_{2}\right) \ldots\left(s-s_{n}\right) \tag{2}
\end{equation*}
$$

The ratio of the quantities (1) and. (2) is $\mu^{2}$; hence $s_{1} \ldots s_{n}$ are the roots of the equation

$$
\begin{equation*}
\Delta(s)=\left|s a_{i v}-b_{i k}\right|=0 . \tag{3}
\end{equation*}
$$

10. The following resolution is due to Darboux.

If we write

$$
\begin{equation*}
\dot{F}=s u-v, \quad X_{i}=\frac{1}{2} \frac{d F}{d x_{i}}=s u_{i}-v_{i} \tag{4}
\end{equation*}
$$

we have identically by Art. 2

The determinant on the right is a function of $s$ of order $n-\mathbf{1}$; resolve the fraction into partial fractions, and we get

$$
s u-v=-\Sigma \frac{1}{\Delta^{\prime}\left(s_{i}\right)\left(s-s_{i}\right)}\left|\begin{array}{c}
s_{i} a_{11}-b_{11} \ldots \\
\cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
s_{i} a_{1 n}-b_{1 n}, \quad X_{1} \\
s_{i} a_{n 1}-b_{n 1} \\
X_{1} \\
X_{i} a_{n n}-b_{n n}, \\
X_{n}
\end{array}\right| \ldots(6) X_{n} .
$$

The determinants on the right are all perfect squares by Art. 3, for they are obtained by bordering the vanishing determinant $\Delta\left(s_{i}\right)$. Whence

$$
s u-v=\Sigma \frac{U_{i}^{2}}{\Delta^{\prime}\left(s_{i}\right)\left(s-\varepsilon_{i}\right)},
$$

where $U_{i}$ is a linear function of the form

$$
U_{i}=d_{i 1} X_{1}+\ldots+d_{i n} X_{n} .
$$

If in the determinant (6) we replace $X_{i}$ by its value from (4), and subtract from the last column the first $n$ multiplied by $x_{1} \ldots x_{n}$, and do the same for the rows, the value of the determinant is unaltered, but $X_{i}$ is replaced by $\frac{1}{2}\left(s-s_{i}\right) \frac{d u}{d x_{i}}$.

A term is also introduced in the principal diagonal in the last place, but since its minor vanishes by (3) we may replace it by zero. Thus $U_{i}$ is replaced by

$$
\begin{aligned}
U_{i}^{\prime} & =\frac{1}{2}\left(s-s_{i}\right)\left(d_{i 1} \frac{d u}{d x_{1}}+\ldots+d_{i n} \frac{d u}{d x_{n}}\right) \\
& =\left(s-s_{i}\right) V_{i},
\end{aligned}
$$

where $V_{i}$ is independent of $s$;

$$
\therefore s u-v=\Sigma \frac{V_{i}^{2}\left(s-s_{i}\right)}{\Delta^{\prime}\left(s_{i}\right)} .
$$

Equating coefficients of $s$ we get

$$
u=\Sigma \frac{V_{i}^{2}}{\Delta^{\prime}\left(s_{i}\right)}, \quad v=\Sigma \frac{s_{i} V_{i}^{2}}{\Delta^{\prime}\left(s_{i}\right)},
$$

which is the required resolution.
11. An important branch of the theory of quadries is that of their linear automorphic transformation. That is to say, as the name implies, the discussion of those linear transformations which do not alter the outward appearance of the quadric. So that if $x_{1} \ldots x_{n}$ are the original, and $y_{1} \ldots y_{n}$ the new variables,

$$
\sum a_{i k} x_{i} x_{i} \text {, becomes } \sum \alpha_{i k} y_{i} y_{k} \text {. }
$$

Without entering into a discussion of the general case we shall study that particular one which gave rise to the whole theory.

In the transformation from one set of rectangular axes in space to another with the same origin, the distance of a point from the origin is the same, expressing this for the two systems

$$
x^{2}+y^{2}+z^{2}=x^{\prime 2}+y^{\prime 2}+z^{\prime 2}
$$

such a transformation is linear and automorphic, and is known as an orthogonal transformation.
12. The general case of an orthogonal transformation is to determine those linear transformations which give us

$$
x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}=y_{1}^{2}+y_{2}^{2}+\ldots+y_{n}^{2} .
$$

The theory is due to Cayley, but, we shall here give it as modified by Veltmann.

Let us consider the following equations

$$
\begin{aligned}
& b_{11} x_{1}+b_{12} x_{2}+\ldots+b_{1 n} x_{n}=b_{11} y_{1}+b_{21} y_{2}+\ldots+b_{n 1} y_{n}
\end{aligned}
$$

$$
\begin{aligned}
& b_{n 1} x_{1}+b_{n 2} x_{2}+\ldots+b_{n n} x_{n}=b_{1 m} y_{1}+b_{2 n} y_{p}+\ldots+b_{n n} y_{n}
\end{aligned}
$$

where the system $b_{i k}$ is skew, so that

$$
\begin{equation*}
b_{i k}=-b_{k i}, \quad b_{i i}=z . \tag{2}
\end{equation*}
$$

The rows of coefficients on the right coincide with the columns on the left.

Let

$$
\mathcal{B}=\left|b_{i k}\right|=\left|b_{k i}\right|
$$

so that $B$ is a skew determinant, let $B_{i k}$ be the system of first minors. Solving the system of equations (1) we get

$$
\begin{aligned}
y_{i} & =c_{i 1} x_{1}+c_{i 2} x_{2}+\ldots+c_{i n} x_{n} \\
x_{k} & =d_{k 1} y_{1}+d_{k 2} y_{2}+\ldots+d_{k n} y_{n} .
\end{aligned}
$$

The coefficient of $x_{k}$ in $y_{i}$ is given by

If

$$
\begin{aligned}
B c_{i k} & =B_{i 1} b_{1 k}+B_{i 2} b_{2 k}+\ldots+B_{i n} b_{n k} . \\
s & =B_{i 1} b_{k 1}+B_{i 2} b_{k 2}+\ldots+B_{i n} b_{k n},
\end{aligned}
$$

then

$$
B c_{i k}+s=2 B_{i k} b_{k k} .
$$

Now $s=B$ or 0 according as $i$ is or is not equal to $k$, thus

$$
c_{i k}=\frac{2 B_{i i} z}{B}, \quad c_{i i}=\frac{2 B_{i i} z-B}{B} .
$$

In the same way

$$
d_{k i}=\frac{2 B_{i k} z}{B}, \quad d_{i i}=\frac{2 B_{i i} z-B}{B} .
$$

Thus

$$
c_{i z}=d_{k t},
$$

and we may write

$$
\begin{aligned}
& y_{i}=c_{i 1} x_{1}+c_{i 2} x_{2}+\ldots+c_{i n} x_{n} \\
& x_{i}=c_{1 i} y_{1}+c_{2 i} y_{2}+\ldots+c_{n i} y_{n} .
\end{aligned}
$$

Substitute for $x_{1} \ldots x_{n}$ from the second of these systems in the first and equate coefficients of $y_{r}$ and $y_{i}$ on both sides, thus

$$
\left.\begin{array}{r}
c_{i 1}^{2}+c_{i 2}^{2}+\ldots+c_{i n}{ }^{2}=1 \\
c_{i 1} c_{i 1}+c_{i 2} c_{k 2}+\ldots+c_{i n} c_{k n}=0
\end{array}\right\} .
$$

If we substitute from the first system in the second, we get

$$
\left.\begin{array}{r}
c_{1 i}{ }^{2}+c_{2 i}{ }^{2}+\ldots+c_{n i}{ }^{2}=1 \\
c_{1 k}+c_{2 i} c_{2 k}+\ldots+c_{n i} c_{n k}=0
\end{array}\right\} .
$$

Whence we see at once that

$$
x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}=y_{1}^{2}+y_{2}^{2}+\ldots+y_{n}^{2},
$$

and thus the coefficients $c_{i k}$ are those of an orthogonal substitution.
13. By the preceding article we are able to express the $n^{2}$ coefficients of an orthogonal transformation by means of the $\frac{1}{2} n(n-1)$ quantities

$$
\begin{array}{r}
b_{12}, b_{13} \ldots b_{1 n} \\
b_{23} \ldots b_{2 n} \\
\ldots \ldots \ldots \ldots .
\end{array}
$$

$$
b_{n-1 n}
$$

by forming a skew determinant with these, the elements of whose leading diagonal are equal to $z$.

For the case $n=2$, let

$$
B=\left|\begin{array}{r}
1, \lambda \\
-\lambda, 1
\end{array}\right|=1+\lambda^{2} ;
$$

the system of first minors is

$$
\begin{array}{r}
1, \lambda \\
-\lambda, 1 .
\end{array}
$$

Hence the coefficients of a binary orthogonal transformation are

$$
\begin{array}{lc}
\frac{1-\lambda^{2}}{1+\lambda^{2}}, & \frac{2 \lambda}{1+\lambda^{2}} \\
\frac{-2 \lambda}{1+\lambda^{2}}, & \frac{1-\lambda^{2}}{1+\lambda^{2}}
\end{array}
$$

For a ternary orthogonal transformation

$$
B=\left|\begin{array}{rrr}
1, & \nu, & -\mu \\
-\nu, & 1, & \lambda \\
\mu, & -\lambda, & 1
\end{array}\right|=1+\lambda^{2}+\mu^{2}+\nu^{2} ;
$$

the system of first minors is

$$
\begin{array}{ccc}
1+\lambda^{2}, & \nu+\lambda \mu, & -\mu+\lambda \nu, \\
-\nu+\lambda \mu, & 1+\mu^{2}, & \lambda+\mu \nu, \\
\mu+\lambda \nu, & -\lambda+\mu \nu, & 1+\nu^{2} .
\end{array}
$$

Hence the coefficients of the ternary orthogonal transformation are

$$
\begin{array}{ccc}
\frac{1+\lambda^{2}-\mu^{2}-\nu^{2}}{B}, & 2 \frac{\nu+\lambda \mu}{B}, & 2 \frac{-\mu+\lambda \nu}{B}, \\
2 \frac{-\nu+\lambda \mu}{B}, & \frac{1+\mu^{2}-\lambda^{2}-\nu^{2}}{B}, & 2 \frac{\lambda+\mu \nu}{B} \\
2 \frac{\mu+\lambda \nu}{B}, & 2 \frac{-\lambda+\mu \nu}{B}, & \frac{1+\nu^{2}-\lambda^{2}-\mu^{2}}{B}
\end{array}
$$

If we write

$$
\lambda=\cos f \tan \frac{1}{2} \theta, \quad \mu=\cos g \tan \frac{1}{2} \theta, \quad \nu=\cos h \tan \frac{1}{2} \theta,
$$

where

$$
\cos ^{2} f+\cos ^{2} g+\cos ^{2} h=1
$$

and

$$
\therefore \quad B=\sec ^{2} \frac{1}{2} \theta,
$$

we get Rodrigues' formulæ.

For the quaternary orthogonal transformation

$$
B=\left|\begin{array}{rrrr}
1, & a, & b, & c \\
-a, & 1, & h, & -g \\
-b, & -h, & 1 & f \\
-c, & g, & -f, & 1
\end{array}\right| .
$$

Then

$$
B=1+a^{2}+b^{2}+c^{2}+f^{2}+g^{2}+h^{2}+\theta^{2}
$$

where

$$
\theta=a f+b g+c h .
$$

And the system of first minors is

$$
\begin{array}{ll}
B_{11}=1+f^{2}+g^{2}+h^{2}, & B_{12}=a+f \theta-b h+c g, \\
B_{21}=-a-f \theta+c g-b h, & B_{22}=1+f^{2}+b^{2}+c^{2}, \\
B_{31}=-b-c f-g \theta+a h, & B_{32}=-h+f g-a b-c \theta, \\
B_{41}=-c+b f-a g-h \theta, & B_{42}=g+f h+b \theta-c a, \\
B_{13}=b+g \theta-c f+a h, & B_{14}=c+h \theta-a g+b f, \\
B_{23}=h+f g+c \theta-a b, & B_{24}=-g+h f-a c-b \theta, \\
B_{33}=1+g^{2}+c^{2}+a^{2}, & B_{34}=f+g h+a \theta-b c, \\
B_{43}=-f+g h-b c-a \theta, & B_{44}=1+h^{2}+a^{2}+b^{2} .
\end{array}
$$

Thus the coefficients of the quaternary orthogonal transformation are

$$
\begin{aligned}
& B c_{11}=1-\theta^{2}+f^{2}-a^{2}+g^{2}-b^{2}+h^{2}-c^{2}, \\
& B c_{12}=2(a+f \theta-b h+c g), \\
& B c_{13}=2(b+g \theta-c f+a h), \\
& B c_{14}=2(c+h \theta-a g+b f), \\
& \quad \& c .
\end{aligned}
$$

14. The square of the determinant of an orthogonal substitution is unity, for
where

$$
\begin{gathered}
\left|c_{i k}\right|^{2}=\left|d_{i k}\right|, \\
d_{i k}=c_{1 i} c_{1 k}+c_{2 i} c_{2 k}+\ldots+c_{n k} c_{n k}, \\
d_{i k k}=0, d_{i k}=1 ; \\
\therefore \quad\left|c_{i k i}\right|^{2}=1, \text { or }\left|c_{i k}\right|=\epsilon,
\end{gathered}
$$

where $\epsilon$ means $\pm 1$.
15. If $C_{t k}$ is the complement of $c_{i k}$ in $C$, then

$$
C_{i k}=\epsilon \cdot c_{i k} \text {. }
$$

For we have the system of equations

$$
\begin{aligned}
& c_{11} c_{1 k}+\ldots+c_{n 1} c_{n k}=0 . \\
& c_{1} \ldots \ldots \ldots \ldots \ldots \ldots \\
& c_{1 k} c_{1 k}+\ldots+c_{n k} c_{n k}=1 \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& c_{1 n} c_{1 k}+\ldots+c_{n n} c_{n k}=0 .
\end{aligned}
$$

Multiply these equations by $C_{i 1}, C_{i 2} \ldots C_{i n}$ and add, the coefficient of $c_{b k}$ is $\epsilon$, the others vanish, thus

$$
C_{i k}=\epsilon c_{i k} .
$$

16. Any minor of the system $c_{i k}$ is equal to its complementary minor.

For

$$
\left|\begin{array}{ccc}
C_{11} & \ldots & C_{1 p} \\
\ldots & \ldots & \ldots \\
C_{p 1} & \ldots & C_{p p}
\end{array}\right|=\epsilon^{p-1}\left|\begin{array}{cccc}
c_{p+1 p+1} & \ldots & c_{p+11 n} \\
\cdots & \ldots & \ldots & \cdots \\
c_{n p+1} & \ldots & c_{n n}
\end{array}\right|
$$

by v. 7. But

$$
\left|\begin{array}{ccc}
C_{11} & \ldots & C_{1 p} \\
\ldots & \ldots & \cdots \\
C_{p 1} & \ldots & C_{p p}
\end{array}\right|=\epsilon^{p}\left|\begin{array}{ccc}
c_{11} & \ldots & c_{1 p} \\
\ldots & \ldots & \cdots \\
c_{p 1} & \ldots & c_{p p}
\end{array}\right|
$$

by the theorem just proved. Hence

$$
\epsilon\left|\begin{array}{cccc}
c_{11} & \ldots & c_{1 p} \\
\cdots & \ldots & \cdots \\
c_{p 1} & \ldots & c_{p p}
\end{array}\right|=\left|\begin{array}{cccc}
c_{p_{1+1 p+1}} & \ldots & c_{p+1 n} \\
\cdots \cdots \cdots & \ldots & \cdots \\
c_{n p+1} & \ldots & c_{n n}
\end{array}\right| .
$$

17. If $A^{(n)}=\left|a_{i k}\right| B^{(n)}=\left|b_{i b}\right|$ be two determinants of orthogonal substitutions of order $n$, then the determinant

$$
P(\lambda, \mu)=\left|\lambda a_{i t a}+\mu b_{i b} .\right|
$$

is not altered by interchanging $\lambda$ and $\mu$.
For the symbolical expression for $P(\lambda, \mu)$ is

$$
\begin{aligned}
P(\lambda, \mu) & =(\lambda A+\mu B)^{n} \\
& =A^{(n)} B^{(n)}\left(\frac{\lambda}{B}+\frac{\mu}{A}\right)^{n},
\end{aligned}
$$

as in v. 8. And as there proved

$$
P(\lambda, \mu)=A^{(n)} B^{(n)}\left|\frac{\lambda B_{i v}}{B^{(n)}}+\frac{\mu A_{i k}}{A^{(n)}}\right| .
$$

Or, if $A^{(n)}=1=B^{(n)}$, we have by Art. 15 ,

$$
\begin{aligned}
P(\lambda, \mu) & =\left|\lambda b_{i k}+\mu a_{i k}\right| \\
& =P(\mu, \lambda) .
\end{aligned}
$$

From this we see, that if from the coefficients of an orthogonal substitution of order $n$ we subtract the corresponding coefficients of another orthogonal substitution of the same order, the determinant formed with these differences vanishes if $n$ is odd.
18. If we take $n$ quadrics in $n$ variables we may conveniently represent them by the system of equations

$$
u_{i}=\sum \alpha_{i j k} x_{j} x_{k} \quad(i, j, k=1,2 \ldots n) .
$$

With the coefficients $\alpha_{i, J_{0}}$ we can form a cubic determinant of order $n$ which will be an invariant of the system of quadrics $u_{1} \ldots u_{n}$. Zehfuss has pointed out that for three ternary quadrics this gives Aronhold's invariant, while the auxiliary expressions he gives for its calculation are the cubic minors of the second order.

For the two binary quadrics

$$
\begin{aligned}
& a x^{2}+2 b x y+6 y^{2}, \\
& a^{\prime} x^{2}+2 b^{\prime} x y+c^{\prime} y^{2},
\end{aligned}
$$

it is the harmonic invariant

$$
a a^{\prime}-2 b b^{\prime}+c c^{\prime} .
$$

The general theorem is that for $n, n$-ary $p^{\text {tiss }}$ the determinant of class ( $p+1$ ), which can be formed with their coefficients, is an invariant of the system. By allowing all the quantics to become identical we get an invariant of a single quantic when it is of even order.

## CHAPTER XII.

## determinants of functions of the same variable.

1. If $y_{1}, y_{2} \ldots y_{n}$ are functions of a variable $x$, and if

$$
y_{i}^{(k)}=\frac{d^{t} y_{i}}{d x^{k}},
$$

the determinant

$$
\Sigma \pm y_{1} y_{2}^{(1)} \ldots y_{n}^{(n-1)}=\left|\begin{array}{cccc}
y_{1}, & y_{2} & \ldots & y_{n} \\
y_{1}^{(1)}, & y_{2}^{(1)} & \ldots & y_{n}^{(1)} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
y_{1}^{(n-1)}, & y_{2}^{(n-1)} & \ldots & y_{n}^{(n-1)}
\end{array}\right|
$$

is called the determinant of the functions $y_{1}, y_{2} \ldots y_{n}$, and is denoted by $D\left(y_{1}, y_{2} \ldots y_{n}\right)$.
2. If $y$ is any function of $x$, and we multiply the above determinant by

$$
\left|\begin{array}{cccccc}
y, & 0 & 0 & \ldots & 0 \\
y^{(1)}, & y & 0 & \ldots & 0 \\
y^{(2)}, & 2 y^{(1)} & y & y & \ldots & 0 \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
y^{(n-1)}, & (n-1)_{1} y^{(n-2)}, & (n-1)_{2} y^{(n-3)} \ldots y
\end{array}\right|=y^{n},
$$

combining the columns of $D$ with the rows of the latter, we obtain

$$
D\left(y y_{1}, y y_{2} \ldots y y_{n}\right)=y^{n} D\left(y_{1}, y_{2} \ldots y_{n}\right) .
$$

In particular if we put $y y_{1}=1$ in the determinant on the left, all the elements in the first column vanish, except the first, which
is unity, and the determinant reduces to the determinant of the $n-1$ functions

$$
\frac{d}{d x}\left(\frac{y_{2}}{y_{1}}\right)=\frac{D\left(y_{1}, y_{2}\right)}{y_{1}^{2}} \cdots \frac{d}{d x}\left(\frac{y_{n}}{y_{1}}\right)=\frac{D\left(y_{1}, y_{n}\right)}{y_{1}^{2}} .
$$

If therefore we put
then

$$
\begin{aligned}
D\left(y_{1}, y_{2}\right) & =y_{2}^{\prime} \ldots D\left(y_{1}, y_{n}\right)=y_{n}^{\prime} \\
D\left(y_{1}, y_{2}^{\prime} \ldots y_{n}\right) & =\frac{1}{y_{1}^{n-2}} D\left(y_{2}^{\prime}, y_{3}^{\prime} \ldots y_{n}^{\prime}\right) .
\end{aligned}
$$

3. If the functions $y_{1} \ldots y_{n}$ are connected by any linear relation

$$
c_{1} y_{1}+c_{2} y_{2}+\ldots+c_{n} y_{n}=0
$$

it is plain by differentiating this $n-1$ times, and eliminating $c_{1} \ldots c_{n}$ between the original and these $n-1$ new equations that we get:

$$
D\left(y_{1}, y_{2} \ldots y_{n}\right)=0
$$

Conversely if the determinant of the functions $y_{1} \ldots y_{n}$ vanishes, then they are connected by a linear equation with constant coefficients. We shall prove this by induction; we shall assume that if the determinant of $n-1$ functions vanishes, these functions are linearly connected, and we shall shew that the same is true for $n$ functions. If $y_{1}$ does not vanish, which would be equivalent to a linear relation among the functions, it follows from the preceding article that since

$$
D\left(y_{1}, y_{2} \ldots y_{n}\right)=0
$$

we must also have

$$
D\left(y_{2}^{\prime}, y_{3}^{\prime} \ldots y_{n}^{\prime}\right)=0 .
$$

Hence by hypothesis the $n-1$ functions $y_{2}{ }^{\prime} \ldots y_{n}{ }^{\prime}$ are linearly connected, i.e. we have

$$
c_{2} y_{2}^{\prime}+c_{3} y_{3}^{\prime}+\ldots+c_{n} y_{n}^{\prime}=0 .
$$

Dividing by $y_{1}{ }^{2}$ we get

$$
c_{2} \frac{d}{d x}\left(\frac{y_{2}}{y_{1}}\right)+c_{3} \frac{d}{d x}\left(\frac{y_{3}}{y_{1}}\right)+\ldots+c_{n} \frac{d}{d x}\left(\frac{y_{n}}{y_{1}}\right)=0
$$

or integrating

$$
c_{1} y_{1}+c_{2} y_{2}+\ldots+c_{n} y_{n}=0 .
$$

Thus if the theorem is true for $n-1$ functions, it is true for $n$, but it is clearly true for two functions, and hence generally.
4. From the formula

$$
D\left(y_{1}, y_{2} \ldots y_{n}\right)=\frac{1}{y_{1}^{n-2}} D\left(y_{2}^{\prime \prime}, y_{3}^{\prime} \ldots y_{n}^{\prime}\right),
$$

it follows that

$$
\begin{aligned}
& D\left(y_{1}, y_{2}, y_{3}\right)=\frac{1}{y_{1}} D\left(y_{2}^{\prime}, y_{3}^{\prime}\right) \\
& D\left(y_{1}, y_{2}, y_{4}\right)=\frac{1}{y_{1}} D\left(y_{2}^{\prime}, y_{4}^{\prime}\right) \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \\
& D\left(y_{1}, y_{2}, y_{n}\right)=\frac{1}{y_{1}} D\left(y_{2}^{\prime}, y_{n}^{\prime}\right) .
\end{aligned}
$$

The same formula also gives

$$
D\left(y_{2}^{\prime}, y_{3}^{\prime} \ldots y_{n}^{\prime}\right)=\frac{1}{y_{2}^{\prime n-3}} D\left\{D\left(y_{2}^{\prime}, y_{3}^{\prime}\right), D\left(y_{2}^{\prime} ; y_{4}^{\prime}\right) \ldots D\left(y_{2}^{\prime}, y_{n}^{\prime}\right)\right\}
$$

Combining these formulæ, we obtain the equation

$$
\begin{aligned}
D\left(y_{1}, y_{2}, \ldots y_{n}\right)= & \frac{1}{\left[D\left(y_{1}, y_{2}\right)\right]^{n-s}} D\left\{D\left(y_{1}, y_{2}, y_{3}\right)\right. \\
& \left.\dot{D}\left(y_{1}, y_{2}, y_{4}\right) \ldots D\left(y_{1}, y_{2}, y_{n}\right)\right\}
\end{aligned}
$$

By repeated application of this method we should obtain the theorem.

If $u_{1}, u_{2} \ldots u_{m}, v_{1}, v_{2} \ldots v_{n}$ be functions of $x$, and if

$$
w_{i}=D\left(u_{1}, u_{2} \ldots u_{m}, v_{i}\right)(i=1,2 \ldots n),
$$

then $D\left(u_{1}, u_{2} \ldots u_{m}, \quad v_{1}, v_{2} \ldots v_{n}\right)=\frac{D\left(w_{1}, w_{2} \ldots w_{n}\right)}{\left\{D\left(u_{1}, u_{2} \ldots u_{n n}\right\}^{n-1}\right.}$.
5. A special case of this theorem is

$$
\begin{aligned}
& D\left(y_{1} \ldots y_{k-1}, y_{k+1} \ldots y_{n}, y_{k}, y\right) \\
= & \frac{D\left\{D\left(y_{1} \ldots y_{k-1}, y_{k+1} \ldots y_{n}, y_{k}\right) D\left(y_{1} \ldots y_{k-1}, y_{k+1} \ldots y_{n}, y\right)\right\}}{D\left(y_{1} \ldots y_{k-1}, y_{k+1} \cdots y_{n}\right)},
\end{aligned}
$$

which we may write in the form
$\frac{D\left(y_{1} \ldots y_{n}, y\right) D\left(y_{1} \ldots y_{k-1}, y_{k+1} \ldots y_{n}\right)}{D\left(y_{1} \ldots y_{n}\right) D\left(y_{1} \ldots y_{n}\right)}=-\frac{d}{d x} \frac{D\left(y, y_{1} \ldots y_{k-1}, y_{k+1} \ldots y_{n}\right)}{D\left(y_{1} \ldots y_{n}\right)}$.

Assuming now that the functions $y_{1} \ldots y_{n}$ are independent, let us write

$$
\begin{aligned}
& z_{k}=(-1)^{n+k} \frac{D\left(y_{1} \ldots y_{k-1}, y_{k+1} \ldots y_{n}\right)}{D\left(y_{1} \ldots y_{n}\right)} \\
& P(y)=(-1)^{n} \frac{D\left(y, y_{1} \ldots y_{n}\right)}{D\left(y_{1} \ldots y_{n}\right)} \\
& P\left(y, z_{k}\right)=(-1)^{k-1} \frac{D\left(y, y_{1} \ldots y_{k-1}, y_{k+1} \ldots y_{n}\right)}{D\left(y_{1} \ldots y_{n}\right)},
\end{aligned}
$$

then the above equation can be written

$$
z_{k} P(y)=\frac{d}{d x} P\left(y, z_{k}\right) .
$$

6. The determinant

$$
\left|\begin{array}{cccc}
y_{1}, & y_{2} & \ldots & y_{n} \\
y_{1}^{(1)}, & y_{2}^{(1)} & \ldots & y_{n}^{(1)} \\
\ldots \ldots \ldots \ldots \ldots \ldots & \ldots & \cdots & \cdots \\
y_{1}^{(n-2)}, & y_{2}^{(n-2)} & \ldots & y_{n}^{(n-2)} \\
y_{1}^{(k)}, & y_{2}^{(k)} & \ldots & y_{n}^{(k)}
\end{array}\right|
$$

vanishes if $k<n-1$, but if $k=n-1$ its value is $D\left(y_{1}, y_{2} \ldots y_{n}\right)$. Expanding it according to the elements of the last row we get the system of equations

$$
\left.\begin{array}{r}
y_{1} z_{1}+y_{2} z_{2}+\ldots+y_{n} z_{n}=0 \\
y_{1}^{(1)} z_{1}+y_{2}{ }_{2}^{(1)} z_{2}+\ldots+y_{n}^{(1)} z_{n}=0 \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots+y_{n}^{(n-2)} z_{n}=0 \\
y_{1}^{(n-2)} z_{1}+y_{2}^{(n-2)} z_{2}+\ldots+y_{n}^{(n-1)} z_{n}=1
\end{array}\right\}
$$

If we write $s_{p q}=y_{1}^{(p)} z_{1}^{(q)}+y_{2}^{(p)} z_{2}^{(q)}+\ldots+y_{n}{ }^{(p)} z_{n}{ }^{(q)}$, we can write these more briefly

$$
s_{00}=0, \quad s_{10}=0 \ldots s_{n-20}=0, \quad s_{n-10}=1
$$

Now we have

$$
\begin{aligned}
& \frac{d s_{k-10}}{d x}=s_{k 0}+s_{k-11} \\
& \frac{d^{2} s_{k-20}}{d x^{2}}=s_{k 0}+2 s_{k-11}+s_{k-22} \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& \frac{d^{k} s_{00}}{d x^{k}}=s_{k 0}+k s_{k-11}+k_{2} s_{k-22}+\ldots+s_{0 k}
\end{aligned}
$$

If $k<n-1$, it follows from these equations that

$$
s_{a \beta}=0, \text { if } \alpha+\beta<n-1
$$

If $k=n-1$, it follows since

$$
(1-1)^{r}=1-r+r_{2}-\ldots+(-1)^{r}=0
$$

that $s_{n-10,}, s_{n-21} \ldots$ are alternately equal to +1 and -1 .
If $k=n$, we conclude in the same way that

$$
s_{n 0}=-s_{n-11}=s_{n-22}=\ldots=(-1)^{n} s_{0, n} .
$$

Hence we get the following theorem: The expression $s_{p q}$ is equal to zero when $p+q<n-1$, and equal to $(-1)^{q}$ when $p+q=n-1$.
7. Among the relations just established we have

If $D\left(z_{1}, z_{2} \ldots z_{n}\right)=0$ vanished, it would follow that since

$$
s_{00}=0, s_{01}=0 \ldots s_{0 n-2}=0,
$$

then $s_{o n-1}$ would also vanish, while its value is $(-1)^{n-1}$. Thus the functions $z_{1}, z_{2} \ldots z_{n}$ are not linearly connected with each other. Comparing the systems (A) and (B) it appears that the relation between $y_{1} \ldots y_{n}$ and $z_{1} \ldots z_{n}$ is a reciprocal one, if we neglect the sign when $n$ is even. From each relation between these systems we deduce a new one by interchanging

$$
y_{1}, y_{2} \ldots y_{n}, \quad z_{1}, z_{2} \ldots z_{n}
$$

with $\quad(-1)^{n-1} z_{1},(-1)^{n-1} z_{2} \ldots(-1)^{n-1} z_{n}, y_{1}, y_{2} \ldots y_{n}$.
Thus from the equation

$$
z_{k}=(-1)^{n+k} \frac{D\left(y_{1} \ldots y_{k-1}, y_{k+1} \ldots y_{n}\right)}{D\left(y_{1}, y_{2} \cdots y_{n}\right)}
$$

we deduce

$$
y_{k}=(-1)^{k-1} \frac{D\left(z_{1} \ldots z_{k-1}, z_{k+1} \ldots z_{n}\right)}{D\left(z_{1}, z_{2} \ldots z_{n}\right)} .
$$

In consequence of this we shall call $z_{1} \ldots z_{n}$ the conjugates of $y_{1} \ldots y_{n}$.
8. If we form the product by rows of the two following determinants

$$
\begin{aligned}
& \left|\begin{array}{cccccc}
y_{1} & \ldots & y_{k}, & y_{k+1} & \cdots & y_{n} \\
\cdots \cdots \cdots \cdots & \cdots \cdots \cdots \cdots \cdots & \cdots \\
y_{1}^{(k-1)} & \cdots & y_{k}^{(k-1)}, & y_{k+1}^{(k-1)} & \cdots & y_{n}^{(k-1)} \\
y_{1}^{(k)} & \cdots & y_{k}^{(k)}, & y_{k+1}^{(k)} & \cdots & y_{n}^{(k)} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
y_{1}^{(n-1)} & \cdots & y_{k}^{(n-1)}, & y_{k+1}^{(n-1)} & \cdots & y_{n}^{(n-1)}
\end{array}\right|,
\end{aligned}
$$

the first of which is $D\left(y_{1} \ldots y_{n}\right)$, the second $D\left(z_{k+1} \ldots z_{n}\right)$ we get

In this determinant the block of elements common to the first $k$ rows and last $n-k$ columns all vanish, whence it reduces to

$$
\left|\begin{array}{ccc}
y_{1} & \ldots & y_{k} \\
\ldots \ldots \ldots \ldots \\
y_{1}^{(k-1)} & \ldots & y_{k}^{(k-1)}
\end{array}\right| \quad\left|\begin{array}{ccc}
s_{k 0} & \ldots & s_{k n-l-1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
s_{n-10} & \ldots & s_{n-1 n-k-1}
\end{array}\right| .
$$

The first of these $=D\left(y_{1} \ldots y_{k}\right)$, in the second all the elements to the left of the second diagonal vanish, whence its value is

$$
\begin{aligned}
& (-1)^{\frac{(n-k)(n-k+1)}{2}} s_{n-10} s_{n-21} \cdots s_{k n-k-1} \\
& =1 .
\end{aligned}
$$

Thus we have

$$
D\left(y_{1} \ldots y_{n}\right) D\left(z_{k+1} \ldots z_{n}\right)=D\left(y_{1} \ldots y_{k}\right)
$$

If $k=0$ we have

$$
D\left(y_{1} \ldots y_{n}\right) D\left(z_{1} \ldots z_{n}\right)=1 .
$$

9. From this last equation we get

$$
\begin{aligned}
P(y) & =(-1)^{n} \frac{D\left(y, y_{1} \ldots y_{n}\right)}{D\left(y_{1}, y_{2} \ldots y_{n}\right)} \\
& =(-1)^{n} D\left(y, y_{1} \ldots y_{n}\right) D\left(z_{1}, z_{2} \ldots z_{n}\right) .
\end{aligned}
$$

Or

$$
\begin{aligned}
& P(y)=(-1)^{n}\left|\begin{array}{cccc}
y, & y_{1} & \ldots & y_{n} \\
y^{(1)}, & y_{1}^{(1)} & \ldots & y_{n}^{(1)} \\
\ldots(\ldots \ldots \ldots \ldots & \ldots & . \\
y^{(n)}, & y_{1}^{(n)} & \ldots & y_{n}^{(n)}
\end{array}\right|\left|\begin{array}{cccc}
1, & 0 & \ldots & 0 \\
0, & z_{1} & \ldots & z_{n} \\
\ldots & \ldots \ldots \ldots & \ldots \\
0, & z_{1}^{(n-1)} & \ldots & z_{n}^{(n-1)}
\end{array}\right| \\
& =(-1)^{n}\left|\begin{array}{c}
y, s_{00}, s_{01} \ldots s_{0 n-1} \\
y^{(1)}, s_{10}, s_{11} \ldots s_{1 n-1} \\
\cdots \cdots \ldots \ldots \ldots \ldots \ldots \\
y^{(n)}, s_{n 0}, s_{n 1} \ldots s_{n n-1}
\end{array}\right| .
\end{aligned}
$$

Similarly. we should get

$$
P(z)=(-1)^{n}\left|\begin{array}{cccc}
z, & z^{(1)} & \ldots & z^{(n)} \\
s_{00}, & s_{01} & \ldots & s_{0 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
s_{n-10}, & s_{n-11} & \ldots & s_{n-1 n}
\end{array}\right|
$$

10. These determinants occur in the theory of linear differential equations. Thus, if we have the equation

$$
a_{0} y+a_{1} y^{(1)}+\ldots+a_{n} y^{(n)}=0
$$

where the quantities $a_{0}, a_{1} \ldots a_{n}$ do not contain $y$. Then if $y_{1} \ldots y_{n}$ are $n$ particular integrals, we have the $n$ equations

$$
a_{0} y_{i}+a_{1} y_{i}^{(1)}+\ldots+a_{n} y_{i}^{(n i)}=0 \quad(i=1,2 \ldots n),
$$

eliminating the $a$ 's we get
or

$$
\left|\begin{array}{c}
y, y^{(1)} \ldots y^{(n)} \\
y_{1}, y_{1}^{(1)} \ldots y_{1 n}^{(n)} \\
\ldots \ldots \ldots \ldots \ldots . \\
y_{n}, y_{n}^{(1)} \ldots y_{n}^{(n)}
\end{array}\right|=0
$$

$$
D\left(y, y_{1} \ldots y_{n}\right)=0 .
$$

If we solve the equations for $\frac{a_{n-1}}{a_{n}}$ we get

$$
\begin{gathered}
\left|\begin{array}{c}
y_{1}, y_{1}^{(1)} \ldots y_{1}^{(n-2)}, y_{1}^{(n)} \\
\ldots \ldots \ldots \ldots \ldots \ldots . . \\
y_{n}, y_{n}^{(1)} \ldots y_{n}^{(n-2)}, y_{n}^{(n)}
\end{array}\right| \div\left|\begin{array}{l}
y_{1}, y_{1}^{(1)} \ldots y_{1}^{(n-1)} \\
\ldots \ldots \ldots \ldots \ldots . \\
y_{n}, y_{n}^{(1)} \ldots y_{n}^{(n-1)}
\end{array}\right|=-\frac{a_{n-1}}{a_{n}}, \\
\text { i.e. } \quad \frac{d}{d x} \log D\left(y_{1}, y_{2} \ldots y_{n}\right)=-\frac{a_{n-1}}{a_{n}}, \\
\quad D\left(y_{1}, y_{2} \ldots y_{n}\right)=\exp .\left(-\int \frac{a_{n-1}}{a_{n}} d x\right)
\end{gathered}
$$

11. Though not immediately connected with the subject of the present chapter we shall give Hesse's solution of Jacobi's differential equation.

This equation is

$$
-A_{1} d \eta+A_{2} d \xi+A_{\mathrm{s}}(\xi d \eta-\eta d \xi)=0
$$

where

$$
A_{i}=a_{i 1} \xi+a_{i 2} \eta+a_{i 3} \quad(i=1,2,3) .
$$

We can write the equation in the form of the determinant

$$
\left|\begin{array}{ccc}
\xi, & \eta, & 1 \\
d \xi, & d \eta, & 0 \\
A_{1}, & A_{2}, & A_{3}
\end{array}\right|=0
$$

Now let $\xi=\frac{x}{z}, \eta=\frac{y}{z}$, and the equation becomes

$$
\left|\begin{array}{ccc}
x, & y, & z \\
z x^{\prime}-z^{\prime} x, & z y^{\prime}-y z^{\prime}, & 0 \\
A_{1}, & A_{2}, & A_{3}
\end{array}\right|=0 .
$$

Multiply the first row by $z^{\prime}$ and add it to the second, this divides by $z$, and we get

$$
\left|\begin{array}{ccc}
x, & y, & z \\
x^{\prime}, & y^{\prime}, & z^{\prime} \\
A_{1}, & A_{2}, & A_{3}
\end{array}\right|=0 .
$$

Now let us multiply this equation by
and let

$$
\begin{gathered}
\left|\begin{array}{cc}
\alpha_{1}, \beta_{1}, & \gamma_{1} \\
\alpha_{2}, & \beta_{2}, \\
\gamma_{2} \\
\alpha_{3}, & \beta_{3}, \\
\gamma_{3}
\end{array}\right|, \\
p_{i}=\alpha_{i} x+\beta_{i} y+\gamma_{i} z .
\end{gathered}
$$

Also assume that

$$
\lambda_{i} p_{i}=A_{1} \alpha_{i}+A_{2} \beta_{i}+A_{3} \gamma_{i} .
$$

Then

$$
\left|\begin{array}{ccc}
p_{1}, & p_{2}, & p_{3} \\
d p_{1}, & d p_{2}, & d p_{3} \\
\lambda_{1} p_{1}, & \lambda_{2} p_{2}, & \lambda_{3} p_{3}
\end{array}\right|=0
$$

i.e.

$$
\left|\begin{array}{ccc}
\frac{d p_{1}}{p_{1}}, & \frac{d p_{2}}{p_{2}}, \frac{d p_{3}}{p_{3}} \\
1, & 1, & 1 \\
\lambda_{1}, & \lambda_{2}, & \lambda_{3}
\end{array}\right|=0, \quad \text { or }\left|\begin{array}{ccc}
\log p_{1}, & \log p_{2}, & \log p_{3} \\
1, & 1, & 1 \\
\lambda_{1}, & \lambda_{2}, & \lambda_{3}
\end{array}\right|=C,
$$

or, as we may write it

$$
p_{1}^{\lambda_{2}-\lambda_{3}} \cdot p_{2}^{\lambda_{3}-\lambda_{1}} \cdot p_{3}^{\lambda_{1}-\lambda_{2}}=C .
$$

Since we assumed that

$$
A_{1} \alpha_{i}+A_{2} \beta_{i}+A_{3} \gamma_{i}=\lambda_{i} p_{i}
$$

Equating coefficients of $x, y, z$

$$
\begin{aligned}
& \alpha_{1}\left(a_{11}-\lambda\right)+\beta_{1} a_{12}+\gamma_{1} a_{13}=0, \\
& \alpha_{1} a_{21}+\beta_{1}\left(a_{22}-\lambda\right)+\gamma_{1} a_{23}=0, \\
& \alpha_{1} a_{31}+\beta_{1} a_{32}+\gamma_{1}\left(\dot{\alpha}_{33}-\lambda\right)=0 .
\end{aligned}
$$

Hence eliminating $\alpha_{1}, \beta_{1}, \gamma_{1}$, we see that $\lambda_{1}, \lambda_{2}, \lambda_{3}$ are the roots of the equation

$$
\left|\begin{array}{ccc}
a_{11}-\lambda, & a_{12}, & a_{13} \\
a_{21}, & a_{22}-\lambda, & a_{23} \\
a_{31}, & a_{32}, & a_{39}-\lambda
\end{array}\right|=0 .
$$

## CHAPTER XIII.

## APPLICATIONS TO THE THEORY OF CONTINUED FRACTIONS.

1. The application of the theory of determinants to continued fractions is one of its latest developments, and gives great facility in the discussion of these functions.

As usual in English mathematical works we shall denote the continued fraction
by

$$
\frac{b_{1}}{a_{1}+\frac{b_{2}}{a_{2}}+\frac{b_{3}}{a_{3}+\cdots}+\frac{b_{n}}{a_{n}}}
$$

$$
\frac{b_{1}}{a_{1}+} \frac{b_{2}}{a_{2}}+\frac{b_{3}}{a_{3}+\cdots+\frac{b_{n}}{a_{n}} .}
$$

Such a fraction is called a descending continued fraction.
In addition to these we shall discuss a less known form of continued fractions, which, however, is historically the older form of the two, namely, the ascending continued fraction

$$
\frac{b_{1}+}{a_{1}} \frac{b_{2}+\cdots}{a_{2}}
$$

which, in an analogous manner, will be denoted by

$$
\frac{b_{1}+b_{2}+}{a_{1}} \frac{a_{2}}{a_{2}}+\frac{b_{n}}{a_{n}} .
$$

Our object is to establish a determinant expression for the convergents to these two forms,
2. If we write down the system of equations

$$
\begin{aligned}
& b_{1} x=a_{1} x_{1}+x_{2} \\
& b_{2} x_{1}=a_{2} x_{2}+x_{3} \\
& b_{3} x_{2}=a_{3} x_{3}+x_{4}
\end{aligned}
$$

we see that ${ }^{*}$

$$
\frac{x_{1}}{x}=\frac{b_{1}}{a_{1}+\frac{x_{2}}{x_{1}}}, \frac{x_{2}}{x_{1}}=\frac{b_{2}}{a_{2}+\frac{x_{3}}{x_{2}}} \cdots
$$

Hence $\frac{x_{1}}{x}$ is the continued fraction

$$
\frac{b_{1}}{a_{1}+} \frac{b_{2}}{a_{2}+\cdots}
$$

3. If we are to determine the $n^{\text {th }}$ convergent, i.e. the value of the fraction when we stop at $\frac{b_{n}}{a_{n}}$, we must suppose that $x_{n+1}$ and all succeeding $x$ 's vanish, whence we have the system of equations

$$
\begin{aligned}
& b_{1} x=a_{1} x_{1}+x_{2} \\
& 0=-b_{2} x_{1}+a_{2} x_{2}+x_{3} \\
& 0 \quad-b_{3} x_{2}+a_{3} x_{3}+x_{4} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& 0=\quad \therefore \quad-b_{n} x_{n-1}+a_{n} x_{n} .
\end{aligned}
$$

Solving this set of equations for $x_{1}$ we get:

Thus

$$
\frac{x_{1}}{x}=b_{1}\left|\begin{array}{ccccc}
a_{2}, & 1 & \ldots & 0 & , \\
-b_{3} & a_{3} & \ldots & 0 & , \\
\ldots & \ldots & \ldots & \ldots . . . . \\
0 & 0 & \ldots & a_{n-1}, & 1 \\
0 & 0 & \ldots & -b_{n}, & a_{n}
\end{array}\right| \div \left\lvert\, \begin{array}{cccccc}
a_{1}, & 1, & 0 & \ldots & 0 & , \\
-b_{2}, & a_{2}, & 1 & \ldots & 0 & 0 \\
0, & -b_{3}, & a_{3} & \ldots & 0 & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
0, & 0, & 0 & \ldots & a_{n-1}, & 1 \\
0, & 0, & 0 & \ldots & -b_{n}, & a_{n}
\end{array} .\right.
$$

Or

$$
\frac{x_{1}}{\dot{x}}=\frac{p_{n}}{q_{n}} \text { say. }
$$

Where

$$
\begin{aligned}
& p_{n}=b_{1} \left\lvert\, \begin{array}{ccccc}
a_{2}, & 1 & 0, & 0 \ldots & 0,0 \\
-b_{3}, & a_{3}, & 1, & 0 \ldots & 0, \\
0 & , & -b_{4}, & a_{4}, & 1 \ldots
\end{array}\right. \\
& 0,0,0,0 \ldots a_{n-1}, 1 \\
& 0,0,0,0 \ldots-b_{n}, a_{n} \\
& =a_{n} p_{n-1}+b_{n} p_{n-2} \text {, }
\end{aligned}
$$

if we expand (III. 24) according to the elements of the last row and column.

Similarly

$$
\begin{aligned}
& q_{n}=\left\lvert\, \begin{array}{cccccc}
a_{1}, & 1, & 0, & \ldots & 0, & 0 \\
-b_{2}, & a_{22}, & 1, & 0 \ldots & 0, & 0 \\
0 & , & -b_{3}, & a_{3}, & 1 \ldots & 0,
\end{array}\right. \\
& 0,0,0,0 \ldots a_{n-1}, 1 \\
& 0,0,0,0 \ldots-b_{n}, a_{n} \\
& =a_{n} q_{n-1}+b_{n} q_{n-2} .
\end{aligned}
$$

Since $p_{n}=b_{1} \frac{d q_{n}}{d a_{1}}$, we can write the convergent in the form

$$
b_{1} \frac{d}{d a_{1}}\left(\log q_{n}\right) .
$$

4. The determinants of the form $q_{n}$ have been called continuants by Mr Muir. Since

$$
q_{n}=a_{n} q_{n-1}+b_{n} q_{n-2}
$$

if $u_{n}$ is the number of terms in the continuant of order $n$

$$
u_{n}=u_{n-1}+u_{n-2},
$$

an equation of differences which gives

$$
u_{n}=A\left(\frac{1+\sqrt{5}}{2}\right)^{n}+B\left(\frac{1-\sqrt{5}}{2}\right)^{n} .
$$

Since $u_{1}=1, u_{2}=2$, we have

$$
u_{n}=\left\{(1+\sqrt{ } 5)^{n+1}-(1-\sqrt{ } 5)^{n+1}\right\} \div 2^{n+1} \sqrt{5} .
$$

It is easy to shew by the binomial theorem that this number is an integer. Prof. Sylvester obtains this number in the form of the series

$$
1+(n-1)+\frac{(n-2)(n-3)}{1 \cdot 2}+\frac{(n-3)(n-4)(n-5)}{1 \cdot 2 \cdot 3}+\ldots
$$

5. The value of the continuant $q_{n}$ is the same as that of the determinant

$$
q_{n}^{\prime}=\left|\begin{array}{ccccc}
a_{1}, & c_{1}, & 0 & \ldots & 0 \\
d_{2}, & a_{2}, & c_{2} & \ldots & 0 \\
0, & d_{3} & a_{3} & \ldots \\
\ldots & \ldots \ldots \ldots \ldots \ldots \\
0, & 0, & 0 & \ldots & a_{n}
\end{array}\right|,
$$

provided only

$$
c_{r} d_{r_{+1}}=-b_{r+1} \cdot(r=1,2 \ldots n-1) .
$$

This is clear if we expand by III. 24, according to the elements which stand in the last row and column. For then

$$
\begin{aligned}
q_{n}^{\prime} & =a_{n} q^{\prime}{ }_{n-1}-d_{n} c_{n-1} q_{n-2}^{\prime} \\
& =a_{n} q_{n-1}^{\prime}+b_{n} q_{n-2}^{\prime},
\end{aligned}
$$

while $q_{1}{ }^{\prime}=q_{1}, q_{2}{ }^{\prime}=q_{2}$. Hence $q_{n}{ }^{\prime}=q_{n}$, the equation of differences being linear.

Thus we can also write

$$
q_{n}=\left|\begin{array}{ccccc}
a_{1}, & -1, & 0, & 0 & \ldots \\
b_{2}, & a_{2}, & -1, & 0 & \ldots \\
0, & b_{3}, & a_{3}, & -1 & \ldots \\
0, & 0, & b_{4}, & a_{4} & \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots . . .
\end{array}\right| .
$$

6. The value of the continued fraction is not altered if we replace
by

$$
\begin{array}{ccc}
b_{r}, & a_{r}, & b_{r+1} \\
k b_{r} & k a_{r}, & k b_{r+1} .
\end{array}
$$

For the quotient $\frac{p_{n}}{q_{n}}$ is unaltered if we multiply numerator and denominator by any the same number. If we multiply both by $k$, the row

$$
\ldots-b_{r}, a_{r}, 1 \ldots
$$

in each is replaced by

$$
\ldots-k b_{r}, k a_{r}, k \ldots
$$

and by Art. 5, in place of the last $k$, we can write unity if we replace $b_{r+1}$ by $k b_{r+1}$.

Since then we can write the continued fraction

$$
\frac{b_{1}}{a_{1}+}+\frac{b_{2}}{a_{2}+\cdots+\frac{b_{n}}{a_{n}}}
$$

in the form

$$
\frac{b_{1} \frac{k}{a_{1}}}{k+} \frac{b_{2} \frac{k^{2}}{a_{1} a_{2}}}{k+} \frac{b_{3} \frac{k^{2}}{a_{2} a_{3}}}{k+} \cdots+\frac{b_{n} \frac{k^{2}}{a_{n-1} a_{n}}}{k} ;
$$

$q_{n}$ can be written in the form of the skew determinant

$$
\left|\begin{array}{cccc}
k, & \alpha_{1}, & 0, & 0
\end{array}\right| \begin{array}{cc}
-\alpha_{1}, & k, \\
0, & \alpha_{2}, \\
0 & \ldots \\
0, & -\alpha_{2}, \\
0 & k
\end{array}, \alpha_{3} \ldots .
$$

where

$$
\alpha_{r}=\sqrt[j]{ }\left(\frac{b_{r+1} k v^{2}}{a_{r} a_{r+1}}\right) .
$$

Thus the convergents to a continued fraction can always be represented by the quotient of two skew determinants.
7. In any determinant $D$ we have

$$
D \frac{d^{2} D}{d a_{11} d a_{n n}}=\frac{d D}{d a_{11}} \frac{d D}{d a_{n n}}-\frac{d D}{d a_{1 n}} \frac{d D}{d a_{n 1}} .
$$

For $D$ take the continuant $q_{n}$ (Art. 5), then

$$
\begin{gathered}
\frac{d^{2} D}{d a_{11} d a_{n n}}=\frac{1}{b_{1}} \cdot p_{n-1}, \quad \frac{d D}{d a_{n n}}=q_{n-1}, \quad \frac{d D}{d a_{11}}=\frac{1}{b_{1}} p_{n}, \\
\frac{d D}{d a_{1 n}}=b_{2} b_{3} \ldots b_{n}, \quad \frac{d D}{d a_{n 1}}=(-1)^{n-1} .
\end{gathered}
$$

Thus

$$
q_{n} p_{n-1}-q_{n-1} p_{n}=(-1)^{n} b_{1} b_{2} \ldots b_{n}
$$

8. In the case of the ascending continued fraction

$$
\frac{b_{1}+}{a_{1}} \frac{b_{2}+}{a_{2}} \cdots
$$

it is clear that if the $n^{\text {th }}$ convergent be $\frac{p_{n}}{q_{n}}$, the scale of relation is

$$
\frac{p_{n}}{q_{n}}=\frac{a_{n} p_{n-1}+b_{n}}{a_{n} q_{n-1}}
$$

Hence

$$
q_{n}=a_{1} a_{2} \ldots a_{n} .
$$

To determine $p_{n}$ we have the system of equations:

$$
\begin{array}{rr}
p_{1} & =b_{1} \\
-a_{2} p_{1}+p_{2} & =b_{2} \\
-a_{3} p_{2}+p_{3} & =b_{3} \\
\cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
-a_{n-1} p_{n-2}+p_{n-1} & =b_{n-1} \\
-a_{n} p_{n-1}+p_{n} & =b_{n} .
\end{array}
$$

The determinant of this system is unity, all the elements to the right of the leading diagonal vanishing;

$$
\therefore p_{n}=\left|\begin{array}{cccccc}
1, & 0, & 0 & \ldots & 0 & b_{1} \\
-a_{2}, & 1, & 0 & \ldots & 0 & , \\
b_{2} \\
0, & -a_{3}, & 1 \ldots & 0, & b_{3} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
0, & 0, & 0 \ldots & 1, & b_{n-1} \\
0, & 0, & 0 \ldots & -a_{n}, & b_{n}
\end{array}\right| .
$$

Multiply all the columns except the last by -1 , and move the last column to the first place; the determinant is unchanged, thus

$$
p_{n}=\left|\begin{array}{cccccc}
b_{1}, & -1, & 0 & \ldots & 0, & 0 \\
b_{2}, & a_{2}, & -1 & \ldots & 0, & 0 \\
b_{3}, & 0, & a_{3} & \ldots & 0 & 0 \\
\vdots & \ldots & \ldots & \ldots & \ldots & \ldots \\
b_{n}, & 0, & 0 & \ldots & 0, & a_{n}
\end{array}\right| .
$$

The $n^{\text {th }}$ convergent to the fraction is

$$
\frac{p_{n}}{a_{1} a_{2} \ldots a_{n}} .
$$

The number of terms in $p_{n}$ is $n$.
9. By means of these determinant expressions for the convergents we can transform an ascending continued fraction into a descending continued fraction.

In the determinant $p_{n}$ of the preceding article multiply the $r^{\text {th }}$ row, beginning with the last, by $b_{r-1}$, and subtract from it the $(r-1)^{\text {st }}$ row multiplied by $b_{r}$, and do this for all the rows. The determinant is altered by the factor

$$
k=\left(b_{1} \dot{b}_{2} \ldots b_{n-1}\right)^{-1}
$$

and

$$
\begin{aligned}
& p_{n}=k \left\lvert\, \begin{array}{cccc}
b_{1}, & -1, & 0 & \ldots \\
0, & a_{2} b_{1}+b_{2}, & -b_{1} & \ldots \\
0, & -a_{2} b_{3}, & a_{3} b_{2}+b_{3} \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right. \\
& \left\lvert\, \begin{array}{cccccccc}
0, & 0 & , & 0 & \ldots a_{n-2} b_{n-3}+b_{n-2}, & -b_{n-3}, & 0 \\
0, & 0 & , & 0 & \ldots & -a_{n-2} b_{n-1}, & a_{n-1} b_{n-2}+b_{n-1}, & -b_{n-2} \\
0, & 0 & , & 0 & \ldots & 0 & , & -a_{n-1} b_{n}
\end{array}\right., a_{n} b_{n-1}+b_{n} .
\end{aligned}
$$

Similarly, since

$$
\begin{aligned}
& q_{n}=a_{1} a_{2}^{a} \ldots a_{n} \\
& =\left|\begin{array}{ccccccc}
a_{1}, & -1, & 0 & \ldots & 0 & 0 \\
0, & a_{2}, & -1 & \ldots & 0 & 0 \\
0, & 0, & a_{3} & \ldots & 0 & 0 & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \\
0, & 0, & 0 & \ldots & a_{n-1}, & -1 \\
0, & 0, & 0 & \ldots & 0 & a_{n}
\end{array}\right|, \\
& q_{n}=k \left\lvert\, \begin{array}{cccc}
a_{1}, & -1 & 0 & \ldots \\
-a_{1} b_{2}, & a_{2} b_{1}+b_{2}, & -b_{1} & \ldots \\
0 & , & -a_{2} b_{3}, & a_{3} b_{2}+b_{3}
\end{array} \ldots\right. \\
& 0,0 \quad 0 \quad 0 \quad-a_{n-1} b_{n}, a_{n} b_{n-1}+b_{n}
\end{aligned}
$$

Now on inspection it is clear that these determinants $p_{n}$ and
$q_{n}$ are continuants as defined in Art. 3, whose $2^{\text {nd }}, 3^{\text {rd }} \ldots(n-1)^{s}$ rows have been multiplied by $b_{1}, b_{2} \ldots b_{n-2}$ respectively, also

$$
p_{n}=b_{1} \frac{d q_{n}}{d \alpha_{1}} .
$$

Whence by Arts. 3 and 6

$$
\frac{p_{n}}{q_{n}}=\frac{b_{1}}{a_{1}-} \frac{a_{1} b_{2}}{a_{2} b_{1}+b_{2}-} \frac{a_{2} b_{1} b_{3}}{a_{3} b_{2}+b_{3}} \cdots \frac{a_{n-2} b_{n-3} b_{n-1}}{a_{n-1} b_{n-2}+b_{n-1}-} \frac{a_{n-1} b_{n-2} b_{n}}{a_{n}} b_{n-1}+b_{n},
$$

which gives us a rule for transforming an ascending continued fraction into a descending continued fraction, the number of quotients in each being the same.
10. We can make immediate use of this theorem to deduce a formula of Euler's, by means of which a series can be converted into a continued fraction.

Take the series

$$
\begin{aligned}
& S=A_{1}-A_{2}+A_{3}-A_{4}+\ldots+(-1)^{n-1} A_{n} \\
& =\left|\begin{array}{lllll}
A_{1}, & 1, & 0, & 0 & \ldots \\
A_{2}, & 1, & 1, & 0 & \ldots \\
A_{3} & 0 \\
A_{3}, & 0, & 1 & 1 & \ldots \\
\ldots & 0 \\
A_{n}, & 0 & 0 & 0 & 0
\end{array} \ldots .1\right|,
\end{aligned}
$$

as we see by subtracting from each row the one below it, beginning with the last, when the determinant reduces to its principal term. Multiplying each column after the first by -1 , we reduce the determinant to the continuant for an ascending continued fraction. Thus the above series is equal to:

$$
(-1)^{n-1} \frac{A_{1}+}{1} \frac{A_{2}+}{-1} \cdots \frac{A_{n-1}+}{-1} \frac{A_{n}}{-1},
$$

and transforming this by the rule just obtained to a descending continued fraction

$$
\begin{aligned}
S & =(-1)^{n-1} \frac{A_{1}}{1-} \frac{A_{2}}{A_{2}-A_{1}+} \frac{A_{1} A_{3}}{A_{3}-A_{2}+} \cdots \frac{A_{n-2} A_{n}}{A_{n}-A_{n-1}} \\
& =\frac{A_{1}}{1+} \frac{A_{2}}{A_{1}-A_{2}+} \frac{A_{1} A_{3}}{A_{2}-A_{3}+} \cdots \frac{A_{n-2} A_{n}}{A_{n-1}-A_{n}} .
\end{aligned}
$$

If the original series is

$$
s=\frac{1}{A_{1}}-\frac{1}{A_{2}}+\frac{1}{A_{3}} \cdots
$$

we can obtain its form as a continued fraction by altering the continuant to $\dot{S}$ in accordance with Art. 6 , when we get

$$
s=\frac{1}{A_{1}+} \frac{A_{1}^{2}}{A_{2}-A_{1}+} \frac{A_{2}^{2}}{A_{3}-A_{2}+} \cdots
$$

1. Various generalisations of continued fractions have been devised by Jacobi and others. The following generalisation, due to Fürstenau, is taken from a review of his memoir by Günther.

If $x$ and $y$ are any two real numbers, and we write

$$
\begin{array}{ll}
y=a_{0}+\frac{x_{1}}{y_{1}}, & y_{1}=a_{1}+\frac{x_{2}}{y_{2}}, \\
x=y_{2}=a_{2}+\frac{x_{3}}{y_{3}} \ldots \\
x, & x_{1}=b_{1}+\frac{1}{y_{2}},
\end{array} x_{2}=b_{2}+\frac{1}{y_{3}} \cdots .
$$

where $a$ and $b$ are the greatest integers contained in $x$ and $y$, then on substituting we have:

and

$$
x=b_{0} \left\lvert\,+\begin{array}{l|r|r|r}
1 \\
\hline a_{1} & +- & b_{2} & +\frac{1}{a_{3}} \\
\hline & \frac{+\frac{b_{4}+}{a_{4}+}}{a_{2}} & +\frac{b_{3}}{a_{3}} & \frac{+\frac{1}{a_{4}+}}{b_{4}}
\end{array} .\right.
$$

If now all that stands to the left of one of the vertical lines be called a first, second ... convergent, and if we denote the numerators of $x$ and $y$ by $X_{p}, Y_{p}$, while the denominator, which is clearly the same for both, is called $N_{p}$, we shall have $(Y, X, N)_{p+1}=a_{p+1}(Y, X, N)_{p}+b_{p+1}(Y, X, N)_{p-1}+(Y, X, N)_{p-2}$.

Thus the equations have four instead of three terms, and we get

$$
\begin{aligned}
& Y_{p}=\left|\begin{array}{cccccc}
a_{0}, & b_{1}, & 1, & 0 & \ldots & 0 \\
-1, & a_{1}, & b_{2}, & 1 & \ldots & 0 \\
0, & -1, . & a_{2}, & b_{3} & \ldots & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
0, & 0, & 0, & 0 & \ldots & a_{p}
\end{array}\right| \\
& X_{p}=\left|\begin{array}{ccccc}
b_{0}, 1, & 0, & 0 & \ldots & 0 \\
-1, & a_{1}, & b_{2}, & 1 & \ldots \\
0 \\
0, & -1, & a_{2}, & b_{3} & \ldots \\
\ldots & 0 \\
0, \ldots \ldots \ldots \ldots \ldots . \\
0, & 0, & 0 & \ldots & a_{p}
\end{array}\right| \\
& N_{p}=\left|\begin{array}{ccccc}
a_{1}, b_{2}, & 1, & 0 & \ldots & 0 \\
-1, & a_{2}, & b_{3}, & 1 & \ldots
\end{array}\right|
\end{aligned}
$$

Corresponding to the theorem of Art. 7 we have now

$$
\left|\begin{array}{lll}
Y_{p+1}, & Y_{p}, & Y_{p-1} \\
X_{p+1} & X_{p}, & X_{p-1} \\
N_{p+1}, & N_{p}, & N_{p-1}
\end{array}\right|=1 .
$$

12. If ordinary continued fractions be called fractions of the first class, those in Art. 11 may be called fractions of the second class.

Fürstenau extends the idea still further, and summing up his results we may state them as follows: If we seek to determine $n$ quantities $x_{1}, x_{2} \ldots x_{n}$ as fractions of the form

$$
x_{1}=\frac{X_{1}}{N}, \quad x_{2}=\frac{X_{2}}{N} \ldots x_{n}=\frac{X_{n}}{N}
$$

each such fraction can be written as a continued fraction of the $(n-1)^{\text {th }}$ class. The $p^{\text {th }}$ convergents to these continued fractions take the form

$$
\frac{X_{p_{1}}}{N_{p}}, \frac{X_{p_{2}}}{N_{p}} \cdots \frac{X_{p n}}{N_{p}},
$$

and if

$$
\begin{array}{llll}
a_{11} & \ldots & a_{1 n+1} \\
a_{21} & \ldots & a_{2_{n+1}} \\
\ldots \ldots \ldots . & \ldots & \ldots \ldots \\
a_{n+11} & \ldots & a_{n+1 n+1}
\end{array}
$$

are the quotients entering into the continued fractions, then

$$
\begin{gathered}
X_{p q}=a_{1 p} X_{p-1 q}+a_{2 p} X_{p-2 q}+\ldots+a_{n+1 p} X_{p-n-1 q}, \\
N_{p}=a_{1 p} N_{p-1}+a_{2 p} N_{p-2}+\ldots+a_{n+1 p} N_{p-n-1} .
\end{gathered}
$$

The quotients $X$ and $N$ are always connected by the equation

$$
\left|\begin{array}{c}
X_{p 1}, X_{p-11}, X_{p-21} \ldots X_{p-n 1} \\
X_{p 2}, X_{p-12}, X_{p-22} \ldots X_{p-n 2} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
X_{p n}, X_{p-1 n}, X_{p-2 n} \ldots X_{p-n n} \\
N_{p}, N_{p-1}, N_{p-2} \ldots N_{p-n}
\end{array}\right|=(-1)^{n p} .
$$

The author also shews that the real roots of an equation of the $n^{\text {th }}$ order can be represented as periodic continued fractions of the $(n-1)^{\text {th }}$ class.

## CHAPTER XIV.

## APPLICATIONS TO GEOMETRY.

1. The axes being rectangular let the co-ordinates of the angular points of a triangle $A B C$ be $\left(x_{1}, y_{1}\right)\left(x_{2}, y_{2}\right)\left(x_{3}, y_{3}\right)$. Then if $\Delta$ is the area of the triangle it is plain from the figure that

$\Delta=\operatorname{trap} . B N-\operatorname{trap} . B L-\operatorname{trap} . C L$
$=\frac{1}{2}\left(y_{2}+y_{3}\right)\left(x_{2}-x_{3}\right)-\frac{1}{2}\left(y_{2}+y_{1}\right)\left(x_{2}-x_{1}\right)-\frac{1}{2}\left(y_{3}+y_{1}\right)\left(x_{1}-x_{3}\right)$,
or

$$
\begin{aligned}
2 \Delta= & y_{3} x_{2}-y_{2} x_{3}+x_{3} y_{1}-x_{1} y_{3}+x_{1} y_{2}-x_{2} y_{1} . \\
& =\left|\begin{array}{cc}
1, & 1, \\
x_{1}, & x_{2}, \\
x_{3} \\
y_{1}, & y_{2}, \\
y_{3}
\end{array}\right|=\left|\begin{array}{ll}
1, & x_{1}, y_{1} \\
1, & x_{2}, \\
1 & y_{2} \\
1, & x_{3}, \\
y_{3}
\end{array}\right| .
\end{aligned}
$$

If the axes were oblique this would have to be multiplied by the sine of the angle between the axes. Thus

$$
2 \Delta=\sin (X Y)\left|\begin{array}{ccc}
1, & 1, & 1 \\
x_{1}, & x_{2}, & x_{3} \\
y_{1}, & y_{2}, & y_{3}
\end{array}\right|,
$$

where $(X Y)$ is the angle between the axes. This form is however not often used, and unless the fact is specially mentioned the axes are supposed to be rectangular.

If we multiply the first row by $x_{1}$ and subtract it from the second, then the first row by $y_{1}$ and subtract it from the third, we get

$$
2 \Delta=\left|\begin{array}{ll}
x_{2}-x_{1}, & x_{3}-x_{1} \\
y_{2}-y_{1}, & y_{3}-y_{1}
\end{array}\right| .
$$

It must be noticed that the area of a triangle changes sign if we alter the cyclical order of the letters. Thus $A B C$ and $A C B$ are equal triangles, whose areas are opposite in sign ; $A B C$ and $B C A$ are equal in magnitude and agree in sign.
2. Let the co-ordinates of the angular points of a tetrahedron $A B C D$ be $\left(x_{1}, y_{1}, z_{1}\right) \ldots\left(x_{4}, y_{4}, z_{4}\right)$. Let $V$ be its volume.

Let $\Delta$ be the area of the triangle $B C D$, and let the equation of its plane be

$$
\left(x-x_{2}\right) \cos \alpha+\left(y-y_{2}\right) \cos \beta+\left(z-z_{2}\right) \cos \gamma=0 .
$$

The projection of the triangle $B C D$ on the plane of $x y$ is $\Delta \cos \gamma$, and the co-ordinates of its angular points are

$$
\left(x_{2}, y_{2}\right)\left(x_{3}, y_{3}\right)\left(x_{4}, y_{4}\right) ;
$$

thus, by Art. 1,

$$
2 \Delta \cos \dot{\gamma}=\left|\begin{array}{ll}
x_{3}-x_{2}, & x_{4}-x_{2} \\
y_{3}-y_{2}, & y_{4}-y_{2}
\end{array}\right|
$$

Similarly we get

$$
2 \Delta \cos \beta=\left|\begin{array}{l}
z_{3}-z_{2}, z_{4}-z_{2} \\
x_{3}-x_{2}, x_{4}-x_{2}
\end{array}\right|, \quad 2 \Delta \cos \alpha=\left|\begin{array}{l}
y_{3}-y_{2}, y_{4}-y_{2} \\
z_{3}-z_{2}, z_{4}-z_{2}
\end{array}\right| .
$$

If $p$ is the perpendicular from $A$ on the plane $B C D$,

$$
-p=\left(x_{1}-x_{2}\right) \cos \alpha+\left(y_{1}-y_{2}\right) \cos \beta+\left(z_{1}-z_{2}\right) \cos \gamma .
$$

Hence

$$
\begin{aligned}
& -6 V=-2 \Delta p \\
& =\left(x_{1}-x_{2}\right)\left|\begin{array}{l}
y_{3}-y_{2}, y_{4}-y_{2} \\
z_{3}-z_{2}, z_{4}-z_{2}
\end{array}\right|+\left(y_{1}-y_{2}\right)\left|\begin{array}{l}
z_{3}-z_{2}, z_{4}-z_{2} \\
x_{3}-x_{2}, \\
x_{4}-x_{2}
\end{array}\right| \\
& +\left(\begin{array}{ll}
\left.z_{1}-z_{2}\right)
\end{array}\left|\begin{array}{l}
x_{3}-x_{2}, x_{4}-x_{2} \\
y_{3}-y_{2}, y_{4}-y_{2}
\end{array}\right|\right.
\end{aligned}
$$

$$
=\left|\begin{array}{llc}
x_{1}-x_{2}, & x_{3}-x_{2}, & x_{4}-x_{2} \\
y_{1}-y_{2}, & y_{3}-y_{2}, & y_{4}-y_{2} \\
z_{1}-z_{2}, & z_{3}-z_{2}, & z_{4}-z_{2}
\end{array}\right|=-\left|\begin{array}{ccc}
1, & 1, & 1, \\
x_{1}-x_{2}, & 0, & x_{3}-x_{2}, \\
x_{4}-x_{2} \\
y_{1}-y_{2}, & 0, & y_{3}-y_{2}, \\
z_{1}-y_{2}-y_{2} & 0, & z_{3}-z_{2}, \\
z_{4}-z_{2}
\end{array}\right| .
$$

Or if in this last determinant we multiply the first row by $x_{2}, y_{2}, z_{2}$ and add it to the second, third and fourth rows respectively,

$$
6 V=\left|\begin{array}{cccc}
1, & 1, & 1, & 1 \\
x_{1}, & x_{2}, & x_{3}, & x_{4} \\
y_{1}, & y_{2}, & y_{3}, & y_{4} \\
z_{1}, & z_{2}, & z_{3}, & z_{4}
\end{array}\right| .
$$

3. If the tetrahedron be referred to oblique axes through the same origin, and if the cosines of the angles these make with the rectangular axes be given by the scheme

$$
\begin{array}{r|rrr} 
& \begin{array}{ccc}
X & Y & Z \\
x & l_{1} & l_{2}
\end{array} l_{3} \\
y & m_{1} & m_{2} & m_{3} \\
z & n_{1} & n_{2} & n_{3} \\
x=X l_{1}+Y l_{2}+Z l_{3},
\end{array}, \& c .
$$

Whence

$$
\left|\begin{array}{cccc}
1, & 1, & 1, & 1 \\
x_{1}, & x_{2}, & x_{3}, & x_{4} \\
y_{1}, & y_{2}, & y_{3}, & y_{4} \\
z_{1}, & z_{2}, & z_{3}, & z_{4}
\end{array}\right|=\left|\begin{array}{cccc}
1, & 1, & 1, & 1 \\
X_{1}, & X_{2}, & X_{3}, & X_{4} \\
Y_{1}, & Y_{2}, & Y_{3}, & Y_{4} \\
Z_{1}, & Z_{2}, & Z_{3}, & Z_{4}
\end{array}\right|\left|\begin{array}{cccc}
1, & 0, & 0, & 0 \\
0, & l_{1}, & m_{1}, & n_{1} \\
0, & l_{2}, & m_{2}, & n_{2} \\
0, & l_{3}, & m_{3}, & n_{3}
\end{array}\right| .
$$

Now let

$$
D=\left|\begin{array}{lll}
l_{1}, & m_{1}, & n_{1} \\
l_{2}, & m_{2}, & n_{2} \\
l_{3}, & m_{3}, & n_{3}
\end{array}\right| .
$$

Then remembering that

$$
\begin{gathered}
l_{1}^{2}+m_{1}^{2}+n_{1}^{2}=1 \\
l_{1} l_{2}+m_{1} m_{2}+n_{1} n_{2}=\cos X Y, \& c
\end{gathered}
$$

we have

$$
\dot{D}^{2}=\left|\begin{array}{ccc}
1, & \cos X Y, & \cos X Z \\
\cos Y X, & 1, & \cos Y Z \\
\cos Z X, & \cos Z Y, & 1
\end{array}\right| .
$$

This determinant is usually called the square of the sine of the solid angle, contained by the oblique axes in analogy with the determinant

$$
\sin ^{2} X Y=\left|\begin{array}{cc}
1, & \cos X Y \\
\cos Y X, & 1
\end{array}\right|
$$

in a plane. Thus

$$
D^{2}=\sin ^{2}(X Y Z)
$$

And in oblique co-ordinates

$$
6 V=\left|\begin{array}{cccc}
1, & 1, & 1, & 1 \\
X_{1}, & X_{2}, & X_{3}, & X_{4} \\
Y_{1}, & Y_{2}, & Y_{3}, & Y_{4} \\
Z_{1}, & Z_{2}, & Z_{3}, & Z_{4}
\end{array}\right| \sin (X Y Z)
$$

4. From the determinant expressions in Arts. 1 and 2 we can at once write down a number of geometrical relations.

If the distances $x$ be measured along a straight line from a fixed point, we see that

$$
\left|\begin{array}{ll}
1, & x_{i} \\
1, & x_{k}
\end{array}\right|=\left(x_{l}-x_{i}\right)=(k i)
$$

is the distance between the two points marked $k$ and $i$. The determinant

$$
\left|\begin{array}{llll}
1, & x_{1}, & 1, & x_{1} \\
1, & x_{2}, & 1, & x_{2} \\
1, & x_{3}, & 1, & x_{3} \\
1, & x_{4}, & 1, & x_{4}
\end{array}\right|
$$

vanishes identically, because it has several columns alike. Expanding it by III. 6 according to products of minors from the first two and last two columns, we get

$$
(12)(34)+(13)(42)+(14)(23)=0 .
$$

Or, if we call the points $A, B, C, D$, this is the well-known relation between the segments formed by four collinear points

$$
A B \cdot O D+A C \cdot D B+A D \cdot B C=0
$$

If we expand the vanishing determinant

$$
\left|1, x_{i}, y_{i}, 1, x_{i}, y_{i}\right| \quad(i=1,2 \ldots 6)
$$

according to minors from the first three and last three columns, we get no geometrical relation, the terms cancelling each other in pairs.

But if we expand the determinant

$$
\left|1, x_{i}, y_{i}, z_{i}, 1, x_{i}, y_{i}, z_{i}\right|=0 \quad(i=1,2 \ldots 8)
$$

according to the products of minors from the first and last four columns we get an identical relation of thirty-five terms between the volumes of the tetrahedra, formed by eight points.
5. Again, for five points

$$
\left|\begin{array}{ccccc}
1, & 1, & 1, & 1, & 1 \\
1, & 1, & 1, & 1, & 1 \\
x_{1}, & x_{2}, & x_{3}, & x_{4}, & x_{5} \\
y_{1}, & y_{2}, & y_{3}, & y_{4}, & y_{5} \\
z_{1}, & z_{2}, & z_{3}, & z_{4}, & z_{5}
\end{array}\right|=0 .
$$

If $v_{1}=$ volume of tetrahedron (2345) and we expand the determinant according to the elements of the first row, by iII. 10 , we get

$$
v_{1}+v_{2}+v_{3}+v_{4}+v_{5}=0 .
$$

6. By the theorem v. 4,

$$
\begin{aligned}
& \left|\begin{array}{ccc}
1, & 1, & 1 \\
x_{1}, & x_{2}, & y_{3} \\
y_{1}, & y_{2}, & y_{3}
\end{array}\right|\left|\begin{array}{lll}
1, & 1, & 1 \\
\xi_{1}, & \xi_{2}, & \xi_{3} \\
\eta_{1}, & \eta_{2}, & \eta_{3}
\end{array}\right|=\left|\begin{array}{ccc}
1, & 1, & 1 \\
x_{1}, & \xi_{1}, & \xi_{2} \\
y_{1}, & \eta_{1}, & \eta_{2}
\end{array}\right|\left|\begin{array}{ccc}
1, & 1, & 1 \\
\xi_{3}, & x_{2}, & x_{3} \\
\eta_{3}, & y_{2}, & y_{3}
\end{array}\right| \\
& \cdot \quad+\left|\begin{array}{ccc}
1, & 1, & 1 \\
x_{1}, & \xi_{2}, & \xi_{3} \\
y_{1}, & \eta_{2}, & \eta_{3}
\end{array}\right|\left|\begin{array}{ccc}
1, & 1, & 1 \\
\xi_{1}, & x_{2}, & x_{3} \\
\eta_{1}, & y_{2}, & y_{3}
\end{array}\right|+\left|\begin{array}{ccc}
1, & 1, & 1 \\
x_{1}, & \xi_{3}, & \xi_{1} \\
y_{1}, & \eta_{3}, & \eta_{1}
\end{array}\right|\left|\begin{array}{ccc}
1, & 1 & 1 \\
\xi_{2}, & x_{2}, & x_{3} \\
\eta_{2}, & y_{2}, & y_{3}
\end{array}\right| .
\end{aligned}
$$

Or if the two sets of three points be called $A B C, D E F$, $A B C \times D E F=A D E \times F B C+A E F \times D B C+A F D \times B C E$ is a relation between triangles.

The product of the two determinants

$$
\left|\begin{array}{lll}
1, & 1, & 1, \\
x_{1}, & x_{2}, & x_{3}, \\
x_{4} \\
y_{1}, & y_{2}, & y_{3}, \\
z_{1}, & y_{2} \\
z_{2}, & z_{3}, & z_{4}
\end{array}\right| \quad\left|\begin{array}{lll}
1, & 1, & 1, \\
\xi_{1}, \xi_{2}, & \xi_{3}, \xi_{4} \\
\eta_{1}, & \eta_{2}, & \eta_{3}, \eta_{4} \\
\zeta_{1}, \zeta_{2}, \zeta_{3}, \zeta_{4}
\end{array}\right|
$$

can be represented either as a sum of four terms

$$
\left|\begin{array}{llll}
1, & 1, & 1, & 1 \\
x_{1}, & x_{2}, & x_{3}, & \xi_{1} \\
y_{1}, & y_{2}, & y_{3}, & \eta_{1} \\
z_{1}, & z_{2}, & z_{3}, & \zeta_{1}
\end{array}\right|\left|\begin{array}{lll}
1, & 1, & 1, \\
\xi_{2}, & \xi_{3}, & \xi_{4}, \\
x_{4} \\
\eta_{2}, & \eta_{3}, & \eta_{4}, \\
\zeta_{2}, & \zeta_{3}, & \zeta_{4}, \\
z_{4}
\end{array}\right|+\ldots,
$$

or as the sum of six terms

$$
\left|\begin{array}{ccc}
1, & 1, & 1, \\
x_{1}, & 1 & 1 \\
x_{2} & \xi_{1}, & \xi_{2} \\
y_{1}, & y_{2}, & \eta_{1}, \\
z_{1}, & z_{2}, & \zeta_{1}, \\
\zeta_{2}
\end{array}\right|\left|\begin{array}{llll}
1, & 1, & 1, & 1 \\
\xi_{3}, & \xi_{4} & x_{3}, & x_{4} \\
\eta_{3}, & \eta_{4} & y_{3}, & y_{4} \\
\zeta_{3}, & \zeta_{4}, & z_{3}, & z_{4}
\end{array}\right|+\ldots
$$

Or calling the two sets of points $A B C D, E F G H$, we have the identical relations between the volumes of tetrahedra:

$$
\begin{aligned}
A B C D \times E F G H & =A B C E \times F G H D-A B C F \times G H E D \\
& +A B C G \times H E F D-A B C H \times F G E D \\
A B C D \times E F G H & =A B E F \times G H C D+A B G H \times E F C D \\
& +A B E G \times H F C D+A B H F \times E G C D \\
& +A B E H \times F G C D+A B F G \times E H C D .
\end{aligned}
$$

Application of Alternate Numbers in Geometry.
7. In applying alternate numbers to geometry, a number stands for a point in a flat space whose dimensions are one less than the number of units.

To begin with a plane, the units $e_{1}, e_{2}, e_{3}$ stand for the vertices of a fundamental triangle $A B C$. Any other number

$$
P=x e_{1}+y e_{2}+z e_{3}
$$

stands for some point in the plane of the triangle. It is generally convenient to assume that

$$
x+y+z=1
$$

so that $x, y, z$ may be taken to mean the ratios of the triangles $P B C, P C A, P A B$ to the triangle $A B C$, though this is not necessary.

If $P$ and $Q$ are two points, then

$$
\frac{m P+n Q}{m+n}
$$

is a point in the line $P Q$, dividing $P Q$ in the ratio $m: n$. Thus $\frac{1}{2}(P+Q)$ is the middle point, and $P-Q$ the point at infinity of $P Q$.

Similar definitions hold for a space of three dimensions. Four points $A B C D$ being taken and represented by the units $e_{1}, e_{2}, e_{3}, e_{4}$ any other point in the space is represented by

$$
P=x e_{1}+y e_{2}+z e_{3}+w e_{4},
$$

where if we choose we may write

$$
x+y+z+w=1
$$

$x$ being the ratio of the tetrahedron $P B C D$ to $A B C D$.
And-so on for a space of any number of dimensions.
Then a binary product $e_{r} e_{s}$ is a unit length measured on the line joining the points $e_{r}, e_{s}$ or the distance between the points $e_{r}, e_{s}$.

A ternary product $e_{r} e_{s} e_{t}$ is a unit area measured on the plane of the points $e_{r}, e_{s}, e_{t}$, or the area of the triangle formed by the points $e_{r}, e_{s}, e_{t}$. And so on.

In a space of two dimensions the product of three points is the area of the triangle they form referred to the fundamental triangle.

Now if

$$
\begin{aligned}
P & =x_{1} e_{1}+y_{1} e_{2}+z_{1} e_{3} \\
Q & =x_{2} e_{1}+\ldots \\
R & =x_{3} e_{1}+\ldots \\
P Q R & =\left|\begin{array}{lll}
x_{1}, & y_{1}, & z_{1} \\
x_{2}, & y_{2}, & z_{2} \\
x_{3}, & y_{3}, & z_{3}
\end{array}\right| e_{1} e_{2} e_{3}
\end{aligned}
$$

And $e_{1} e_{2} e_{3}=A B C=\Delta$, the area of the fundamental triangle, so that in areal co-ordinates

$$
P Q R=\left|\begin{array}{lll}
x_{1}, & y_{1}, & z_{1} \\
x_{2}, & y_{2}, & z_{2} \\
x_{3}, & y_{3}, & z_{3}
\end{array}\right| \Delta .
$$

Similarly in a flat space of three dimensions if

$$
e_{1} e_{2} e_{3} e_{4}=V
$$

is the volume of the fundamental tetrahedron, the volume of the tetrahedron formed by four points is

$$
P Q R S=\left|\begin{array}{llll}
x_{1}, & y_{1}, & z_{1}, & w_{1} \\
x_{2}, & y_{2}, & z_{2}, & w_{2} \\
x_{3}, & y_{3} & z_{3}, & w_{3} \\
x_{4}, & y_{4} & z_{4}, & w_{4}
\end{array}\right| \nabla .
$$

Similar definitions may be stated with reference to flat spaces of more than three dimensions.

The assumption which has been made throughout the present work, that the product of all the units of a system is unity, receives here its justification and explanation. For, geometrically speaking, the product of the units is the measure of the fundamental figure of the space considered, which is our unit of measure. In a plane, for example, it is the area of the triangle of reference, in ordinary space of three dimensions the volume of the tetrahedron of reference. It is no part of the plan of the oresent treatise to develop the geometrical applications of alterlate numbers; for these we must refer to the memoirs and works of Grassmann and Schlegel.

Angles between straight lines. Solid angles. Spherical figures.
8. With rectangular axes let

$$
\begin{array}{ll}
l_{1}, m_{1}, n_{1} & \lambda_{1}, \mu_{1}, \nu_{1} \\
l_{2}, m_{2}, n_{2} & \lambda_{2}, \mu_{2}, \nu_{2}
\end{array}
$$

be the direction cosines of two sets of straight lines, then if

$$
\cos (i k)=l_{i} \lambda_{k}+m_{i} \mu_{k}+n_{i} \nu_{k}
$$

is the cosine of the angle between the $i^{\text {th }}$ line of the first and $k^{\text {th }}$ of the second system; if we compound the two arrays, we get the determinant

$$
|\cos (i k)| .
$$

Hence by Iv. 2, if there are two sets of four straight lines we get

$$
\left|\begin{array}{c}
\cos (11) \ldots \cos (14) \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \\
\cos (41) \ldots \cos (44)
\end{array}\right|=0 \ldots \ldots \ldots \ldots
$$

If there are two sets of three straight lines $a, b, c ; f, g, h$,

$$
\begin{align*}
\left|\begin{array}{c}
\cos a f, \cos a g, \cos a h \\
\cos b f, \cos b g, \cos b h \\
\cos c f, \cos c g, \cos c h
\end{array}\right| & =\left|\begin{array}{l}
l_{1}, m_{1}, n_{1} \\
l_{2}, m_{2}, n_{2} \\
l_{3}, m_{3}, n_{3}
\end{array}\right|\left|\begin{array}{l}
\lambda_{1}, \mu_{1}, \nu_{1} \\
\lambda_{2}, \\
\lambda_{2}, \\
\lambda_{3}, \mu_{3}, \nu_{3}
\end{array}\right| \\
& =\sin (a b c) \sin (f g h) \ldots \ldots \ldots . \tag{ii}
\end{align*}
$$

If there are only two straight lines in each set

$$
\left|\begin{array}{c}
\cos (11), \cos (12) \\
\cos (21), \cos (22)
\end{array}\right|=\left|\begin{array}{l}
l_{1}, m_{1} \\
l_{2}, m_{2}
\end{array}\right|\left|\begin{array}{l}
\lambda_{1}, \mu_{1} \\
\lambda_{2}, \mu_{2}
\end{array}\right|+\ldots
$$

Now if $n, \nu$ be the directions of the shortest distances between the lines of each pair, $\theta, \phi$, the angles between the pairs

$$
\begin{gathered}
\left|\begin{array}{l}
l_{1}, m_{1} \\
l_{2}, m_{2}
\end{array}\right|=\sin \theta \cos (n z), \& c . \\
\therefore\left|\begin{array}{l}
\cos (11), \cos (12) \\
\cos (21), \cos (22)
\end{array}\right|=\sin \theta \sin \phi \cos (n \nu) \ldots \ldots \text { (iii). }
\end{gathered}
$$

9. If in the relation (i) of Art. 8 the two sets of straight lines coincide with ore set of straight lines $a, b, c, d$, we have

$$
\left|\begin{array}{cccc}
1 & \cos (a b), & \cos (a c), & \cos (a d) \\
\cos (b a), & 1, & \cos (b c), & \cos (b d) \\
\cos (c a), & \cos (c b), & 1, & \cos (c d) \\
\cos (d a), & \cos (d b), & \cos (d c), & 1
\end{array}\right|=0 .
$$

This is the identical relation between the mutual inclination of four straight lines in space; or also the relation between the sides and diagonals of a spherical quadrilateral.

If we write $-\cos (A B)$ for $\cos (a b)$, or what comes to the same thing change the signs of the elements in the leading diagonal, it becomes the identical relation between the cosines of the dihedral angles of a tetrahedron formed by four planes $A, B, C, D$ perpendicular to the lines $a, b, c, d$.
10. If the two straight lines marked 1 coincide with two straight lines $u, v$; while those marked $2,3,4$ coincide with a set of oblique axes $x, y, z$,

$$
\left|\begin{array}{ccc}
\cos u v, & \cos u x, & \cos u y, \\
\cos x v, & \cos u z \\
\cos y v, & \cos y x, & \cos x y, \\
\cos z v, & \cos x z \\
\cos z x, & \cos z y, & 1
\end{array}\right|=0,
$$

which gives the cosine of the angle between two straight lines $u, v$, referred to a set of oblique axes $x, y, z$ in terms of their direction cosines.
11. As another example of the use of the same formula, let $A B C, A^{\prime} B^{\prime} C^{\prime}$ be two spherical triangles, $O, O^{\prime}$ the centres of the small circles circumscribing them. For our two sets of straight lines take the lines joining the centre to $O^{\prime} A B C, O A^{\prime} B^{\prime} C^{\prime}$. Then if $O O^{\prime}=\phi$, and $R, R^{\prime}$ are the radii of the circumscribing circles, we get

$$
\left|\begin{array}{cccc}
\cos \phi, & \cos R^{\prime}, & \cos R^{\prime}, & \cos R^{\prime} \\
\cos R, & \cos \left(A A^{\prime}\right), & \cos \left(A B^{\prime}\right), & \cos \left(A C^{\prime}\right) \\
\cos R, & \cos \left(B A^{\prime}\right), & \cos \left(B B^{\prime}\right), & \cos \left(B C^{\prime}\right) \\
\cos R, & \cos \left(C A^{\prime}\right), & \cos \left(C B^{\prime}\right), & \cos \left(C C^{\prime}\right)
\end{array}\right|=0 .
$$

We can write this
$\cos \phi \sin (A B C) \sin \left(A^{\prime} B^{\prime} C^{\prime}\right)=-\cos R \cos R^{\prime}\left|\begin{array}{lccc}0, & 1 & \ldots & 1 \\ 1, \cos A A^{\prime} \ldots \cos \left(A C^{\prime}\right) \\ \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\ 1, \cos \left(C A^{\prime}\right) \ldots \cos \left(C C^{\prime}\right)\end{array}\right|$

If the angle at which the small circles cut is $\psi$ $\cos \phi=\cos R \cos R^{\prime}-\sin R \sin R^{\prime} \cos \psi ;$
and the above formula can be written $\left(1-\tan R \tan R^{\prime} \cos \psi\right) \sin (A B C) \sin \left(A^{\prime} B^{\prime} C^{\prime}\right)=$

$$
-\left|\begin{array}{cccc}
0, & 1 & \ldots & 1 \\
1, & \cos \left(A A^{\prime}\right) & \ldots & \cos \left(A C^{\prime}\right) \\
\ldots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
1, & \cos \left(C A^{\prime}\right) & \ldots & \cos \left(C C^{\prime}\right)
\end{array}\right| .
$$

If the two systems coincide $\psi=\pi$, and we get

$$
\left|\begin{array}{cccc}
\sec ^{2} R, & 1, & 1, & \cdot 1 \\
1, & 1, & \cos c, & \cos b \\
1, & \cos c, & 1, & \cos a \\
1, & \cos b, & \cos a, & 1
\end{array}\right|=0
$$

$a, b, c$ being the sides of the spherical triangle.
12. Similar relations can be developed in the same way for a plane.

In a plane we can shew that for two sets of three straight lines
and then deduce

$$
\left|\begin{array}{cc}
1, & \cos C, \\
\cos B \\
\cos C, & 1, \\
\cos B, & \cos A \\
\cos A, & 1
\end{array}\right|=0, \quad\left|\begin{array}{ccc}
\cos (x y), & \cos (x a), & \cos (x b) \\
\cos (a y), & 1, & \cos (a b) \\
\cos (b y), & \cos (b a), & 1
\end{array}\right|=0,
$$

similar to the equations of 9 and 10 .
13. Next, let us compound two arrays

$$
\begin{array}{ll}
1, l_{1}, m_{1}, n_{1} & 1,-\lambda_{1},-\mu_{1},-\nu_{1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
1, l_{p}, m_{p}, n_{p} & \ldots \ldots \ldots \ldots \ldots
\end{array}
$$

We get the determinant

$$
|1-\cos (i k)|=\left|2 \sin ^{2} \frac{1}{2}(i k)\right| .
$$

Hence, by Iv. 2, for two sets of five straight lines

$$
\left|\begin{array}{l}
\sin ^{2} \frac{1}{2}(11) \ldots \sin ^{2} \frac{1}{2}(15)  \tag{i}\\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\sin ^{2} \frac{1}{2}(51) \ldots \sin ^{2} \frac{1}{2}(55)
\end{array}\right|=0
$$

For two sets of four straight lines $a, b, c, d ; a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}$, $16\left|\begin{array}{c}\sin ^{2} \frac{1}{2}\left(a a^{\prime}\right) \ldots \sin ^{2} \frac{1}{2}\left(a d^{\prime}\right) \\ \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\ \sin ^{2} \frac{1}{2}\left(d a^{\prime}\right) \ldots \sin ^{2} \frac{1}{2}\left(d d^{\prime}\right)\end{array}\right| \begin{array}{r}\left|1, l_{i}, m_{i}, n_{i}\right| \times\left|1, \lambda_{i}, \mu_{i}, \nu_{i}\right| \\ (i=1,2,3,4) \ldots \ldots \ldots \ldots .(i i) .\end{array}$

Expanding the determinants on the right according to the elements of their first column, our determinant

$$
\begin{aligned}
=\{\sin (b c d)+ & \sin (c a d)+\sin (a b d)-\sin (a b c)\} \\
& \times\left\{\sin \left(b^{\prime} c^{\prime} d^{\prime}\right)+\sin \left(c^{\prime} a^{\prime} d^{\prime}\right)+\sin \cdot\left(a^{\prime} b^{\prime} d^{\prime}\right)-\sin \left(a^{\prime} b^{\prime} c^{\prime}\right)\right\} .
\end{aligned}
$$

For two sets of three straight lines, our determinant is
or

$$
\left|\begin{array}{ccc}
1, & 0 & \ldots \\
1, & 0 \\
1, & 1-\cos (11) & \ldots \\
1, & 1 & -\cos (13) \\
1, & 1-\cos (31) & \ldots \\
1 & 1 & 1-\cos (33)
\end{array}\right|=\left|\begin{array}{cccc}
1, & -1, & \ldots & -1 \\
1, & -\cos (11) & \ldots & -\cos (13) \\
1, & \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
1, & -\cos (31) & \ldots & -\cos (33)
\end{array}\right| .
$$

This is equal to the sum of the products of determinants of the third order taken from the two arrays. Omitting the term

$$
\left|\begin{array}{cc}
l_{1}, m_{1}, n_{1} \\
l_{2}, m_{2}, & n_{2} \\
l_{3}, m_{3}, & n_{3}
\end{array}\right|\left|\begin{array}{l}
-\lambda_{1},-\mu_{1},-\nu_{1} \\
-\lambda_{2}, \\
-\mu_{2}, \\
-\lambda_{3}, \\
-\mu_{3}, \\
-\nu_{3}
\end{array}\right|=\left|\begin{array}{c}
-\cos (11) \ldots-\cos (13) \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \\
-\cos (31) \ldots-\cos (33)
\end{array}\right|,
$$

we get
$\left|\begin{array}{cccc}0, & 1 & \ldots & 1 \\ 1, \cos (11) & \ldots & \cos (13) \\ \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\ 1, \cos (31) & \ldots & \cos (33)\end{array}\right|=|1, l, m||1, \lambda, \mu|+|1, l, n||1, \lambda, \nu|$
If the straight lines be called $a, b, c ; a^{\prime}, b^{\prime}, c^{\prime}$, and $N_{1}, N_{2}, N_{3}$
are the directions of the shortest distances between $b c, c a, a b$, we have

$$
\begin{aligned}
& |1, l, m|=\sin (\dot{b} c) \cos \left(N_{1} z\right)+\sin (c a) \cos \left(N_{2} z\right)+\sin (a b) \cos \left(N_{3} z\right) \\
& |1, \lambda, \mu|=\sin \left(b^{\prime} c^{\prime}\right) \cos \left(N_{1}^{\prime} z\right)+\sin \left(c^{\prime} a^{\prime}\right) \cos \left(N_{2}^{\prime} z\right)+\sin \left(a^{\prime} b^{\prime}\right) \cos \left(N_{3}^{\prime} z\right)
\end{aligned}
$$

and similarly for the other determinants. In particular, if abc lie in one plane, and $a^{\prime} b^{\prime} c^{\prime}$ in another, the normals to the two planes being $N, N^{\prime}$, the value of the determinant is
$\{\sin (b c)+\sin (c \dot{a})+\sin (a b)\}\left\{\sin \left(b^{\prime} c^{\prime}\right)+\sin \left(c^{\prime} a^{\prime}\right)+\sin \left(a^{\prime} b^{\prime}\right)\right\} \cos \left(N N^{\prime}\right)$, viz. this

$$
=-\left|\begin{array}{cccc}
0, & 1 & \ldots & 1  \tag{iii}\\
1, \cos \left(a a^{\prime}\right) & \ldots & \cos \left(a c^{\prime}\right) \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
1, \cos \left(c a^{\prime}\right) & \ldots & \cos \left(c c^{\prime}\right)
\end{array}\right|
$$

For two sets of two straight lines we deduce in the same way, if $R, r$ are the directions of the external bisectors between them,

$$
\left|\begin{array}{lcc}
0, & 1, & 1 \\
1, \cos (11), \cos (12) \\
1, \cos (21), & \cos (22)
\end{array}\right|=-4 \sin \frac{a b}{2} \sin \frac{a^{\prime} b^{\prime}}{2} \cdot \cos (R r) .
$$

14. If we compound the arrays

$$
\begin{array}{cc}
l_{1}, m_{1}, n_{1}, 1,0 & \lambda_{1}, \mu_{1}, \nu_{1}, 0,1 \\
\ldots \ldots \ldots \ldots . . . & \ldots \ldots \ldots \ldots \ldots \\
l_{i}, m_{i}, n_{i}, 1,0 & \lambda_{i}, \mu_{i}, \nu_{i}, 0,1 \\
0,0,0,0,1 & 0,0,0,1,0
\end{array}
$$

we get the determinant

$$
\left|\begin{array}{ccc}
\cos (11) & \ldots & \cos (1 i), 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots \\
\cos (i 1) & \ldots & \cos (i i), 1 \\
1 & \ldots & \cdot 1, \\
\hline
\end{array}\right|
$$

Hence for two sets of five straight lines

$$
\left|\begin{array}{ccc}
\cos (11) & \ldots & \cos (15), 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\cos (51) & \ldots & \cos (55), 1 \\
1 & \ldots & 1
\end{array}\right|=0 .
$$

For two sets of four lines

$$
\left|\begin{array}{ccc}
\cos (11) & \ldots & \cos (14), 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\cos (41) & \ldots & \cos (44), 1 \\
1 & \ldots & 1,
\end{array}\right|=-|1, l, m, n||1, \mu, \lambda, \nu|,
$$

and so on.
But these are not new theorems. In the first for example, if we expand by III. 24, according to products of elements in the last row and column, each term vanishes by Art. 8.

## On Systems of Straight lines.

15. If

$$
\frac{x-p}{\cos \alpha}=\frac{y-q}{\cos \beta}=\frac{z-r}{\cos \gamma}
$$

be the equations of a straight line, then

$$
f=\left|\begin{array}{cc}
a=\cos \alpha, & b=\cos \beta,
\end{array} c \begin{array}{c}
q \\
\cos \beta, \\
\cos \gamma
\end{array}\right|, \quad g=\left|\begin{array}{cc}
r & p \\
\cos \gamma, & \cos \alpha
\end{array}\right|, \quad h=\left|\begin{array}{cc}
p & q \\
\cos \alpha, & \cos \beta
\end{array}\right|
$$

are called the co-ordinates of the line. It is plain that

$$
a f+b g+c h=0 .
$$

16. If the constants belonging to two straight lines be denoted by the suffixes 1 and 2, the equation of a plane through the second line, parallel to the first, is

$$
\left|\begin{array}{cc}
x-p_{2}, & y-q_{2}, z-r_{2} \\
\cos \alpha_{1}, & \cos \beta_{1}, \\
\cos \gamma_{1} \\
\cos \alpha_{2}, & \cos \beta_{2}, \\
\cos \gamma_{2}
\end{array}\right|=0 .
$$

If $d$ be the shortest distance between the two straight lines, and $\theta$ the angle between them, it follows that

$$
\begin{aligned}
d \sin \theta & =\left|\begin{array}{ccc}
p_{1}-p_{2}, & q_{1}-q_{2}, & r_{1}-r_{2} \\
\cos \alpha_{1}, & \cos \beta_{1}, & \cos \gamma_{1} \\
\cos \alpha_{2}, & \cos \beta_{2}, & \cos \gamma_{2}
\end{array}\right| \\
& =\left|\begin{array}{ccc}
p_{1}, & q_{1}, & r_{1} \\
\cos \alpha_{1}, & \cos \beta_{1}, & \cos \gamma_{1} \\
\cos \alpha_{2}, & \cos \beta_{2}, & \cos \gamma_{2}
\end{array}\right|+\left|\begin{array}{ccc}
p_{2}, & q_{2}, & r_{2} \\
\cos \alpha_{2}, & \cos \beta_{2}, & \cos \gamma_{2} \\
\cos \alpha_{1}, & \cos \beta_{1}, & \cos \gamma_{1}
\end{array}\right| \\
& =a_{2} f_{1}+b_{2} g_{1}+c_{2} h_{1}+a_{1} f_{2}+b_{1} g_{2}+c_{1} h_{2} .
\end{aligned}
$$

S. D.

If the expression on the right vanishes, then either $d=0$, i.e. the two straight lines intersect, or $\sin \theta=0$ when they are parallel, and hence also meet. It is convenient to have a name for the expression on the right. If a unit force acted in one of the lines its moment about the other would be $d \sin \theta$, i.e. in terms of the co-ordinates of the lines

$$
a_{1} f_{z}+b_{1} g_{2}+c_{1} h_{2}+a_{2} f_{1}+b_{2} g_{1}+c_{2} h_{1}
$$

Hence we shall call this the moment of the two straight lines. If two straight lines meet their moment vanishes.
17. Let us take two systems of straight lines whose coordinates are

$$
\begin{array}{ll}
a_{1}, b_{1}, c_{1}, f_{1}, g_{1}, h_{1} & f_{1}^{\prime}, g_{1}^{\prime}, h_{1}^{\prime}, a_{1}^{\prime}, b_{1}^{\prime}, c_{1}^{\prime} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots . & \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{i}, b_{i}, c_{i}, f_{i}, g_{i}, h_{i} & f_{i}^{\prime}, g_{i}^{\prime}, h_{i}^{\prime}, a_{i}^{\prime}, b_{i}^{\prime}, c_{i}^{\prime}
\end{array}
$$

Then if $m_{r s}$ denotes the moment of the line $r$ of the first and $s$ of the second system, by compounding the two arrays we get the determinant

$$
\left|m_{i k}\right|
$$

Hence for two sets of seven straight lines

$$
\left|\begin{array}{ccc}
m_{11} & \ldots & m_{17} \\
\ldots & \ldots & \ldots \\
m_{r 1} & \ldots & m_{r 7}
\end{array}\right|=0,
$$

an identical relation between the mutual moments of two sets of seven straight lines. If the two systems coincide

$$
\left|\begin{array}{cccc}
0, & m_{12} & \ldots & m_{17} \\
m_{21}, & 0 & \ldots & m_{27} \\
\ldots \ldots \ldots \ldots & \ldots & \ldots \\
m_{71}, & m_{72} & \ldots & 0
\end{array}\right|=0
$$

For two sets of six straight lines

$$
\left|\begin{array}{l}
m_{11} \ldots m_{16} \\
\ldots \ldots \ldots \ldots \\
m_{61} \ldots m_{65}
\end{array}\right|=\left|a_{i}, b_{i}, c_{i}, f_{i}, g_{i}, h_{i}\right| \quad \times\left|f_{i}^{\prime}, g_{i}^{\prime}, h_{i}^{\prime}, a_{i}^{\prime}, b_{i}^{\prime}, c_{i}^{\prime}\right| \quad \quad(i=1,2 \ldots 6) .
$$

If one of the sets of six straight lines-say the first-is met by a common transversal whose co-ordinates are $a, b, c, f, g$, $h$, we have for each of the straight lines of that system

$$
a f_{i}+b g_{i}+c h_{i}+f a_{i}+g b_{i}+h c_{i}=0
$$

Thus the first of the determinants on the right vanishes, and

$$
\left|\begin{array}{l}
m_{11} \ldots m_{16} \\
\ldots \ldots \ldots . . \\
m_{61} \ldots m_{66}
\end{array}\right|=0
$$

is the relation between the mutual moments of the two sets of six straight lines, one set of which is met by a common transversal.

If the two sets coincide we get the identity for a system of six lines met by a common transversal.
18. If the moments of a system of forces about one set of seven lines be $m_{1}, m_{2} \ldots m_{7}$, and about a second set $n_{1}, n_{2} \ldots n_{7}$, we can establish an identity among the moments involved.

For if any force $P$ of the system act in a line whose co-ordinates are $a, b, c, f, g$, $h$, we have

$$
\begin{aligned}
m_{1} & =\Sigma P\left\{a f_{1}+b g_{1}+c h_{1}+f a_{1}+g b_{1}+h c_{1}\right\} \\
& =f_{1} \Sigma P a+g_{1} \Sigma P b+h_{1} \Sigma P c+a_{1} \Sigma P f+b_{1} \Sigma P g+c_{1} \Sigma P h,
\end{aligned}
$$

and six other equations for $m_{2} \ldots m_{7}$. Hence eliminating

$$
\Sigma P a, \Sigma P b \ldots \Sigma P h
$$

we get

$$
\left|\begin{array}{l}
m_{1}, a_{1}, b_{1}, c_{1}, f_{1}, g_{1}, h_{1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
m_{7}, a_{7}, b_{7}, c_{7}, f_{7}, g_{7}, h_{7}
\end{array}\right|=0,
$$

and a similar equation for the other system. Hence each of the determinants
vanishes. Forming their product we get

$$
\left|\begin{array}{cccc}
m_{11} & \ldots & m_{17}, & n_{1} \\
\ldots & \ldots & \ldots & \ldots \\
m_{71} & \ldots & m_{77}, & n_{7} \\
m_{1} & \ldots & m_{7}, & 0
\end{array}\right|=0 .
$$

## Tetrahedra and Triangles.

19. Let there be two systems of points in space whose coordinates referred to rectangular axes are $\left(x_{i}, y_{i}, z_{i}\right),\left(\xi_{i}, \eta_{i}, \zeta_{i}\right)$. Let us compound the two arrays

| $x_{1}, y_{1}, z_{1}, 1,0$ | $-2 \xi_{1},-2 \eta_{1},-2 \zeta_{1}, 0,1$ |
| :---: | :---: |
|  | .......................... |
| $x_{i}, y_{i}, z_{i}, 1$, $0,0,0,0,1$ | $\begin{array}{cccc} -2 \xi_{i} & -2 \eta_{i}, & -2 \zeta_{i}, & 0,1 \\ 0, & 0, & 1,0, \end{array}$ |

we obtain the determinant

$$
\left|\begin{array}{cccc}
c_{11} & \ldots & c_{1 i}, & 1 \\
\ldots & \ldots & \ldots & \ldots \\
c_{41} & \ldots & c_{i n}, & 1 \\
1 & \ldots & 1
\end{array}\right|
$$

where

$$
c_{r s}=-2 x_{r} \xi_{s}-2 y_{r} \eta_{s}-2 z_{r} \zeta_{s} .
$$

To the $r^{\text {th }}$ row add the last multiplied by $x_{r}^{2}+y_{r}^{2}+z_{r}^{2}$, and to the $s^{\text {th }}$ column add the last multiplied by $\xi_{s}{ }^{2}+\eta_{s}{ }^{2}+\zeta_{s}^{2}$, the determinant is unaltered and its elements are now

$$
\begin{aligned}
d_{r s} & =x_{r}^{2}+y_{r}^{2}+z_{r}^{2}-2 x_{r} \xi_{s}-2 y_{r} \eta_{s}-2 z_{r} \zeta_{s}+\xi_{s}^{2}+\eta_{s}^{2}+\zeta_{s}^{2} \\
& =\left(x_{r}-\xi_{s}\right)^{2}+\left(y_{r}-\eta_{s}\right)^{2}+\left(z_{r}-\zeta_{s}\right)^{2},
\end{aligned}
$$

i.e. $d_{r s}$ is the square of the distance between the $r^{\text {th }}$ point of the first and $s^{\text {th }}$ point of the second system. We have then the determinant

$$
\left|\begin{array}{cccc}
d_{11} & \ldots & d_{1 i}, & 1 \\
\ldots & \ldots & \ldots & . \\
d_{i 1} & \ldots & d_{i i}, & 1 \\
1 & \ldots & 1
\end{array}\right|
$$

If $i=5$ the determinant vanishes, hence

$$
\left|\begin{array}{cccc}
d_{11} & \ldots & d_{15}, & 1  \tag{i}\\
\ldots & \ldots & \ldots & \ldots \\
d_{51} & \ldots & d_{55}, & 1 \\
1 & \ldots & 1
\end{array}\right|=0 .
$$

is the identical relation which subsists between the lines joining two sets of five points in space. If the two systems coincide $d_{i i}=0$, and the determinant, which is then symmetrical, gives the relation between the lines joining five points in space. The relation in this form is due to Cayley.

If $i=4$,

where $V, V^{\prime}$ are the volumes of the tetrahedra formed by the two sets of four points.

If the two sets coincide in a single tetrahedron, for which $a, a^{\prime} ; b, b^{\prime} ; c, c^{\prime}$ are pairs of opposite edges,

$$
288 V^{2}=\left|\begin{array}{cccc}
0, & c^{\prime 2}, & b^{\prime 2}, & a^{\prime 2}, \\
c^{\prime 2} & 0, & c^{2}, & b^{2}, \\
c^{\prime 2} & 1 \\
b^{\prime 2} & c^{2}, & 0, & a^{2}, \\
a^{\prime 2} & b^{2}, & a^{2}, & 0, \\
1, & 1, & 1, & 1,
\end{array}\right| .
$$

If $i=3$, we have

$$
\left|\begin{array}{c}
d_{11} \ldots d_{13}, 1 \\
\ldots \ldots \ldots . . \\
d_{31} \ldots . \\
1 \ldots \\
1
\end{array}\right|=-1,1|x, y, 1||\xi, \eta, 1|-4|x, z, 1||\xi, \zeta, 1|-4|y, z, 1||\eta, \zeta, 1|,
$$

all the other determinants on the right vanish identically.
Now if $\Delta, \Delta^{\prime}$ be the areas of the triangles formed by the two sets of three points, $l, m, n ; \lambda, \mu, \nu$ the direction cosines of the normals to their planes

$$
|x, y, 1|=2 \text { projection of } \Delta \text { on plane } x y=2 \Delta n \text {, }
$$

and similarly for the others; hence if $\phi$ is the angle between the planes of the triangles

$$
\left|\begin{array}{cccc}
d_{11} & \ldots & d_{13}, & 1  \tag{iii}\\
\ldots & \ldots & \ldots & . \\
d_{31} & \ldots & d_{33}, & 1 \\
1 & \ldots & 1, & 0
\end{array}\right|=-16 \Delta \Delta^{\prime} \cos \phi . .
$$

Lastly, if $i=2$,

$$
\begin{aligned}
& \quad\left|\begin{array}{cc}
d_{11}, & d_{12}, \\
d_{21}, & d_{22}, \\
1, & 1 \\
1, & 1
\end{array}\right|=\left|\begin{array}{ccc}
x_{1}, & 1, & 0 \\
x_{2}, & 1, & 0 \\
0, & 0, & 1
\end{array}\right| \quad\left|\begin{array}{ccc}
-2 \xi_{1}, & 0, & 1 \\
-2 \xi_{2}, & 0, & 1 \\
0 & , 1, & 0
\end{array}\right|+\ldots \\
& =2\left(x_{1}-x_{2}\right)\left(\xi_{1}-\xi_{2}\right)+2\left(y_{1}-y_{2}\right)\left(\eta_{1}-\eta_{2}\right)+2\left(z_{1}-z_{2}\right)\left(\zeta_{1}-\zeta_{2}\right),
\end{aligned}
$$

the other terms vanish. Now if $a, b$ be the lengths of the lines joining the points of the first and second systems and $\theta$ the angle between them,

$$
\frac{x_{1}-x_{2}}{a} \cdot \frac{\xi_{1}-\xi_{2}}{b}+.+.=\cos \theta
$$

Hence

$$
\left|\begin{array}{ccc}
d_{11}, & d_{12}, & 1 \\
d_{21}, & d_{22}, & 1 \\
1, & 1, & 0
\end{array}\right|=2 a b \cos \theta \ldots \ldots \ldots \ldots \ldots . .(\mathrm{iv}) .
$$

20. If in case (iii) of Art. 19 we allow the two sets of three points to coincide with the vertices of a single triangle whose sides are $a, b, c$,

$$
-16 \Delta^{2}=\left|\begin{array}{cccc}
0, & c^{2}, & b^{2}, & 1 \\
c^{2}, & 0, & a^{2}, & 1 \\
b^{2}, & a^{2}, & 0, & 1 \\
1, & 1, & 1, & 0
\end{array}\right| .
$$

Multiply each column by $a b c$, then

$$
-16 \Delta^{2} a^{4} b^{4} c^{4}=\left|\begin{array}{ccc}
0, & a b c^{3}, & a b^{3} c, a b c \\
a b c^{3}, & 0, & a^{3} b c, a b c \\
a b^{3} c, & a^{3} b c, & 0, \\
a b c, & a b c, & a b c, \\
a
\end{array}\right|
$$

Divide the first, second, and third rows and columns by $b c, c a, a b$ respectively, then

$$
\begin{aligned}
-16 \Delta^{2} & =\left|\begin{array}{lll}
0, & c, b, & a \\
c, & 0, & a, \\
b, & a, & 0, \\
a, b, & c,
\end{array}\right| \\
& =\left|\begin{array}{ccc}
a, & b, & c \\
b, & a, & 0, \\
c, & 0, & a, b \\
0, & c, & b,
\end{array}\right|
\end{aligned}
$$

by an interchange of columns.
If in the first expression for $-16 \Delta^{2}$ we divide the second and
third columns by $a^{2}$, and then multiply the first and last rows by $a^{2}$, we get :

$$
-16 \Delta^{2}=\left|\begin{array}{ccc}
0, & c^{2}, & b^{2}, \\
a^{2} \\
c^{2}, & 0, & 1, \\
b^{2}, & 1, & 0, \\
a^{2}, & 1 & 1,
\end{array}\right| .
$$

21. If in case (ii) of Art. 19 one of the sets of four pointssay the first-lies in a plane, $V=0$, and

$$
\left|\begin{array}{cccc}
d_{11} & \ldots & d_{14}, & 1 \\
\ldots & \ldots & \ldots & \ldots \\
d_{41} & \ldots & d_{44}, & 1 \\
1 & \ldots & 1
\end{array}\right|=0
$$

If one of the sets in case (iii) lies in a straight line the corresponding triangle vanishes; hence

$$
\left|\begin{array}{cccc}
d_{11} & \ldots & d_{13}, & 1 \\
\ldots & \ldots & \ldots & . \\
d_{31} & \ldots & d_{33} & 1 \\
1 & \ldots & 1
\end{array}\right|=0
$$

By allowing the second system to coincide with the first we get the identical relations between the lines joining four coplanar and three collinear points.
22. In the identical relation

$$
\left|\begin{array}{cccc}
d_{11} & \ldots & d_{15}, & 1 \\
\ldots & \ldots & \ldots & \cdots \\
d_{51} & \ldots & d_{55}, & 1 \\
1 & \ldots & 1
\end{array}\right|=0
$$

between the squares of the lines joining two sets of five points, let the fifth point of the first system be the centre of the sphere sircumscribing the tetrahedron formed by the first four points of the second system, and the point 5 of the second system the centre of the sphere circumscribing the first four points of the first system. Then

$$
\begin{aligned}
& d_{15}=d_{25}=d_{35}=d_{45}=R^{2} \\
& d_{51}=d_{52}=d_{53}=d_{54}=R^{2} .
\end{aligned}
$$

Also, if $\phi$ be the angle at which the two circumscribing spheres intersect, $\quad d_{55}=R^{2}+R^{\prime 2}+2 R R^{\prime} \cos \phi$.

Hence with an interchange of rows and columns

$$
\left|\begin{array}{cccc}
d_{11} & \ldots & d_{14}, & 1, \\
\ldots \ldots & R^{2} \\
d_{41} & \ldots & d_{44}, & 1, \\
d_{1} & R^{2} \\
1 & \ldots & 1, & 0, \\
R^{\prime 2} & \ldots & R^{\prime 2}, & 1, \\
d_{55}
\end{array}\right|=0 .
$$

Multiply the fifth column by $R^{2}$ and subtract it from the last, and the fifth row by $R^{\prime 2}$ and subtract it from the last, then

$$
\left|\begin{array}{cccc}
d_{11} \ldots & d_{14}, & 1, & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
d_{41} & \ldots & d_{44}, & 1, \\
1 & \ldots & 1, & 0, \\
0 & \ldots & 0, & 1, \\
1 & \ldots & 0 & 1 \\
R^{\prime} \cos \phi
\end{array}\right|=0 .
$$

Or, resolving according to the elements of the last row and column, we have by Art. 19 (ii)

$$
576 V R V^{\prime} R^{\prime} \cos \phi=\left|\begin{array}{ccc}
d_{11} & \ldots & d_{14} \\
\ldots & \ldots & \ldots \\
d_{41} & \ldots & d_{44}
\end{array}\right| .
$$

We see from this that so long as the circumscribing spheres remain fixed the tetrahedra can turn about in them without altering the value of the determinant on the right. The determinant vanishes if the circumscribing spheres of the two systems cut orthogonally. This relation is due to Siebeck.
23. If in Art. 22 we allow the two tetrahedra to coincide we get, since $\phi=\pi$,

$$
16(6 V R)^{2}=-\left|\begin{array}{cccc}
0, & a^{\prime 2}, & b^{\prime 2}, & c^{\prime 2} \\
a^{\prime 2}, & 0, & c^{2}, & b^{2} \\
b^{\prime 2}, & c^{2}, & 0, & a^{2} \\
c^{\prime 2}, & b^{2}, & a^{2}, & 0
\end{array}\right|
$$

Multiply the second, third and fourth rows and columns by $a^{2}, b^{2}, c^{2}$ respectively, then

$$
16(6 V R)^{2} a^{4} b^{4} c^{4}=-\left|\begin{array}{cccc}
0, & \left(a a^{\prime}\right)^{2}, & \left(b b^{\prime}\right)^{2}, & \left(c c^{\prime}\right)^{2} \\
\left(a a^{\prime}\right)^{2}, & 0, & a^{2} b^{2} c^{2}, & a^{2} b^{2} c^{2} \\
\left(b b^{\prime}\right)^{2}, & a^{2} b^{2} c^{2}, & 0, & a^{2} b^{2} c^{2} \\
\left(c c^{\prime}\right)^{2}, & a^{2} b^{2} c^{2}, & a^{2} b^{2} c^{2}, & 0
\end{array}\right| .
$$

Divide the second, third and fourth rows by $(a b c)^{2}$, then multiply the first column by the same quantity,

$$
16(6 V R)^{2}=-\left|\begin{array}{cccc}
0, & \left(a a^{\prime}\right)^{2}, & \left(b b^{\prime}\right)^{2}, & \left(c c^{\prime}\right)^{2} \\
\left(a a^{\prime}\right)^{2}, & 0, & 1, & 1 \\
\left(b b^{\prime}\right)^{2}, & 1, & 0, & 1 \\
\left(c c^{\prime}\right)^{2}, & 1, & 1, & 0
\end{array}\right|
$$

Now if we write

$$
a a^{\prime}=k x, \quad b b^{\prime}=k y, \quad c c^{\prime}=k z,
$$

then if $\Delta$ is the area of the triangle, whose sides are $x, y, z$, we have by Art. 20,

$$
\begin{aligned}
(6 V R)^{2} & =k^{4} \Delta^{2}, \\
6 V R & =k^{2} \Delta .
\end{aligned}
$$

This triangle, whose sides are proportional to the square roots of the products of pairs of opposite sides of the tetrahedron, has many interesting relations to the tetrahedron. It is sometimes called the conjugate triangle.

Formulce relating to the Ellipsoid.
24. If ( $x_{i}, y_{i}, z_{i}$ ) and ( $\xi_{i}, \eta_{i}, \zeta_{i}$ ) be two sets of points on the ellipsoid,

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1 .
$$

Then, if $d_{r s}$ denote the square of the distance between the $r^{\text {th }}$ and $s^{\text {th }}$ points of the two systems and $D_{r s}$ the square of the parallel semidiameter, we have

$$
a_{r s}=\frac{d_{r s}}{D_{r s}}=2\left(1-\frac{x_{r} \xi_{s}}{a^{2}}-\frac{y_{r} \eta_{s}}{b^{2}}-\begin{array}{c}
z_{r} \zeta_{s} \\
c^{2}
\end{array}\right) .
$$

Hence, if we compound the two arrays,

$$
\begin{array}{ll}
\frac{x_{1}}{a}, \frac{y_{1}}{b}, \frac{z_{1}}{c}, 1 & -\frac{2 \xi_{1}}{a},-\frac{2 \eta_{1}}{b},-\frac{2 \zeta_{1}}{c}, 2 \\
\cdots \cdots \cdots \cdots \cdots \cdots & \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\frac{x_{i}}{a}, \frac{y_{i}}{b}, \frac{z_{i}}{c}, 1 & -\frac{2 \xi_{i}}{a},-\frac{2 \eta_{i}}{b},-\frac{2 \zeta_{i}}{c}, 2,
\end{array}
$$

we get as in the preceding articles.
For two sets of five points situated on the ellipsoid,

$$
\left|\begin{array}{ccc}
a_{11} & \ldots & a_{15} \\
\ldots & \ldots & \ldots \\
a_{51} & \ldots & a_{55}
\end{array}\right|=0
$$

For two sets of four points forming two tetrahedra of volumes $V, V^{\prime}$,

$$
\left|\begin{array}{c}
a_{11} \ldots a_{14} \\
\ldots \ldots \ldots . . \\
a_{41} \ldots a_{44}
\end{array}\right|=-\frac{576 V V^{\prime}}{a^{2} b^{2} c^{2}} .
$$

Similar formulæ can be established for an ellipse in a plane.
If the ellipsoid become a sphere $a=b=c=R$, and since all diameters are equal, we can replace $\alpha_{r s}$ by $d_{r s}$. Thus

$$
\left|\begin{array}{ccc}
d_{11} & \ldots & d_{15} \\
\ldots & \ldots & \ldots \\
d_{51} & \ldots & d_{55}
\end{array}\right|=0
$$

is an identical relation between two sets of five points on a sphere. This relation is due to Cayley.

The second relation in this case reduces to the result of Art. 22, when the two tetrahedra have the same circumscribing sphere.
25. If the points $\left(x_{i}, y_{i}, z_{i}\right)\left(\xi_{i}, \eta_{i}, \zeta_{i}\right)$ are not situated on the ellipsoid, then since

$$
\begin{gathered}
a_{r s}=\frac{d_{r s}}{D_{r s}}=\frac{\left(x_{r}-\xi_{s}\right)^{2}}{a^{2}}+\frac{\left(y_{r}-\eta_{s}\right)^{2}}{b^{2}}+\frac{\left(z_{r}-\zeta_{s}\right)^{2}}{c^{2}} \\
=\frac{x_{r}^{2}}{a^{2}}+\frac{y_{r}^{2}}{b^{2}}+\frac{z_{r}^{2}}{c^{2}}-\frac{2 x_{r} \xi_{s}}{a^{2}}-\frac{2 y_{r} \eta_{s}}{b^{2}}-\frac{2 z_{r} \zeta_{s}}{c^{2}}+\frac{\xi_{s}^{2}}{a^{2}}+\frac{\eta_{s}^{2}}{b^{2}}+\frac{\zeta_{s}^{2}}{c^{2}} ;
\end{gathered}
$$

if we compound the two arrays whose $i^{\text {th }}$ rows are

$$
\begin{gathered}
\frac{x_{i}^{2}}{a^{2}}+\frac{y_{i}^{2}}{b^{2}}+\frac{z_{i}^{2}}{c^{2}}, \frac{x_{i}}{a}, \frac{y_{i}}{b}, \frac{z_{i}}{c}, 1, \\
1, \frac{-2 \xi_{i}}{a}, \frac{-2 \eta_{i}}{b}, \frac{-2 \zeta_{i}}{c}, \frac{\xi_{i}^{2}}{a^{2}}+\frac{\eta_{i}^{2}}{b^{2}}+\frac{\zeta_{i}^{2}}{c^{2}},
\end{gathered}
$$

we get the identical relations (iv. 2)

$$
\begin{aligned}
& \left\lvert\, \begin{array}{c}
a_{11} \ldots \\
\ldots \ldots \\
\ldots \\
a_{51}
\end{array} \ldots . a_{15} .\right.
\end{aligned}
$$

$$
\begin{aligned}
&=\left|\frac{x_{i}^{2}}{a^{2}}+\frac{y_{i}^{2}}{b^{2}}+\frac{z_{i}^{2}}{c^{2}}, \frac{x_{i}}{a}, \frac{y_{i}}{b}, \frac{z_{i}}{c}, 1\right| \\
& \times\left|1, \frac{-2 \xi_{i}}{a}, \frac{-2 \eta_{i}}{b}, \frac{-2 \zeta_{i}}{c}, \frac{\xi_{i}^{2}}{a^{2}}+\frac{\eta_{i}^{2}}{b^{2}}+\frac{\zeta_{i}^{2}}{c^{2}}\right| \\
&(i=1,2 \ldots 5),
\end{aligned}
$$

for two systems of six points and five points respectively.
If in the latter equation all the points of the first system lie on the ellipsoid,

$$
\left(\frac{x-p}{a}\right)^{2 \circ}+\left(\frac{y-q}{b}\right)^{2}+\left(\frac{z-r}{c}\right)^{2}=m^{2}
$$

we should have

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}-\frac{2 p x}{a^{2}}-\frac{2 q y}{b^{2}}-\frac{2 r z}{c^{2}}+\frac{p^{2}}{a^{2}}+\frac{q^{2}}{b^{2}}+\frac{r^{2}}{c^{2}}=m^{2}
$$

satisfied for each point of the system. Hence we see by eliminating

$$
\frac{-2 p}{a}, \frac{-2 q}{a}, \frac{-2 r}{a}, \frac{p^{2}}{a^{2}}+\frac{q^{2}}{b^{2}}+\frac{r^{2}}{c^{2}}-m^{2}
$$

between these five equations, that the first determinant on the right vanishes. Hence

$$
\left\lvert\, \begin{gathered}
a_{11} \ldots \\
\ldots \\
\ldots
\end{gathered} a_{15} .\right.
$$

if the five points of one of the systems lie on an ellipsoid similar and similarly situated to the given one. If the ellipsoid reduce to a sphere, we get

$$
\left|\begin{array}{c}
d_{11} \ldots d_{16} \\
\ldots \ldots \ldots . \\
d_{61} \ldots d_{66}
\end{array}\right|=0
$$

an identical and homogeneous relation between the lines joining two sets of six points.
And

$$
\left|\begin{array}{l}
d_{11} \ldots d_{15} \\
\ldots \ldots \ldots \\
d_{51} \ldots d_{55}
\end{array}\right|=0
$$

for five points situated on a sphere.
26. In like manner, if for the same systems of points as in the last article we compound the arrays

$$
\begin{array}{cccc}
\frac{x_{1}}{a}, \frac{y_{1}}{b}, \frac{z_{1}}{c}, 1,0 & -\frac{2 \xi_{1}}{a}, & -\frac{2 \eta_{1}}{b}, & -\frac{2 \xi_{1}}{c}, 0,1 \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\frac{x_{i}}{a}, \frac{y_{i}}{b}, \frac{z_{i}}{c}, 1,0 & -\frac{2 \xi_{i}}{a}, & -\frac{2 \eta_{i}}{b}, & -\frac{2 \zeta_{i}}{c}, 0,1 \\
0,0,0,0,1, & 0, & 0, & 0,1,0
\end{array}
$$

we get the determinant
where

$$
\left|\begin{array}{llll}
c_{11} \ldots & c_{1 i}, & 1 \\
\ldots \ldots & \ldots & \ldots \\
c_{i 1} & \ldots & c_{i i}, & 1 \\
1 & \ldots & 1
\end{array}\right|
$$

$$
c_{r s}=-\frac{2 x_{r} \xi_{s}}{a^{2}}-\frac{2 y_{r} \eta_{s}}{b^{2}}-\frac{2 z_{r} \zeta_{s}}{c^{2}} .
$$

Multiply the last column by

$$
\frac{\xi_{s}^{2}}{a^{2}}+\frac{\eta_{s}^{2}}{b^{2}}+\frac{\zeta_{s}{ }^{2}}{c^{2}}
$$

and add it to the $s^{\text {th }}$ column, and the last row by

$$
\frac{x_{r}{ }^{2}}{a^{2}}+\frac{y_{r}{ }^{2}}{b^{2}}+\frac{z_{r}{ }^{2}}{c^{2}}
$$

and add it to the $r^{\text {th }}$ row, then the element at the intersection of the $r^{\text {th }}$ row and $s^{\text {th }}$ column is

$$
\left(\frac{x_{r}-\xi_{s}}{a}\right)^{2}+\left(\frac{y_{r}-\eta_{s}}{b}\right)^{2}+\left(\frac{z_{r}-\zeta_{s}}{c}\right)^{2}=a_{r e} .
$$

And hence, (Iv. 2),

$$
\left|\begin{array}{lll}
a_{11} \ldots & a_{15}, 1 \\
\ldots \ldots \ldots . \ldots \\
a_{51} \ldots & a_{55}, & 1 \\
1 \ldots & 1
\end{array}\right|=0
$$

is an identical relation between any two sets of five points in space. If the ellipsoid becomes a sphere we regain Cayley's relation (Art. 19, i).

For $i=4$, we have
$V, V^{\prime}$ being the volumes of the tetrahedra formed by each set of four points.
27. The polar plane of a point $P\left(x_{r}, y_{r}, z_{r}\right)$ with respect to the ellipsoid, is

$$
\frac{x x_{r}}{a^{2}}+\frac{y \cdot y_{r}}{b^{2}}+\frac{z z_{r}}{c^{2}}=1 .
$$

The distance of a point $Q\left(\xi_{s}, \eta_{s}, \zeta_{s}\right)$ from this plane is

$$
\begin{aligned}
& (P, Q)=-p\left(\frac{x_{r} \xi_{s}}{a^{2}}+\frac{y_{r} \eta_{s}}{b^{2}}+\frac{z_{r} \zeta_{s}}{c^{2}}-1\right) \\
& \frac{1}{p^{2}}=\frac{x_{r}^{2}}{a^{4}}+\frac{y_{r}^{2}}{b^{4}}+\frac{z_{r}^{2}}{c^{4}} .
\end{aligned}
$$

If $(Q, P)$ and $q$ denote like quantities for the point $Q$,

$$
\frac{(P, Q)}{p}=\frac{(Q, P)}{q}=1-\frac{x_{x} \xi_{s}}{a^{2}}-\frac{y_{r} \eta_{s}}{b^{2}}-\frac{z_{r} \zeta_{s}}{c^{2}} .
$$

This function has been called by Faure the index of the two points $P$ and $Q$, denote it by $I_{r s}$. Then, by compounding the arrays whose $i^{\text {th }}$ rows are

$$
\frac{x_{i}}{a}, \frac{y_{i}}{b}, \frac{z_{i}}{c}, 1 ; \quad \frac{-\xi_{i}}{a}, \frac{-\eta_{i}}{b}, \frac{-\zeta_{i}}{c}, 1
$$

we obtain

$$
\begin{aligned}
& \left|\begin{array}{l}
I_{11} \ldots I_{15} \\
\ldots \ldots \ldots \\
I_{51} \ldots I_{55}
\end{array}\right|=0 \\
& \left|\begin{array}{l}
I_{11} \ldots I_{14} \\
\ldots \ldots \ldots . \\
I_{41} \ldots \\
\hline
\end{array}\right|=-\frac{36 V V_{44}}{a^{2} b^{2} c^{2}} .
\end{aligned}
$$

28. It may be remarked that these space relations connected with an ellipsoid are not really more general than those connected with a sphere. For they are what the relations in an ordinary space become when the sphere

$$
x^{2}+y^{2}+z^{2}=R^{2}
$$

becomes changed by a homogeneous pure strain to the ellipsoid

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1
$$

Formulce relating to Systems of Spheres.
29. If $r, s$ be the radii of two spheres, $\phi$ the angle at which they intersect, and $d$ the distance between their centres, then

$$
d^{2}=r^{2}+s^{2}+2 r s \cos \phi
$$

The function

$$
2 r s \cos \phi=d^{2}-r^{2}-s^{2}
$$

is of importance in the study of the mutual relations of spheres; it is called the power of the two spheres. We shall denote it by $p_{r s}$.

If one of the spheres, say $s$, becomes a point, the limit of $2 r s \cos \phi$ is $d^{2} \sim r^{2}$, i.e. the square of the tangent from the point to the sphere, or what is known as the power of the sphere at the point, or the power of the point with respect to the sphere.

If both spheres reduce to points the limit of $2 r s \cos \phi$ is $d^{2}$, the square of the distance between the points.

If one of the spheres becomes a plane, and $p$ is its distance from the centre of the other,

$$
\cos \phi=\frac{p}{r} .
$$

If the second sphere become a point, and $p$ is its distance from the plane, the limit of $r \cos \phi$ is $p$.
30. Let $\left(x_{i}, y_{i}, z_{i}\right)$ and $\left(\xi_{k}, \eta_{k}, \xi_{k}\right)$ be the co-ordinates of the centres of two spheres of radii $r_{i}$ and $\rho_{k}$, then if $p_{i s}$ is their mutual power

$$
\begin{aligned}
p_{i k} & =d^{2}-r_{i}^{2}-\rho_{k}^{2} \\
& =x_{i}^{2}+y_{i}^{2}+z_{i}^{2}-r_{i}^{2}-2 x_{i} \xi_{k}-2 y_{i} \eta_{k}-2 z_{i} \zeta_{k}+\xi_{k}^{2}+\eta_{k}^{2}+\zeta_{k}^{2}-\rho_{k}^{2} .
\end{aligned}
$$

Hence, compounding the two arrays

$$
\begin{aligned}
& x_{1}, y_{1}, z_{1}, 1, x_{1}^{2}+y_{1}^{2}+z_{1}^{2}-r_{1}^{2} \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& x_{i}, y_{i}, z_{i}, 1, x_{i}^{2}+y_{i}^{2}+z_{i}^{2}-r_{i}^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& -2 \xi_{1},-2 \eta_{1},-2 \zeta_{1}, \xi_{1}^{2}+\eta_{1}^{2}+\zeta_{1}^{2}-\rho_{1}^{2}, 1 \\
& \cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& -2 \xi_{i},-2 \eta_{i},-2 \zeta_{i}, \xi_{i}^{2}+\eta_{i}^{2}+\zeta_{i}^{2}-\rho_{i}^{2}, 1,
\end{aligned}
$$

we see by Iv. 2 that for two systems of six spheres

$$
\left|\begin{array}{ccc}
p_{11} \ldots & p_{18}  \tag{i}\\
\cdots \cdots & \cdots & \ldots \\
p_{61} \cdots & p_{88}
\end{array}\right|=0
$$

If $\cos \phi_{i k}$ is the cosine of the angle at which two spheres cut, we can also write this

$$
\left|\cos \phi_{i k}\right|=0 \quad(i, k=1,2 \ldots 6) .
$$

For two systems, each of five spheres,

$$
\left|\begin{array}{ccc}
p_{11} & \cdots & p_{15}  \tag{ii}\\
\cdots \cdots & \cdots \\
p_{51} & \cdots & p_{55}
\end{array}\right|
$$

$=\left|x, y, z, 1, x^{2}+y^{2}+z^{2}-r^{2}\right| \times\left|-2 \xi,-2 \eta,-2 \zeta, \xi^{2}+\eta^{2}+\zeta^{2}-\rho^{2}, 1\right|$.
If the five spheres of one of the systems-say the first-have a common radical centre, taking this for origin we should have

$$
x^{2}+y^{2}+z^{2}-r^{2}=c^{2},
$$

where $c$ is the same for all the five spheres. Hence, in the first determinant on the right of (ii), the fourth and fifth columns are proportionals and the determinant vanishes.

Thus

$$
\left|\begin{array}{l}
p_{11} \cdots p_{15}  \tag{iii}\\
\cdots \cdots \cdots \cdots \\
p_{51} \cdots
\end{array}\right|=0
$$

when the five spheres of one system have a common radical centre.

If the five spheres of the first system reduce to points (iii) is the condition that they should lie on a sphere.

If both systems reduce to points we regain Cayley's condition, that the five points of one system should lie on the same sphere.
31. But if neither of the determinants on the right of (ii) vanish, expand the first determinant with regard to the elements of the last column.

Then

$$
p_{i}=x_{i}^{2}+y_{i}^{2}+z_{i}^{2}-r_{i}^{2}
$$

is the power of the origin (i.e. any point) with regard to the $i^{\text {th }}$ sphere of the first system. Then if we write $1,2,3,4,5$ for the centres of the five spheres, and denote by

$$
v_{1}=(2345), v_{2}=(3451), \& c .,
$$

the volumes of the tetrahedra formed by the points in brackets, and if accerits denote similar quantities for the second determinant, we have in place of (ii)

$$
\begin{array}{r}
\left|p_{i k}\right|=288\left(v_{1} p_{1}+v_{2} p_{2}+\ldots+v_{5} p_{5}\right)\left(v_{1}^{\prime} p_{1}^{\prime}+\ldots+v_{5}^{\prime} p_{5}^{\prime}\right) \\
\\
(i, k=1,2 \ldots 5) .
\end{array}
$$

Now describe about the origin a sphere of radius $r$, cutting the spheres $r_{1} \ldots r_{5}$ at angles $\phi_{1} \ldots \phi_{5}$.

We have, since (Art. 5)

$$
\begin{aligned}
& v_{1}+v_{2}+\ldots+v_{5}=0 \text { identically } \\
& v_{1} p_{1}+\ldots+v_{5} p_{5}=v_{1}\left(p_{1}-r^{2}\right)+\ldots+v_{5}\left(p_{5}-r^{2}\right) \\
&=2 r\left(v_{1} r_{1} \cos \phi_{1}+\ldots+v_{5} r_{5} \cos \phi_{5}\right)
\end{aligned}
$$

and $\rho$ being a similar sphere for the second system,

$$
\left|p_{i k}\right|=288 \rho r \Sigma 2 v_{i} r_{i} \cos \phi_{i} \Sigma 2 v_{i}^{\prime} \rho_{i} \cos \phi_{i}^{\prime} \quad(i, k=1 \ldots 5) .
$$

Thus $r \Sigma 2 v_{i} r_{i} \cos \phi_{i}$ is independent of the particular sphere $r$, let this be the orthotomic sphere of the first four, then this sum reduces to

$$
2 v_{5} r_{5} R \cos \left(r_{5} R\right),
$$

and the second factor, in like manner, becomes

$$
2 v_{5}^{\prime} \rho_{5} R^{\prime} \cos \left(\rho_{5} R^{\prime}\right)
$$

Hence

$$
\left|\begin{array}{l}
p_{11} \cdots p_{15} \\
\cdots \cdots \cdots \\
p_{51} \cdots p_{55}
\end{array}\right|=1152 v_{5} v_{5}^{\prime} r_{5} \rho_{5} R R^{\prime} \cos \left(r_{5} R\right) \cos \left(\rho_{5} R^{\prime}\right)
$$

32. For the fifth sphere of each system in this last equation take ${ }^{3}$ the orthotomic sphere of the first four spheres in the other system. Then in the determinant on the left all the elements in the last row and column vanish except $p_{55}$, and

$$
p_{55}=2 R R^{\prime} \cos \left(R R^{\prime}\right)
$$

Hence we obtain

$$
\left|\begin{array}{c}
p_{11} \cdots p_{14} \\
\cdots \cdots \cdots \cdots \\
p_{41} \cdots p_{44}
\end{array}\right| 2 R R^{\prime} \cos \left(R R^{\prime}\right)=1152 v_{5} v_{5}^{\prime} R^{2} R^{\prime 2} \cos ^{2}\left(R R^{\prime}\right)
$$

or dividing out the common factors and writing $V, V^{\prime}$ for $v_{5}, v_{5}^{\prime}$, we get for two sets of four spheres

$$
\left.\left|\begin{array}{l}
p_{11} \ldots p_{14} \\
\cdots \cdots \cdots \cdots \\
p_{41} \ldots
\end{array}\right|=576 V p_{44} \right\rvert\, R R^{\prime} \cos \left(R R^{\prime}\right)
$$

If the spheres reduce to points we regain Siebeck's formula (Art. 22).

The determinant on the left vanishes if the orthotomic spheres of the two systems of spheres cut orthogonally.
33. To determine the meaning of the determinant

$$
\left|p_{i t}\right| \quad(i, k=1,2,3) .
$$

In the determinant of Art. 32, let the fourth sphere of each system be the plane determined by the centres of the first three spheres of the other system, then if $\Delta, \Delta^{\prime}$ be the areas of the triangles formed by the centres, $\phi$ the angle between their planes,

$$
\lim \cdot \frac{V^{\prime}}{r_{4}^{\prime}}=3 \Delta \cos \phi, \quad \lim \cdot \frac{V}{r_{4}}=3 \Delta^{\prime} \cos \phi
$$

Also if the radical axis of the spheres of the first system meet the plane of centres of the second system in $P$, whose power with reference to the spheres is $p$, and $P^{\prime}, p^{\prime}$ denote like quantities for the other system,

$$
2 R R^{\prime} \cos \left(R R^{\prime}\right)=P P^{\prime 2}-p-p^{\prime}
$$

Hence

$$
\left|\begin{array}{c}
p_{11} \ldots p_{13} \\
\ldots \ldots \ldots . \\
p_{31} \ldots p_{33}
\end{array}\right|=16 \Delta \Delta^{\prime} \cos \phi\left(P P^{\prime 2}-p-p^{\prime}\right) .
$$

34. If in the relations

$$
\begin{aligned}
& \left\lvert\, \begin{array}{ccc}
d_{11} & \ldots & d_{15}, \\
\ldots & 1 & \ldots \\
d_{51} & \ldots & d_{55}
\end{array}\right., 1 . \\
& \left|\begin{array}{llll}
d_{11} & \ldots & d_{14}, & 1 \\
\ldots & \ldots & \ldots & \ldots \\
d_{41} & \ldots & d_{44}, & 1 \\
1 & \ldots & 1
\end{array}\right|=-288 \mathrm{VV}^{\prime},
\end{aligned}
$$

of Art. 19, we suppose the sets of points to be the centres of our spheres.

Then if we multiply the last column by $\rho_{i}^{2}$ and subtract it from the $i^{\text {th }}$ column, and the last row by $r_{k}^{2}$ and subtract it from the $k^{\text {th }}$ row, we get the relations

$$
\left|\begin{array}{cccc}
p_{11} & \ldots & p_{15}, & 1 \\
\ldots & \cdots & \cdots & \cdots \\
p_{51} & \ldots & p_{55}, & 1 \\
1 & \ldots & 1
\end{array}\right|=0,
$$

S. D.

$$
\left|\begin{array}{cccc}
p_{11} \ldots & p_{14}, 1 \\
\ldots \ldots \ldots & 1 \\
p_{41} \ldots & p_{44}, & 1 \\
1 \ldots \ldots & 1
\end{array}\right|=-288 V V^{\prime},
$$

which give relations between the mutual powers of two sets of five and four spheres.
35. Another element connected with two spheres is the length of their common tangent. For two spheres of radii $r, s$ the distance between whose centres is $d$ and which cut at an angle $\phi$, the square of the length of the common tangent is given by

$$
\begin{aligned}
t & =d^{2}-(r-s)^{2} \\
& =2 r s \cos ^{2} \frac{1}{2} \phi .
\end{aligned}
$$

If one sphere reduce to a point, $t$ is the power of that point with respect to the other sphere. If both spheres reduce to points, $t$ is the square of the distance between them.
36. Using the same notation as in Art. 30, if $t_{i z}$ is the square of the tangent common to the two spheres

$$
\begin{aligned}
t_{i k} & =\left(x_{i}-\xi_{k}\right)^{2}+\left(y_{i}-\eta_{k}\right)^{2}+\left(z_{i}-\zeta_{k}\right)^{2}-\left(r_{i}-\rho_{k}\right)^{2} \\
& =x_{i}^{2}+y_{i}^{2}+z_{i}^{2}-r_{i}^{2}-2 x_{i} \xi_{k}-2 y_{i} \eta_{k}-2 z_{i} \zeta_{k}+2 r_{i} \rho_{b}+\xi_{k}^{2}+\eta_{k}{ }^{2}+\zeta_{i}^{2}-\rho_{k}^{2} .
\end{aligned}
$$

Hence, compounding the two arrays

$$
\begin{aligned}
& x_{1}, y_{1}, z_{1}, r_{1}, 1, x_{1}^{2}+y_{1}^{2}+z_{1}^{2}-r_{1}{ }^{2} \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& x_{i}, y_{i}, z_{i}, r_{i}, 1, x_{i}^{2}+y_{i}^{2}+z_{i}^{2}-r_{i}^{2} \\
& 0,0,0,0,0,-1 \\
& -2 \xi_{1},-2 \eta_{1},-2 \zeta_{1}, 2 \rho_{1}, \xi_{1}^{2}+\eta_{1}^{2}+\zeta_{1}^{2}-\rho_{1}^{2}, 1 \\
& -2 \xi_{i},-2 \eta_{i},-2 \zeta_{i}, 2 \rho_{i}, \xi_{i}^{2}+\eta_{i}^{2}+\zeta_{i}^{2}-\dot{\rho}_{i}^{2}, 1 \\
& 0, \quad 0, \quad 0, \quad 0, \quad 1 \text {, }
\end{aligned}
$$

we get for two systems of six spheres the identity

$$
\left|\begin{array}{ccc}
t_{11} & \ldots & t_{18}, \\
\ldots & 1 \\
\ldots & \ldots & . \\
t_{61} & \ldots & t_{88}, \\
1 & \ldots & 1
\end{array}\right|=0 .
$$

For two systems of five spheres we should get

$$
\left|\begin{array}{l}
t_{11} \ldots t_{15}, 1 \\
\ldots \ldots \ldots . . \\
t_{51} \ldots t_{55}, 1 \\
1 \ldots
\end{array}\right|=576\left(v_{1} r_{1}+\ldots+v_{5} r_{5}\right)\left(v_{1}^{\prime} \rho_{1}+\ldots+v_{5}^{\prime} \rho_{5}\right),
$$

using the notation of Art. 31.
If $t_{5}$ is the angle at which the plane of similitude of the first four spheres of the first system cuts each of these spheres, and $\left(r_{5} t_{5}\right)$ the angle at which it cuts the fifth sphere, and similarly for the second system, we can reduce this to the form

$$
\left|\begin{array}{c}
t_{11} \ldots t_{15}, 1 \\
\ldots \ldots \ldots \ldots . \\
t_{51} \ldots \\
1 \ldots \\
1 \ldots
\end{array}\right|=576 v_{55} r_{5} v_{5}^{\prime} \rho_{5}\left(1-\frac{\cos \left(r_{5} t_{5}\right)}{\cos t_{5}}\right)\left(1-\frac{\cos \left(\rho_{5} \tau_{5}\right)}{\cos \tau_{5}}\right) .
$$

Hence the determinant vanishes if one of the systems of five spheres has a common plane of similitude.

For two sets of four spheres, after some reduction we can prove that

$$
\left|\begin{array}{l}
t_{11} \ldots t_{14}, 1 \\
\ldots \ldots \ldots \ldots . . \\
t_{41} \ldots \\
1 \ldots
\end{array}\right|=288 v v_{44}, 1 .\left(1-\frac{\cos \phi}{\cos t \cos \tau}\right),
$$

where $\phi$ is the angle between the planes of similitude of the two systems, and $t, \tau$ the angles at which they cut their sets of spheres.
37. By compounding the arrays whose $i^{\text {th }}$ rows are
and

$$
\begin{gathered}
x_{i}, y_{i}, z_{i}, r_{i}, 1, x_{i}^{2}+y_{i}^{2}+z_{i}^{2}-r_{i}^{2} \\
-2 \xi_{i},-2 \eta_{i},-2 \zeta_{i}, 2 \rho_{i}, \xi_{i}^{2}+\eta_{i}^{2}+\zeta_{i}^{2}-\rho_{i}^{2}, 1,
\end{gathered}
$$

we get the homogeneous relation between the sets of tangents common to two sets of seven spheres

$$
\left|\begin{array}{ccc}
t_{11} & \ldots & t_{17} \\
\ldots & \cdots & \cdots \\
t_{71} & \ldots & t_{77}
\end{array}\right|=0
$$

38. We may make use of this last relation to solve the problem: Determine the equation of the sphere having with five given spheres tangents of the same length.

Let the equations of the five given spheres be

$$
S_{1}=0 \ldots \ldots . S_{5}=0
$$

Take these for the first five of each set of spheres in Art. 38, let the sixth sphere be the one required, and the seventh a point on the sixth.

Then we shall have

$$
t_{67}=0, \quad t_{7 i}=S_{i}, \quad t_{6 i}=k
$$

and the equation is

This is apparently of the fourth order, but by means of the sixth rows and columns we can get rid of the terms of the second degree in the seventh row and columi.
39. All the equations of this section relating to spheres are capable of numerous and varied applications, some of these will be found in the examples, and others in the memoirs of Bauer, Darboux and Frobenius.

## EXAMPLES.

Prove the following relations: 1-5.
1.

$$
\begin{aligned}
& \left|\begin{array}{ccc}
(b+c)^{2}, & a b, & a c \\
a b, & (c+a)^{2}, & b c \\
a c, & b c, & (a+b)^{2}
\end{array}\right|=2 a b c(a+b+c)^{3}, \\
& \left|\begin{array}{ccc}
(b+c)^{2}, & c^{2}, & b^{2} \\
c^{2}, & (c+a)^{2}, & a^{2} \\
b^{2}, & a^{2}, & (a+b)^{2}
\end{array}\right|=2(b c+c a+a b)^{3} .
\end{aligned}
$$

2. 

$$
\left|\begin{array}{ccc}
1, & 1, & 1 \\
\tan A, & \tan B, & \tan C \\
\sin 2 A, & \sin 2 B, & \sin 2 C
\end{array}\right|=0
$$

if $A, B, C$ are the angles of a triangle,
3.

$$
\left|\begin{array}{lll}
1, & x, & (a+x) \sqrt{ }(c+x) \\
1, & y, & (a+y) \sqrt{ }(c+y) \\
1, & z, & (a+z) \sqrt{ }(c+z)
\end{array}\right|=0
$$


4.

5.

$$
\begin{aligned}
& \left|\begin{array}{ccc}
a+b+c+d, & a-b-c+d, & a-b+c-d \\
a-b-c+d, & a+b+c+d, & a+b-c-d \\
a-b+c-d, & a+b-c-d, & a+b+c+d
\end{array}\right| \\
& \quad=16(b c d+a c d+a b d+a b c) .
\end{aligned}
$$

6. If $a, b, c$ are the sides of a triangle of area $\Delta, 2 s=a+b+c$, then

$$
\left|\begin{array}{cccc}
(b+c)^{2}, & a b, & a c, & a \\
a b, & (c+a)^{2}, & b c, & b \\
a c, & b c, & (a+b)^{2}, & c \\
a, & b, & c
\end{array}\right|=-16 s \Delta\left(a^{2} r_{1}+b^{2} r_{2}+c^{2} r_{3}\right),
$$

$r_{1}, r_{2}, r_{3}$ being the radii of the escribed circles.
If the elements in the principal diagonal are $(b-c)^{2}$, \&c., the other elements being as before, the value of the determinant is

$$
\left.\begin{array}{c}
-16 \frac{\Delta^{3}}{s}\left(\frac{a^{2}}{r_{1}}+\frac{b^{2}}{r_{2}}+\frac{c^{2}}{r_{3}}\right), \\
\left|\begin{array}{ccc}
(b+c)^{2}, & a b, & a c, \\
a b, & (c+a)^{2}, & b c, \\
a c, & b c, & (a+b)^{2}, \\
1, & c
\end{array}\right|=-16 s \Delta\left(a r_{1}+b r_{2}+c r_{3}\right), \\
1, \\
1, \\
1
\end{array}\right) .
$$

7. If $S=a_{1}+a_{2}+\ldots+a_{n}, A_{i}=S-a_{i}$, prove the following theorems:

$$
\begin{aligned}
& \left|\begin{array}{rccc}
x-A_{1}, & a_{2} & \ldots & a_{n} \\
a_{1}, & x-A_{2} \ldots & a_{n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{1}, & a_{2} & \ldots & x-A_{n}
\end{array}\right|=x(x-S)^{n-1}, \\
& \left|\begin{array}{cccc}
x-a_{1}, & A_{2} & \ldots & A_{n} \\
A_{1}, & x-a_{2} \ldots & A_{n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
A_{1}, & A_{2} & \ldots & x-a_{n}
\end{array}\right|=\{x+(n-2) S\}(x-S)^{n-1} .
\end{aligned}
$$

8. The determinant

$$
\left|\begin{array}{ccccc}
a, & b, & b, & b & \ldots . . \\
a, & b, & a, & a \ldots \ldots \\
b, & b, & a, & b \ldots \ldots \\
a, & a, & a, & b \ldots \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots . .
\end{array}\right|
$$

(the diagonal consisting of $a$ and $b$ alternately and each row being filled up with the other letter) is equal to

$$
(-1)^{n-1}(n-1)(a-b)^{2 n} \text {. }
$$

The determinant is supposed to have $2 n$ rows.
9. If in a determinant all the minors of the second order are divisible by the same quantity $p$, then the minors of the $m^{\text {th }}$ order are divisible by $p^{m-1}$.
10. If in a determinant of the $n^{\text {th }}$ order there be a block of $p$ by $q$ elements all of which are divisible by $a$, the determinant is divisible by $a^{p+q-n}$.
11. Prove the theorems:

$$
\left|\begin{array}{rrrrr}
a, & b, & c, & d, & \ldots \\
a, & a+b, & a+b+c, & a+b+c+d, & \ldots \\
a, & 2 a+b, & 3 a+2 b+c, & 4 a+3 b+2 c+d, & \ldots \\
a, & 3 a+b, & 6 a+3 b+c, & 10 a+6 b+3 c+d, & \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|=a^{n},
$$

$\left|\begin{array}{rrr}a, & b, & c, \\ a, & a+b, & a+2 b+c, \\ a, & a+3 b+3 c+d \ldots \\ a, & 2 a+b, & 4 a+4 b+c, \\ a a+12 b+6 c+d \ldots \\ \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots & 3 a+6 b+c, & 27 a+27 b+9 c+d \ldots\end{array}\right|=a^{n} 1^{n-1} \cdot 2^{n-9} \cdot 3^{n-3} \cdots(n-1)$,
where $a, b, c, d \ldots$ are any quantities whatever, and $n$ is the order of the determinant. In the first determinant each row after the first is obtained from the preceding by the rule that the $r^{\text {th }}$ element of any row is the sum of the first $r$ elements of the preceding row. In the second determinant the $r^{\text {th }}$ element of any row is the sum of the first $r$ elements of the preceding row multiplied respectively by the coefficients in the expansion of $(1+x)^{r-1}$.

then

$$
D=2^{n-1} a b c d \ldots
$$

The elements of the first row and leading diagonal are $a, b, c, d \ldots$; in each column the elements below the leading diagonal are equal to the element in the first row but of opposite sign, the others are any whatever.


$$
\begin{aligned}
& D_{1}=\left|\begin{array}{lll}
\cos ^{n} \alpha_{0}, & \cos ^{n-1} a_{0} \ldots \cos a_{0}, & 1 \\
\cos ^{n} \alpha_{1}, & \cos ^{n-1} \alpha_{1} \ldots & \cos \alpha_{1}, \\
1 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\cos ^{n} \alpha_{n}, & \cos ^{n-1} \alpha_{n} \ldots & \ldots \cos \alpha_{n}, \\
D_{2}
\end{array}\right|, \\
& D_{2}=\left|\begin{array}{lll}
\sin (n+1) \alpha_{0}, & \sin n \alpha_{0} \ldots \sin \alpha_{0} \\
\sin (n+1) \alpha_{1}, & \sin n \alpha_{1} \ldots \sin \alpha_{1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\sin (n+1) a_{n}, & \sin n \alpha_{n} \ldots \sin a_{n}
\end{array}\right|,
\end{aligned}
$$

then

$$
\frac{D}{\overline{D_{1}}}=2^{\frac{n(n-1)}{2}}, \quad \frac{D_{2}}{D_{1}}=2^{\frac{n(n+1)}{2}} \sin a_{0} \sin \alpha_{1} \ldots \sin \alpha_{n} .
$$

14. If $b_{i 1}=\left(a_{i 1}+a_{i 2}+\ldots+a_{i n}\right)-a_{i b}$, then

$$
\left|\begin{array}{ccc}
b_{11} & \ldots & b_{1 n} \\
\ldots & \ldots & \ldots \\
b_{n 1} & \ldots & b_{n n}
\end{array}\right|=(-1)^{n-1}(n-1)\left|\begin{array}{ccc}
a_{11} & \ldots & a_{1 n} \\
\ldots & \ldots & \ldots \\
a_{n 1} & \ldots & a_{n n}
\end{array}\right| .
$$

But if $b_{i n}=\left(a_{i 1}+a_{i 2}+\ldots+a_{i n}\right)-2 a_{i n}$

$$
\left|\begin{array}{ccc}
b_{11} & \ldots & b_{1 n} \\
\ldots & \ldots & \ldots \\
b_{1 n} & \ldots & b_{n n}
\end{array}\right|=n(-2)^{n-1}\left|\begin{array}{ccc}
a_{11} & \ldots & a_{1 n} \\
\ldots & \ldots & \ldots \\
a_{n 1} & \ldots & a_{n n}
\end{array}\right| .
$$

15. Prove that every power of a symmetrical determinant is again a symmetrical determinant.
16. If for each element $a_{i k}$ of a determinant $A$ we write in turn $a_{\text {it }}+c$, we get $n^{2}$ new determinants. If these be taken as the elements of another determinant its value will be

$$
(A c)^{n-1}(c+S)
$$

where $S$ is the sum of all the elements of $A$.
17. If

$$
u=\left(X_{1}-a_{1} b_{1}\right)\left(X_{2}-a_{2} b_{2}\right) \ldots\left(X_{n}-a_{n} b_{n}\right),
$$

prove that the value of the determinant

$$
\begin{gathered}
\left|\begin{array}{ccccc}
X_{1}, & a_{2} b_{1}, & a_{3} b_{1} & \ldots & a_{n} b_{1} \\
a_{1} b_{2}, & X_{2}, & a_{3} b_{3} \ldots & a_{n} b_{2} \\
a_{1} b_{3}, & a_{2} b_{3}, & X_{3} \ldots & a_{n} b_{3} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \\
a_{1} b_{n}, & a_{2} b_{n}, & a_{3} b_{n} \ldots & X_{n}
\end{array}\right| \\
u\left\{1+\frac{a_{1} b_{1}}{X_{1}-a_{1} b_{1}}+\ldots+\frac{a_{n} b_{n}}{X_{n}-a_{n} b_{n}}\right\},
\end{gathered}
$$

and the value of
is

$$
\left.\begin{array}{l}
\left|\begin{array}{ccccc}
0, & a_{1}, & a_{2} & \ldots & a_{n} \\
b_{1}, & X_{1}, & a_{2} b_{1} & \ldots & a_{n} b_{1} \\
b_{2}, & a_{1} b_{2}, & X_{2} & \ldots & a_{n} b_{2} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
b_{n}, & a_{1} b_{n}, & a_{2} b_{n} & \ldots & X_{n}
\end{array}\right| \\
-u\left\{\frac{a_{1} b_{1}}{X_{1}-a_{1} b_{1}}+\ldots+\frac{a_{n} b_{n}}{X_{n}-a_{n} b_{n}}\right\}
\end{array}\right\} . .
$$

18. If $u=\left(x-2 a_{1}\right),\left(x-2 a_{2}\right) \ldots\left(x-2 a_{n}\right)$, prove the following theorems:

$$
\begin{aligned}
& \left|\begin{array}{cccc}
\left(x-a_{1}\right)^{2}, & a_{2}{ }^{2} & , & a_{3}{ }^{2} \\
a_{1}{ }^{2}, & \left(x-a_{2}\right)^{2}, & a_{3}{ }^{2} & \ldots \\
a_{1}{ }^{2}, & a_{3}{ }^{2}, & ,\left(x-a_{3}\right)^{2} \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|=x^{n-1} u\left\{x+\Sigma \frac{a_{i}{ }^{2}}{x-2 a_{i}}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \left|\begin{array}{cccc}
\left(x-a_{1}\right)^{2}, & a_{1} a_{2}, & a_{1} a_{3} & \cdots \\
a_{1} a_{2}, & \left(x-a_{2}\right)^{2}, & a_{2} a_{3} & \cdots \\
a_{1} a_{3}, & a_{2} a_{3}, & \left(x-a_{3}\right)^{2} \cdots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|=x^{n-1} u\left\{x+\Sigma \frac{a_{i}^{2}}{x-2 a_{i}}\right\} \\
& \left|\begin{array}{ccrrr}
0, & a_{1}, & a_{2}, & a_{3} & \cdots \\
a_{1}, & \left(x-a_{1}\right)^{2}, & a_{1} a_{2}, & a_{1} a_{3} & \ldots \\
a_{2}, & a_{1} a_{2}, & \left(x-a_{2}\right)^{2}, & a_{2} a_{3} & \ldots \\
a_{3}, & a_{1} a_{3}, & a_{2} a_{3}, & \left(x-a_{3}\right)^{2} \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|=-x^{n-1} u \Sigma \frac{a_{i}^{8}}{x-2 a_{i}} .
\end{aligned}
$$

And if

$$
D=\left|\begin{array}{ccccc}
\left(x-a_{1}\right)^{2}, & a_{2}{ }^{3} & \ldots & a_{n}{ }^{9} & , b_{1}, \\
a_{1}{ }^{9}, & \left(x-a_{2}\right)^{2} \ldots & a_{n}{ }^{2} & , b_{2}, 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{1}{ }^{2}, & a_{2}{ }^{2} & \ldots & \left(x-a_{n}\right)^{3}, b_{n}, 1 \\
b_{1} & , & b_{2} & \ldots & b_{n} \\
1 & , & 1 & \ldots & 1
\end{array}\right|,
$$

then

$$
\begin{gathered}
\frac{D}{x^{n-2} u}=\left\{\frac{1}{x-2 a_{1}}+\ldots+\frac{1}{x-2 a_{n}}\right\}\left\{\frac{b_{1}{ }^{2}}{x-2 a_{1}}+\ldots+\frac{b_{n}{ }^{2}}{x-2 a_{n}}\right\} \\
-\left\{\frac{b_{1}}{x-2 a_{1}}+\ldots+\frac{b_{n}}{x-2 a_{n}}\right\}^{2} .
\end{gathered}
$$

19. Prove that, if $S=x+y+z+u$,

$$
\begin{aligned}
& \left|\begin{array}{cccc}
(S-u)^{2}, & x^{2}, & y^{2}, & z^{2} \\
u^{2}, & (S-x)^{2}, & y^{2}, & z^{2} \\
u^{2}, & x^{2}, & (S-y)^{2}, & z^{2} \\
u^{2}, & x^{2}, & y^{2}, & (S-z)^{2}
\end{array}\right|=2 S^{5} x y z u\left\{\frac{1}{x}+\frac{1}{y}+\frac{1}{z}+\frac{1}{u}-\frac{4}{S}\right\} \\
& \left|\begin{array}{cccccc}
0, & 1, & 1, & 1, & 1 \\
1, & (S-u)^{2}, & x^{2}, & y^{2}, & z^{2} & = \\
1, & u^{3}, & (S-x)^{2}, & y^{2}, & z^{2}(y+z+u)+y^{2}(x+z+u) \\
1, & u^{2}, & x^{2}(x+y+u)+u^{2}(x+z+y) \\
1, & u^{2}, & x^{2}(S-y)^{2}, & z^{2} & +2 x y z+2 x z u+2 y z u+2 x y u \\
1, & x^{3}, & y^{2}, & (S-z)^{2}
\end{array}\right|
\end{aligned}
$$

20. If $X=\operatorname{cn} x d n x$, \&c. prove that

$$
\left|\begin{array}{lll}
\operatorname{sn} x, & \operatorname{sn}^{3} x, & X \\
\operatorname{sn} y, & \operatorname{sn}^{3} y, & Y \\
\operatorname{sn} z, & \operatorname{sn}^{3} z, & Z
\end{array}\right|=\operatorname{sn}(y-z) \operatorname{sn}(z-x) \operatorname{sn}(x-y) \operatorname{sn}(x+y+z) M,
$$

where
$M=1-k^{2}\left\{\operatorname{sn}^{2} y \operatorname{sn}^{2} z+\operatorname{sn}^{2} z \operatorname{sn}^{2} x+\operatorname{sn}^{2} x \operatorname{sn}^{2} y\right\}$
$+k^{2}\left(1+k^{2}\right) \operatorname{sn}^{2} x \operatorname{sn}^{2} y \operatorname{sn}^{2} z-k^{2} \operatorname{sn} x \operatorname{sn} y \operatorname{sn} z(Y Z \operatorname{sn} x+Z X \operatorname{sn} y+X Y \operatorname{sn} z)$.
21. If $\operatorname{sn} x \operatorname{cn} x \operatorname{dn} x=X$, \&c. prove that

$$
\left|\begin{array}{l}
1, \operatorname{sn}^{2} x, \operatorname{sn}^{4} x, \\
1, \operatorname{sn}^{2} y, \operatorname{sn}^{4} y, \\
1, \operatorname{sn}^{2} x, \operatorname{sn}^{4} z, \\
1, \operatorname{sn}^{2} u, \operatorname{sn}^{4} u, \\
\hline
\end{array}\right|=0,
$$

provided

$$
x+y+z+u=2 p K+2 q i K^{\prime},
$$

$p, q$ being integers.
22. If

$$
S_{i j}=a_{i j}+a_{i+k j+h}-a_{i+k j}-a_{i j+},
$$

then

$$
\left|\begin{array}{cccc}
S_{11}, & S_{12} & \cdots & S_{1 k-n} \\
S_{21}, & S_{22} & \ldots & S_{2 k-n} \\
\ldots & \ldots & \ldots & \ldots
\end{array}\right|
$$

is the sum of all the minors of order $\pi-h$ of the determinant $A=\left|a_{i_{k}}\right|$; excepting always in such sum those determinants and their complements of order $h$ which in their formation have two row or column suffixes congruent with regard to the modulus $h$.
23. If

$$
D_{n}=\left|\begin{array}{lllll}
0, & 1, & 1, & 1, & 1
\end{array} \ldots\right| \text { ( } n \text { rows) }
$$

where all elements are zeros, with the exception of the border, and two lines of elements one on each side of the principal diagonal, prove that

$$
\begin{aligned}
D_{2 n} & =-x y D_{2 n-2}-\frac{x^{2 n-1}+y^{2 n-1}}{x+y} \\
D_{2 n+1} & =-x y D_{2 n-1}+\frac{x^{2 n}+y^{2 n}}{x+y}-\frac{2(-x y)^{n}}{x+y}
\end{aligned}
$$

and hence that

$$
\begin{gathered}
D_{2 n}=-\left\{\frac{x^{n}-(-y)^{n}}{x+y}\right\}^{2} \\
D_{2 n+1}=\frac{x^{2 n+1}+y^{2 n+1}-(2 n+1)(x+y)(-x y)^{n}}{(x+y)^{2}}
\end{gathered}
$$

24. If

$$
D_{n}=\left\lvert\, \begin{array}{ccccc}
c, & a, & c, & c, & c
\end{array} \ldots . . .(n \text { rows })\right.
$$

where all the elements are $c$ with the exception of two lines, one on either side of the principal diagonal, prove that

$$
D_{2 n-1}=c\left\{\frac{(a-c)^{n}-(c-b)^{n}}{a+b-2 \mathrm{c}}\right\}^{2} .
$$

Find also the value of $D_{2 n}$.
25. If

$$
D_{n}=\left|\begin{array}{lllll}
0, & 1, & 1, & 1, & 1
\end{array} \ldots\right| \text { ( } n \text { rows), }
$$

(where, with the exception of the border, the elements in the leading diagonal are $c$, in the lines on either side of it $a$ and $b$, the rest are zero), then

$$
\begin{aligned}
D_{n}-c D_{n-1}+a b D_{n-2} & =\frac{(-a)^{n-1}+(-b)^{n-1}}{a+b+c} \\
& -\frac{c}{a+b+c} \cdot \frac{u^{n-1}-v^{n-1}}{u-v} \\
& +\frac{2 a b}{a+b+c} \cdot \frac{u^{n-2}-v^{n-s}}{u-v}
\end{aligned}
$$

where $u$ and $v$ are the roots of the equation

$$
z^{2}-c z+a b=0 .
$$

Hence shew that

$$
\begin{aligned}
D_{n} & =\frac{u^{n}+v^{n}}{(a+b+c)^{2}}-\frac{n c\left(u^{n}+v^{n}\right)}{(a+b+c)(u-v)^{2}} \\
& +\frac{2 a b n}{a+b+c} \cdot \frac{u^{n-1}+v^{n-1}}{(u-v)^{2}}-\frac{(-a)^{n}+(-b)^{n}}{(a+b+c)^{2}} .
\end{aligned}
$$

26. The value of the determinant

$$
\left|\begin{array}{ccccc}
u_{1} & , & u_{2} & \ldots & u_{n} \\
u_{n} & , & u_{1} & \ldots & u_{n-1} \\
u_{n-1}, & u_{n} & \ldots & u_{n-2} \\
\ldots \ldots & \ldots & \ldots & \ldots \\
u_{2} & , & u_{3} & \ldots & u_{1}
\end{array}\right|
$$

(i) If $u_{r}=a+(r-1) b$ is

$$
\frac{2 a+(n-1) b}{2}(-n b)^{n-1}
$$

(ii) If $u_{r}=x^{r-1}$ is $\left(1-x^{n}\right)^{n-1}$.
(iii) If $u_{r}=r^{2}$ is,

$$
(-1)^{n-1} \frac{(n+1)(2 n+1) n^{n-2}}{12}\left\{(n+2)^{n}-n^{n}\right\} .
$$

2.)-29.] EXAMPLES ON THE METHODS OF THE TEXT.
(iv) If $u_{r}=\cos \{a+(r-1) b\}$ is

$$
\frac{[\cos a-\cos (a+n b)]^{n}-[\cos (a-b)-\cos \{a+(n-1) b\}]^{n}}{2(1-\cos n b)}
$$

(v) If $u_{r}=\sin \{a+(r-1) b\}$ we must change the cosines in the numerator of (iv) into sines.
(vi) If $u_{r}=x^{r-1}+x^{r+n-1}+x^{r+2 n-1}+\ldots$ ad inf., is

$$
\left(1-x^{n}\right)^{-1}
$$

27. The solution of the partial differential equation
where

$$
\left|\begin{array}{cccc}
D_{1}, & D_{2} \ldots & D_{n} \\
D_{n}, & D_{1} \ldots & D_{n-1} \\
\ldots \ldots \ldots \ldots \ldots \ldots . . \\
D_{2}, & D_{3} \ldots & D_{1}
\end{array}\right|^{n}
$$

is $\quad u=\Sigma \sum_{1} H\left(x_{2}-\omega x_{1}, \quad x_{3}-\omega^{2} x_{1} \ldots x_{n}-\omega^{n-1} x_{1}\right)$,
the functions being arbitrary and the summation extending to all values of $\omega$ being roots of the equation $x^{n}-1=0$.
28. If in an orthosymmetrical determinant of order $n$ (vi. 20),

$$
a_{l b}=\frac{\left(1-q^{\alpha}\right)\left(1-q^{\alpha+1}\right) \ldots\left(1-q^{\alpha+k-2}\right)}{\left(1-q^{\gamma}\right)\left(1-q^{\gamma+1}\right) \ldots\left(1-q^{\gamma+k-2}\right)}
$$

the value of the determinant is equal to

$$
\left(\frac{1-q^{\alpha}}{1-q^{\gamma}}\right)^{n-1}\left(\frac{1-q^{\alpha+1}}{1-q^{\gamma+1}}\right)^{n-2} \cdots\left(\frac{1-q^{\alpha+n-2}}{1-q^{\gamma+n-2}}\right)
$$

multiplied by a fraction whose numerator is

$$
\begin{aligned}
& (-1)^{\frac{n(n-1)}{2}} q^{\frac{n(n-1)(n-2)}{3}}(1-q)^{n-1}\left(1-q^{2}\right)^{n-2} \ldots\left(1-q^{n-1}\right) \\
& \quad \times\left(q^{\gamma}-q^{\alpha}\right)^{n-1}\left(q^{\gamma+1}-q^{\alpha}\right)^{n-2} \ldots\left(q^{\gamma+n-2}-q^{\alpha}\right),
\end{aligned}
$$

and denominator

$$
\begin{gathered}
\left(1-q^{\gamma}\right)\left(1-q^{\gamma+1}\right)^{2} \ldots\left(1-q^{\gamma+n-2}\right)^{n-1} \\
\times\left(1-q^{\gamma+n-1}\right)^{n-1}\left(1-q^{\gamma+n}\right)^{n-2} \ldots\left(1-q^{\gamma+2 n-8}\right) .
\end{gathered}
$$

29. The value of the determinant

$$
D=\left|\begin{array}{cccc}
0 & a_{1}+a_{2}, & a_{1}+a_{3} \ldots \\
a_{2}+a_{1}, & 0 & a_{2}+a_{3} \ldots \\
a_{3}+a_{1}, & a_{3}+a_{2}, & 0 & \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right| \text { (n rows), }
$$

the elements in the leading diagonal being zero, that in the $i^{\text {th }}$ row and $j^{\text {th }}$ column $a_{i}+a_{j}$, is given by

$$
(-1)^{n} D=2^{n} a_{1} a_{2} \ldots a_{n}\left(1-n-\frac{1}{4} \Sigma \frac{\left(a_{i}-a_{k f}\right)^{2}}{a_{i} a_{k g}}\right),
$$

where $i, k$ are all duads from $1,2 \ldots n$.
30. The value of the cubic determinant of order $n$, such that

$$
a_{i, j k}=a_{i}+a_{j}+a_{k}, \quad a_{i i 3}=0,
$$

is given by

$$
\frac{(-1)^{n} D}{3^{n} a_{1} a_{2} \cdots a_{n}}=1-n-\frac{2}{9} \sum \frac{\left(a_{i}-a_{k}\right)^{2}}{a_{\mathbf{i}} a_{k}} .
$$

And if

$$
\begin{gathered}
a_{i j k}=\cos \left(a_{i}+a_{j}+a_{k}\right), \quad a_{i i i}=0, \\
\frac{(-1)^{n-1} D}{\cos 3 a_{1} \cos 3 a_{2} \ldots \cos 3 a_{n}}=n-1+2 \Sigma \frac{\cos \left(\alpha_{i}+a_{k}\right) \sin ^{2}\left(a_{i}-a_{k}\right)}{\cos 3 a_{i} \cos 3 a_{k}},
\end{gathered}
$$

where $i, k$ are all duads from $1,2 \ldots n$.
31. If $A=\left|a_{i k}\right|, B=\left|b_{i k}\right|$ are two determinants of orders $n$ and $m$ respectively, we can form a new square array of $(n m)^{2}$ elements as follows. Repeat the array $b_{i k}, n$ times in a row, and take $n$ such rows, so that $B$ is repeated like the squares on a chess-board. Then multiply each of the elements of that block which stands in the $i^{\text {th }}$ row and $k^{\text {th }}$ column by $a_{i 4}$. The determinant of the resulting array is equal to $A^{m} B^{n}$.

Example:

$$
\begin{aligned}
& A=\left|\begin{array}{cc}
a, & b \\
c, & d
\end{array}\right| ; \quad B=\left|\begin{array}{cc}
a, & \beta \\
\gamma, & \delta
\end{array}\right|, \\
& \left|\begin{array}{ccc}
a a, & a \beta, & b \alpha, \\
a \gamma, & a \delta, & b \gamma, \\
c \alpha & b \delta \\
c a, & c \beta, & d a, \\
c \gamma, & d \beta & d \beta \\
c \delta, & d \gamma, & d \delta
\end{array}\right|=A^{2} B^{2} .
\end{aligned}
$$

32. If $a, b \ldots l ; a, \beta \ldots \lambda$ are any two sets of $n$ quantities, and

$$
d_{i k}=\left(a_{i}-a_{k}\right)^{r}+\left(b_{i}-\beta_{k}\right)^{r}+\ldots+\left(l_{i}-\lambda_{k}\right)^{r},
$$

prove that

$$
\left|\begin{array}{ccc}
d_{\mathrm{i} 1} & \ldots & d_{11} \\
\ldots & \ldots & \ldots \\
d_{n} & . & d_{n}
\end{array}\right|=0, \text { if } s=n(r-1)+3,
$$

$$
\left|\begin{array}{lll}
d_{11} & \ldots & d_{1}, \\
\ldots & 1 \\
d_{s 1} & \ldots & d_{n s}, \\
1 & \ldots & 1
\end{array}\right|=0, \text { if } s=n(r-1)+2
$$

33. $\{$ In this and the next five questions

$$
\left.m_{k}=\frac{m(m-1)(m-2) \ldots(m-k+1)}{1 \cdot 2 \cdot 3 \ldots k}\right\}
$$

The determinant
where $a=p+r+t+1$ (the suffixes $p, p+1 \ldots u$ of the rows are consecutive, but $m, m+1 \ldots m+r, m+r+s \ldots m+r+s+t$ form two groups of consecutive numbers), is equal to the product of the two fractions

$$
\begin{gathered}
\frac{m_{p}(m+1)_{p} \ldots(m+r)_{p}(m+r+s)_{p} \ldots(m+r+s+t)_{p}}{p_{p}(p+1)_{p} \ldots u_{p}} \\
\frac{(r+s)_{r+1}(r+s+1)_{r+1} \ldots(r+s+t)_{r+1}}{(r+1)_{r+1}(r+2)_{r+1} \cdots(r+t+1)_{r+1}}
\end{gathered}
$$

34. The determinant

$$
\left|\begin{array}{cccccc}
m_{p}, & m_{p+1} & \ldots & m_{p+s}, & m_{p+a+v} & \ldots
\end{array} m_{p+a+v+u},\right|
$$

where $r=s+u+1$ (the suffixes $p, p+1 \ldots p+s, p+s+v \ldots p+s+v+u$ form two groups of consecutive numbers, while $m, m+1 \ldots m+r$ are consecutive), is equal to the product of the two fractions

$$
\begin{gathered}
\frac{m_{p}(m+1)_{p} \ldots(m+r)_{p}}{p_{p}(p+1)_{p} \ldots(p+s)_{p}(p+s+v)_{p} \cdots(p+s+v+u)_{p}} \\
\frac{(m-p)_{v-1}(m-p+1)_{v-1} \ldots(m-p+u)_{v-1}}{(v-1)_{v-1} v_{v-1}(v+1)_{v-1} \cdots(v+u-1)_{v-1}}
\end{gathered}
$$

35. Prove that

$$
\left|\begin{array}{ccccc}
x^{n}, & p_{0}, & p_{1} & \cdots & p_{r-1} \\
(x+1)^{n}, & (p+1)_{0}, & (p+1)_{1} & \cdots & (p+1)_{r-1} \\
(x+2)^{n}, & (p+2)_{0}, & (p+2)_{1} & \cdots & (p+2)_{r-1} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
(x+r)^{n}, & (p+r)_{0}, & (p+r)_{1} & \cdots & (p+r)_{r-1}
\end{array}\right|
$$

vanishes if $n<r$, but is equal to $(-1)^{n} n!$ if $n=r$. If $n>r$ the determinant reduces to a function of $x$ of order $n-r$.
36. Prove that

$$
\left|\begin{array}{cccc}
x^{n}, & p_{1} & \cdots & p_{r} \\
(x+1)^{n}, & (p+1)_{1} & \cdots & (p+1)_{r} \\
(x+2)^{n}, & (p+2)_{1} & \ldots & (p+2)_{r} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
(x+r)^{n}, & (p+r)_{1} & \cdots & (p+r)_{r}
\end{array}\right|=(x-p)^{n}
$$

for all positive values of $n$ less than $r$.
37. Prove that

$$
\left\lvert\, \begin{array}{cccc}
p_{0}, & p_{1} & \cdots & p_{r-1}
\end{array} c n^{m}\right., ~=\Delta^{r} n^{m} .
$$

38. Prove that the value of the determinant

and so is independent of the quantities $n, q, t \ldots$
39. If $A=\left|a_{i k}\right| ; B=\left|b_{i k}\right|$ are two determinants of order $n$, and

$$
f(x)=\left|a_{i k}+x b_{i k}\right|
$$

prove that

$$
f(x) f(-x)=A B\left|H_{i k}-K_{i k} x^{2}\right|
$$

where the quantities $H_{i k}, K_{i k}$ satisfy the equations

$$
\begin{aligned}
& H_{r 1} K_{1 r}+H_{r 2} K_{2 r}+\ldots+H_{r n} K_{n r}=1 \\
& H_{r 1} K_{1 s}+H_{r 2} K_{2 s}+\ldots+H_{r n} K_{n s}=0
\end{aligned}
$$

40. With the same notation as in the preceding question, prove that if

$$
P(\lambda, \mu)=\left|\lambda \alpha_{i k}+\mu b_{i k}\right|,
$$

then

$$
\begin{aligned}
P(\lambda, \mu) & =A\left|\begin{array}{cccc}
\mu H_{11}+\lambda, & \mu H_{12} & \ldots & \mu H_{1 n} \\
\mu H_{21}, & \mu H_{22}+\lambda & \ldots & \mu H_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\mu H_{n 1}, & \mu H_{n 2} & \ldots & \mu H_{n n}+\lambda
\end{array}\right| \\
& =B\left|\begin{array}{ccccc}
\lambda K_{11}+\mu, & \lambda K_{12} & \ldots & \lambda K_{1 n} \\
\lambda K_{21} & , & \lambda K_{23}+\mu & \ldots & \lambda K_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\lambda K_{n 1} & , & \lambda K_{n 2} & \ldots & \lambda K_{n}+\mu
\end{array}\right| .
\end{aligned}
$$

41. If $F^{\prime}(x)=a_{0} x^{n}+a_{1} x^{n-1}+\ldots+a_{n-1} x+a_{n}$,
prove that

$$
\begin{aligned}
& P=\left|\begin{array}{cccccc}
x, & 0, & 0 & \ldots & 0, & \frac{a_{n}}{a_{0}} \\
-1, & x, & 0 & . . & 0, & \frac{a_{n-1}}{a_{0}} \\
0, & -1, & x & \ldots & 0, & \frac{a_{n-2}}{a_{0}} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
0, & 0, & 0 & \ldots & x, & \frac{a_{2}}{a_{0}} \\
0, & 0, & 0 & \ldots & -1, & \frac{a_{1}}{a_{0}}+x
\end{array}\right|=\frac{F^{\prime}(x)}{a_{0}}, \\
& Q=\left|\begin{array}{ccccccc}
1+\frac{a_{n-1}}{a_{n}} x, & -x, & 0 & \ldots & 0, & 0 \\
\frac{a_{n}}{a_{n}} x, & 1, & -x & \ldots & 0, & 0 \\
\frac{a_{n-3}}{a_{n}} x, & 0, & 1 & \ldots & 0, & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\frac{a_{1}}{a_{n}} x, & 0, & 0 & \ldots & 1, & -x \\
\frac{a_{0}}{a_{n}} x, & 0, & 0 & \ldots & 0, & 1
\end{array}\right|=\frac{F(x)}{a_{n}} .
\end{aligned}
$$

If $P_{r}, Q_{r}$ be the coefficients of homologous elements in $P$ and $Q$,

$$
\begin{aligned}
& a_{0} P_{r r} x+a_{n} Q_{r r}=F^{\prime}(x) \\
& a_{0} P_{r} x+a_{n} Q_{r}=0 .
\end{aligned}
$$

S. D.

Also, if to the elements of $P$ we add the homologous elements of $Q$ multiplied by $y$, the resulting determinant is equal to

$$
\frac{F(x) F(y)}{a_{0} a_{n}} .
$$

42. Prove the formula for the change of the independent variable in the determinant of $n$ functions

$$
\begin{gathered}
\Sigma \pm y_{1} \frac{d y_{2}}{d x} \frac{d^{2} y_{3}}{d x^{2}} \cdots \frac{d^{n-1} y_{n}}{d x^{n-1}} \\
=\left(\frac{d t}{d x}\right)^{\frac{n(x+1)}{2}} \Sigma \pm y_{1} \frac{d y_{2}}{d t} \frac{d y_{3}}{d t^{3}} \cdots \frac{d^{n-1} y_{n}}{d t^{n-1}} .
\end{gathered}
$$

43. Let $a_{1}, a_{2}, a_{3} \ldots$ be a series of $n$ positive numbers, and let $s_{r}$ be the sum of the divisors of $r$ selected from the terms of this series, this sum being supposed to vanish for all values of $r$ which have no divisors in the above series. Then if

$$
D_{n}=\left|\begin{array}{cccccc}
s_{1} s_{n-1}+s_{n}, & -s_{1}, & -s_{s}, & -s_{3} \ldots-s_{n-s} \\
s_{1} s_{n-2}+s_{n-1}, & n-1, & -s_{1}, & -s_{2} \ldots & \ldots-s_{n-3} \\
s_{1} s_{n-s}+s_{n-2}, & 0, & n-2, & -s_{1} & \ldots-s_{n-4} \\
s_{1} s_{n-4}+s_{n-3}, & 0, & 0, & n-3 \ldots \ldots & \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\cdots \ldots \ldots
\end{array}\right|,
$$

the number of positive integral solutions of the equation
is

$$
\begin{gathered}
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}+\ldots=n \\
\frac{D_{n}}{n!} .
\end{gathered}
$$

44. If $\varepsilon_{r}$ is the sum of all the divisors of $r$, then the determinant
is equal to $(-1)^{k} n$ ! when $n$ is of the form $\frac{1}{2}\left(3 k^{2} \pm k\right)$, but vanishes for other values of $n$.
45. Let $(m, n)$ denote the greatest common divisor of the integral. numbers $m$ and $n$; and let $\psi(m)$ be the number of numbers not surpassing $m$ and prime to $m$; the symmetrical determinant

$$
D_{m}=\Sigma \pm(1,1)(2,2) \ldots(n, m)
$$

is equal to

$$
\psi(1) \psi(2) \psi(3) \ldots \psi(m) .
$$

46. If $A$ is a skew determinant of order $n$ in which the principal diagonal elements are equal to $z$, and $A_{i k}$ its system of first minors, prove that

$$
A_{r 1} A_{s 1}+A_{r 2} A_{s 2}+\ldots+A_{r n} A_{s n}
$$

is equal to $A w_{r s}$ if $n$ is even, and to $\frac{A}{Z} w_{r s}$ if $n$ is odd.
47. If

$$
f(x)=x^{n}+a_{1} x^{n-1}+a_{2} x^{n-2}+\ldots+a_{n}=0
$$

has for its roots $b_{1}, b_{2} \ldots b_{n}$, prove that

$$
f(x)=\left|\begin{array}{cccccc}
x, & b_{1}, & b_{1} & \ldots & b_{1}, & b_{1} \\
b_{1}, & x, & b_{2} & \ldots & b_{2}, & b_{2} \\
\ldots \ldots \ldots \ldots & \ldots & \cdots & \cdots & \cdots \\
b_{n-1}, & b_{n-1}, & b_{n-1} & \ldots & x, & b_{n} \\
1, & 1, & 1 & \ldots & 1, & 1
\end{array}\right| .
$$

And if $s_{r}$ is the sum of the $r^{\text {th }}$ powers of the roots

$$
\left|\begin{array}{ccccc}
x^{n}, & x^{n-1} & \ldots & x, & 1 \\
s_{n}, & s_{n-1} & \ldots & s_{1}, & s_{0} \\
s_{n+1}, & s_{n} & \ldots & s_{2}, & s_{1} \\
\ldots \ldots \ldots \ldots \ldots & \ldots & \ldots & \cdots \\
s_{2 n-1}, & s_{2 n-2} & \ldots & s_{n}, & s_{n-1}
\end{array}\right|=(-1)^{\frac{n(n-1)}{2}} \zeta\left(b_{1}, b_{q} \ldots b_{n}\right) f(x) .
$$

48. Prove that

$$
\left|\begin{array}{ccc}
\alpha_{1}^{\prime}, & \alpha_{1}^{n-2} \ldots u_{1}, 1 \\
a_{2}^{r}, & \alpha_{2}^{n-2} \ldots u_{2}, & 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\alpha_{n}^{r}, & \alpha_{n}^{n-2} \ldots a_{n}, 1
\end{array}\right|=\zeta^{\frac{1}{2}}\left(\alpha_{1}, \alpha_{2} \ldots u_{n}\right) H_{r-n+1}
$$

$H_{p}$ being the sum of the homogeneous powers and products of order $p$ of
49. If

$$
\begin{gathered}
a_{1}, \alpha_{2} \ldots a_{n} \\
a_{r s}=\frac{1}{x_{s}-a_{r}}, \quad \alpha_{r s}=\frac{1}{\left(x_{s}-a_{r}\right)^{2}}
\end{gathered}
$$

prove that the value of the determinant of order $2 n$

$$
\left|\begin{array}{cccc}
a_{11}, & a_{11} \ldots & a_{n 1}, & a_{n 1} \\
a_{12}, & a_{12} \ldots & a_{n 2}, & a_{n 2} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
a_{1,2 n}, & a_{1,2 n} \ldots & a_{n ; 2}, & a_{n, 2 n}
\end{array}\right|
$$

is

$$
\begin{gathered}
(-1)^{n^{2}\left(a_{1}, a_{2} \ldots a_{n}\right) \zeta^{\frac{1}{2}}\left(x_{1}, x_{2} \ldots x_{2_{n}}\right)} \\
{\left[\phi\left(a_{2}\right) \phi\left(a_{2}\right) \ldots \phi\left(a_{n}\right)\right]^{2}} \\
\phi(x)=\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{n}\right) .
\end{gathered}
$$

50. Prove that the value of the determinant of order $2 n+1$ whose $i^{\text {th }}$ ' row is
$1, \sin a_{i}, \quad \cos a_{i}, \quad \sin 2 a_{i}, \quad \cos 2 \alpha_{i} \ldots \sin n a_{i}, \quad \cos n a_{i}$,
is

$$
2^{2 n^{2}} \Pi \sin \frac{1}{2}\left(a_{i}-a_{k}\right),
$$

where $i, k$ are all duads from $1,2 \ldots n(i>k)$.
Also that the value of the determinant of order $2 n$ whose $i^{\text {th }}$ row is $\sin a_{i}, \quad \cos a_{i}, \quad \sin 2 a_{i}, \quad \cos 2 a_{i} \ldots \sin n a_{i}, \quad \cos n a_{i}$,
is

$$
2^{2 n^{2}-2 n+1} \Pi \sin \frac{1}{2}\left(a_{4}-a_{k}\right) S,
$$

where

$$
S=\Sigma \cos \frac{1}{2}\left(a_{1}+a_{2}+\ldots+a_{n}-a_{n+1} \ldots-a_{2 n}\right)
$$

is formed by dividing the $2 n$ angles into two sets of $n$ in all possible ways and taking the cosine of half the difference of the sums of these sets.
51. If

$$
A=\left|\begin{array}{llll}
\frac{1}{a_{1}-x_{1}}, \frac{1}{a_{2}-x_{1}} & \cdots \frac{1}{a_{n}-x_{1}}, & 1 \\
\frac{1}{a_{1}-x_{2}}, \frac{1}{a_{2}-x_{2}} & \cdots \frac{1}{a_{n}-x_{9}}, & 1 \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\frac{1}{a_{1}-x_{n+1}}, \frac{1}{a_{2}-x_{n+1}} \cdots \frac{1}{a_{n}-x_{n+1}}, & 1
\end{array}\right|,
$$

prove that

$$
A=(-1)^{n^{\frac{1}{2}}} \frac{\left(a_{1}, a_{2} \ldots a_{n}\right) \zeta^{\frac{1}{2}}\left(x_{1}, x_{2} \ldots x_{n+1}\right)}{\phi\left(a_{1}\right) \phi\left(a_{2}\right) \ldots \phi\left(a_{n}\right)},
$$

where

$$
\phi(x)=\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{n+1}\right) .
$$

If $B$ is the determinant obtained from $A$ by writing $\left(a_{r}-x_{d}\right)^{2}$ in place of $\left(a_{r}-x_{t}\right)$, prove that

$$
\bar{B}=\left\{\begin{array}{lll}
\frac{1}{a_{1}-x_{1}}, \frac{1}{a_{2}-x_{1}} & \cdots \frac{1}{a_{n}-x_{1}}, & 1 \\
\frac{1}{a_{1}-x_{2}}, \frac{1}{a_{2}-x_{2}} & \cdots \frac{1}{a_{n}-x_{2}}, & 1 \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots
\end{array}\right\},
$$

the function on the right being formed like a determinant, with all the signs positive instead of alternating.
52. If $a, \beta \ldots \lambda ; a^{\prime}, \beta^{\prime} \ldots \lambda^{\prime}$ are two sets each of $n$ quantities, and $C_{r}$ is the product of all the binomial coefficients in the expansion of $(1+x)^{r}$, prove the following equalities :

$$
\left|\begin{array}{ccc}
\left(\alpha-a^{\prime}\right)^{n}, & \left(\alpha-\beta^{\prime}\right)^{n} \ldots\left(\alpha-\lambda^{\prime}\right)^{n} \\
\left(\beta-\alpha^{\prime}\right)^{n}, & \left(\beta-\beta^{\prime}\right)^{n} & \ldots\left(\beta-\lambda^{\prime}\right)^{n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|=\frac{C_{n}}{n!} \zeta^{\frac{1}{2}}(a, \beta \ldots \lambda) \zeta^{\frac{1}{2}}\left(a^{\prime}, \beta^{\prime} \ldots \lambda^{\prime}\right) I,
$$

where

$$
\begin{gathered}
I=\left[\begin{array}{ccc}
a-\alpha^{\prime}, & \alpha-\beta^{\prime} \ldots & a-\lambda^{\prime} \\
\beta-a^{\prime}, & \beta-\beta^{\prime} \ldots & \ldots-\lambda^{\prime} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\lambda-a^{\prime}, & \lambda-\beta^{\prime} \ldots & \ldots-\lambda^{\prime}
\end{array}\right\} . \\
u=(x-\alpha y)(x-\beta y) \ldots(x-\lambda y), \\
v=\left(x-\alpha^{\prime} y\right)\left(x-\beta^{\prime} y\right) \ldots\left(x-\lambda^{\prime} y\right), \\
I=(12)^{n} u v,
\end{gathered}
$$

using the notation of invariants,

$$
\begin{aligned}
& \left|\begin{array}{l}
\left(\alpha-\alpha^{\prime}\right)^{n} \ldots\left(\alpha-\lambda^{\prime}\right)^{n}, \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\left(\lambda-\alpha^{\prime}\right)^{n} \ldots\left(\lambda-\lambda^{\prime}\right)^{n}, \\
\left(\lambda-\alpha^{\prime}\right)^{n} \ldots\left(x-\lambda^{\prime}\right)^{n},
\end{array}\right|=(-1)^{n} C_{n} \xi^{\frac{1}{2}}(\alpha, \beta \ldots \lambda) \zeta^{\frac{1}{2}}\left(\alpha^{\prime}, \beta^{\prime} \ldots \lambda^{\prime}\right) u v, \\
& \left|\begin{array}{l}
\left(\alpha-\alpha^{\prime}\right)^{n+1} \ldots\left(\alpha-\lambda^{\prime}\right)^{n+1}, \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots
\end{array}\right|=(-1)^{n} \frac{C_{n+1}}{(n+1)!} \delta^{\frac{1}{2}}(\alpha, \beta \ldots \lambda) \\
& \left.\begin{array}{l}
\left(\lambda-\alpha^{\prime}\right)^{n+1} \ldots\left(\lambda-\lambda^{\prime}\right)^{n+1}, \\
\left(x-\alpha^{\prime}\right)^{n+1} \ldots\left(x-\lambda^{\prime}\right)^{n+1}
\end{array} \quad(\lambda-x)^{n+1} \right\rvert\, \times \zeta^{\frac{1}{2}}\left(\alpha^{\prime}, \beta^{\prime} \ldots \lambda^{\prime}\right) I . u v,
\end{aligned}
$$

where

$$
I=\left\{\begin{array}{ll}
a-\alpha^{\prime} \ldots & a-\lambda^{\prime}, \\
\beta-a^{\prime} \ldots \beta-\lambda^{\prime}, & \beta-x \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\lambda-\alpha^{\prime} \ldots \lambda-\lambda^{\prime}, & \lambda-x \\
x-\alpha^{\prime} \ldots x-\lambda^{\prime} &
\end{array}\right\}=-(12)^{n-1} u v .
$$

Again,

$$
\left|\begin{array}{ccc}
\left(\alpha-\alpha^{\prime}\right)^{n} \ldots\left(\alpha-\lambda^{\prime}\right)^{n}, & 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \\
\left(\lambda-a^{\prime}\right)^{n} & \ldots\left(\lambda-\lambda^{\prime}\right)^{n}, & 1 \\
1 & \ldots & 1
\end{array}\right|=(-1)^{n+1} C_{n} \zeta^{\frac{1}{2}}(\alpha \ldots \lambda) \zeta^{\frac{1}{2}}\left(a^{\prime} \ldots \lambda^{\prime}\right),
$$

53. Let there be two systems of binary $n$-tics $u_{1} \ldots u_{n} ; v_{1} \ldots v_{n}$ where

$$
\begin{aligned}
& u_{i}=a_{0 i} x^{n}+n_{1} a_{1 i} x^{n-1} y+n_{2} a_{2 i} x^{n-2} y^{y}+\ldots+a_{n i} y^{n}, \\
& v_{i}=b_{0 i} x^{n}+n_{1} b_{1 i} x^{n-1} y+n_{2} b_{2 i} x^{n-2} y^{2}+\ldots+b_{n i} y^{n} .
\end{aligned}
$$

And let $(i, k)$ be the lineo-linear invariant of $u_{i}$ and $v_{k}$, so that

Prove that

$$
(i, k)=a_{0 i} b_{n k}-n_{1} a_{1 i} b_{n-1 b}+n_{2} a_{2 i} b_{n-2 k}-\ldots \pm a_{k i} b_{v k}
$$

$$
\left|\begin{array}{c}
(1,1) \ldots(1, n+2) \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
(n+2,1) \ldots(n+2, n+2)
\end{array}\right|=0
$$

$$
\left|\begin{array}{ccc}
(1,1) & \ldots & (1, n+1) \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
(n+1,1) & \ldots & (n+1, n+1)
\end{array}\right|=C_{n}\left|\begin{array}{ccc}
a_{01}, & a_{11} \ldots & a_{n 1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
a_{0 n+1}, a_{1 n+1} & \ldots & a_{n n+1}
\end{array}\right|\left|\begin{array}{ccc}
b_{01}, & b_{11} \ldots & b_{n 1} \\
\ldots \ldots \ldots \ldots \ldots \\
b_{0 n+1}, & b_{1 n+1} \ldots & b_{n n+1}
\end{array}\right|
$$

54. If $a_{1}, a_{2} \ldots a_{n}$ are the roots of the equation

$$
x^{n}+p_{\mathrm{r}} x^{n-1}+\ldots+p_{n}=0
$$

prove that

$$
\frac{d\left(p_{1}, p_{2} \ldots p_{n}\right)}{d\left(\alpha_{1}, a_{a} \ldots a_{n}\right)}=(-1)^{)^{n(n n-1)}} \xi^{\frac{1}{2}}\left(a_{1}, a_{2} \ldots a_{n}\right)
$$

55. If

$$
u_{1}=\frac{x_{1}}{x_{n}}, \quad u_{2}=\frac{x_{2}}{x_{n}} \ldots u_{n-1}=\frac{x_{n-1}}{x_{n}},
$$

$x_{n}$ being a function of $x_{1}, x_{2} \ldots x_{n-1}$ given by

$$
x_{1}^{2}+x_{2}^{2}+\ldots+x_{n-1}{ }^{2}+x_{n}^{2}=1,
$$

prove that

$$
\frac{d\left(u_{1}, u_{2} \ldots u_{n-1}\right)}{d\left(x_{1}, x_{2} \ldots x_{n-1}\right)}=\frac{1}{x_{n}^{n+1}} .
$$

$$
\begin{aligned}
& \left|\begin{array}{c}
\left(a-a^{\prime}\right)^{n+1} \ldots\left(a-\lambda^{\prime}\right)^{n+1}, \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\left(\lambda-a^{\prime}\right)^{n+1} \ldots\left(\lambda-\lambda^{\prime}\right)^{n+1}, \\
1 \\
\ldots
\end{array}\right|=(-1)^{n} \frac{C_{n+1}}{(n+1)!} \zeta^{\frac{1}{2}}(\alpha \ldots \lambda) \xi^{\frac{1}{2}}\left(a^{\prime} \ldots \lambda^{\prime}\right) I^{\prime}, \\
& I^{\prime}=\left\{\begin{array}{ccc}
a-a^{\prime} \ldots a-\lambda^{\prime}, & 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots \\
\lambda-a^{\prime} \ldots \lambda-\lambda^{\prime}, & 1 \\
1 & 1
\end{array}\right\} \\
& =(12)^{n-1} \frac{d u}{d x} \cdot \frac{d v}{d x} \text {. }
\end{aligned}
$$

56. If $u_{n}=(x+y+z)^{n}+(x-y-z)^{n}+(-x+y-z)^{n}+(-x-y+z)^{n}$, prove that the Hessian of $u_{n}$ is

$$
u_{2-n}\left(x^{4}+y^{4}+z^{4}-2 x^{2} y^{2}-2 y^{2} z^{2}-2 z^{2} x^{2}\right)^{n-2}
$$

multiplied by a numerical factor.
57. If

$$
F=u_{1} u_{2} \ldots u_{n}
$$

where $u_{1}, u_{2} \ldots u_{n}$ are linear functions of the $n$ variables $x_{1}, x_{2} \ldots x_{n}$, prove that

$$
F^{2} H(\log F)=(-1)^{n}\left[\frac{d\left(u_{1}, u_{2} \ldots u_{n}\right)}{d\left(x_{1}, x_{2} \ldots x_{n}\right)}\right]^{2}
$$

Also that

$$
\left|\begin{array}{cccc}
F, & \frac{d F}{d x_{1}} & \cdots & \frac{d F}{d x_{n}} \\
\frac{d F}{d x_{1}}, & \frac{d^{2} F}{d x_{1}^{2}} & \cdots & \frac{d^{2} F}{d x_{1} d x_{n}} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\frac{d F}{d x_{n}}, & \frac{d^{2} F}{d x_{n} d x_{1}} \cdots & \cdots & \frac{d^{2} F}{d x_{n}^{2}}
\end{array}\right|=(-1)^{n} F^{n-1}\left[\frac{d\left(u_{1} \ldots u_{n}\right)}{d\left(x_{1} \ldots x_{n}\right)}\right]^{9} .
$$

58. If $u_{1}, u_{2}, u_{3}$ be three functions of $x, y$, and if

$$
\begin{gathered}
v_{1}=\frac{d\left(u_{2}, u_{3}\right)}{d(x, y)}, \quad v=\frac{d\left(u_{3}, u_{1}\right)}{d(x, y)}, \quad v_{3}=\frac{d\left(u_{1}, u_{2}\right)}{d(x, y)}, \\
w_{1}=\frac{d\left(v_{2}, v_{3}\right)}{d(x, y)}, \& c .
\end{gathered}
$$

prove that

$$
\frac{w_{1}}{u_{1}}=\frac{w_{2}}{u_{3}}=\frac{w_{3}}{u_{3}} .
$$

59. If $u_{1}, u_{2}, u_{3}, u_{4}$ are four functions of $x, y$, and if

$$
v_{1}=\left|\begin{array}{ccc}
\frac{d^{2} u_{2}}{d x^{2}}, & \frac{d^{2} u_{3}}{d x^{2}}, & \frac{d^{2} u_{4}}{d x^{2}} \\
\frac{d^{2} u_{2}}{d x d y}, & \frac{d^{2} u_{3}}{d x d y}, & \frac{d^{3} u_{4}}{d x d y} \\
\frac{d^{2} u_{2}}{d y^{2}}, & \frac{d^{2} u_{3}}{d y^{2}}, & \frac{d^{2} u_{4}}{d y^{2}}
\end{array}\right|
$$

and $v_{2}, v_{3}, v_{4}$ similar determinants formed from $u_{3}, u_{4}, u_{4}$, \&ce, then
from $v_{1}, v_{2}, v_{3}, v_{4}$ we can form four new functions $w_{1}, w_{2}, w_{3}, w_{4}$ in the same way as we obtained $v_{1} \ldots v_{4}$ from $u_{1} \ldots u_{4}$. Prove that

$$
\frac{w_{i}}{u_{i}}=\mu\left|\begin{array}{llll}
\frac{d^{3} u_{1}}{d x^{3}}, & \frac{d^{3} u_{3}}{d x^{3}}, & \frac{d^{3} u_{3}}{d x^{3}}, & \frac{d^{3} u_{4}}{d x^{3}} \\
\frac{d^{3} u_{1}}{d x^{2} d y}, & \frac{d^{3} u_{a}}{d x^{2} d y}, & \frac{d^{3} u_{3}}{d x^{2} d y}, & \frac{d^{3} u_{4}}{d x^{2} d y} \\
\frac{d^{3} u_{1}}{d x d y^{2}}, & \frac{d^{3} u_{2}}{d x d y^{2}}, & \frac{d^{3} u_{3}}{d x d y^{2}}, & \frac{d^{3} u_{4}}{d x d y^{2}} \\
\frac{d^{3} u_{1}}{d y^{3}}, & \frac{d^{3} u_{2}}{d y^{3}}, & \frac{d^{3} u_{3}}{d y^{3}}, & \frac{d^{3} u_{4}}{d y^{3}}
\end{array}\right|
$$

where $\mu$ is a numerical factor.
60. For the $n^{2}$ functions $u_{i k}(i, k=1,2 \ldots n)$ of the variables $x_{1}, x_{2} \ldots x_{n}$, prove that the cubic determinant whose elements are

$$
\frac{d v_{i \xi}}{d x_{j}} \quad(i, j, k=1,2 \ldots n)
$$

is a covariant.
61. For the $n$ functions $u_{1} \ldots u_{n}$ of the variables $x_{1} \ldots x_{n}$, prove that the cubic determinant whose elements are

$$
\frac{d^{2} u_{i}}{d x_{j} d x_{k}} \quad(i, j, k=1,2 \ldots n)
$$

is a covariant.
62. If the function $u$ of the variables $x_{1} \ldots x_{n}$ be transformed by the linear substitution

$$
x_{i}=b_{i 1} y_{1}+b_{i 2} y_{k}+\ldots+b_{i n-1} y_{n-1}
$$

to a function $v$ of $n-1$ variables, prove that

$$
H(v)=-\left|\begin{array}{cccc}
0, & B_{1} & \ldots & B_{n} \\
B_{1}, & u_{11} & \ldots & u_{1 n} \\
\ldots & \ldots & \ldots & \ldots \\
B_{n}, & u_{n 1} & . & u_{n n}
\end{array}\right|,
$$

where $u_{0 k}=\frac{d^{2} u}{d x_{i} d x_{k}}$, and $(-1)^{4} B_{i}$ is the determinant obtained by suppressing the $i^{\text {th }}$ row in the array formed by the quantities $b_{i}$.
63. If $u=\sum a_{i k} x_{i} x_{k} \quad(i, k=1,2 \ldots n)$,
and

$$
D_{r}=\left|\begin{array}{ccc}
a_{11} & \ldots & a_{1 r} \\
\ldots & \ldots & \ldots \\
a_{r 1} & \ldots & a_{r r}
\end{array}\right|,
$$

prove that the substitution

$$
x_{r}=y_{r}+\frac{1}{D_{r}} \frac{d D_{r+1}}{d a_{r r+1}} y_{r+1}+\ldots+\frac{1}{D_{n-1}}-\frac{d D_{n}}{d a_{r n}} y_{n}
$$

reduces the given quadric to the sum of the $n$ squares

$$
u=\Sigma \frac{D_{r}}{D_{r-1}} y_{r}^{2} \quad(r=1,2 \ldots n)
$$

64. If $u$ and $v$ are two $n$-ary quadrics and $U, V$ their reciprocals, prove that we can by the same linear substitution change $u$ into $A V$ and $v$ into $B W ; A$ and $B$ are the discriminants of $u$ and $v$. The determinant $C$ of the substitution is the geometric mean between the discriminants of $U$ and $V$. If $C$ be regarded as the discriminant of a quadric $W$, we can by the same linear substitution reduce the three quadrics $U, ' V, W$ to the sum of squares. The coefficient of any term in $W$ so transformed is the geometric mean between the homologous coefficients in $U$ and $V$.
65. If to the leading elements of the determinant of an orthogonal substitution of order $n$ we add the quantities $a_{1}, a_{2} \ldots a_{n}$, or the quantities $\frac{1}{a_{1}}, \frac{1}{a_{2}} \ldots \frac{1}{a_{n}}$, the resulting determinants are equal if

$$
a_{1} a_{2} \ldots a_{n}=1
$$

66. If $c_{i k}$ are the coefficients of an orthogonal substitution (modulus unity) of order $n$, prove that

$$
D=\left|\begin{array}{cccc}
c_{11}-1, & c_{12} & \ldots & c_{1 n} \\
c_{21}, & c_{22}-1 & \ldots & c_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
c_{n 1}, & c_{n 2} & \ldots & c_{n n}-1
\end{array}\right|
$$

is equal to zero if $n$ is odd; but if $n$ is even its value is

$$
2^{n} \frac{[A]}{A},
$$

where $A$ is the skew determinant from which the orthogonal substitution is derived, and [A] the same determinant with the elements in the leading diagonal zero.

If $D_{i d}$ is the coefficient of one of the leading terms in $D$, prove that when $n$ is even

$$
2 D_{i i}=-D
$$

67. If

$$
\left|c_{i k}\right|=\epsilon
$$

is the determinant of an orthogonal substitution, the equation

$$
\left|\begin{array}{cccc}
c_{11}+x, & c_{12} & \ldots & c_{1 n} \\
c_{21}, & c_{22}+x & \ldots & c_{2 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
c_{n 1}, & c_{n 2} & \ldots & c_{n n}+x
\end{array}\right|=0
$$

is a reciprocal one. If $n$ is odd it has one real root $-\epsilon$; if $n$ is even and $\epsilon=-1$ it has the two real roots $\pm 1$. The rest are all imaginary.
68. The maxima and minima values of

$$
u=\Sigma \alpha_{k_{k}} x_{k} x_{k},
$$

subject to the conditions

$$
\begin{gathered}
v=\sum b_{i k} x_{i} x_{k} \\
c_{11} x_{1}+c_{12} x_{2}+\ldots+c_{1 n} x_{n}=0 \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
c_{n-21} x_{1}+c_{n-22} x_{2}+\ldots+c_{n-2 n} x_{n}=0
\end{gathered}
$$

are given by the equation
69. The values of $x_{1}, x_{2} \ldots x_{m}$ which satisfy the equations

$$
\begin{aligned}
& a_{11} x_{1}+a_{21} x_{2}+\ldots+a_{m 1} x_{m}=0 \\
& a_{1 r-1} x_{1}+a_{2 r-1} x_{1}+\ldots+a_{m r-1} x_{m}=0 \\
& a_{1 r} x_{1}+a_{2 r} x_{2}+\ldots+a_{m r} x_{m}=1 \\
& a_{1 r+1} x_{1}+a_{2 r+1} x_{2}+\ldots+a_{m r+1} x_{m}=0 \\
& a_{1 n} x_{1}+a_{2 n} x_{2}+\ldots+a_{m n} x_{m}=0
\end{aligned}
$$

and make $x_{1}{ }^{8}+x_{9}{ }^{2}+\ldots+x_{m}{ }^{2}$ a minimum are

$$
\frac{1}{2 C} \frac{d C}{d a_{1 r}}, \frac{1}{2 C} \frac{d C}{d a_{2 r}} \ldots \frac{1}{2 C} \frac{d C}{d a_{m r}},
$$

where $C$ is the determinant whose elements are given by

$$
c_{i k}=a_{16} a_{1 k}+a_{2 i} a_{2 k}+\ldots+a_{m i} a_{m k}
$$

70. The value of the integral

$$
\iint \ldots x_{i} x_{j} d x_{1} d x_{2} \ldots d x_{n}
$$

taken for all values of the variables such that

$$
\Sigma a_{i j} x_{i} x_{j}=<1,
$$

the quadric being a definite positive form (i.e. incapable of becoming negative), is

$$
\frac{\left(\Gamma \frac{1}{2}\right)^{n}}{\Gamma\left(\frac{1}{2} n+2\right)} \frac{A_{i j}}{2 A^{\frac{3}{2}}},
$$

where $A=\left|a_{i \hbar}\right|$ is the discriminant of the quadric.
71. The value of the integral

$$
\int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \epsilon^{-u} \cos \left(b_{1} x_{1}+b_{2} x_{2}+\ldots+b_{n} x_{n}\right) d x_{1} d x_{2} \ldots d x_{n},
$$

where
is

$$
u=\sum_{i}^{\prime} a_{i k} x_{i} x_{k},
$$

$$
\sqrt{ }\left(\frac{\pi^{n}}{A}\right) \epsilon^{-\frac{0}{a}}
$$

where

$$
v=-\frac{1}{A}\left|\begin{array}{ccccc}
0, & b_{1}, & b_{2} & \ldots & b_{n} \\
b_{1}, a_{11} & a_{12} & \ldots & a_{1 n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots & \ldots & \ldots & \ldots \\
b_{n}, & a_{n 1} & a_{n 2} & \ldots & a_{n n}
\end{array}\right| .
$$

In this question and the next $u$ is supposed to be incapable of becoming negative.
72. The value of the integral

$$
\int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} v \epsilon^{-u} d x_{1} d x_{2} \ldots d x_{n},
$$

where
is

$$
\begin{gathered}
v=\Sigma \bar{i}_{i k} x_{i} x_{k}, \quad u=\Sigma a_{i k} x_{i} x_{k}, \\
\sqrt{ }\left(\frac{\pi^{n}}{A^{3}}\right) \frac{S}{2}
\end{gathered}
$$

where $S$ is the sum of the $n$ determinants obtained by substituting for each column of $A$ in succession the corresponding column of the discriminant of $v$.
73. Let $a_{1}, a_{2} \ldots a_{2 n+1}$ be $2 n+1$ real and different numbers in ascending order of magnitude, and let

$$
\begin{aligned}
& P(x)=\left(x-a_{1}\right)\left(x-a_{3}\right) \ldots\left(x-a_{2 n+1}\right) \\
& Q(x)=\left(x-a_{2}\right)\left(x-a_{4}\right) \ldots\left(x-a_{2 n}\right) A \\
& R(x)=P(x) Q(x),
\end{aligned}
$$

$A$ being a positive number. Then if

$$
K_{r r}=\frac{1}{2} \int_{a_{2 s-1}}^{a_{2 s}} \frac{P(x) d x}{\left(x-a_{2 r-1}\right) \sqrt{ } R(x)}, \quad L_{r=}=\frac{1}{2} \frac{Q\left(a_{2 r-1}\right)}{P^{\prime}\left(a_{2 r-1}\right)} \int_{a_{2 s-1}}^{a_{2 s}} \frac{P(x) d x}{\left(x-a_{2 r-1}\right)^{2} \sqrt{ } R(x)}
$$

(these are the complete Abelian integrals of the first and second species), and if also
$k_{r n}=\frac{\sqrt{-1}}{2} \int_{a_{2 t}}^{a_{2 s+1}} \frac{P(x) d x}{\left(x-a_{2 r-1}\right) \sqrt{ } R(x)}, l_{r o}=\frac{\sqrt{-1}}{2} \frac{Q\left(\alpha_{2 r-1}\right)}{P^{\prime}\left(a_{2 r-1}\right)} \int_{a_{2 s}}^{a_{2 s+1}} \frac{P(x) d x}{\left(x-a_{2 r-1}\right)^{2} \sqrt{ } R(x)}$ then

$$
D=\left|\begin{array}{ccccc}
K_{11}, & L_{11} & \ldots & K_{n 1}, & L_{n 1} \\
k_{11}, & l_{11} & \ldots & k_{n 1}, & l_{n 1} \\
\ldots & \ldots & \ldots & \ldots \ldots & \ldots \\
K_{1 n}, & L_{1 n} & \ldots & K_{n n}, & L_{n n} \\
k_{1 n}, & l_{1 n} & \ldots & k_{n n}, & l_{n n}
\end{array}\right|=\left(\frac{\pi}{2}\right)^{n} .
$$

Prove also that

$$
\begin{aligned}
& \frac{d D}{d K_{r r}}-\frac{d D}{d K_{r n-1}}=-\left(\frac{\pi}{2}\right)^{n-1} l_{r-1}, \quad \frac{d D}{d L_{r s}}-\frac{d D}{d L_{r m-1}}=\left(\frac{\pi}{2}\right)^{n-1} K_{r r-1} \\
& \frac{d D}{d k_{r a}}-\frac{d D}{d k_{r n-1}}=-\left(\frac{\pi}{2}\right)^{n-1} L_{r-1}, \quad \frac{d D}{d l_{r,}}-\frac{d D}{d l_{r a-1}}=\left(\frac{\pi}{2}\right)^{n-1} K_{r n-1} .
\end{aligned}
$$

74. Prove that the value of the continued fraction

$$
\frac{a}{a+1-} \frac{b}{b+1-} \frac{c}{c+1-} \text { ad. ịnf. }
$$

is unity.
75. Prove that the product of the two continued fractions

$$
\begin{aligned}
& a-1+\frac{1^{2}}{2(a-1)^{2}}+\frac{3^{2}}{2(a-1)^{2}+} \cdots \\
& a+1+\frac{1^{2}}{2(a+1)^{2}+} \frac{3^{2}}{2(a+1)^{2}+} \cdots
\end{aligned}
$$

is $a^{2}$.
76. If $u_{n}$ is the number of terms in a determinant of order $n$ which do not contain any element from the principal diagonal, prove that

$$
u_{n}=n u_{n-1}+(-1)^{n},
$$

and hence that $\frac{u_{n}^{\cdot}}{n!}$ is the coefficient of $x^{n}$ in the expansion of $\frac{\epsilon^{-x}}{1-x}$.
77. If $u_{n}$ is the number of terms in a symmetrical determinant of order $n$, prove that

$$
u_{n}-n u_{n-1}+\frac{(n-1)(n-2)}{2} u_{n-s}=0 .
$$

Also that $\frac{u_{n}}{n!}$ is the coefficient of $x^{n}$ in the expansion of

$$
\frac{\epsilon^{\frac{1}{x}+\frac{1}{2} x^{2}}}{\sqrt{(1-x)}} .
$$

78. If [1.3.5...(2n-1)] $u_{n}$ is the number of terms in a skew determinant of order $2 n$, prove that

$$
u_{n}=(2 n-1) u_{n-1}-(n-1) u_{n-2} .
$$

Shew also that $\frac{u_{n}}{2^{n} n!}$ is the coefficient of $x^{n}$ in the expansion of

$$
\sqrt[4]{\left\{\frac{\epsilon^{x}}{1-x}\right\}}
$$

79. If $A$ is the area of a quadrilateral, the co-ordinates of whose angular points are $\left(x_{1}, y_{1}\right) \ldots\left(x_{4}, y_{4}\right)$, then

$$
2 A=\left|\begin{array}{lll}
1,0, x_{1}, y_{1} \\
0,1, x_{2}, y_{2} \\
1, & 0, x_{3}, y_{3} \\
0,1, x_{4}, & y_{4}
\end{array}\right|=\left|\begin{array}{l}
x_{3}-x_{1}, y_{3}-y_{1} \\
x_{4}-x_{2}, y_{4}-y_{2}
\end{array}\right| .
$$

The area of a quadrilateral inscribed in a circle in terms of its sides is given by

$$
16 A=-\left|\begin{array}{cccc}
-a, & b, & c, & d \\
b, & -a, & d, & c \\
c, & d, & -a, & b \\
d, & c, & b, & -a
\end{array}\right| .
$$

80. If the planes

$$
a_{i} x+b_{i} y+c_{i} z+d_{i}=0 \quad(i=1,2,3,4,5)
$$

touch the same sphere, then

$$
\left|a_{i}, b_{i}, c_{i}, d_{i}, u_{i}\right|=0 \quad(i=1,2 \ldots 5),
$$

where

$$
u_{i}^{2}=a_{i}^{2}+b_{i}^{2}+c_{i}^{2} .
$$

81. A quadric of revolution passes through five points $P_{1} \ldots P_{5}$. The distances of these points from a focus being $r_{1} \ldots r_{5}$.

If $V_{1}=$ volume of tetrahedron $P_{2} P_{3} P_{4} P_{5}$, \&c., prove that

$$
V_{1} r_{1}+V_{2} r_{2}+\ldots+V_{5} r_{5}=0
$$

82. Let $V, V^{\prime}$ be the volumes, $A, B, C, D ; a, b, c, d$ the areas of the faces of two tetrahedra whose angular points are numbered $1,2,3,4$. Also let $P_{i k}$ be the perpendicular from the point $i$ of the first tetrahedron on the face opposite the point $\%$ of the second, and $p_{i k}$ a like quantity for the other tetrahedron. Prove that

$$
\left|P_{i k}\right| \times\left|p_{i k}\right|=\frac{\left(V V^{\prime}\right)^{4}}{A B C D a b c d} \quad(i, k=1,2,3,4) .
$$

83. If $A, B, C, D$ are the directions of four forces in equilibrium, and if $A B$ is the moment of the lines $A$ and $B, \& c$., prove that

$$
\left|\begin{array}{ccc}
0, B A, C A, & D A \\
A B, & 0, & C B, \\
A B \\
A C, B C, & 0, & D C \\
A D, B D, & C D, & 0
\end{array}\right|=0
$$

If $a, b, c, d$ are the magnitudes of the forces

$$
a=\sqrt{ }(B C \cdot C D \cdot D B), \& c .
$$

84. In Siebeck's determinant, xrv. 22, prove that

$$
\frac{d D}{d d_{i k}}=288 v v^{\prime}
$$

where $v$ is the volume of the tetrahedron formed by the face opposite the point $i$ of the first tetrahedron and the centre of the sphere circumscribing the second tetrahedron, and similarly for $v^{\prime}$.
85. If in a system of five points $d_{i k}$ is the square of the line joining the $i^{\text {th }}$ and $k^{\text {th }}$ points, and $r$ is a sixth point of the system, prove that

$$
\left|\begin{array}{ccccc}
d_{r 1}^{2} & , & d_{r 1} d_{r 2}+d_{12} \ldots d_{r 1} d_{r r 5}+d_{15}, & d_{r 1}+1 \\
d_{12} d_{22}+d_{12}, & d_{r 2}^{2} & \ldots & d_{r 2} d_{r 5}+d_{25}, & d_{r 2}+1 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|=0 .
$$

86. If in a system of seven straight lines, $m_{i k}$ is the moment of the $i^{\text {th }}$ and $7^{\text {th }}$ lines, and $r$ is an eighth line, prove that

$$
\left|\begin{array}{cccc}
m_{r 1}^{2} & m_{r 1} m_{r 2}+m_{12} \ldots m_{r 12} m_{r 7}+m_{17} \\
m_{r 1} m_{r 2}+m_{12}, & m_{r 2}^{2} & \ldots m_{r 2} m_{r 7}+m_{27} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|=0 .
$$

87. Having given two tetrahedra whose angular points are marked 1, 2, 3, 4, let $d_{i k}$ denote the square of the distance between the $i^{\text {th }}$ point of the first and $k^{\text {th }}$ point of the second tetrahedron. Prove the following relations :
(i) For two points $P, Q$ the distances of $P$ from the angular points of the first tetrahedron being $a_{i}$, of $Q$ from those of the second $b_{i}$, and $d=P Q^{2}$,

$$
\left|\begin{array}{ccccc}
d, & 1, & b_{1} & \ldots & b_{44} \\
1, & 0, & 1 & \ldots & 1 \\
a_{1}, & 1, & d_{11} & \ldots & d_{14} \\
\ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right|=0 .
$$

(ii) For the point $P$ and a plane, $q$, being the distances of the vertices of the second tetrahedron from the plane, $p$ the distance of $P$ from the plane,

$$
\left|\begin{array}{ccccc}
p, & 0, & q_{1} & \ldots & q_{4} \\
1, & 0, & 1 & \ldots & 1 \\
a_{1}, & 1, & d_{11} & \ldots & d_{14} \\
\ldots & \ldots & \cdots & \ldots & \ldots
\end{array}\right|=0
$$

(iii) For two planes, $p_{i}, q_{i}$ being the perpendiculars from the angular points of the tetrahedra on them, $\phi$ the angle between the planes,

$$
\left|\begin{array}{ccccc}
-\frac{1}{2} \cos \phi, & 0, & q_{1} & \ldots & q_{4} \\
0 & , & 0, & 1 & \ldots \\
1 \\
p_{1} & , & 1, & d_{11} & \ldots
\end{array} d_{14}\right|=0
$$

88. For a system of six and a second system of five spheres, if $p_{i k}$ is the power of the $i^{\text {th }}$ and $k^{\text {th }}$ spheres,

$$
\left\lvert\, \begin{array}{ccc}
1, & p_{11} & \cdots
\end{array} p_{15}\right., ~=0
$$

89. The equation

$$
\left|\begin{array}{ccccc}
0, & S_{1}, & S_{2}, & S_{3}, & S_{4} \\
S_{1}, & 0, & t_{12}, & t_{13}, & t_{14} \\
\ldots \ldots \ldots \ldots & \ldots, \ldots \ldots \ldots \\
S_{4}, & t_{41}, & t_{42}, & t_{43}, & 0
\end{array}\right|=0
$$

represents two spheres touching the given spheres $S_{1}=0 \ldots S_{4}=0$; $t_{i k}$ is the square of the common tangent to the $i^{\text {th }}$ and $k^{\text {th }}$ spheres.
90. Prove that for any five spheres $S_{1}=0 \ldots S_{5}=0$,

$$
\left|\begin{array}{cccccc}
0, & 1, & 1 & \ldots & 1 & , \\
1, & 0, & t_{12} & \ldots & t_{15}, & S_{1} \\
1, & t_{21}, & 0 & \ldots & t_{25}, & S_{2} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
1, & t_{51}, & t_{52} & \ldots & 0, & S_{5} \\
1, & S_{1}, & S_{2} & \ldots & S_{5}^{\prime}, & 0
\end{array}\right|=0 .
$$

91. The index of two points being defined as in xiv. 27, the index of two planes $D, D^{\prime}$ is obtained by taking in the planes the points $a b c, a^{\prime} b^{\prime} c^{\prime}$ and forming the determinant

$$
I_{D D^{\prime}}=\frac{1}{4 a b c \cdot a^{\prime} b^{\prime} c^{\prime}}\left|\begin{array}{lll}
I_{a a^{\prime}}, & I_{a b^{\prime}}, & I_{a c^{\prime}} \\
I_{b a^{\prime}}, & I_{b b^{\prime}}, & I_{b c^{\prime}} \\
I_{c a^{\prime}}, & I_{c b^{\prime}}, & I_{c c^{\prime}}
\end{array}\right| ;
$$

and the index of two lines $\gamma, \gamma^{\prime}$ by taking in the lines two points $a b, a^{\prime} b^{\prime}$ and forming the determinant

$$
I_{\gamma \gamma^{\prime}}=\frac{1}{a b \cdot a^{\prime} b^{\prime}}\left|\begin{array}{ll}
I_{a a^{\prime}}, & I_{a b^{\prime}} \\
I_{b a^{\prime}}, & I_{b b^{\prime}}
\end{array}\right| .
$$

Prove that for two groups of planes numbered $1 \ldots 5$

$$
\left.\begin{gathered}
\left\lvert\, \begin{array}{c}
I_{11} \ldots \\
\ldots \ldots \ldots . \\
I_{51}
\end{array} \ldots I_{55}\right.
\end{gathered} \right\rvert\,=0, \quad \begin{aligned}
& \left|\begin{array}{lll}
I_{11} & \ldots & I_{14} \\
\ldots \ldots \ldots . . \\
I_{41} & \ldots & I_{44}
\end{array}\right|=-\frac{1}{(a b c)^{6}} \frac{(3 V)^{3}}{2 A B C D} \cdot \frac{\left(3 V^{\prime}\right)^{3}}{2 A^{\prime} B^{\prime} C^{\prime} D^{\prime}}
\end{aligned}
$$

where $a, b, c$ are now the semiaxes of the ellipsoid, $V, V^{\prime}$ the volumes, and $A \ldots A^{\prime} \ldots$ the faces of the tetrahedra formed by the planes.

Prove also that for two groups of lines passing through the points $P, P^{\prime}$

$$
\begin{aligned}
& \left|\begin{array}{lll}
I_{11} & \ldots & I_{14} \\
\ldots & \ldots & \ldots \\
I_{41} & \ldots & I_{41}
\end{array}\right|=0, \\
& \left|\begin{array}{lll}
I_{11} & \ldots & I_{13} \\
\ldots & \ldots & \ldots \\
I_{31} & \ldots & I_{33}
\end{array}\right|=-\frac{\sin (123) \sin \left(1^{\prime} 2^{\prime} 3^{\prime}\right)}{(a b c)^{2}} I_{P P^{\prime}}{ }^{2} .
\end{aligned}
$$

92. If between the points of two surfaces we establish the correspondence

$$
\xi=\phi(x, y, z), \quad \eta=\psi(x, y, z), \quad \zeta=\chi(x, y, z),
$$

prove that the ratio of corresponding elements of the surfaces is given by

$$
\frac{d \sigma}{d s}=-\left|\begin{array}{ccc}
\frac{d \xi}{d x}, & \frac{d \xi}{d y}, & \frac{d \xi}{d z}, \\
\frac{d \eta}{d x}, & \frac{d \eta}{d y}, & \frac{d \eta}{d z}, \\
\beta \\
\frac{d \zeta}{d x}, & \frac{d \zeta}{d y}, & \frac{d \zeta}{d z}, \\
a, & b, & c
\end{array}\right|,
$$

where $(a, b, c),(a, \beta, \gamma)$ are the direction cosines of the normal to $d s$ and $d \sigma$.

## LIST OF MEMOIRS AND WORKS RELATING TO DETERMINANTS.

Albeggiani, M. Sviluppo di un determinante ad elementi binomii. Giornale, x. 279. (1872.)
__ Sviluppo di un determinante ad elementi polinomi. Ibid. xiti. 1. (1875.)
—_Dimostrazione d' una formula d'analisi di F. Lucas. Ibid. 107. (1875.)

Armenante, A. Sui determinanti cubici. Giornale, vi. 175. (1866.)
Baltzer, R. Ueber den Ausdruck des Tetraeders durch die Coordinaten der Eckpuncte. Crelle, LxximI. 94. (1870.)
—— Theorie und Anwendung der Determinanten. Ed. 4, Leipzig. (1875.)
Battaglini, G. Sull' equilibrio di quatro forze nello spazio. Giornale, Iv. 93. (1866.)

Nota sui determinanti. Ibid. Ix. 136. (1871.)
Bauer, G. Bemerkungen über einige Determinanten geometrischer Bedeutung. Sitzungsber. d. \%. baierischen Akad. zu München, iI. 345. (1872.)

Baur, C. W. Auflösung eines Systems von Gleichungen, worunter eine quadratisch, die anderen linear. Zeitschrift für Math. u. Physik, xIv. 129. (1868.)
Bazin, M. Sur une question relative aux déterminants. Liouville, xvi. 145. (1851.)
__ Démonstration d'un théorème sur les déterminants. Ibid. XIX. 209. (1854.)

Becker, J. C. Ueber ein Fundamentalsatz der Determinantentheorie. Zeitschrift, xvı. 526. (1871.)
Bertrand, J. Mémoire sur le déterminant d'un système des fonctions. Liouv. xvi. 212. (1851.)

Björling, C. F. C. Sur les relations qui doivent exister entre les coefficients d'un polynôme pour qu'il contienne un facteur de la forme ( $x^{n}-a^{n}$ ). Grunerts Archiv, Lv. 429. (1873.)
Bonolis, A. Sviluppi di alcuni determinanti. Giornale, xv. 113. (1877.) Brill, A. Ueber zwei Berührungs-Probleme. Math. Anr. iv. 527. (1871.)

Brioschi, F. Sur une propriété d'un produit de facteurs linéaires. Camb. \& Dublin M. J. Ix. 137. (1853.)
—— Sur quelques questions de la géométrie de position. Crelle, L. 233. (1854.)
-_ Note sur un théorème relatif aux déterminants gauches. Liowv. xix. 253. (1854.)
—— Sur deux formules relatives à la théorie de la décomposition des fractions rationelles. Crelle, i. 239 and 318. (1855.)
_- Sur l'analogie entre une classe de déterminants d'ordre pairs; et sur les déterminants binaires. Crelle, LiI. 133. (1855.)
—— Sur une propriété d'un déterminant fonctionnel. Quart. J. I. 365 . ( 1855.$)$
——Théorie de déterminants. (French trans. by Combescure) Paris. (1856.)

- . Sur une nouvelle propriété du résultant de deux équations algébriques. Crelle, LiII. 372. (1856.)
- Sullo sviluppo di un determinante. Annali, i. 9. (1857.)
-_ Sulle funzioni Abeliane complete di prima e seconda specie. Ibid. 12. (1857.)
—— Intorno ad un teorema del Sig. Borchardt. Ibid. i. 43. (1857.)
—— Sulle funzioni Bernouilliane ed Euleriane. Ibid. 260. (1857.)
——.- Intorno ad una trasformazione delle forme quadratiche. Giornale, r. 26. (1863.)
Bruno, Fàa de. Démonstration d'un théorème de M. Sylvester relatif à la décomposition d'un produit de deux déterminants. Liouv. xvir. 190. (1852.)
__ Note sur un théorème de M. Brioschi. Ibid. xix. 304. (1854.)
Calderera, F. Nota su talune proprietà dei determinanti, in ispecie di quelli a matrici composte con la serie dei numeri figurati. Giornale, IX. 223. (1871.)
Casorati, F. Intorno ad alcuni punti della teoria dei minimi quadrati. Annali, I. 329. (1858.)
- Sui determinanti di funzioni. Mem. del. reale Instituto Lombardo di Scienze e Lettere, xiII. 181. (1874.)

Cayley, A. On the theory of determinants. Camb. Phil. Trans. VIII. 75. (1843.)
—— Sur quelques propriétés des déterminants gauches. Crelle, xxxif. 119. (1846).
— Sur les déterminants gauches. Ibid. xxxviri. 93. (1847.)

- On a theorem in the geometry of position. Cambr. M. J. II. 267. (1847.)
——On the rationalisation of certain algebraical equations. Camb. \& Dub. M. J. viri. 97. (1853.)
——Recherches ultérieures sur les déterminants gauches. Crelle, L. 299. (1854.)
_Théorème sur les déterminants gauches. Crelle, Lv. 277. (1857.)
——On the number of distinct terms in a symmetrical or partially symmetrical determinant. Monthly Notices of $R$. Ast. Soc. xxxiv. 303, 335. (1874.)
__ Note on a theorem in determinants. Quart. J. xv. 55. (1878.)

Christoffel, E. B. Ueber die lineare Abhängigkeit von Functionen einer einzigen Veränderlichen. Crelle, Lv. 281. (1857.)
Clebsch, A. Ueber eine Eigenschaft von Functional-Determinanten. Crelle, Lxix. 355, Lxx. 175. (1868.)
Clifford, W. K. Analytical Metrics. Q. J. viI. 54. (1866.) vini. $16 \& 119$. (1867.)
Crocchi, C. Sopra le funzioni Aleph ed il determinante di Cauchy. Giornale, xvis. 218. (1879.)
Cunningham, A. An investigation of the number of constituents, elements and minors of a determinant. Quart. J. of Science. (1874.) 212.

Darboux, G. Sur les relations entre les groupes de points de cercles et de sphères dans le plan et dans l'espace. Ann. Scientifiques de l'Ec. Normale Sup. Sér. 2, I. 323. (1872.)
_ Mémoire sur la théorie algébrique des formes quadratiques. Liouv. xıx. Sér. 2. 347. (1874.)
Dickson, J. D. H. Discussion of two double series arising from the number of terms in determinants of certain forms. Proc. Math. Soc. x. 120. (1879.)
Dietrich, M. Zur Theorie der Determinanten. Grunert, xliv. 344. (1865̃.)
_Ueber den Zusammenhang gewisser Determinanten mit Bruchfunctionen. Crelle, Lxix. 190. (1868.)

Donkin, W. F. Demonstration of a theorem of Jacobi relative to functional determinants. Camb. \& Dubl. M. J. Ix. 161. (1854.)
Dostor, G. Propriété des déterminants. Grunert, Lvi. 238. (1874.)
_ Surface des quadrilatères exprimée en déterminants. Ibid. 240.
— Le trièdre et le tétraèdre, avec application des détèrminants. Ibid. LVII. 113. (1875.)
__ Éléments de la théorie des déterminants. Paris. 1877.
D' Ovidio, E. Due teoremi di determinanti. Giornale, i. 135. (1863.) __ Alcune relazioni fra le mutue distanze di più punti. Ibid. Ix. 211. (1871.)
__ Nota sui determinanti di determinanti. Atti della Reale Accad. d. Scienze di Torino, xı. 949. (1876.)
Enneper, A. Zur Theorie der bestimmten Integrale. Zeitschrift, vi. 289. (1861.)
——Ueber eine Determinante bestimmter Integrale. Ibid. xı. 69. (1866.)

Eugenio, V. Considerazioni intorno a taluni determinanti particolari. Giornale, viII. 285. (1870.)
Ferrers, N. M. On certain properties of the tetrahedron. Quart. J. v. 167. (1861.)
——On tetrahedral and quadriplanar coordinates. Ibid. 172.
Fiore, V. Dimostrazione d' una trasformazione di determinanti. Giornale, x. 170. (1871.)
Fontebasso, D. I primi elementi della teoria dei determinanti e loro applicazioni all' algebra ed alla geometria. Treviso. 1873.
Franke, E. Ueber Determinanten aus Unterdeterminanten. Crelle, LXI. 350. (1862.)

Frobenius, G. Ueber die Determinante mehrerer Functionen einer Variablen. Crelle, Lxxvii. 245. (1873.)
—_Anwendung der Determinanten-Theorie auf die Geometrie des Maasses. Crelle, Lxxix. 185. (1874.)
..- Ueber das Pfaff'sche Problem. Crelle, Lxxxir. 230. (1876.)
Fürstenau, E. Darstellung der reellen Wurzeln algebraischer Gleichungen durch Determinanten der Coefficienten. Marburg. 1860. There is a review of this work by Baltzer, Zeitschrift, vi. Literaturzeitung, 69.
__ Neue Methode zur Darstellung und Berechnung der imaginären Wurzeln algebraischer Gleichungen durch Determinanten der Coefficienten. Marburg. 1867.
—_Ueber Kettenbrüche höherer Ordnung. Programm des kgl.

Realgymnasiums zu Wiesbaden. (1872.)
Reviewed by Günther, Lit. Bericht. Grunert, Lvir.
Garbieri, G. I determinanti con numerose applicazioni. Part I. Bologna. 1874.
-_Determinanti formati di elementi con un numero qualunque d' indici. Giornale, xv. 89. (1877.)

- Nuovo teorema algebrico e sua speciale applicazione ad una maniera di studiare le curve razionali. Giornale, xvi. 1. (1878.)
Gasparis, A. de. Sopra due teoremi dei determinanti a tre indici ed un altra maniera di formazione degli elementi di un determinante ad $m$ indice. Rendiconti dell' accad. delle scienze fis. e. math. di Napoli, viI. 118. (1868.)
Glaisher, J. W. L. On the problem of the eight queens. Phil. Mag. 457. (1874.)
- Theorem relating to the differentiation of a symmetrical determinant. Quart. J. xiv. 245. (1877.)
——— On the factors of a special form of determinant. Ibid. xv. 347. (1878.)
—— Expressions for Laplace's coefficients, Bernouillian and Eulerian numbers \&c. as determinants. Mess. of Math. vi. 49. (1877.)
-_ On a class of determinants. viI. 160. viII. 158.
- On a special form of determinant and on certain functions of $n$ variables analogous to the sine and cosine. Quart. J. xvi. (1878.)
Grundelfinger, S. Ueber einen Satz aus der Determinanten-Theorie. Zeitschrift, xviII. 312. (1873.)
——Aufösung eines Systems von Gleichungen, worunter zwei quadratisch und die übrigen linear. Ibid. 543.
Gubba, A. Esposizione del principio d' elasticitì e studj su talune sue applicazioni mediante e determinante. Mem. d. Reale Istituto Lombardo di Scienze e Lettere, xiII. 105. (1874.)
Guldberg, A. S. Determinanternes teori. Kristiania. 1876.
Gunther, S. Beiträge zur Theorie der Kettenbrüche. Grunert, w. 392. (1873.)
——Ueber einige Determinantensätze. Sitzungsber. d. phys. med. Soc. zu Erlangen. (1873.) 88.

Darstellung der Näherungswerthe von Kettenbrüchen in independenter Form. Erlangen. 1873.
_Zur mathematischen Theorie des Schachbretts. Grunert, Lvi. 281. (1874.)
——Ueber aufsteigende Kettenbrüche. Zeitschrift, xxı. 178. (1876.)

Günther, S. Das allgemeine Zerlegungsproblem der Determinanten. Grunert, Lix. 130. (1876.)
-_ Lehrbuch der Determinanten-Theorie. 2nd ed. Erlangen. 1877.
—— Von der expliciten Darstellung der regulären Determinanten aus Binomialcoefficienten. Zeitschrift, xxiv. 96. (1879.)
-_ Eine Relation zwischen Potenzen und Determinanten. Ibid. 244.
Gyergyószentmiklos, D. D. de. Résolution des systèmes de congruences linéaires. Comptes Rendus, Lxxxviir. 1311. (1879.)
Hankel, H. Ueber eine besondere Classe der symmetrischen Determinanten. (Inaug. Diss.) Göttingen. 1861.

- Ueber die Transformation von Reihen in Kettenbrüche. Zeitschrift, viı. 338. (1862.) Also, Sitzungsber. d. kgl. Süchs. Ges. d. Wissenschaften. (1862.)
-_ Vorlesungen über die complexen Zahlen und ihre Functionen. Leipzig. 1867.
Hesse, O. Ueber Determinanten und ihre Anwendung in der Geometrie, insbesondere auf Curven vierter Ordnung. Crelle, xlix. 243. (1853.)
- Ein Determinantensatz. Crelle, Lxix. 319. (1868.)
-_ Ein Cyclus von Determinantengleichungen. Crelle, Lxxv. 1. (1872.)
- Die Determinanten elementar behandelt. Leipzig. 1872.

Horner, J. Notes on Determinants. Quart. J. viil. 157. (1865.)
Hoza, F. Beitrag zur Theorie der Unterdeterminanten. Grunert, uix. 387. (1876.)

- Ueber Unterdeterminanten einer adjungirten Determinante. Ibid. 401. (1876.)
Hunyady, E. v. Ueber ein Produkt zweier Determinanten. Zeitschrift, xı. 359. (1866.)
——Ueber zwei geometrische Probleme. Ibid. 64.
—— Ueber Volumina von Tetraedern. Ibid. 163.
——Ueber einige Identitäten. Zeitschrift, xiI. 89. (1867.)
Jacobi, G. C. J. De formatione et proprietatibus determinantium. Crelle, xxir. 285. (1841.)
__ De determinantibus functionalibus. Ibid. 319.
—— De functionibus alternantibus earumque divisione per productum e differentiis elementorum conflatum. Ibid. 360.
Janni, G. Nota sopra i determinanti minori di un dato determinante. Giornale; 1. 270. (1863.)

Janni, G. Teorica di determinanti simmetrici gobbi. Ibid. 275.
Janni, V. Sul grado dell' eliminante del sistema di due equazioni. Ibid. xir. 27. (1874.)
—— Dimostrazione di alcuni teoremi sui determinanti. Ibid. 142.

Joachimsthal, $F$. Sur quelques applications des déterminants à la géométrie. Crelle, xı. 21. (1849.)
—— Nate relative à un théorème de M. Malmstén sur les équations différentielles linéaires. Ibid. 48.
—_ De aequationibus quarti et sexti gradus quae in theoria linearum et superficierum secundi gradus occurrunt. Crelle, lim. 149. (1856.)

Kostka. Ueber ein bestimmtes Integral. Zeitschrift, xxỊ. 258. (1877.)
Kronecker, L. Bemerkungen zur Determinanten-Theorie. Crelle, LXXII. 152. (1869.)

Mansion, P. Éléments de la théorie des déterminants. Mons. 1875. ———On an arithmetical theorem of Prof. Smith's. Mess. of Math. Ser. 2. vii. 81. (1878.)

- On rational functional determinants. Ibid. ix. 30. (1879.)

Matzka, W. Grundzüge der systematischen Einführung und Begriindung der Lehre der Determinanten. Abh. d. l. böhm. Ges. d. Wiss. Ix. (1877.)

Mertens, F. Anwendung der Determinanten in der Geometrie. Crelle, exxvin. 102. (1873.)
__ Ueber die Determinanten deren correspondirende Elemente $a_{p q}$ und $a_{q p}$ entgegengesetzt gleich sind. Crelle, Lxxxir. 207. (1876.)
Nagelsbach, H. Ueber die Resultante zweier ganzen Functionen. Zeitschrift, xviI. 333. (1872.)
—— Zur independenten Darstellung der Bernouilli'schen Zahlen. Lbid. xix. 219. (1874.)
——— Studien zu Fürstenau's neuer Methode der Darstellung und Berechnung der Wurzeln algebraischer Gleichungen durch Determinanten der Coefficienten. Grunert, Lrx. 147. (1876.)
Neumann, C. Zur Theorie der Functional-Determinanten. Math. Ann. 1. 208. (1869.)

Ueber correspondirende Flächenelemente. Ibid. xı. 306. (1877.)

Padova, E. Sui determinanti cubici. Giornale, vi. 182. (1868.)
Pasch. Note über die Determinanten welche aus Functionen und deren Differentialen gebildet werden. Crelle, Lxxx. 177. (1874.)
Picquet. Mémoire sur l'application du calcul des combinaisons à la
théorie des déterminants. Journ. de l'École Polyt. xxviil. 201. (1878.)

Pokorny, M. Determinanty a vyšsí rovnice. V Praze. (1865.)
Puchta, A. Ein Determinantensatz u. seine Umkehrung. Denkschriften d. k. Akad. d. Wiss. Wien. (1878.)
Reiss, M. Beiträge zur Theorie der Determinanten. Leipzig. 1867. Ritsert, E. Die Herleitung der Determinante für den Inhalt des Dreieckes aus den drei Seiten. Zeitschrift, xvir. 518. (1872.)
Roberts, S. Note on certain Determinants connected with algebraical expressions having the same form as their component factors. Mess. of Math. viII. 138. (1879.)
Rosanes. Ueber Functionen, welche ein den Functional-Determinanten analoges Verhalten zeigen. Crelle, Lxxv. 166. (1872.)
Rouché. Sur les fonctions $X_{n}$ de Legendre. Comptes Rendus, xlvir. 919.

Rubini, R. Su talune formole relative a determinanti. Giornale, iv. 187 \& Rendiconto dell' Accad. di Napoli, v. 109. (1866.)
Salmon, G. On the relation which connects the mutual distances of five points in space. Quart. J. III. 202. (1859.)

- Lessons in higher algebra. Ed. 3. Dublin. 1876.

Sardi, C. Proprietà di un determinante. Giornale, ini. 94, 376. (1864.) —_ Nuova dimostrazione del prodotto di due matrici. Ibid. v. 174. (1867.)
——Un teorema su' determinanti. Ibid. vi. 357. (1868.)
Schering, E. Analytische Theorie der Determinanten. Abh. d. k. Ges. d. Wiss. Göttingen (1877) \& extract in Comptes Rendus, uxxxvi. 1387. (1878) in a letter to M. Hermite.
Schlegel, V. v. System der Raumlehre, \&c. Leipzig. Part I. 1872. Part II. (1875.)
Seeliger, H. Bemerkungen über symmetrische Determinanten und Anwendung dieser auf eine Aufgabe der analytischen Geometrie. Zeitschrift, xx. 467. (1875.)
Siacci, F. Sull' uso dei determinanti per rappresentare la somma delle potenze intere dei numeri naturali. Annali, vir. 19. (1865.)

- Intorno ad alcune trasformazioni di determinanti. Annali, v. 296 (Ser. 2). (1872.)

Siebeck. Ueber die Determinante, deren Elemente die Quadrate der sechszehn Verbindungslinien der Eckpunkte zweier beliebiger Tetraeder sind. Crelle, lxir. 151. (1863.)
Spottiswoode, W. Elementary theorems relating to Determinants. Crelle, แı. 209, 328. (1853.)

Spottiswoode, W. On determinants of alternate numbers. Proc. Math. Soc. vil. 100. (1876.)
Stern. Ueber einen Satz aus der Determinanten-Theorie. Crelle, LXVI. 285. (1865.)

Studnička, F. J. Einleitung in die Theorie der Determinanten. Prag. 1871.
-_Ueber eine besondere Art von symmetralen Determinanten und deren Verwendung in der. Theorie der Kettenbrïche. Sitzungsber. d. k. böhm. Ges. d. Wiss. 1872.
——Auflösung eines Systems von linearen Congruenzen. Ibid. 1875.
__ Ableitung der Grundformeln der sphärischen Trigonometrie aus einem Satze der Determinanten-Theorie. Ibid.
__ Ueber das Verhältniss der magischen Quadrate zur Determi-nanten-Theorie. Tbid. 1876.
—— Augustin Cauchy als formaler Begründer der Determi-nanten-Theorie. Abh. d. k. böhm. Ges. d. Wiss. viII. (1876.)
Sylvester, J. J. On the relation between the minor determinants of linearly equivalent quadratic forms. Phil. Mag. 1851. I. 295.
_- A demonstration that every homogeneous quadratic polynomial is reducible by real orthogonal substitutions to the form of a sum of positive and negative squares. Phil. Mag. 1852. II. 138.

- On Staudt's theorems concerning the contents of Polygons and Polyhedra, with a note on a new and resembling class of theorems. Ibid. 335.
- On a theorem concerning the combination of determinants. Camb. \& Dub. M. J. viII. 60. (1852.)
- On the relation between the volume of a tetrahedron and the product of the sixteen algebraical values of its superficies. Ibid. 171.
—— Note on determinants and duadic disynthemes. American Journal of Mathematics, II. 89. (1879.)
Tanner, H. W. Lloyd. Notes on determinants of $n$ dimensions. Proc. Math. Soc. x. 167. (1879.)
Tissot, A. Sur un déterminant d'intégrales définies. Liouv. xvir. 177. (1852.)

Trudi, N. Intorno ad un determinante più generale di quello delle radici delle equazioni ed alle funzioni omogenee complete di questi radici. Giornale, in. 152. (1864.)
Veltmann, W. Beiträge zü Theorie der Determinanten. Zeilschrift, xvi. 516. (1871.)

Versluijs, J. Applications des déterminants à l'algèbre et à la géométrie analptique. Grunert, ц. 157. цı. 49. LiII. 137. \& Archief uitgegeven door het Wisloundig Genootschap, III. 147.
Weirauch, K. Zur Determinantenlehre. Zeitschrift, xix. 354. (1874.)
-- Ueber die Formen, in denen die Lösungen einer diophantischen Gleichung vom ersten Grade enthalten sind. Ibid. 53. (1874.)
—— Zur Construction einer unimodularen Determinante. Ibid. xxi. 134. (1876.)

Weyrauch, J. J. Zur Theorie der Determinanten. Crelle, Lxxiv. 273. (1872.)

Wright, W. J. Tracts relating to higher modern Mathematics. No. I. Determiaiants. London. (1875.)

Zehfuss, G. Ueber eine gewisse Determinante. Zeitschrift, iII. 299. (1858.)

U- Ueber die Determinante
Ibid. Iv. 233. (1859.)
-_ Anwendungen einer besonderen Determinante. Ibid. vir. 439. (1862.)
—— Zwei Sätze übsr Determinanten. Ibid. (436.)
——_Ueber eine Erweiterung des Begriffes der Determinanten. Frankfurt a. M. (1868.)
Zeipel, V. v. Déterminer la relation qui doit exister entre les coefflcients d'un polynome, dont la lettre principale est $x$, pour que le polynome contienne un facteur de la forme $x^{n}-a^{n}$. Nova Acta Reg. Soc. Upsaliensis, iv. Sér. 3. (1862.)
—— Undersökningar i högre algebran jemte några deraf beroende teoremer i Determinant-theorien. Kongliya Svenska Vetenskap akademiens handlingar, Ser. 2. iII. (1862.) See also Quarterly Journ. III. 108.
—— Om determinanter hvars elementer äro Binomial-koefficienter. Lunds Universitets Arsskrift. (1865.)
——Om Mononomial och Fakultets Koefficienter. Ibid. (1869.)
_ Om Determinanter hvilkas elementer äro Binomial-koefficienter, multiplicerade med vissa Faktorer. Ibid. 1871.
'Zelewski, A. Nauka Owyznacznikach z Zastosowaniami. Kraków. (1877.)



