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Abstract 

We present the case for a role of biologically plausible neural network modelling in 

bridging the gap between physiology and behavior. We argue that spiking level networks 

can allow ‘vertical’ translation between physiological properties of neural systems and 

emergent ‘whole system’ performance – enabling psychological results to be simulated 

from implemented networks, and also inferences to be made from simulations concerning 

processing at a neural level. These models also emphasise particular factors (e.g., the 

dynamics of performance in relation to real-time neuronal processing) that are not 

highlighted in other approaches and which can be tested empirically. We illustrate our 

argument from neural-level models that select stimuli by biased competition. We show 

that a model with biased competition dynamics can simulate data ranging from 

physiological studies of single cell activity (Study 1) to ‘whole system’ behavior in 

human visual search (Study 2), while also capturing effects at ‘intermediate level’, 

including performance break down after neural lesion (Study 3) and data from brain 

imaging (Study 4). We also show that, at each level of analysis novel predictions can be 

derived from the biologically plausible parameters adopted, which we proceed to test 

(Study 5).  We argue that, at least for studying the dynamics of visual attention, the 

approach productively links single cell to psychological data. 
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Understanding human cognition is difficult. One of the difficulties is that cognition can 

be described at many different levels – from the high-level computational principles that 

may shape the landscape within which processes must function, through to the 

physiological principles by which neurons operate. How can these different levels best be 

related? Marr {Marr, 1982 #60} provided an influential framework in which different 

levels of analysis were described. This framework separated out, on the one hand, 

theories dealing with the computational principles and the neural hardware, from, on the 

other, ‘mid-level’ theories which deal with abstract algorithms, which could operate on a 

variety of platforms (computers as well as human brains). However, what was not 

specified in this framework was how we move between the different levels; indeed, the 

levels were described as operating in a quasi-independent manner. This means that, 

within the framework, it is possible to have an algorithmic account of cognition that is 

separated from constraints based on neural-level functions, as well as neural-level 

accounts unconstrained by data derived from the operation of component cognitive 

processes. This leaves unspecified how we may link theories dealing with abstract 

psychological mechanisms (attention, memory, decision making) to theories which are 

concerned with how neurons communicate. It also means that the benefits that might be 

gained from this linkage are unexploited; theoretical insights at one level do not infiltrate 

other levels.  The aim of this paper is to describe an approach to develop links between 

physiology and high-level behavior through the use of formal neural models. Our 

argument is illustrated by an attempt to develop a neural-level model of human visual 

attention, which we show can capture effects at different levels of analysis (from single 

cell electrophysiology through to whole-system psychological experiments). We go on to 

we show that the interaction between modelling and empirical studies can be a two-way 

process by deriving and testing new empirical predictions that emerge from the dynamic 

processes introduced by modelling at the neural level. We argue that formal, neural 

models can provide a means of unifying the levels of description outlined by Marr, and 

that there is empirical validation for this approach when applied to human visual 

attention.   
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Defining cognitive sub-systems. 

Since its inception in the 1960s, cognitive psychology has made advances in our 

understanding of human cognition by breaking down ‘whole system’ behavior into 

distinct components. A variety of empirical approaches have been proposed in attempts 

to break down whole system behavior into underlying component processes – including 

‘additive factors logic’ (Sternberg, {, 1969 #108}, the psychological refractory period 

{Pashler, 2000 #72} and studies of brain lesioned patients. A common aim of these 

approaches is to define processing in terms of a series of stages, and then to test the 

impact of different factors on the contrasting stages.  Consider a neuropsychological 

example. After damage to posterior parietal cortex patients can present with the problem 

of ‘extinction’; the patients are able to respond to a single stimulus presented on the side 

contralateral to their lesion but fail to detect the same item when another stimulus is 

presented simultaneously on the ipsilesional side {Karnath, 1988 #52}. This deficit can 

be understood in terms of the patients suffering from spatial biases when simultaneous 

stimuli compete for selection {Duncan, 1997 #29}. The lesion suffered by the patients 

biases selection in favor of stimuli appearing on the ipsilesional side. This does not have 

serious consequences on selection when the contralesional stimulus is the only item in the 

field, but it does when the contralesional stimulus must compete for selection with the 

ipsilesional item; in this case, the contralesional stimulus loses and is ‘extinguished’. This 

result is consistent with a deficit at a stage of visual selection which ‘weights’ stimuli 

according to their positions in space (e.g., Bundesen, {, 1990 #109}. The effects of 

different variables have then been defined in terms of whether they affect the limited 

selection process in the patients. For example, there have been several demonstrations 

that extinction can be reduced when stimuli in the contra- and ipsilesional fields group on 

the basis of local Gestalt properties such as collinearity, connectedness and goodness of 

shape (e.g.,{Ward, 1994 #263;Mattingley, 1997 #262;Humphreys, 1998 #180}. These 

effects of Gestalt grouping can be contrasted with failures to find benefits from 

associative coding between objects {Riddoch, 2003 #81;Humphreys, 1998 #180}. From 

this it follows that Gestalt grouping cues may influence processing prior to visual 

selection, whilst higher-level associative coding is influential at a post-selection stage. 
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 For the most part, additive factors logic, PRP (Psychological Refractory Period) 

and even neuropsychological procedures are applied independently of any constraints 

derived from neural-level investigations – indeed, a basic tenet of the emergent discipline 

of cognitive neuropsychology in the 1980’s was that the nature and neural locus of the 

lesion was irrelevant for understanding the functional deficit suffered by the patient 

{Mehler, 1984 #66}. This stance is encouraged by the view that different levels of 

theoretical description are quasi-independent. The problem here, though, is that these 

levels of description are ultimately not isolated from one another, and we need to find 

ways of transversing from one level to other, to use constraints at one level to inform 

theories at other levels.  

 

Interactivity across levels. 

We can illustrate the importance of constraints from different levels of theory using, 

again, an example from studies of extinction. Although it has been demonstrated that 

patients with extinction can remain sensitive to the properties of stimuli in the 

extinguished field {Humphreys, 1998 #180}, it is not easy to deduce from behavioral 

data alone that these properties are processed normally. Patients are frequently slow to 

respond and make errors at stimulus exposures where controls remain at ceiling. To 

equate performance levels, to compare the relative magnitude of an effect, will often 

mean that there are major data reductions imposed on controls; the consequence is that 

the limitations on controls and patients may be different in kind.  

This problem of assessing whether processing is normal or not can be helped by 

using converging evidence from a different level of analysis. For example, studies of 

functional brain imaging provide information about the activation of neurons in brain 

areas known to respond to low or higher-level stimulus properties. By assessing whether 

activation in these low or higher-level regions is normal, we gain new information that 

can complement the behavioral data. Of particular interest here are studies focusing on 

undamaged areas of brain, where activation is not directly compromised by the lesion. 

fMRI studies of extinction have shown that, although striate and extra-striate cortex in the 

lesioned hemisphere can be spared and are activated by stimuli that are extinguished, this 

activation is reduced relative to cases where single stimuli appear on the contralesional 
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side {Rees, 2000 #80}. Such data suggest that the posterior parietal cortex interacts with 

‘earlier’ cortical regions (striate and extra-striate cortex), with feedback from parietal 

cortex being important for the normal operation of those earlier regions. When a parietal 

lesion weakens feedback within one hemisphere, spatial biases in selection emerge. Note 

that a critical new piece of evidence is introduced here by the imaging procedure. There 

is a vast literature showing that striate and extra-striate ventral cortex respond to basic 

properties of visual stimuli and likely support the first stages of pattern and object 

recognition. Knowing this, we can then infer that the reduced selection capacity 

associated with parietal extinction emerges out of weakened modulation of earlier visual 

processing. Furthermore, if modulation is partial rather than being all-or-none, then it is 

possible for extinguished stimuli to enter into grouping and to activate higher-level 

representations, but any such activation will be weaker than in the unlesioned state. 

Grouping effects may be present, but they are not necessarily normal in strength. 

 A further functional point brought out by this example is that processing appears 

not to operate in a completely feed-forward fashion, since recurrent feedback from 

posterior parietal cortex seems necessary to balance competition across the fields. 

Apparently even the ‘simple’ detection of a stimulus can depend on dynamic interactions 

between cortical regions. As well as promoting the idea of different levels of analysis, 

Marr was also influential in proposing a feedforward approach to information processing, 

emphasizing that the visual system should extract as much information as possible in a 

purely bottom-up manner. However, at a neural level, backward connections are at least 

as numerous as feed-forward connections {Mumford, 1992 #110}, and, as the extinction 

example illustrates, there are good grounds for supposing that these feedback connections 

have a necessary function in cognition. To understand information processing, we need to 

understand the dynamic contributions from feed-forward and feed-back processes over 

time, and this involves more than a one-sweep feed-forward computation. 

 

Computational modelling in a connectionist framework. 

One way to understand how interactions take place between different component 

processes is to build models of the components and to simulate the emergent whole 

system behavior. Over the past twenty years or so, we have learned a good deal about 
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how component processes may combine to generate whole-system responses through 

computational modeling {Bundesen, 2005 #15;Grossberg, 1997 #296;Leveille, 2010 

#297}. Particularly relevant here is the development of connectionist modelling as a way 

to capture the microgenesis of processing. Connectionist models have attempted to 

introduce some aspects of biological plausibility into cognitive psychology. The models 

use many units that compute relatively simple functions and communicate by passing 

activation between units. The influence of one unit on the other units it connects to is 

modulated by the strength of the connection between the units, and the strength of this 

connection can be tuned by learning. Within such models both the temporal dynamics 

and interactivity of information processing may be approximated more closely. Our 

concern is with modelling visual attention, where several connectionist models have been 

put forward  (e.g.,{Tsotsos, 1995 #265;Pouget, 2007 #264}.  In one example, the SAIM 

model {Heinke, 2003 #40},  feed-back from stored knowledge units is used to modulate 

the competition between visual inputs to be represented in a ‘focus of attention’. 

Presenting multiple objects in the field increases the competition and slows the rate at 

which a target enters into a focus of attention, simulating the lengthening of RTs in 

multiple-object search tasks {Heinke, 2006 #41}. Feed-back from the knowledge units 

can bias attention to spread across features that together activate a common stored 

representation, and this top-down activity can override spatial reductions in input, as 

might occur in patients with visual extinction, so that effects of grouping may emerge 

despite the spatial reductions. Interestingly, grouping in this model is a product of top-

down feedback, contrary to the inference that grouping in extinction reflects processes 

operating in a bottom-up manner. 

 However, as far as providing a link to real neuronal processes is concerned, these 

models leave much to be desired. Due to the lack of an explicit link between 

connectionist models and the underlying neurophysiological substrate, the dynamical 

evolution of the changes in network states (e.g., from a level of spontaneous activity 

through to an emergent response to a stimulus), and the description of inherent network 

fluctuations, are not necessarily captured in a way that reflects real neuronal behavior. An 

example of this is that temporal parameters in such models are typically divorced from 

the temporal properties of real neurons, making it difficult to predict how operations at 
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the whole system behavior may reflect dynamic changes at a neural level. Here we will 

show that, by modeling at a neural-level, a direct link can be forged based on the 

temporal parameters of neurons. 

  

Towards modeling real neural networks. 

 

Critical properties of real neuronal networks. 

What are the properties of real neuronal networks that may be critical for developing 

models that link physiology to behavior? Indeed, is there a specific level of modeling that 

would work in this respect, or are we on a course for infinite regress, with the 

physiological level itself not being enough and with explanations needing to operate 

further down again, say at a molecular level? As we try to elaborate below, we are not 

arguing for infinite regress. Rather we are arguing for there being a rational level of 

analysis based on the physiological operation of single neurons which can be generalized 

in a direct (mathematically tractable) manner into sub-networks of neurons, which can 

then be related to psychological functions. Moreover, in developing and applying the 

models which incorporate the critical physiological properties, we believe that important 

emergent issues are made explicit which we attempt to illustrate through our modelling of 

human visual attention. Our work highlights three emergent issues related to (i) the 

timing of neuronal processes, (ii) the nature of neural degeneration, and (iii) the 

decomposition of neural networks revealed through neural-imaging data (e.g., fMRI). We 

also go on to outline new predictions for whole system behavior that we test. We argue 

that, though these issues could be raised in higher-level models, they are not brought to 

the fore in quite such a direct way. Importantly, the issues are not just relevant to data 

collected at the physiological level but also to data speaking to the component processes 

isolated by cognitive psychologists. 

So, what might be an appropriate level of analysis, to enable an explicit bridge to 

be built from physiology to behavior? We propose that, on the one hand, models need to 

take into account those neuronal and synaptic mechanisms which are well characterized 

by a large amount of physiological and anatomical data. On the other hand, the 

description should be simple enough to enable us to infer by abstraction the first 
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principles or computational correlates of the brain function(s) under study. In this 

respect, it is not sufficient for simulations ‘merely’ to reproduce psychological and 

neurophysiological phenomena (see the discussion in Heinke and Mavritsaki, {, 2009 

#288}. Simulation, without elucidation of a computational mechanism, will tell us little 

more than we already know from observing highly complex biological systems in action 

– not to mention the fact that we are then set the problem of establishing free parameters 

in the absence of biological or computational constraints (see Heinke and Mavritsaki, {, 

2009 #289}.  The main aim of computational neuroscience is, rather, to provide a 

theoretical framework for formulating explicitly our theoretical assumptions in the light 

of observed experimental constraints (at both physiological and psychological levels of 

analysis).  In this sense, we are faced with an inverse problem: We have to extract the 

free parameters of a system that cannot be measured directly (e.g., the connectivity 

between the thousands of neurons making up any plausible sub-network) but which can 

be inferred by (i) studying the dynamical capabilities of the system and (ii) looking for 

regions within a parameter space that generate an emergent behavior consistent with the 

experimentally measured observations. 

We assume that a proper level of description at the microscopic level is captured 

by the spiking and synaptic dynamics assuming one-compartment, point-like models, like 

Integrate-and-fire-models. The operations in such models are based on plausible 

biophysical constants (for conductances, response latencies, etc.), which can then be used 

for studying the realistic time scales and firing rates involved in the evolution of the 

neural activity underlying cognition. The resulting functions can be contrasted with 

experimental data. We believe this is essential for several reasons: 

(1) the brain is a dynamical system that is exquisitely sensitive to the different underlying 

spiking and synaptic latencies. For this reason, it is convenient to include a thorough 

description of the different latencies for synaptic activity by implementing models with 

plausible properties for synaptic receptors (e.g., the fast and slow excitatory receptors 

(AMPA and NMDA) and GABA-inhibitory receptors). 

(2)  a temporally-realistic, detailed level of description of synaptic activity is required to 

capture data at different levels of description, including neuroimaging as well as 

behavioral data. For example, simulations of fMRI data should involve the realistic 
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calculation of BOLD-signals that are intrinsically linked to synaptic dynamics (see, 

{Logothetis, 2008 #266;Logothetis, 2001 #57}. 

(3) in manipulating integrate and fire neurons we can consider the influence of 

neurotransmitters and pharmacological manipulations (e.g., the influence of dopamine on 

NMDA and GABA receptor dynamics; {Durstewitz, 2000 #113;Zheng, 1999 #112}, to 

study the effect on both global network dynamics and on the related cortical functions 

(e.g. working memory; {Brunel, 2001 #13}.  

 Now, because models at this level explicitly incorporate different neurotransmitter 

functions, because they show specific time courses of neuronal firing (and delays in 

responding) using time constants taken from real neurons, and because they naturally 

incorporate neuronal noise, then the models begin to highlight these issues as being 

critical for understanding cognition. The models also provide a pathway for going from 

single cell to whole system behavior, which we will illustrate.  

To make concrete our arguments, we draw on studies into the modeling of visual 

attention we have conducted using neural-level models that exploit the idea that 

attentional selection operates through biased competition {Duncan, 1997 #29}. When 

multiple stimuli are presented, the items compete to control behavior. Which stimuli are 

‘selected’ to control behavior is determined by both bottom-up factors (e.g., the local 

contrast between an item and its surround) and top-down factors (e.g., the goals of the 

task), which bias the competition between the items. These bottom-up and top-down 

biases are captured in neural-level models which can simulate results ranging from 

single-cell recordings through to measures of human visual search. In Studies 1 and 2 we 

introduce the models and show how single-cell and whole-system behavior can be 

captured. In Studies 3 and 4 we present modelling results on the effects of brain lesion 

and on simulating neuroimaging data, that capture emergent results brought about by 

neural-level modelling. In each of these studies, we show how the modelling work gives 

rise to new qualitative predictions about how human selection should vary as a critical 

parameter of the model is varied. Importantly, the parameters in question reflect the 

adoption of biologically-plausible assumptions at a spiking level. In Study 5  we put these 

predictions to empirical test. The results show how modelling can play a key role at 
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center of cognitive neuroscience, directing new research, simulating existing results and 

integrating findings across different levels.   

 

 

Spiking Models 

 Spiking level neurons are complex and computationally expensive to implement. 

One way, then, to explore the implications of processese operating at the spiking level is 

to incorporate multiple neurons into one module within a larger computational system 

that operates using a different principle (e.g., using a higher-level connectionist format), 

and to examine how the operation of the spiking units impacts on the whole. An example 

of this comes from the work of Usher and colleagues {Usher, 2002 #115;Usher, 2001 

#97}. These investigators were specifically interested in the role of the sub-cortical 

nucleus,  the locus coeruleus (LC), in regulating human attention and memory (see also 

{Nieuwenhuis, 2005 #70}. The LC is known to exhibit specific patterns of response in 

relation to the occurrence of target stimuli, with a stimulus-locked phasic response being 

distinguished from tonic (non-stimulus locked) activity. This activity can also be linked 

to the release of the neurotransmitter norepinepherine (NE), which in turn regulates 

higher-level cortical responses involved in decision making. {Usher, 1999 #116} first 

modeled the operation of the LC in terms of a reduced version of a non-linear spiking 

system with two variables
1
 that captured the fast phasic and slow tonic modes of 

operation. Activity from the LC was fed-into a relatively simple connectionist model, 

whose job was to make either a go or a no-go decision to a given input (see Figure 1). 

Both the connectionist part of the system and the LC received perceptual input and fed 

activity into the perceptual and response layers of the connectionist model, with output 

from the LC altering the gain of the activation function within the connectionist model. 

These simulations show that it is possible to integrate a relatively simple spiking level 

model, with its accompanying dynamic characteristics, with a connectionist model, and 

the resulting simulations may enable us to understand better variations in detection and 

memory over time in direct relation to changes in LC activity.  

                                                
1
 Specifically, they used the Wilson-Cowan {, 1972 #105} (excitatory-inhibitory) population system, which 

can be thought of as an approximation of real neuronal operation {Gilzenrat, 2002 #36}. 
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 However, there are limitations to such hybrid models. Most notably, it is not 

possible to take the system as a whole and to map it onto physiological data, as the 

connectionist part of the model does not mimic the activation functions found in real 

neurons. In some sense, the model provides an existence proof that the spiking level 

module can have the demonstrated functional effect on another system making detection 

and recognition responses, but it does not show that the detection and recognition 

processes themselves operate in this way in a real biological system. We cannot make an 

inference from the model back to neurophysiology – and this is one the things that any 

bridge between neurophysiology and behavior must do. It must allow physiological data 

to be rolled-out through a model in order to generate predictions for whole-system 

behavior, and it must allow inferences to be made from models of psychological data to 

help predict and understand neurophysiological data. To make such an inference we need 

to use models that integrate neurophysiological constraints throughout the model. 

 

Neuronal level model 

 The functional specialization of the brain emerges from the collective network 

dynamics of cortical circuits of coupled spiking neurons. Each neuron transforms a large 

set of inputs, received from different neurons, into an output spike train, that constitutes 

the output signal of the neuron. This means that the spatiotemporal spike patterns 

produced by neural circuits convey information between neurons; this is the microscopic 

level on which the brain's representations and computations rest. A simplified version of 

a model that can include as many properties as possible of the microscopic level is the 

integrate-and-fire neuron. Integrate-and-fire neurons can incorporate important 

neurotransmitter properties that provide a bridge between physiology and behavior.  

Below, we present studies where spiking level neurons were used. The equations for the 

spiking level of these studies are presented in Figure 1. These equations describe the sub-

threshold membrane potential of the neuron, as they are dependent on the synaptic 

currents that enter the cell {Deco, 2005 #20}. In the central nervous system, the 

excitatory synapses rely on glutamate as their neurotransmitter, with different types of 

glutamate receptor present in each synapse. The channels that are controlled by AMPA 

receptors are described by a fast response to a pre-synaptic current and quick decay in the 
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post-synaptic current; in contrast. channels that are controlled by NMDA receptors are 

described by slow dynamics.  NMDA and AMPA are present in our integrate-and-fire 

model description in Figure 1. In addition, fast inhibitory neurons present in our central 

nervous system are mainly regulated by γ-aminobutyric acid (or GABA); a description of 

the GABA currents is presented in Figure 1. Additionally, the neurons in the model 

include a frequency adaptation current, which also characterizes real neuronal operations 

{Liu, 2001 #200}.  It has been observed that the IAHP current is primarily responsible for 

frequency adaptation over the first 300ms of stimulus processing {Madison, 1984 #58}.  

The mechanism of the IAHP current can be described as an influx of a small amount of 

(SAY IN WORDS WHAT THIS IS – CALCIUM??) [Ca
2+

] every time an action 

potential is generated. The influx of [Ca
2+

] increases the intra-cellular levels of [Ca
2+

] 

concentration, which in turn activates the IAHP current that inhibits the activation of the 

cell {Liu, 2001 #200}. The system also has external neurons that are modelled with 

AMPA-like dynamics. More details for the neuronal properties can be found in 

Mavritsaki et al. {, 2006 #62}, Brunel and Wang {, 2001 #13} and Deco and Rolls 

{Deco, 2005 #20}. 

     Figure 1 about here 

 

Mean field approximation 

Our argument is that this neuronal description allows us to build a bridge between 

behavior and physiology. However, we are nevertheless faced with severe problems in 

scaling up the model, to capture a level of sub-component operation that relates to 

psychological studies, given that any such model will involve multiple non-linear 

dynamic equations whose operation is computationally intensive and difficult to simulate. 

This is where the mean field approach comes in. In this approach, individual integrate-

and-fire neurons are grouped together into populations of statistically similar neurons. A 

statistical description of each population is given by a probability density function that 

expresses the distribution of neuronal states (i.e., the membrane potentials) across the 

population. The key assumption in the population density approach is that the afferent 

input currents impinging on neurons in one population are uncorrelated and, 

consequently, the dynamics of the model can be described by the evolution of the 
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probability density function. The mean-field approximation entails replacing the time-

averaged discharge rate of individual cells with a common time-dependent population 

activity (the ensemble average) where, in a statistical sense, the rate of a single neuron 

calculated across time is equivalent to the rate of activity across the neurons in a given 

population at a given time (see Figure 2). Now the ´whole system´ behavior that we may 

witness in many psychological experiments represents what we may term the ´steady 

state´ of the underlying neurodynamical system (following its transient evolution to this 

state). To get to this steady state for a model, and to capture the transient changes of the 

network en route, we need to find the appropriate parameters for the model (in general 

tems, the connectivity parameters for the network). This is an inverse problem – we have 

to go from the whole system behavior (the behavioral steady state) to the parameters that 

generated this in the first place.  However, apart from the time required to explore the 

parameters that would make a given model approximate a network in the brain, the 

results of these simulations are probabilistic (i.e., there will be a certain probability that 

the neurons in a population are in a given state).  This makes it particularly difficult to  

explore the parameter space in a systematic fashion, becaue any parameters must describe 

a probability distribution and not a single point in the parameter space. To overcome this 

problem, the mean field approach is applied when a model reaches a stable (attractor) 

state afteer receiving a given input.  When in a steady state, a population transfer 

function can be applied which describes the average spiking rate at a given time across 

the population (the population rate) as a function of the average input current. The steady 

state of the network, solved through the mean field approach, can be matched to a 

behavioral steady state, observed in a given experiment. In finding the parameters that 

generates this behavioral steady state, we solve the inverse problem. A critical point here 

is that, in the mean field approximation, all the biophysical details contained in the 

original neural-level model are maintained because the function is derived consistently 

from the original spiking equations. This is not the case for connectionist models because 

the activation functions for these models are essentially arbitrary with regards to the 

biophysical sub-strate.  

There is an additional point. The solution derived at the mean field level  holds 

only for the steady state of the network. It does not describe the transient states that the 
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network goes through to reach the steady state. The problem here is that some of the 

theoretically most informative aspects of experiments reflect the transient states that are 

passed through to obtain any final steady state. For example, at the mean field level the 

parameters for a model of visual selection may be set so that the target is consistently 

found (the attractor state we want to reach). However, this does not give us information 

about how much time we need to converge to that attractor, and yet the time to find the 

target is the essence of tasks such as visual search, where selection is measured. Within 

our framework, we can solve this problem by applying the parameters found at the mean 

field level to spiking level simulations, precisely because these parameters have been 

derived consistently from the integrate-and-fire level. These spiking level simulations 

then give us the transient changes we are interested in.  

Following this approach, the aim is to derive parameters at the mean field level 

that in order to simulate a key behavior we are interested in (e.g., successful visual search 

which approximates the rate of human search in a critical condition). Following this, a 

spiking-level variant of the model can be developed to capture the dynamic aspects of 

performance – for example the time course of human performance as the temporal 

relations between search displays are varied. The additional parameters implemented at 

the spiking level, reflecting (e.g.) synaptic transmission processes, then need to be 

biologically plausible, so that direct links can be made between physiology and higher-

level behaviour.  We contend that it is important to have a direct ´vertical´ transfer of 

parameters from the spiking level to the mean field level, in order that we have a 

transparent means of linking the different levels of description. This is critical for making 

an inverse inference concerning how the real neural system must operate, based on the 

parameters initally derived to capture behavioral data in the model at the mean field level 

– one part of the two-way bridge between physiology and behavior. 

 In order to process from the Spiking level to the Mean Field a number of 

approximations need to take place that are highlighted in Figure 2 and presented in more 

detail in Brunel and Wang {, 2001 #13} and Deco and Rolls {Deco, 2005 #20}. Critical 

here is the diffusion approximation, where the synaptic variables for the different currents 

presented in Figure 1 are represented by an average DC component and a noise term. The 

noise term of all the synaptic currents can be approximated by the noise term of the 
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AMPA,ext current, since the amplitude of fluctuations of the AMPA currents are much 

larger than the fluctuations of the NMDA and GABA currents.  Two other important 

approximations concern the NMDA current,  (i) the function ψ(v) (that is the non-linear 

dependence of the NMDA component on the pyramidal cell discharge rate) can be 

calculated if we consider it in terms of a Poisson distribution, and (ii) the voltage 

dependence of the NMDA conductance is linearized under the assumption that the 

voltage stays in an area around the mean.  

     Figure 2 about here 

 

Study 1: Modelling at a neuronal level (Deco & Rolls, 2005) 

 

Deco and Rolls {, 2005 #20} presented a skeleton model of biased competition that 

illustrates critical properties of the extended model (the spiking Selection over Time and 

Space, sSoTS, model) that we elaborate on below. Deco and Rolls’s work also illustrates 

how neural-level models can be used to capture effects from single cell 

electrophysiological recording, whilst being extendable to model whole-system behaviors 

as we will illustrate. The framework for their model is set-out in Figure 3.  Unlike our 

presentation of the sSoTS model (Studies 2-5) we do not discuss the parameterization of 

Deco and Rolls’s model since that is presented in full in the original paper.  

The Deco and Rolls model contained a simplified network with two layers, one of 

which may be thought to have processing units with characteristics of neurons in area V2, 

the other containing processing units with characteristics of neurons in area V4. Within 

each layer, there are excitatory neurons (a, b, c, d) that respond preferentially to particular 

stimuli (e.g., a particular orientation or a particular spatial frequency, in V2). The specific 

excitatory neurons in V2 (a, b) are held to respond to local elements within their receptive 

field. The specific excitatory neurons in V4 (c, d) are held to have larger receptive fields 

than the neurons in V2 so that both sets of excitatory neurons within V4 respond to both 

sets of local excitatory neurons in V2. The V4 neurons were also set to have a ‘preferred’ 

stimulus within V2 (indicated by the thicker connections from the V2 neurons to the V4 

neurons, indicating larger connection weights; ac and bd), whilst being activated to 

some degree by the other (non-preferred) properties (the thinner connections from V2 to 
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V4 indicating smaller connection weights, ad, bc). Simulations were conducted 

assuming that stimuli corresponding to oriented bars of particular spatial frequency were 

present, to activate the corresponding neurons in V2. When both sets of excitatory 

neurons in V2 were active, then both sets of V4 neurons would be activated too. The 

stimulus-specific excitatory neurons in each layer were also connected to two other sets 

of neurons: (i) a set of inhibitory inter-neurons (left of Figure 3) and (ii) a set of non-

specific excitatory neurons assumed not to be connected to afferent input. The inhibitory 

neurons modulate competition between the excitatory neurons within each layer. The 

non-specific excitatory neurons introduce noise into the operation of the model and help 

it to generate neuronally-plausible spike-firing patterns. As we will illustrate in Study 3, 

the presence of noise within neural-level models of this type turns out to have interesting 

consequences for modelling whole system human behavior too. The excitatory neurons in 

the model were based on pyramidal cells and comprised 80% of the neurons in the 

system; the inhibitory neurons were modelled on inter-neurons and comprised 20% of the 

neurons in the system. These proportions capture the approximate ratio of excitatory to 

inhibitory neurons in the cortex {Braitenberg, 1991 #267;Brunel, 2001 #13;Deco, 2005 

#20}. All neurons in the model receive inputs from three currents: a fast inhibitory 

current, mediated by GABA-like dynamics, a fast excitatory current mediated by AMPA-

like dynamics and a slow inhibitory current mediated by NMDA-like dynamics (Figure 

1).  All of the neurons received some external input to provide a background level of 

firing (λext). The excitatory neurons in V2 also received specific afferent input, 

representing the presence of stimuli in the visual field (λin). 

     Figure 3 about here 

 

This model was applied to simulate data from Reynolds, Chelazzi and Desimone {, 

1999 #269} (see also Moran & Desimone, {Moran, 1985 #270}. Reynolds et al. used a 

paradigm in which monkeys directed attention to a target stimulus across multiple trials. 

Differences between neuronal firing rates for attended and non-attended stimuli were 

seen relatively early in the time course, following presentation of the critical target 

stimulus. This does not, of course, rule out attentional modulation later in the time course 

(after, for example, texture segmentation tasks, {Roelfsema, 2007 #298}. Here, however, 
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we concentrate on the case where the stimuli are clearly segmented from the background 

and discriminated from each other and participants receive information on some trials 

that allows them to purposely attend to specific stimuli.  

In Reynolds et al.’s {, 1999 #269} experiment oriented bars were presented in the 

receptive fields of neurons in V2 and V4 of a monkey; one of the bars was the preferred 

stimulus for the V4 units being studied, the other was a non-preferred stimulus. When the 

monkey was trained to attend to a location outside the receptive field, the presence of the 

non-preferred stimulus in the receptive field reduced the neuron’s response to the 

preferred stimulus, with the neuron responding according to the weighted average of the 

signals. When the monkey was trained to attend to the  location of the preferred stimulus, 

the V4 neuron increased its firing. When the animal attended to the location of the non-

preferred stimulus, neuronal firing was suppressed. The effect of attention was modeled 

by introducing an extra attention input (λatt) to neurons in V2 with a receptive at the 

attended location, when both a preferred and a non-preferred stimulus were present in the 

receptive field of the neurons in V4. Deco and Rolls examined the activity of sets of 

neurons in the specific excitatory pool in V4, and the results are shown in Figure 4. The 

‘Pair’ condition corresponds to the case where the animal is assumed to be attending 

outside the receptive field, when the activity of the V4 neurons corresponds to the 

weighted average of responses to the preferred and non-preferred stimuli when presented 

alone. In the ‘Pair + Attend Good’ condition, the attentional input is given to the location 

of the preferred stimulus for the neuron, while in the ‘Pair + Attend Bad’ condition, 

attentional input is given to the location of the neuron’s non-preferred stimulus. As can 

be seen, the model showed clear modulation of neuronal firing, determined by whether 

the location of the preferred or the non-preferred stimulus was attended. Relative to the 

baseline (no-attention, Pair condition), there was enhanced activation when the location 

of the preferred stimulus was attended while activity was suppressed when the non-

preferred stimulus was attended.  

  Figure 4 about here 

 

Deco and Rolls also went on to show that these attentional modulations were 

influenced by the relative contrast of the stimuli. The effects of a non-preferred stimulus 
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were stronger when it had a higher contrast relative to the preferred stimulus, but 

attention to the preferred stimulus reduced this effect of ‘salience’ – particularly when the 

preferred stimulus itself was in an intermediate contrast range. This result mimics single 

cell data reported by Martinez-Trujillo and Treue {, 2002 #271} and Reynolds and 

Desimone {, 2003 #272}. 

 

Prediction 1: Interestingly, the effects of attentional modulation in this model were 

influenced by the relatively long time course of the NMDA current (Figure 3). When the 

time course of this current was reduced, the effects of attentional modulation were much 

weaker {Deco, 2005 #21}.  This is of interest for studies operating at higher-levels of 

analysis because changes in the NMDA current may be thought to approximate the 

effects of arousal by altering global activation levels within the neural system. 

Mavritsaki, Heinke, Deco and Humphreys {, 2009 #273} altered the NMDA in an 

extended version of the Deco and Rolls model (see Study 3) to simulate effects of 

reduced arousal associated with damage to right fronto-parietal regions in neurological 

patients (see Robertson & Manley, {, 1999 #274}. Mavritsaki et al. {, 2009 #273} found 

that there was reduced selectivity in their model when NMDA modulation was reduced, 

which, combined with a spatial bias introduced into selection by lesioning their model, 

led to particularly poor selection of stimuli on the ‘bad’ side of space. The NMDA effects 

also reduced selectivity on the ‘good’ side, however, which fits with right fronto-parietal 

patients having non-spatial deficits which are modulated by increasing arousal (see 

{Malhotra, 2005 #59;Robertson, 1998 #275}. If alterations in NMDA function can be 

taken as an approximate means of varying physiological arousal {Mavritsaki, 2009 

#273}, and if impaired arousal is associated with right fronto-parietal damage, then a 

qualitative prediction follows. There should be reduced attentional modulation of 

selection in patients with right fronto-parietal damage, which should be related to 

impairments in arousal and not just to (e.g.) due to spatial biases in selection. This was 

tested in Study 5a here.   

 

Study 2: Modelling whole system behavior in search (the sSoTS model)  
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The sSoTS model 

The Deco and Rolls model {, 2005 #20} illustrates how spiking activity in a neural-level 

simulation can be directly related to single cell activity. However as an account of human 

visual attention their framework is limited. For example, attention within the model acts 

by modulating activity at an attended location. However, there is considerable evidence 

that participants can attend to and/or selectively ignore either the dimension that defines a 

target stimulus {Found, 1996 #276;Weidner, 2002 #277} or the value of the target feature 

({Braithwaite, 2003 #10;Folk, 1992 #278}. There is no mechanism for non-spatial 

biasing of selection within the model.  In addition, the model represents only two spatial 

positions and it is not clear how well any competition for selection will scale when more 

locations are represented. We also do not know how activation emerging within a layer 

(e.g., in V4) can be used to ‘drive’ other processes (e.g., an eye movement to the location 

of a stimulus that is attended) that may map on more directly to higher-level behavioral 

studies; note that the receptive fields in V4 cover more than one location at the level of 

V2 in the model. Deco and Zihl {, 2001 #22} developed an extended model which 

included feature maps that represent multiple spatial locations and that feed the outputs of 

competitive processing at the feature-map level into a Location Map, that effectively 

represents the saliency of activity at each location (cf. Itti & Koch, {, 2001 #48}. 

However, this work used a high-level (mean-field) approximation that did not include the 

full neuronal dynamics. A neural-level version of this extended framework, which we 

term the spiking Search over Time and Space model (sSoTS), was put forward by 

Mavritsaki, Heinke, Humphreys and Deco {, 2006 #62}, and this forms the basis of the 

remaining studies we present here. 

The architecture for the sSoTS model is presented in Figure 5. The model takes 

the same basic form as the Deco and Rolls model, with there being pools of specific 

excitatory neurons, non-specific excitatory neurons and inhibitory neurons. Unlike Deco 

and Rolls {, 2005 #20}, specific excitatory units representing different visual features are 

coded for different locations in distinct retinotopic maps; this follows the common 

assumption that features are coded in distinct retinotopic maps in early vision (Treisman 

& Gelade, {, 1980 #240}. Within each feature dimension, though, there are common 

inhibitory units which constrain activation to favor only one feature occupying one 
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spatial position during selection. There are maps for each of two features (e.g., blue and 

green) in each of two dimensions (color and shape), with the specific excitatory units in 

each map representing 6 spatial locations. In order to show how outputs from such units 

may be used to drive other behaviors, activation within the feature maps is fed-through to 

a ‘Location Map’ which sums activity across maps and passes activity back to units 

within the feature maps in order to sharpen the competition between the stimuli at that 

level. Activity in the Location Map reflects the relative salience of the different stimuli 

competing for selection, whilst also conveying information (for other systems, not in the 

model) about the location where a response may be targeted. The model used similar 

processing dynamics to those presented in Deco and Rolls {, 2005 #20}; Figure 1). For 

example, units in the feature maps receive input to represent external stimuli being 

presented (λin) and all units receive a background level of spontaneous activity (λext), 

which has a Poisson noise distribution with value 3 Hz, consistent with activity values 

observed in the cerebellar cortex {Rolls, 1998 #226;Wilson, 1994 #252}. There were 

however two exceptions. First, rather than attention necessarily being directed to the 

location of a stimulus, attention can be applied more flexibly. It can be allocated in terms 

of an excitatory input to a location (e.g., giving additional input into units at one position 

within the Location Map), but it can also be allocated to a dimension (e.g., activating all 

locations within the color maps) or to a feature (activating the blue map)(λexcit). Second, 

as well as using excitatory attentional input, we also used inhibitory attentional input 

(λinhib), to optimize visual selection. We review the reasons for incorporating this 

suppressive component of attention below. The changes to the activation functions are 

presented in Appendix 2. 

Figure 5 about here 

 

The sSoTS model can be applied to tasks where participants are not set to attend to a 

particular location – an example would be visual search, where participants typically 

know the features that define the target, but they have no foreknowledge of the locations 

of the features.  Foreknowledge of a search target in sSoTS is provided by pre-activating 

maps for the expected target features prior to the search items being presented. Following 

presentation of the search display there is competition for selection of the location where 
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the target falls (signaled in the Location Map).  Units within and across feature maps 

compete for selection through common sets of inhibitory neurons, but there is a net gain 

for target features from the top-down expectancy that is set. This leads to the target 

typically winning the competition for selection, with neurons at the target’s position in 

the Location Map reaching a threshold for detection. The mechanism of setting an 

expectancy for the target’s features is very similar to that employed in theories such as 

Guided Search {Wolfe, 1994 #256}, and, like Guided Search, the model predicts that 

differences should emerge for targets defined by a conjunction of features (where the 

target shares at least one feature with every distractor) and feature search (where the 

target differs from distractors through the presence of a critical single feature). In 

conjunction search, the top-down expectancy for the target’s features will also pre-active 

feature maps responding to distractors, increasing competition. In single feature search, 

the top-down expectancy uniquely activates the feature map for the target, so a greater 

competitive advantage for the target occurs. Activation profiles for different clusters of 

units in the Location Map are depicted for single feature and conjunction search in 

Figures 6a and 6b. Mavritsaki et al. {, 2006 #62} demonstrated that sSoTS generated the 

characteristic pattern of efficient and inefficient search (increasing non-linearly or 

linearly as a function of the  number of distractors) for conjunction and single feature 

tasks, matching human data (see Figure 7). This result provides an existence proof that a 

model of this type, with parallel processing of visual elements which compete for 

selection, can generate linear search functions that have often been linked to serial 

models of visual selection (see also {Townsend, 1972 #279;Heinke, 2003 #40}. 

Figures 6 and 7 about here 

 

Preview search. In addition to being used to examine search across space, the sSoTS 

model has also been employed to study search over time. Human visual search for a 

conjunction target can be made more efficient if the temporal exposure of the distractors 

is staggered so that half the distractors appear as a preview before the other half (plus the 

target, when present; {Watson, 1997 #103}. Interestingly, this ‘preview benefit’ for 

search has a long time course – search is optimal only when there is an interval of 500ms 

or so between the preview and the new search display {Watson, 1997 #103;Humphreys, 
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2004a #182;Humphreys, 2006 #47}. Given that observers can temporally segment and 

group stimuli appearing within 100ms of each other {Yantis, 1994 #107}, it is not clear 

why attentional benefits have such a long time lag. 

 Models that employ realistic biological parameters have the interesting property 

that neurons will adapt their firing over time. One mechanism of adaptation, incorporated 

into sSoTS, reflects a slow [Ca
2+

]-activated K
+
 current {Madison, 1984 #58}, which 

leads to decreases in firing rate after a cell has been active for a given time (the process of 

frequency adaptation; see also {Deco, 2005 #20}. Figure 8 gives the profile of [Ca
2+

] 

adaptation across various parameter values. According to the parameters selected, there 

will be a build-up of [Ca
2+

] across the first 300ms or so of a stimulus, which results in 

decreased neuronal firing (Figure 8). One consequence of this is that stimuli that have 

been presented for some time should decrease their activity, making them less salient for 

selection. The long time course of this process predicts that there should a relatively 

sluggish process by which old stimuli lose their attentional interest over time, much as 

observed in the preview effect. 

Figure 8 about here 

 

Parameter Identification: From mean-field to spiking neurons. .To simulate data on 

preview search, the parameters of the sSoTS model were initially set at a mean field level 

(see above, Figure 2 and Brunel & Wang, 2001; Deco & Rolls, 2005, for more details). 

The mean field runs, which are much quicker than simulations at a spiking level, 

established areas in the parameter space where the activation was stable (stationary) and 

the target could be identified successfully in Single Feature and Conjunction search 

conditions as the main ‘within map’ proprerties were varied (e.g., inhibition within the 

location and feature maps; see Figure 9A for stationary activation and Figure 9B for 

successful target identification areas). These parameters were then incorporated into a 

spiking level network, to identify the areas that simulate the correct slope and success 

rate for Single Feature and Conjunction search (see Figure 9C). The slopes and rates of 

successful target detections were calculated according to Appendix 2.  

Psychological research indicates that, in addition to any general effects of adaptation 

to old stimuli in preview search, there is also active suppression of distractors when 
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participants prioritize search for the new stimuli. This evidence comes in various forms. 

Experiments have been conducted using probe procedures (where participants have to 

detect the presence of a probe on new or old distractors or in the background) where it 

has been shown that probes on old objects are more difficult to detect than those in the 

background or on new distractors {Watson, 2000 #104;Humphreys, 2004a #182;Agter, 

2005 #138;Braithwaite, 2005 #11}. Such results are consistent with attentional 

suppression of old items which takes activation below baseline levels (probe on 

background). Other data indicate that this suppression can spread from the features of old 

items to new stimuli sharing the same features, making these new items difficult to detect 

{Olivers, 2003 #212;Braithwaite, 2005 #11}. There is also evidence for effects of old 

items appearing to have reduced contrast compared with new stimuli {Allen, 2007 #143}. 

Importantly, this evidence for suppression of old distractors only occurs under conditions 

of attentional prioritization to new stimuli; there is little difference in the detection of 

probes on new and old stimuli when probe detection is the primary task {Humphreys, 

2004a #182;Watson, 2000 #104}. Watson, Humphreys and Olivers {Watson, 2003 #250} 

proposed that participants actively inhibit the old items to enhance any competitive 

advantage for new stimuli when they appear. To incorporate this form of top-down 

inhibition into sSoTS we introduced a top-down suppressive as well as a top-down 

excitatory component into the model, with the inhibitory component (λinhib) being added 

to units in the feature maps for old distractors. 

Having initially set-up model parameters to fit single feature and conjunction search 

at the mean field level (Figure 9A, B), the critical top-down excitation and inhibition 

parameters, and the [Ca
2+

] parameter determining frequency adaptation, were set to 

match human performance in preview search. The function for top-down inhibition is 

shown in Figure 10 which illustrates the effects of varying this parameter on the firing 

rate (left figure) and the attention modulation index for the Location Map (right figure). 

The net effect of the top-down inhibition is to initially raise activity in the feature maps 

corresponding to the location where the to-be-ignored feature is presented – this is 

because competition from units at other locations in the same feature map is damped 

down, so activity generated by the stimulus is enhanced. This enhancement, however, 

leads also to faster adaptation of the units, so that, at the level of the Location Map, 
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activity from any initial, to-be-ignored distractors remains for a longer period if those 

distractors are not inhibited. 

Figures 9 and 10 about here 

Explorations were conducted into the relations between the parameters determining 

active inhibition and those reflecting [Ca
2+

] adaptation (Figure 9D), to determine a region 

in the parameter space where preview search could be simulated (based on the slope of 

the search function under preview search conditions). The resultant RTs (directly based 

on the temporal firing patterns of the units) are presented in Table 1 for a ‘standard’ 

preview condition (e.g., with the preview presented for 1000ms before the search 

display), along with RTs in the conjunction and feature search conditions. Activity 

profiles for units within the Location Map in preview search are presented in Figure 11. 

The slope of the search function was steeper in conjunction than preview search, while 

the slope for preview and single feature search did not differ. This matches data on 

human search (e.g., Watson & Humphreys, 1997). Search accuracy did not differ across 

the conditions and in all cases it was above 80%
2
 (i.e., the model selected the correct 

position in the Location Map as containing the target, when present).  

Figure 11 about here 

 

These results indicate that sSoTS can generate the benefit for search over time (under 

preview condition) that matches human performance. Perhaps more critical, though, is 

that sSoTS also predicts a time course to the temporal segmentation benefit, based on the 

combined effects of top-down inhibition and  [Ca
2+

] adaptation. Taking the parameters 

set to give a preview benefit for a preview duration of 1000ms, we assessed the time 

course of search in sSoTS as a function of different preview exposures. Note that the 

parameters were not changed further, and so they did not vary across the exposure 

durations.  Human data reported originally by Humphreys et al. {, 2004a #182} are 

shown in Figure 12. Figure 13 presents the results for sSoTS. Like human search, RTs for 

sSoTS are speeded as a function of the preview duration, and the difference between the 

display sizes (a measure of search efficiency) decreases up to a time when the preview 

reaches an optimum duration, and then plateaus across a range of more extended 

                                                
2
 Detection rates were lowest in the conjunction condition; see Figure 9C. 
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durations. In sSoTS, suppression from active inhibition and from adaptation reduce the 

competitiveness of the old distractors relative to the new items presented in the search 

displays, making search as efficient as the single feature baseline (when only new search 

items presented). Under the parameters ste for an interval of 1000ms, this suppression 

effect extends out to intervals of around 2s (see Figure 10) and could be extended for 

longer if inhibition is re-applied. sSoTS captures the time course of preview search based 

on the assumed, biologically-plausible temporal parameters of neural adaptation. sSoTS 

provides a qualitative fit to the data on human search. Note that absolute RTs in the 

model are somewhat shorter than in human search, but this may reflect the operation of 

additional factors that add a constant increment to human performance, such as the need 

to generate a motor response.  

Figures 12 and 13 about here 

 

Effects of secondary tasks. Watson and Humphreys (1997) provided evidence  that top-

down processes in preview search are actively employed in order to optimize visual 

search over time, since the preview benefit was reduced under conditions in which a 

secondary task was imposed during the preview period (participants had to monitor for a 

central target letter whilst simultaneously ignoring the initial distractors
3
). Watson and 

Humphreys proposed that the secondary task reduced top-down processes applied to the 

search task prior to the search display appearing. To assess this in sSoTS we have 

examined search when both the two top-down processes, top-down excitation (pre-

activating the features of expected targets) and top-down inhibition were reduced to 

mimic the secondary task effect. The top-down parameters were both changed the same 

small amount (parameter reduction of 0.02), keeping all other parameters constant. 

Illustrative activation profiles in the Location Map of sSoTS are depicted in Figure 14a-c 

for changes in top-down bias, active inhibition and a combination of both factors. Note 

that, in each case, there is increased competition for targets from activation in feature 

maps excited by distractors. The search results are presented in Figure 15. Search 

efficiency was reduced both when top-down excitation decreased ((a)), when top-down 

                                                
3
 Humphreys, Watson and Jolicoeur  {, 2002 #181} reported equivalent effects from an auditory monitoring 

task, demonstrating that preview search suffers under conditions in which other tasks compete for resources 

and not simply from factors such as masking when a visual secondary task is employed.  
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inhibition decreased ((b)), and when both contributions decreased ((c)). The slope of 

preview search varied from 17.09 ms/item (standard setting) to 30.8, 29.73 and 

31.79ms/item under conditions where there were decreases in top-down excitation, 

inhibition and both factors. Change isolated to the top-down parameters simulated the 

qualitative shift in search slopes under dual task conditions. 

Figures 14 and 15 about here 

 

 These results show that sSoTS can simulate both the time course and the effects 

of secondary tasks on preview search. The full time course is captured by parameters set 

for a single preview duration, while secondary task effects are captured by variation in 

just the top-down parameters. Figure 16 presents predictive simulations from the model 

when these factors are combined but the parameters otherwise kept constant – when 

different durations of preview are presented and a dual-task load is imposed throughout 

(with reduced top-down biases). These data show two results. First, as we have noted 

previously, reducing top-down biases (under dual-task conditions) generates a cost in 

terms of search efficiency. Second, the effects of weaker top-down biases are greatest 

under short preview presentation conditions and the costs are largely eliminated if the 

preview presentation time is extended. This is interesting since we modeled performance 

with top-down biases reduced throughout the preview period. Current psychological 

accounts of preview search have proposed only a role for active inhibition, and not for the 

second process of frequency adaptation that is present in sSoTS (e.g., Watson & 

Humphreys, 1997). These theories predict that preview search should continue to be 

disrupted when participants remain engaged on a secondary task during the preview 

period, if that secondary task continues to consume the attentional resources required to 

inhibit the eold distractors. However for sSoTS preview search becomes efficient as the 

preview duration is extended due to the second factor, frequency-adaptation. According 

to the model, frequency adaptation takes longer when top-down processes are reduced, 

since previewed items gain in strength more slowly when top-down biases decrease, but 

adaptation should still eventually take place. In Study 5 we test the predicted time course 

of human search under dual task conditions. Note that, here, sSoTS’s prediction of 
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efficient search at the long preview durations reflects the biologically plausible frequency 

adaptation process incorporated into the model. 

    Figure 16 about here 

 

Dual-task time course.  It is also possible to assess performance as a function of the inter-

play between phases of preview search in which secondary tasks either are or are not 

introduced. We tested sSoTS when a ‘top-up’ preview was presented without a secondary 

task, followed by a period when there was a secondary task. Watson and Humphreys  {, 

1997 #103} examined human performance in a similar situation, when participants were 

given a top-up preview without any memory load and then a secondary task (monitoring 

for a target at fixation) was imposed while the preview remained present. Subsequently 

the search display appeared and the secondary task stopped. Watson and Humphreys 

found that engaging participants on the secondary task after the initial standard preview 

was sufficient to disrupt search to a level equivalent to that when no preview was initially 

presented. They suggested that, as soon as resources were withdrawn from the preview, 

there was reduced inhibition of the old items. However, they did not examine 

performance across a range of preview/preview+dual task intervals and it is not clear that 

Watson and Humphreys’s conclusion stands across other conditions. We tested this in 

predictive simulations of sSoTS by evaluating the model in two conditions, with 

alteration only of the parameter reflecting the degree of top-down bias:  

(i) with reduced top-down inhibition through the preview period  (for various durations, 

see above), to simulate performance when a dual task was continued through the preview, 

and (ii) when a top-up preview, presented under standard conditions (with the usual top-

down biases applied for 500ms), occurred before the different lengths of preview exposed 

under dual-task conditions (when top-down biases were reduced).  

The results are shown in Figure 17. According to these simulations, there is little 

benefit from the top-up (standard) preview when the duration of the preview + secondary 

task is relatively short (here 500ms). However, a benefit from the initial ‘top-up’ does 

emerge as the duration of the preview + secondary task increases (with durations of 900 

and 1000ms for the preview + secondary task). This result occurred even though the 

initial preview top-up was not itself sufficient to generate a maximum preview benefit 
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when presented alone (i.e., it was not sufficient to ‘push’ previewed items into their 

refractory state; see Figure 13, where the initial top-up period is covered) – but the 

preview duration was clearly sufficient to move activation towards the refractory state, so 

that subsequent effects of reduced inhibition were less detrimental to performance. 

Unlike the high-level psychological account offered by Watson and Humphreys {Watson, 

1997 #103}, sSoTS holds that preview effects can emerge even when resources are 

withdrawn from the preview, but this depends on the initial ‘state’ of participants and 

how far along the attentional system is towards adaptation taking place. 

    Figure 17 about here 

 

Predictions 2 and 3.  These simulations with sSoTS lead to two novel predictions. One is 

that, even when participants engage in a secondary task during the preview period, a 

preview benefit should emerge if the preview is presented for long enough (Figure 16). 

The second prediction is that, if a top-up of the preview is given before a secondary task 

is imposed, there should be a gain to performance – but this only emerges as the duration 

of the preview + secondary task increases (Figure 17). In each case there is not a simple 

loss of search efficiency if resources are withdrawn during the preview period (contra to 

the claim of Watson & Humphreys,{, 1997 #103}. These novel predictions, based on the 

biologically plausible temporal dynamics  of the spiking leveel model, were assessed in 

Studies 5b and c. 

 

Study 3: Simulating effects of brain lesions 

 

Classically, disorders of visual attention are associated with clinical impairments such as 

unilateral neglect which are complex and multi-faceted, with behavioral dissociations 

occurring across and sometimes even within patients (e.g., Humphreys & Riddoch, {, 

1994 #280}. Computational modeling offers the possibility of providing an over-arching 

account of these disorders, with the behavioral deficits emerging after damage to 

different components of the modeled attentional system. There have now been several 

attempts to simulate visual neglect, typically using relatively high-level connectionist 

approaches {Mozer, 1997 #68;Heinke, 2003 #40}. These models have typically aimed at 
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capturing the spatial biases that characterize the syndrome without exploring wider 

aspects of lesioning, where neglect may emerge in the context of other deficits. One 

interesting possibility offered by spiking level models is that some of the non-spatial 

deficits associated with neglect may stem from basic biological constraints on 

information processing. These constraints can be captured by such models. 

Within the framework of a spiking level model, a neurological insult such as a stroke 

can be modeled very simply (and plausibly) by removing the number of neurons 

available within a given pool. This will have several consequences. One is that it will 

generally add to the level of noise operating within the system, since noise is a function 

of the number of neurons present within the network (Noise ~√firing rate/number of 

neurons in the population). A natural prediction, then, is that the performance of patients 

will be more variable than that of control participants, as neurons are removed from the 

model to create the lesioned state. Figure 18a presents data from patients with posterior 

parietal lesions on form-color conjunction search and matched single feature search tasks 

(for a form and a color-defined target), for targets in their contra- and ipsilesional fields
4
. 

It is evident that there is an increase in the variance in the contra- relative to the 

ipsilesional field and this was greatest for the conjunction condition. 

We have simulated these generic effects of lesioning in the sSoTS model. The model 

was lesioned by removing a percentage of the neurons in the pools representing the left 

side of the location network {Mavritsaki, 2009 #273}, but keeping the other parameters 

constant. The model was run with different random seeds for the Poisson noise in the 

firing rates, and with an average of 10% of the neurons on one side lesioned (how many 

units were lesioned was varied randomly). This lesioning level was selected by reducing 

the number of neurons until some change in the behavior was observed. Figure 18b 

illustrates that the lesioned model showed an increase in variability in the contra- relative 

to the ipsilesional field, and particularly in conjunction search. The effect emerges in the 

model because reducing the number of neurons present increases the level of noise 

present and this leads to greater variance across trials. The effects of noise are 

                                                
4
 Data were collected over 12 patients with posterior parietal lesions, mean age 63 years. The display 

conditions matched those reported in Study 5. The single feature task involved search for a blue H target 

amongst blue A distractors (form feature) or search for the same stimulus amongst green H distractors. The 

same target was used in the conjunction task but the distractors were half blue A distractors and half green 

H distractors.  The single feature data are averaged across the two feature targets. 
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particularly influential when there is greater competition for selection (for conjunction 

relative to single feature search). This points to the importance at looking at the variance 

as well as the mean levels of performance in neuropsychological patients – an issue that 

emerges naturally when lesioning at the spiking neuron level, but that is not suggested in 

this direct way in higher-level simulations. 

    Figure 18 about here 

 

As noted in Study 1, brain lesions can have specific effects at a microgenetic level, 

Posner and Petersen {, 1990 #79} argued that there is localized control of arousal systems 

within the right hemisphere of the brain through lateralization of the NE regulation 

system. This can decrease neurotransmitter function generally, so that there is a 

performance detriment on both sides of space. They suggested that this was a 

contributory factor to neglect being more prevalent after right than left hemisphere 

damage (cf. {Heilman, 1979 #131}. Consistent with this, Malhotra, Parton, Greenwood, 

and Husain {, 2005 #59} found that the deficits in spatial selection associated with 

neglect decreased when patients were administered a drug that increased excitatory 

neuron-transmitter function. To capture such effects, we Mavritsaki et al. {, 2009 #273} 

contrasted effects of (solely) removing neurons from pools on one side of the Location 

Map in sSoTS, with the effects of doing this and also varying the level of  NMDA neuro-

transmitter within the model (mimicking changes associated with damage to the NE 

system; {Posner, 1990 #79}. Damage to the Location Map alone strongly affected the 

detection of targets on the impaired side of space. This deficit was more serious on 

conjunction search than on feature search task, reflecting the greater competition for 

selection that characterizes conjunction search. This matches human neuropsychological 

data {Riddoch, 1987 #282;Eglin, 1990 #281}.  The same lesion, when combined with 

reduced neuromodulation of synaptic transmission, led to more marked impairments for a 

given degree of lesioning. The effect was to exaggerate the deficit with conjunction 

targets, especially when targets fell in the contralesional field. In addition to this, 

problems emerged in the detection of ipsi- as well as the contralesional targets (there was 

about a 27% decrease in performance for ipsilesional conjunction targets, with ‘standard’ 

vs. reduced NMDA). These results are presented in Figure 19. The data here are 
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presented in terms of RT/proportion correct {Townsend, 1983 #283}, to provide a single 

‘processing efficiency’ measure where reaction times and errors are combined. Thus, 

over and above effects of increased noise there may be selective effects on 

neuromodulation from altering central regulation of neurotransmitter function. This factor 

emerges naturally from models that incorporate neurotransmitter functions while also 

predicting whole-system behavior (here, visual search). Changes in arousal have not been 

examined in higher-level simulations of neglect.  

    Figure 19 about here 

 

Time course after lesioning. As well as simulating overall aspects of spatial search, as 

noise and neurotransmitter levels vary. sSoTS also simulates deficits in visual search over 

time. As we have noted, lesions of the PPC generate selective problems in preview search 

in humans, measured relative to a single feature search baseline {Olivers, 2004 

#213;Humphreys, 2006 #47}. Lesioning the map of locations in sSoTS generates a 

similar pattern of results, with search being particularly difficult for contralesional 

targets. Figure 20a presents the slopes of the search functions for the single feature and 

preview conditions (efficiency/item) for a preview duration of 1000ms and an average 

10% lesion on one side of the Location Map. There was a clear and selective loss of 

search efficiency for contralesional targets in the preview condition. In sSoTS this deficit 

in preview search arises because lesioning increased the time to accumulate information 

from the preview (especially on the lesioned side of the field), so that previews were not 

inhibited when the target appears. In addition, there was a slowing down of target 

selection on contralesional side. The net result was that there was increased competition 

for selection for contralesional targets. This increased competition is demonstrated in 

Figure 21 (note the activation for the pool of units corresponding to the old (blue A) 

distractors). While competition increased across single feature as well as conjunction and 

preview search, the effect of lesioning was greatest in the latter conditions due to the 

overlap of features across targets and distractors in conjunction and preview search.  

    Figures 20 and 21 about here 
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The sSoTS model maintains that lesions to the PPC lead to poor spatio-temporal 

segmentation of old previewed distractors from new search items. This spatio-temporal 

segmentation account contrasts with other accounts of the effects of posterior parietal 

lesioning. For example, one influential account of  PPC lesions is that they lead to 

impaired spatial disengagement of attention from the ipsilesional to the contralesional 

field {Posner, 1984 #221}. According to this account, a deficit for contralesional targets 

in preview search may arise because patients have difficulty disengaging attention from 

ipsilesional distractors in the preview. Olivers and Humphreys {, 2004 #213} discarded a 

spatial disengagement account, however. This account predicts that performance should 

be most disrupted when the preview items fall in the ipsilesional field and the new search 

items in the contralesional field. In contrast to this, Olivers and Humphreys found that 

patients performed relatively well in that condition and suffered most when the old and 

new stimuli were spatially overlapping (especially when both the old stimuli and the 

target were presented on the contralesional side). This is consistent with patients having 

more generally poor spatio-temporal segmentation, with the problems emerging most 

strongly when the time course of processing of targets and old distractors are both 

delayed (preview and target in the contralesional field). Mavritsaki et al. {, 2009 #273} 

reported a simulation of this result. 

To date, empirical studies of the effects of PPC lesions on preview search have only 

examined performance under preview durations which, in normal participants, produce 

an asymptotic level of performance. An examination of the time course of processing in 

the lesioned version of sSoTS is presented in Figure 20b. These simulations indicate that 

the deficit for contralesional targets can extend across a wide range of preview durations, 

including those at least double the durations required for normal participants to reach 

asymptotic search performance (e.g., previews of 1800ms, in Figure 20b), with the 

asymptote of the function ending above that found under control conditions. This 

contrasts with the results from our simulations of dual-task performance, where search 

does eventually reach the same asymptote as the standard (single-task) preview condition. 

This contrast between dual task effects and lesioning arises because the basic activation 

within the Location Map of the model is affected by removing neurons but not by altering 

top-down activity prior to the preview. Due to the generally reduced activation, 
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contralesional new items do not benefit so much from top-down activity (excitation and 

inhibition), which normally contributes to the competitive advantage for the target over 

distractors. The net result is that there remains a residual cost to contralesional targets in 

preview search, since an abnormal level of competition remains across even long time 

courses. In addition, there is heightened competition for selection from new items 

appearing in unlesioned areas of field. In contrast, under dual task conditions the new 

items eventually gain a full advantage from any top-down bias, and there is not 

unbalanced competition across the visual field. As a consequence, performance reaches 

the standard asymptote once (delayed) adaptation takes place.   

 

Prediction 4. The examination of lesioned performance across the time course gives rise 

to a fourth prediction, which is that PPC patients should show a residual deficit in 

preview search even if the preview is presented for a prolonged duration. Without 

running the detailed neural-level simulations, it is not clear that a difference between the 

effects of brain lesion and of dual task load would be evident. We tested the new 

prediction from sSoTS for a different profile of lesioning effects over different preview 

time courses in Study 5d. 

 

Study 4: Simulating fMRI data 

 

Cognitive analyses of the functional components making up a given processing system 

have, over the past 15 years, been complemented by imaging studies which generate 

neural-level data during task performance (e.g., using PET and fMRI). These studies 

essentially correlate neural activity with effects of manipulated stimulus and task 

variables in order to identify which brain regions support which component processes. 

However, it is one thing to link activity in cortical regions to variables in tasks and 

another to identify the functional role of those regions in the task. Most commonly, 

investigators adopt an empirical approach to identifying the functional role of brain 

regions identified through imaging - e.g., by manipulating an appropriate variable and 

measuring its joint behavioral and neural effects. However, problems can arise when a 

given variable affects more than one process – an example is preview search, since there 
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is evidence for both inhibitory and excitatory components (suppressing distractors and 

biasing search to new targets) contributing to performance (e.g., {Braithwaite, 2005 

#11}. How can we distinguish areas linked to the inhibitory and the excitatory 

components of search? 

Spiking level models can simulate imaging (e.g., fMRI) as well as behavioral data, 

since synaptic outputs in different regions of the model can be combined with an assumed 

haemodynamical (HDR) response function {Glover, 1999 #175} to predict the BOLD 

function measured in fMRI studies  (see {Humphreys, In press #42;Gorchs, 2004 

#132;Deco, 2004 #24;Stemme, 2005 #89}(see {Logothetis, 2001 #57;Logothetis, 2008 

#266}, for physiological support for this approach). Note that these simulations depend 

on directly having synaptic activity available to feed into the HDR function.  

There have now been 4 studies of human visual search over time using the preview 

paradigm {Allen, 2008 #3;Humphreys, 2004b #46;Olivers, 2005 #71;Pollman, 2003 

#78}. In each case, preview search has been associated with increased activation of the 

PPC, including the superior parietal lobe and the precuneus. This activation of the PPC 

could reflect either inhibition of the preview (e.g., due to the activation of inhibitory 

inter-neurons), top-down excitation of target features, or both. These different 

possibilities can be prized-apart by combining fMRI studies with computational 

modelling. For example, the sSoTS model uses both active inhibition (applied to the 

features of old distractors) and active anticipation (applied to the features of the expected 

target) in order to optimize visual search over time. Now, let us suppose that the task is to 

search for a new blue vertical target which appears amongst new blue A horizontal 

distractors and follows a set of old green vertical distrators. In such a search task, 

excitation would be given to the blue and vertical feature maps (corresponding to the 

target’s features), while active inhibition would be given to the green and vertical maps 

(corresponding to the features of the distractors in the preview). We can then extract 

activation in the model reflecting the positive and inhibitory biases: 

Active anticipation =  (activation for target form – activation for distractor forms, 

summed across their respective feature maps) + (activation for target color – 

activation for distractor color, summed across their respective maps) 

(Vertical – Horizontal+ Blue - Green) 
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Active inhibition = (activation for distractor form – activation for target form, 

summed across their respective feature maps) + (activation for distractor color – 

activation for target color, summed across the respective feature maps) 

(Horizontal – Vertical + Green -Blue) 

 The resulting activation, pooled across the maps, can then be convolved with the 

assumed HDR to generate the HDR reflecting active anticipatory and inhibitory biases in 

the model, and the HDRs predicted by the model can be used as regressors in the analysis 

of the fMRI data. This does more than simulate a HDR by a specified model; it uses the 

activity in the model associated with a particular (excitatory or inhibitory) function to 

identify the role of the activation patterns in different brain regions. This was done by 

Mavritsaki et al. {, In press #284;Mavritsaki, 2008 #61}, with the parameters of sSoTS 

set to match human behavioural data on single feature, conjunction and preview search. 

Mavritsaki et al. found that distinct regions of the PPC and extra-striate visual cortex 

were independently correlated with the activity profile over time, for the two types of 

bias. The active inhibitory bias significantly predicted the HDR function in the 

precuneus, while the active anticipatory bias significantly predicted the HDR function in 

more lateral parietal cortex (Figure 22). Thus activation patterns associated with 

particular functions in the model were able to separate distinct patterns of activation 

found in the fMRI data. These results suggest that the cluster of regions activation in the 

PPC under conditions of preview search may be involved in functionally distinct 

computations in human visual selection. 

    Figure 22 about here 

 One noteworthy aspect of these simulations of fMRI data is that the activation in 

the model is not bound to one anatomical region within the model, as activity was pooled 

across the feature maps. Here the analogy from the model is not at an anatomical but at a 

functional level – functional activity representing the changing activity profile across 

feature maps linked to either top-down excitation or inhibition correlated with activity in 

particular brain regions. It follows that these brain regions may provide a source of the 

activation profiles evident in the feature maps in the model.  

 Mavritsaki et al. {, In press #284} also carried out a more direct analysis of 

topological parallels between sSoTS and brain activity. To do this, activity within the 



 37 

map of location in the model was summed and convolved with the assumed HDR and 

then correlated with the brain activation recorded in an fMRI study of single feature, 

conjunction and preview search conducted by Allen et al. {, 2008 #3}. There was one 

reliable correlation which was between the time course of neural activity summed across 

the Location Map and neural activity in search – with the correlation found in relation to 

BOLD activity in a region around the right temporo-parietal junction (TPJ; Figure 23). 

This result is of considerable interest, given that the model-directed fMRI analysis was 

performed at a whole-brain level without any prior constraints. The right TPJ has been 

identified as playing a critical role in human visual selection, and lesions of this region 

are associated with clinical deficits in selection such as unilateral neglect
5
. Corbetta and 

Shulman {, 2002 #157} have argued that the right TPJ area serves as a ‘circuit breaker’, 

signalling the presence of task-related stimuli in the environment which attention needs to 

be switched to. Shulman et al. (2007) have further proposed that one role of the right TPJ 

is to filter-out irrelevant distractors. The role of the Location Map in sSoTS bears some 

similarities to both ideas. In sSoTS activation in the Location Map provides information 

about the likely presence of a target, which can then act as an input to other response-

related systems which (e.g.) programme an eye movement to that position. The pattern of 

activity in the Location Map also reflects the filtering-out of activity from distractors – 

there is a sharper profile of activity in the Location Map when there is reduced 

competition for target from the distractors (see Figure 6). It should be noted, though, that 

the activity used for these simulations was pooled across the locations within the map. 

Thus the observed correlation to activation in the human right TPJ does not necessarily 

indicate a topographic organization of the neurons in this region, but rather how target 

detection varies across time.  It is also noteworthy that, in our analysis, activity correlated 

with the Location Map in the model was localised within the right hemisphere even 

though the search stimuli (including targets) were presented on both sides of space. This 

suggests that the Location Map may actually have bilateral receptive fields and be 

activated by stimuli on the right as well as the left side of space. Whatever the case, the 

simulations indicate that both functional (here for excitatory and inhibitory processes in 

                                                
5
 Note that Mavritsaki et al. {, 2009 #273}simulated neglect by lesioning the Location Map in sSoTS. 
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selection) and anatomical links (the TPJ and the Location Map) can be made based on 

direct simulations of fMRI from neural-level models. 

    Figure 23 about here 

 

 If the Location Map of sSoTS does mimic activation in the right TPJ, then we can 

derive neural-level predictions about how activation in this brain region may vary across 

different search conditions. For example, both experimental and modelling work 

demonstrates that preview search is disrupted when participants carry a working memory 

load during the preview {Humphreys, 2002 #181}; see Figure 15 for simulations here), 

which reflects increased competition for target selection from the old distractors when 

top-down influences on search are decreased. Under these conditions, the contrast 

between target and distractor activation is reduced (see Figure 24). If the right TPJ 

reflects this contrast, then activation in this region should decrease when search is carried 

out with a load through the preview period. Note that search itself becomes more difficult 

under these conditions, so a decrease in activation in the right TPJ would go against this 

region reflecting search difficulty. Instead it would be consistent with the right TPJ 

reflecting target-distractor contrast (saliency). 

 

 Prediction 5: We predict that, relative to standard preview search, activation in the right 

TPJ should reduce when a load is introduced during the preview period. This was tested 

in Study 5e where we re-evaluated data from Allen et al. {, 2008 #3} who used fMRI to 

study search in these two conditions. 

 

Study 5: Tests of the Predictions  

 

We have derived 5 novel predictions that emerge from the sSoTS model: (i) impairments 

in selection can reflect general levels of arousal even when spatial biases are minimized 

in patients (Study 1); (ii) there should be a prolonged time course of preview search 

under dual task load conditions, but search can reach the same asymptote as under no-

load (Study 2); (iii) there are benefits from giving a top-up preview prior to a preview 

being presented under dual task conditions. The benefits of this top-up should increase 
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with increases in the exposure of the preview under dual task conditions (Study 2); (iv) in 

patients with lesions of the Location Map, any deficit in detecting a contralesional target 

under preview conditions should decrease as the preview interval lengthens; however, 

search may never reach the same asymptote as that found in non-lesioned control 

participants; (v) the BOLD signal in the right TPJ should be modulated when a dual task 

load is introduced to preview search, but not in other search conditions. These predictions 

were evaluated in Study 5. These predictions emerge from the spiking level simulations 

which attempt to incorporate biologically plausible parameters into the model. 

 

Study 5a: Selection and deficits in arousal/sustained attention. 

 

In a first study we assessed selection in a case series of patients with posterior brain 

lesions and assessed whether deficits in selection were related to changes in 

arousal/sustained attention. Posner and Peterson {, 1990 #79} proposed that 

arousal/sustained attention was modulated by a right hemisphere lateralized system, and 

that activation of this arousal/sustained attention system was required in order maintain 

attentional selectivity. Robertson and Manley {, 1998 #275} extended this idea to 

propose that reduced arousal/sustained attention adds  to the lateralized biases in selection 

after right hemisphere lesion, to generate symptoms of unilateral neglect – a disorder 

typically associated with right hemisphere lesions {Heilman, 1979 #131}. The link 

between reduced arousal and poor selection was also apparent in Deco and Rolls’s 

simulations of single cell recording data, where decreasing arousal (simulated by 

reducing the effects of NMDA on the activation functions) disrupted the ability of the 

model to select a pre-cued target. In Study 5a we tested whether poor selection in patients 

with posterior brain lesions was associated with poor arousal/sustained attention. 

Selection was measured in terms of the contrast between reporting stimuli on trials with 1 

and 2 items, and arousal was manipulated by providing an arousing but spatially non-

informative tone prior to the occurrence of stimuli. To remove effects of lateral spatial 

biases on selection, we presented targets and distractors above and below fixation and we 

tested if patients with posterior right hemisphere lesions not only showed a selection 

impairment, but, specifically, whether their selection was modulated by changing arousal. 
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Method. 

Participants. There were 15 patients, all of whom had suffered strokes and all of whom 

had lesions involving posterior brain regions. 8 patients had damage that included the 

right posterior parietal cortex; 7 had damage to either occipital regions or to left parietal 

cortex. Clinical details on the patients are presented in Table 1 and analyses of MRI scans 

are shown in Figure 25. In addition to the patients, a group of 5 age-matched control 

participants, without any history of brain lesion, was tested (age range 64-80). 

Apparatus and Stimuli. A Pentium IV computer with an ATI RAGE PRO 128-MB 

graphics card controlled the stimulus displays and responses. The task was programmed 

and run on this computer using E-PRIME (Psychology Software Tools, 2002). The 

stimuli were displayed on a SAMSUNG SynchMaster 753s color monitor. The monitor’s 

resolution was 1024 x 768 pixels. The presentation of the stimuli was synchronized with 

the refresh rate of the monitor. Frame rate was fixed at 85 Hz. 

Design and Procedure. The display was viewed from a distance of 60 cm, approximately. 

Each trial began with the presentation of a fixation cross for 500ms which appeared alone 

(standard condition) or with a 200ms tone at the onset of the cross (arousal condition). 

The 500ms cue-target display interval was chosen here because prior work indicates this 

is an optimal time to change tonic arousal (Posner & Boies, 1971). This was followed by 

a target display containing 1 or 2 letters, each 3° of visual angle centred 3° above or 

below fixation. The stimuli were the letters A-D, which occurred equally often on 1- and 

2-letter trials and equally often above and below fixation. In both the standard and 

arousal conditions there were 48 1-item trials (24 above and 24 below) and 48 2-item 

trials. 1- and 2-item trials appeared at random, and the order of the standard and arousal 

conditions was randomised across participants. The task was to identify the letters 

present.   The stimuli were presented in white on a black background. The stimulus 

exposure durations were set to 500ms for all participants.  

       Figure 25 and Table 1 about here  

 

Results. 
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The data for the patients are depicted in Figure 26. The controls scored at ceiling with 

only 16 errors out of 480 on 2-item trials (3.4% error rate).    Trials for the patients were 

scored as being correct or not and analysed in a mixed design ANOVA with the factors 

being arousal (standard vs. arousal condition), number of items (1 vs. 2) and patient 

group (right PPC patients vs. left/occipital patients). There were reliable main effects of 

arousal (F(1,13)=40.4, p<0.001, partial eta squared = .757) and number (F(1,13)=110.29, 

p<0.001, partial eta squared = .895). There were significant interactions between arousal 

and patient (F(1,13)=32.97, p<0.001, partial eta squared = .717), arousal and number of 

items (F(1,13)=17.39, p<0.001, partial eta squared = .572) and between arousal, number 

of items and patient group (F(1,13)=14.19, p<0.01, partial eta squared = .522).  

 The 3-way interaction was decomposed by analyzing the data for each patient 

group separately. The patients with damage to the right PPC showed reliable effects of 

arousal and number of items (F(1,7)=164.61 and 54.97, both p<0.001, partial eta squared 

= .959 and .887 respectively). The interaction was significant (F(1,7)=32.09, p<0.001, 

partial eta squared = .821). There was no effect of the arousal condition on 1-item trials 

(t<1.0), but there was on 2-item trials (t(7)=-9.0, p<0.001).  

 The left hemisphere/occipital group showed only a significant effect of item 

number (F(1,6)=61.74, p<0.001, partial eta squared = .911), but neither the effect of 

arousal nor the arousal x number interaction were reliable (F(1,6)=1.09 and 2.55, both 

p>0.05).  

 We also compared the performance of the right PPC and the left 

hemisphere/occipital patients in each condition. Performance differed only in the 

standard condition on 2-item trials (t(13)=-2.18, p<0.05). 

    Figure 24 about here 

 

Discussion 

The patients performed worse than the controls and all encountered some difficulty on 

identifying both letters on two item trials. The right PPC patients tended to perform better 

than the left hemisphere/occipital patients on 1-item trials, whilst performing reliably 

worse in the standard condition with 2-item displays. This points to there being a deficit 

in selecting multiple items after right PPC damage. In addition to this, there was a 
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selective effect of including an arousing auditory cue on the performance of the right 

hemisphere patients, who selectively improved report on 2-item trials. There was no 

evidence for any consistent bias for reporting upper or lower field items, across the 

patients. These results are consistent with the selective deficit in the right PPC patients  

being linked to poor arousal, which is improved in the arousal condition. It is unlikely 

that this effect of the arousal cue was solely due to the relatively poor performance of the 

right PPC patients in the standard 2-item condition. The 4 worst-performing left 

hemisphere/occipital patients showed 0% improvement in the arousal condition, while 4 

right PPC patients with a mean overall score matched to those of the worst left 

hemisphere/occipital patients had a mean improvement of 15% on 2-item trials in the 

arousal condition. The data point to differences in arousal rather than selection difficulty 

per se. 

 These results fit with Prediction 1 derived from the simulations of Deco and Rolls 

{, 2005 #20}. There can be problems in selection linked to poor arousal and which can be 

moderated by increasing arousal. The present data suggest that these deficits are 

encountered most notably after right PPC damage. 

 

 

Study 5b: The time course of preview search under load conditions 

 

sSoTS also makes further predictions based on its time-course of processing, especially 

under preview search conditions. One prediction is that, even though search efficiency 

decreases when a load is introduced through the preview period, search should eventually 

reach the same asymptote as that found under conditions of no load.  Prior behavioral 

studies of load effects have only reported decreased search efficiencies (e.g., Humphreys 

et al., {, 2002 #181}, but they may not have tracked a sufficiently long time period to 

enable the asymptote to be reached under load conditions. This was tested here by 

examining preview search under dual task conditions across longer ranges of preview 

durations. 

 

Method 
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Participants. There were 8 participants aged between 20 and 25 years, 4 male and 4 

female. All had either normal or correct-to-normal vision. 

Apparatus and stimuli. The displays were presented on a 15in monitor driven by a 

Pentium-200 PC with a VESA graphics card and running at a resolution of 800 x 600 

pixels. The stimuli were generated by a purpose-written Turbo Pascal program (Version 

7.0), which also recorded RTs and responses. The viewing distance was approximately 

75cm. Search displays were constructed by randomly plotting search stimuli within a 

virtual 8x8 grid, subtending approximately 8.3° x  8.3° in visual angle. The target was a 

blue H and the distractors were blue As and green Hs. The letters were rectangular and 

approximately  0.6° high x 0.4° wide. The green and blue colors (Commission 

Internationale d’Eclairage [CIE] values: 0.23, 0.38 for green, and 0.26 and 0.32 for blue) 

were selected as being very similar to those used originally by Watson and Humphreys 

(1997). In order to have target and distractor colors close to isoluminance, the blue and 

green colors were set to equal luminance using a flicker fusion test on the experimenter 

(Ives, 1912).  

Design and procedure. A trial began with a white fixation cross against a black 

background. In single feature and conjunction baseline conditions, this cross remained on 

the screen for 2500ms, which was the maximum length of the preview. On preview trials 

the cross appeared for 250ms and was then replaced by a series of numbers which 

appears at fixation consecutively for 250ms each through the preview period. The 

numbers were selected at random with the exception that number 1 could only appear 

once on a trial. Participants were asked to try and detect whether a number 1 appeared. 

Prior studies have shown that this secondary task disrupts preview search {Watson, 1997 

#103}. There were 4 preview periods: 750, 1000, 1500 and 2500ms. When the preview is 

presented without an additional load task, search efficiency reaches an asymptote at the 

shortest interval used here (Humphreys et al., 2004; see Figure 12 here).  In addition to 

the letters at fixation, green H stimuli were presented as a preview (either 2, 4 or 8 items, 

randomly determined, on a trial). At the end of the fixation (single feature, conjunction) 

or load-task period (preview), the search displays were presented. In the conjunction 

condition the display contained 4, 8 or 16 items. There was always a blue H target present 

along with 2 green Hs and 1 blue A (4 item display), 4 green Hs and 3 blue As (8 item 
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display) or 8 green Hs and 7 blue As (16 item display). In the single feature condition, 

only the blue items were presented in the search displays (display sizes 2, 4 and 8). The 

green H previews remained at the same locations and search displays matching those in 

the single feature baseline were presented. The task was to localise the blue H target, 

which fell randomly either to the left or right of fixation. Responses were made by 

making a left or right mouse click, matching the left or right field for the target. In earlier 

studies of preview search participants have made responses concerning either the location 

or a feature of the target which has always been present, and the pattern of data has been 

similar to that found on classic target present-absent tasks (e.g., {Olivers, 2004 

#213;Kunar, 2003 #196}. By presenting a target on every trial, we maximised the target-

present data. Each of the 6 search conditions was blocked and the order of the blocks was 

randomly assigned to the participants. There were 32 trials at each display size in each 

condition, leading to 576 trials per participant. 

 Participants responded first to the location of the search target. In the preview 

conditions they were subsequently asked whether the target number 1 had appeared in the 

initial stream of numbers. Participants made a right mouse click if a number 1 had been 

present and a left click if it was absent. 

 

Results 

The error rates were low and did not vary systematically across the conditions. The mean 

error rates are presented in Table 2 and were not analysed further. The mean RTs are 

displayed in Figure 27. In (a) the data for the preview and single feature conditions are 

plotted together (relative to the number of blue distractors), and in (b) the data are 

presented for the preview conditions relative to the conjunction condition (plots against 

the total number of distractors in the final search displays). The slopes for the functions, 

measured against the number of blue distractors or the total numbers of distractors, are 

shown in (c) and (d). In (c) the 0 preview duration is the single feature baseline; in (d) the 

0 preview condition is the conjunction baseline. If, in the preview condition, there is no 

impact of old green distractors, then search should be equivalent to that found in the 

single feature baseline (in (a) and (c)). Comparisons relative to the numbers of distractors 
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in the final display (in (b) and (d)) assess whether the preview improves search relative to 

when the initial display is absent (in the conjunction baseline). 

   Figure 27 and Table 2 about here 

 

The mean correct RTs were subjected to a 2-factor repeated measures ANOVA 

with the factors being condition (single feature, conjunction, and each preview condition) 

and display size (2, 4, 8, reflecting the number of blue distractors present). There were 

reliable  main effects of condition and display size (F(15,35)=75.23 and F(2,14)=340.24, 

partial eta squared = .915 and .98, both p<0.001), and a condition x display size 

interaction (F(10,70)=32.3, partial eta squared = .822,  p<0.001). 

  The interaction was assessed by comparing each preview condition against the 

single feature baseline. For the 750, 1000 and 1500 previews, the interactions between 

condition (preview vs. single feature) and display size were significant (F(2,14)=35.90, 

18.22 and 5.19, partial eta squared = .837, .722 and .426 respectively, all p<0.025). For 

the 2500 preview there was no effect of condition and no interaction with display size 

(F(1,7)=3.27, partial eta squared = .318, p>0.05, and F<1.0 respectively)
6
. 

 

Discussion 

The data show that, for preview durations of up to 1500ms, there remained a cost in 

search efficiency compared with the single feature baseline, when participants performed 

a secondary task during the preview period. However, at the longer preview duration 

(2500ms), this cost was completely eliminated. The eradication of the secondary task cost 

is unlikely to be due to participants having time to read the target number into short-term 

memory at the longest preview duration, which could lessen the secondary task load. We 

separated out trials where the secondary task target was present and when it was absent, 

since in the latter condition participants would have to remain monitoring the numbers at 

fixation throughout the preview period. There was no effect of the presence of the 

secondary task target and no interactions (all F<1.0). We conclude that the effects of the 

secondary task decrease if there is a sufficiently long preview duration. This matches 

Prediction 2 from sSoTS, which holds that there is a delay rather than elimination of 

                                                
6
 Any trend for an effect of condition was due to faster RTs in the preview than the single feature baseline. 
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suppression under load conditions due to frequency adaptation to the preview.  The data 

contradict the original proposal from Watson and Humphreys {, 1997 #103} that, under 

conditions of reduced resources, there would be less suppression of the preview 

irrespective of the preview’s duration.  

 

Study 5c: Effects of cognitive load and preview top-up 

 

The third prediction from sSoTS is that, even when a secondary task load is imposed 

across the duration of the preview leading up to visual search, there can be residual 

effects of having processed the preview earlier (in a top-up period). Furthermore, this can 

occur even when the initial preview duration itself is not sufficient to optimize search 

(Figures 13 and 17). This was examined in Study 5c. In this experiment, participants 

received preview durations of 750, 1000 and 1500ms, during which time they also carried 

out a secondary task (monitoring for a target in a stream of numbers). In Study 5b, we 

demonstrated that performance in the preview condition did not reach the single feature 

baseline level with those durations. However, in contrast to the earlier study, we 

introduced a ‘top-up’ preview of 350ms prior to the secondary task starting. This duration 

preview typically does not optimize search performance {Humphreys, 2004a #182}.  We 

assessed whether, even though insufficient in its own right, the top-up preview ‘pushed’ 

processing of a prolonged preview into its adaptation state, to generate maximum 

efficiency in the preview task. 

 

Method 

Unless otherwise mentioned the Method was the same as for Study 5b. There were again 

6 participants (aged 19-26, 6 female) who were tested. The conditions were the same as 

before except for the following changes. The preview conditions were altered so that a 

preview of 350ms duration was inserted after fixation and prior to the start of the preview 

+ load displays. There were 3 durations of preview where the secondary task load was 

present: 750, 1000 and 1500ms. Participants were instructed to remain fixated during the 

whole preview period. One other change was that the fixation times for the single feature 
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and conjunction baselines were 1500ms. This provided a warning interval between that in 

the 350+1000 and 350+1500 preview conditions.. 

 

Results 

Errors were again infrequent and there was no evidence of any speed-accuracy trade-offs. 

These data are presented in Table 2 and they were not analyzed further. The RT results 

are presented in Figure  28. 

   Figure 28 about here 

 

The RTs were analysed as for Study 5b, assigning all the conditions to a single 

factor (condition), with display size nested within this. There were reliable main effects 

of conditions and display size (F(4,28)=41.90 and F(2,14)=103.56, partial eta squared 

values .857 and .937 respectively, both p<0.001). There was also a condition x display 

size interaction (F(8,56)=17.84, partial eta squared = .718, p<0.001).  

Comparisons were made between each preview condition and the single feature 

baseline. For the 350+750 preview condition there was a reliable interaction between the 

condition and the display size (F(2,14)=10.03, p<0.01, partial eta squared = .589). For the 

other preview conditions (350+1000 and 350+1500) neither the main effect of condition 

(vs. the single feature baseline) nor the condition x display interaction was reliable (F<1.0 

for both interactions).  

 

Discussion 

A preview presented for 350ms prior to a search display, without any imposed secondary 

task, is sub-optimal for search {Humphreys, 2004a #182;Watson, 1997 #103}. Presenting 

a preview for this duration and then withdrawing attention through a secondary task, 

while leaving the preview present, disrupts subsequent search. This matches data reported 

by Humphreys et al. {, 2002 #181} and Watson and Humphreys {, 1997 #103}. The new 

result here is that, with exactly the same duration initial preview, we showed that search 

did approximate the efficiency levels in the single feature baseline if the subsequent dual-

task preview period was lengthened. This again indicates that withdrawing attentional 

resources, by engaging participants in a secondary task, is not sufficient to eradicate the 
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preview benefit. The results fit with the predictions of the sSoTS model, where the initial 

top-up preview is sufficient to push activation towards an adaptation state, which is 

subsequently reached even when a secondary task is imposed during the following 

preview period. Once the preview enters this adaption state, an optimal preview benefit 

can arise. 

 

Study 5d: The time course of preview search after lesioning. 

 

When effects of a secondary task load are simulated, the sSoTS model generates efficient 

preview search but over a prolonged preview period (Figure 16). This picture contrasts 

with the data when sSoTS was lesioned. After lesioning the model showed relatively 

slow selection of targets falling on the affected side even across long durations of 

preview. We attribute this result to reduced data-driven activation on the affected side, 

which slows any accumulation of information and any subsequent adaptation. In Study 

5d we assessed whether patients with PPC damage, matching the lesioning of the 

Location Map in sSoTS, would also show a residual deficit for contralesional targets in 

preview search. 

 

Method 

 

The Method was the same as that in Study 5b except where otherwise mentioned. We 

tested 6 patients with damage focused around the right TPJ (patients JB, MC, TM, MP, 

RP and BS; see Figure 25 and Table 1). Previews were presented for 1000, 1500 and 

2000ms and followed by the search displays for an unlimited period. In addition to this, 

blocks of single feature and conjunction search trials were run. Unlike previously, the 

patients had to make a mouse click response when they detected the target. When this 

response was made, each occupied location in the search display was filled with a gray 

circle to cover the search letters. The patients were then asked to move the mouse to the 

location where they perceived the target. This procedure was adopted so that any deficits 

with contralesional targets were not due to slowed initiation of a response to the affected 

side (since an initial simple detection response was required). Targets appeared equally 
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often in the left and right fields, and there were 96 trials per condition (16 per field per 

display size), making 480 trials in total.   The patients performed the different trial blocks 

over periods of 2-3 weeks, depending on the patient. 

 

Results 

The accuracy and error data were combined to create a single efficiency score 

(RT/proportion correct; see {Townsend, 1983 #283}. The data are plotted in Figure 29 

showing RTs for the preview conditions against the single feature baseline (top) and the 

conjunction baseline (bottom), assessing performance respectively against the number of 

blue items and the total number of items in the final search display. The slopes of the 

search functions, plotted against the number of blue items (in (a)) and the total number of 

items (in (b)), are shown in Figure 30. 

   Figures 29 and 30 about here 

 

Search efficiency was analysed in a 3-factor repeated measures ANOVA with the 

factors being condition (3 preview conditions plus single feature and conjunction 

baselines), visual field of target (contra- vs. ipsilesional) and display size (2 or 4 blue 

items). There were reliable main effects of condition, visual field and display size 

(F(4,20)=18.94, F(1,5)=25.19 and F(1,5)=30.13, partial eta squared values = .791, .834 

and .858 respectively). All the interactions were reliable, including the 3-way interaction 

between condition, field and display size (F(4,20)=6.86, p<0.001, partial eta squared = 

.578).  

The 3-way interaction was broken down by comparing the preview conditions 

against the single feature and then the conjunction baseline. For each comparison 

between the preview and the single feature condition, there was a significant interaction 

between condition (preview vs. single feature), field and display size: for 1000, 1500 and 

2000ms, F(1,5)=7.14, 8.17 and 8.04, partial eta squared= .588, .62 and .62, all p<0.05 

respectively. In each case, the slope of the search function was steeper for the preview 

relative to the single feature baseline,  particularly for contralesional targets (see Figure 

30).  
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Similar comparisons performed between the preview and conjunction conditions 

showed slightly different results across the different preview durations. For the 1000ms 

preview there was no effect of condition and the interaction with display size and field 

was not reliable (F(1,5)=2.70, p>0.05, partial eta squared = .351). For the 1500 and 

2000ms previews there were main effects of condition (F(1,5)=19.12 and 23.89,  partial 

eta squared = .793 and .83, both p<0.01) but no interaction with field or display size. For 

the 2000ms preview the interaction between condition, field and display size approached 

significance (F(1,5)=4.41, p<0.10, partial eta squared = .468). There was a trend for a 

lower slope for the preview than the conjunction condition, with the change being larger 

with contralesional targets. 

 

Discussion 

The data replicate prior studies of visual search in patients with damage to the PPC. 

There was relatively poor search for contralesional targets with the effect tending to be 

more pronounced for conjunction than single feature-defined stimuli (the slope for 

contralesional conjunction targets here was 217ms per item, vs. 41ms per item for the 

single feature condition)(see {Eglin, 1990 #281;Riddoch, 1987 #282}. In addition, and 

again replicating prior data, the PPC patients were selectively impaired at preview search 

and indeed showed little preview benefit overall compared with the conjunction baseline 

(in terms of search efficiency). Age-matched control participants show asymptotic search 

performance, with little difference in slope for preview and single feature baselines, for 

preview durations of 750ms or so (see {Olivers, 2004 #213}. In contrast, even with 

preview durations over twice as long as this, the patients were still relatively impaired in 

the preview condition. There was a trend for some benefit emerging (compared with the 

conjunction baseline) at the longest preview duration (Figures 29 and 30), but even then 

there was a cost to preview search against the single feature condition. We conclude that 

damage to the PPC makes it difficult for any adaptation effects to emerge under preview 

conditions. This matches the results from sSoTS and occurs in the model when lesions to 

the Location Map mean that the rate of gain in the affected units is insufficient to benefit 

from any boost coming from top-down biases under preview conditions (for target 

features and against distractor features).  
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Study 5e Predictions for fMRI 

 

The final prediction derived from sSoTS concerned the brain activation that we may 

expect according to whether preview search is conducted under conditions of secondary 

task load or not. Under conditions of task load, the differential activation within the 

Location Map for the target relative to distractors decreases (see Figure 24). Mavritsaki et 

al. {, In press #284} have shown that there is a correlation between the HDR function 

predicted from the time course of activity in the Location Map and activity in the right 

TPJ in preview search. If this neural activity reflects the contrast between the target and 

distractors (i.e.., the saliency of the target), then we predict that, compared with standard 

preview search, activity in the right TPJ should decrease under conditions of secondary 

task load. Allen et al. {, 2008 #3} measured BOLD activity using fMRI for both standard 

preview search and for preview search conducted when participants were holding a load 

in working memory. Here we returned to these data and extracted activity within the right 

TPJ region found to correlate with the HDR derived from the Location Map in sSoTS, to 

test whether this region did show decreased activity under load conditions. 

 

Method. 

The experiment and original data analysis were fully reported by Allen et al. (2008). In 

the basic preview condition, participants saw a set of blue faces (the preview, for 2s) 

followed by a search display of red house distractors and a blue house target. The task 

was to localize the target (left or right of fixation). In the dual task condition, participants 

saw a random display of dots for 500ms prior to the preview and search displays, and 

they were instructed to keep the initial dots in working memory during the subsequent 

search task. For the current analysis, we selected a region of interest (ROI) based on the 

area found to correlate with the HDR function derived from the model’s Location Map 

activity with a z score >3. We extracted time courses of activation from this area for the 

preview and the preview+load conditions in Allen et al., and analysed the data based on 

the mean activity within the region in the two conditions (although the same results were 

also obtained using the peak activity; see Figure 31). 
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Results. 

The results are presented in Figure 31. There was a significant decrease in activation 

within the right TPJ in the preview+load condition compared with the standard preview 

condition (F(1, 8)=5.804, p<0.05, partial eta squared= .42).  

 

Discussion 

The data match the prediction derived from sSoTS, if the right TPJ region reflects the 

saliency of targets (determined by the contrast between their activation and the activation 

of distractors): there was decreased activation in the preview+load condition compared 

with the standard preview search task. This result was not due to there being a general 

decrease in activation in the preview+load condition. For example, Allen at el. {, 2008 

#3} reported that this condition led to increased activation in the cuneus and precuneus, 

regions that were also found to be activated when participants ignored previews (even in 

a ‘dummy preview’ condition, where search displays were not presented but participants 

prepared to ignore the preview). Allen et al. proposed that, in both the preview and the 

load task, participants hold a working memory representation, though in the case of 

preview search they suppress this representation (the preview) to help bias search to new 

stimuli. Critically, any increased activation due to the dot working memory load did not 

lead to activation of the right TPJ. This fits with the proposal that the right TPJ responds 

to the presence of salient, behaviorally relevant stimuli (here the target, relative to the 

distractors), perhaps to provide a signal to other response-related regions of cortex (see 

{Corbetta, 2002 #157}. The saliency signal carried by the right TPJ may reflect either 

enhanced activity for the target or decreased activation/filtering of distractors mediated 

by this brain region. In either case, thee data suggest that saliency decreased when a 

working memory load was held during the search task. 

 

General Discussion 

 

We have presented an argument that computational modelling within a biologically 

plausible framework can provide a useful means of linking neurophysiological studies of 

information processing through to whole system behavior. Our argument has been based 
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around the example of modelling human visual selection, where, using a consistent 

system architecture, we have shown that data can be simulated across a number of 

different neuroscientific levels: from single cell electrophysiology (Study 1) through to 

‘whole-system’ behavioral experiments on visual search (Study 2), including also work 

on neuropsychological lesions of particular cortical regions (Study 3) and modelling 

fMRI data (Study 4). We have also argued that modelling using biologically plausible 

architectures can emphasise factors that are stressed less in other approaches, including: 

the effects of noise/variability on information processing, the time course of processing, 

and the effects of neurotransmitter modulation/arousal on performance. Furthermore, 

novel predictions emerge due to models stressing these factors, and these predictions 

have been tested empirically (Study 5). Our data here show that:  

(i) patients with right PPC damage are impaired at selecting stimuli presented 

vertically, compared with patients with posterior brain lesions not involving this area. 

This deficit can be reduced by using a cue to increase the patients’ arousal. The data here 

match the argument that low arousal impairs visual selection even when spatial deficits 

are not apparent (Studies 1 and 5a);  

(ii) under dual task conditions, normal participants can show a normal preview 

benefit (with search slopes reaching the level found in single feature search), provided 

preview exposures are sufficiently long. In sSoTS this result arises because the dual task 

delays when preview adaptation takes places, but it does not eradicate it (Studies 2 and 

5b); 

(iii) giving an initial (top-up) preview prior to engaging participants in a secondary 

task can lead to preview benefit. This occurs even when there is a lack of a full preview 

benefit from either top-up alone or the preview under secondary task conditions. The 

predictions of the model here match data from sSoTS. In the model the result occurs 

because the initial preview pushes activation towards a level where adaptation can take 

place under dual task conditions (Studies 2 and 5c); 

(iv) patients with right PPC damage are impaired in preview search and do not reach 

levels of search efficiency found in the single feature baseline even with prolonged 

presentations of previews. In sSoTS this result occurs because lesioning reduces activity 
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within the Location Map so that there is continued competition across an abnormally long 

time course (Studies 3 and 5d); and  

(v) there is reduced activation within the right TPJ when preview search is 

undertaken under conditions of dual task load. This is consistent with activation in the 

right TPJ reflecting the contrast of activation with the Location Map of sSoTS between 

target and distractor stimuli (Studies 4 and 5e). 

Our stress here is that the predictions we have tested arise naturally from 

biologically plausible assumptions incorporated into sSoTS – from the role of 

neurotransmitter modulation (Study 5a), the temporal dynamics of processing and 

particularly the role of frequency adaptation (Studies 5b and c), the effects of reducing 

the neuronal population (Study 5d) and the predicted HDR function derived from 

synaptic transmission in the model (Study 5e). This is not to state that these predictions 

could not be derived from other higher-level models – it is certainly possible that they 

could. However, our contention is that the predictions follow from our attempt to use 

biologically plausible parameters, and the tests of the predictions provide a way to link 

lower-level physiological processes (e.g., frequency adaptation) to whole system 

behaviour, typically examined in our search tasks.  Overall, the results indicate that there 

can be a close inter-linking between modelling and empirical investigations, with models 

providing the bridge between (e.g.) behavioral and imaging data.  

The data we have reported highlight several factors that have not been demonstrated 

previously: 

(1) Modulating arousal levels (e.g., here, by giving a spatially uninformative auditory 

cue) can have a direct impact on the efficiency of visual selection (Studies 1 and 5a). In 

prior neuropsychological work it has been argued that decreased arousal is found after 

right PPC lesions in patients (Robertson & Manly, 1998), but this has only ever been 

studied within the context of the patients also showing a spatial deficit in selection.  Our 

results indicate that selection deficits occur in these patients even when spatial biases in 

performance are eradicated under the presentation conditions. Our neural-level modelling 

provides a framework for understanding these non-spatial arousal effects. 

(2)  The effects of a secondary task on preview search can be overcome over time. In 

earlier accounts of preview search (e.g., Watson & Humphreys, 1997), it was argued that 
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participants needed to fully engage attention in order to inhibit a preview display. Hence 

any removal of attentional capacity from this inhibition process would lead to a lessening 

of search efficiency. Our results indicate that this account is not correct. Even if a 

secondary task is imposed, preview search can be as efficient as a single feature baseline 

(when only new search items appear) provided there is a sufficiently long preview. There 

are also effects of ‘topping up’ a preview, and these effects are not eradicated as soon as a 

secondary task is imposed (Studies 5b and c). For the sSoTS model, these temporal 

effects arise due to the adaptation process, which operates when the preview reaches its 

threshold level of activation, irrespective of whether this threshold is passed with or 

without a second task. The effect of an initial ‘top-up’ preview is also to push activity 

towards this threshold, giving rise to a benefit when the preview remains but now under 

dual task conditions. The data highlight that the effects of time alone are important, even 

if a dual task disrupts top-down biases against distractors and towards targets. The 

exception to this, at least up to the time limits studied, occurs with right PPC patients, 

who remain unable to gain the maximum preview benefit even with prolonged preview 

displays (Study 5d). The contrast between the effects of secondary task load and PPC 

lesioning here is interesting. It suggests that the lesioning cannot be directly mimicked by 

giving normal participants a secondary task load. In sSoTS, this contrast reflects the 

difference between (i) a reduction in the rate of information accumulation across the field 

(under load conditions), and (ii) the spatial imbalance of selection after a lesion to the 

Location Map and the slowed rate of information accumulation when location units are 

reduced in number. The spatial imbalance, and the slow accumulation of bottom-up 

activity in the Location Map, cannot be easily captured by a simple load manipulation. 

(3) In sSoTS, top-down inhibition is modulated by an initial enhancement of stimuli 

followed by inhibition of their features and locations. The process of initial attention, 

followed by subsequent inhibition, matches the probe report data of Humphreys et al. 

(2004a). In this study the detection of probes falling on a preview was enhanced when the 

probes appeared shortly after the preview (200ms), while detection appeared to be 

inhibited (relative to when the probe fell in a background location) when the delay was 

longer (800ms). Inhibition in the model is applied across a feature map. This fits with 

data on preview search, where there are carry-over effects from old items to new targets 
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sharing common features (e.g.,  see   {Braithwaite, 2003 #10;Olivers, 2003 #212,}  By 

placing old features into an inhibitory state, there will be delayed processing of targets if 

they are represented within the same feature maps. 

(4) The argument for initial enhancement of processing followed by inhibition, in 

sSoTS, fits with recent work showing that stimuli can be suppressed from awareness 

following an initial allocation of attention to their location {Carter, 2008 #154}, while 

sustained attention can reduce sensitivity to an attended stimulus {Ling, 2006 #199}. In 

their fMRI study of preview search, Allen et al. (2008) also reported that there was 

enhanced activity in neural areas responding to the feature properties of previews, even 

though the previews had a minimal behavioral impact on search (when previews were 

faces, there was enhanced activation of the right fusiform gyrus compared to a baseline 

condition, where faces were presented but did not have to be actively ignored). This 

enhanced activity may reflect the initial allocation of attention to the preview. An 

alternative is that it could reflect the activation of inhibitory inter-neurons, which 

suppress preview-related activity. Against this last argument, other researchers have 

found either a decrease in BOLD activity to ignored distractors {Gazzaley, 2005 

#294;Smith, 2000 #293} or no change in activation relative to baseline conditions 

({Egner, 2005 #287}. However it also very difficult to know what to conclude from 

under-activity in BOLD data, since the findings may reflect the choice of baseline 

conditions rather than real reductions in neuronal responding. Interestingly, our analysis 

of brain areas linked to active suppression (Study 4) highlights the change in signal over 

time, rather than its reduction per se, and this form of model-based analysis may provide 

important converging evidence on the interpretation of any neuronal signals. The fact that 

excitatory and inhibitory activity was abstracted across different maps in sSoTS is also 

noteworthy. The data suggest that, at a neural level, particular regions of the PPC may be 

involved in co-ordinating inhibitory and excitatory guidance of selection, with the 

inhibitory and excitatory components pooling together to determine competition for 

selection in other brain regions. It will clearly be important to explore this possibility in 

more detail, using finer-grained imaging protocols. 

(5) We have also shown how model-based analysis of fMRI data can suggest direct 

associations between localised components within a model (e.g., the Location Map in 
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sSoTS) and localized brain regions (the right TPJ), providing converging evidence on the 

functional role of those regions. Here, our evaluation suggests that the right TPJ responds 

specifically to contrasts in activation between behaviorally-relevant targets and 

behaviorally-irrelevant distractors, and so indexes the salience of a target (Study 5e). We 

propose that this signal would be useful for other response systems, which care about the 

target’s location but not necessarily about irrelevant parts of a scene. This argument is 

similar to the proposal made by Corbetta and Shulman {, 2002 #157}, that the right TPJ 

acts as a ‘circuit breaker’, signaling the presence of a potentially behaviorally-relevant 

stimulus so that attention (including a saccadic eye movement) may be shifted to the 

selected location. Corbetta and Shulman speculate that the greater prevalence of visual 

neglect after damage to the right relative to the left PPC may reflect the lateralization of 

the ‘circuit breaker’ to the right hemisphere. Our analysis is consistent with this and it is 

noteworthy that we found the correlation with activity in the Location Map of sSoTS to 

be right lateralized, based on a whole brain analysis. In addition to this, though, patients 

with right hemisphere lesions may also suffer due to a reduction in general arousal levels 

{Mavritsaki, 2009 #273;Robertson, 1998 #275}. If this is coupled with a specific deficit 

in detecting contralesional, salience-defined targets (Studies 5d and e), then there will be 

poor selection of stimuli on the contralesional side of space.  

 

Limitations of sSoTS.  sSoTS is what we might term a ‘minimal’ model, concentrating on 

the time course of selection of a likely target location in search. The model does not 

realistically capture aspects of early visual processing, nor does it deal with how visual 

selection may link to ongoing selection of a response to a stimulus (e.g., to reach to or 

make a saccade to a target’s position). Clearly, sSoTS will need to be extended to cover 

these other topics. Nevertheless, even within its limited domain, the model usefully 

shows how different patterns of search can emerge as the temporal properties of displays 

are varied and how neuropsychological deficits can stem naturally from reductions in the 

number of neurons supporting selection. The fits of the model to the data here are 

primarily qualitative, based on common patterns of performance as different factors are 

varied (e.g., the duration of a preview or the presence of a secondary task). On top of this, 

our work shows how quantitative variations in activation within a model can usefully 
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complement brain imaging. For example, our model-based analysis uses quantitative 

fitting of activation patterns (and predicted HDR functions) to differentiate between (i) 

brain regions linked to the excitatory guidance of attention to targets and (ii) the 

inhibitory suppression of irrelevant distractors (Figure 22). This goes beyond simple 

contrasts between search conditions, where the contrast may involve both excitatory and 

inhibitory processes (e.g., contrasting preview with conjunction search; cf {Allen, 2008 

#3;Braithwaite, 2003 #10}.  

To date, the vast majority of attempts to develop biologically-plausible models, 

operating at a neural-level, have limited themselves to dealing with single domains – 

even to single experiments – one reason being the computational constraints involved in 

running larger-scale simulations of this type, the other being that it is not always clear 

how to link physiological processes in the model to larger-scale emergent behavior of 

whole systems. One contribution of the sSoTS simulations presented here is to show that 

neural-level models can have a wide scope, with the same model covering single cell 

electrophysiology, neuropsychological deficits, fMRI and whole system reaction times, 

and in doing this, the model provides a multi-level account of visual selection. 

Nevertheless it is a moot question as to whether the model will scale-up, as additional 

components are added – for example, the addition of a fully dynamic working memory 

system to modulate top-down biases, or the addition of a response selection system to 

guide action to a target’s location. We note, however, the utility of mean field 

approximations here. Mean field-level models operate above the spiking level but can 

then be ‘rolled out’ at the spiking level. For instance, a mean field account of interactions 

between several modules can be tested not only by its overall, whole-system behavior, 

but also by (subsequently) focusing on spiking activity within just one level (where the 

more specific evidence exists). The direct linkage between mean field and spiking level 

models provides a framework for developing larger-scale models which we look forward 

to exploring. 
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Appendix 1 

The top-down inhibitory function 

In sSOTS, in addition to the passive adaptation process, there is also an active 

negative bias applied to distractors that are presented in advance of targets (e.g., under 

preview search conditions). This is implemented through a small increase to the outputs 

of the inhibitory pools to those feature maps representing the characteristics of the initial 

(previewed) distractors. Recent behavioral studies indicate that stimuli can be suppressed 

from awareness following an initial allocation of attention to their location {Carter, 2008 

#154}, while sustained attention can impair sensitivity to an attended stimulus {Ling, 

2006 #199}. Matching these observations, we introduced a top-down negative bias based 

on the following function )99.0(100max )15/(500/500 +−−
−∗∗=

timetime
eeAcAcIn . This 

function reduces the overall inhibition that the initially active feature maps receive in the 
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first 300ms of stimulus (preview) presentation. This enables these initial items to be fully 

attended before being inhibited. This matches data on preview search presented by 

Humphreys et al. {, 2004a #182}.  The inhibitory function can be viewed in Figure 10, 

where we show the firing rates of the pool of neurons in the Location Map representing 

one of the previewed items for two cases; negative bias zero and negative bias 0.18. For 

negative bias zero, the previewed item continues to maintain attentional salience for 

longer than when a negative bias of 0.18 is used (e.g., if the contrast between target and 

distractor activation in the Location Map reflects attentional salience).  

 

Calculating search slopes and reaction times 

The spiking level allows us to simulate reaction times (RTs) and target detection 

rates, with different runs of the model reflecting the Poisson noise present in neurons 

external to the model (e.g., responding to sensory input). As a consequence, runs with the 

same parameters provide a range of RTs, and there is a variable rate of detecting the 

target (selecting the units in the Location Map where the target falls).  

To measure the reaction times and the detection rates an attention index (IndA) is 

calculated based on Luce’s {Luce, 1959 #285; Luce, 1977 #286} choice axiom,  

∑
=

j

j

i

tf

tf
tIndA

)(

)(
)(  where fi(t) represents the firing rate of pool i at time t. The RT is 

determined when the attention index crosses a given threshold (set according to the 

average IndA for all conditions). The time that the threshold is crossed is considered as 

the RT for the trial and, if the pool in the Location Map crossing the threshold first is the 

target pool, then we judge that the target has been detected successfully. 

From the pool of parameters identified in mean-field level simulations, we 

selected one set of parameters that resulted in target selection for most values of Ca. For 

this set of parameters, the behaviorally most plausible Ca parameter was then identified 

(see Figure 9C). Ideally, to fit with behavioral observations (e.g., {Watson, 1997 #103}, 

the slope for single feature search should be below 19 ms/item and the slope for 

conjunction less than 40 but higher than 26 ms/item. Furthermore, the detection rate for 

conjunction search had to be above 80%. All these criteria were satisfied when a Ca 

concentration of 0.2 was used (see Figure 9C). 
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Table A1 

Parameters used in sSoTS  

 

Parameter 

 

Values  Description 

gAMPA,rec 

excitatory 

0.0208 nS AMPA recurrent synaptic conductance for 

excitatory neurons 

gAMPA,rec 

inhibitory 

0.0162 nS AMPA recurrent synaptic conductance for 

inhibitory neurons 

gNMDA 

excitatory 

0.22 nS NMDA recurrent synaptic conductance for 

excitatory neurons 

a  0.18 µM
 

][
2+

Ca  influx when a spike occurs  

NE 1600 (800) Number of excitatory neurons in each layer for the feature 

maps (for the location map) 

NI 400 (200) Number of inhibitory neurons in each layer for the feature 

maps (for the location map) 

Next 800 Number of external neurons 

+
w  2.2 Coupling for the pools in the feature maps  

1i
w  

1.0 Inhibition for the two feature dimension maps 

2i
w  0.9 Inhibition for the location map 
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3i
w  1.0 Connection weight from feature maps to location map 

4i
w  0.25 Connection weight from the location map to feature maps 

in
λ  150 Hz The total input that each pool receives from the external 

neurons to show that there is an item in the visual field. 

att
λ  190 Hz The total top-down that the target pools receive to signify the 

target’s characteristics. 

maxAc 0.18 The maximum Top Down Inhibition that can be applied to 

the previewed distractors’ maps. 

   

 

Note that parameters were set to generate data matching human search for single feature, 

conjunction and preview conditions (preview duration 1000ms). Subsequently the only 

parameter variations reflected changes in the top-down parameters, presumed to occur 

under secondary task conditions. 
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Table 1: Clinical details of the patients tested in Study 5a. 

 

Patient Sex Age Clinical deficit 

Right PPC patients  

JB F 74 Left hemiplegia, some neglect symptoms in reading; left extinction 

MC M 62 Left hemiplegia, left neglect and extinction 

PF F 59 Mild aspects of Balint’s syndrome, left extinction 

GK M 64 Balint’s syndrome, left neglect and extinction 

TM M 73 Left hemiplegia, left neglect and extinction 

MP M 64 Left upper hemiplegia, left neglect and extinction, mathematics 

problems 

RP M 58 Left neglect and extinction 

BS M 64 Left hemiplegia, neglect and extinction 

Left hemisphere/occipital patients 

HJA M 82 Visual agnosia, upper visual field defect, alexia 

SA F 61 Visual agnosia 

BG M 66 Right hemianopia 

MH1 M 56 Optic ataxia, right extinction 

MH2 M 68 Right extinction, alexia 

DT M 68 Right extinction 
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Table 2: Percentage errors in Studies 5b and 5c. The data are shown as a function of the 

number of blue items present (i.e., half the items present in a conjunction display) 

 

Display size 2 4 8 

Study 5b 

Single feature 1.56 1.17 1.95 

Conjunction 0.78 3.52 1.95 

750 Preview 1.17 1.95 1.17 

1000 Preview 2.73 3.52 3.52 

1500 Preview 0.39 1.95 2.34 

2500 Preview 0.78 .78 4.69 

Study 5c 

Single feature 3.1 2.7 3.1 

Conjunction 2.3 4.3 0.8 

350+750 Preview 1.2 2.0 3.1 

350+1000 Preview 0.8 3.1 3.1 

350+1500 Preview 2.3 2.7 1.6 
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Figures 

. 

Figure 1. The sub-threshold membrane potential of the cell can be described by the 

equation shown next to the post-synaptic cell. 
m
C  is the membrane capacitance where 

different values are given for excitatory exC
m

 and inhibitory inC
m

 neurons; 
m
g  is the 

membrane leak conductance where different values are also given for excitatory exg
m

 

and inhibitory ing
m

 neurons; 
L
V  is the resting potential; 

synI  is the synaptic current and 

AHP
I  is the current term for the frequency adaptation mechanism.  The synaptic currents 

are described in the corresponding boxes; in each box the portion of open channels is 

highlighted. 
E
V  is the excitatory reversal potential, 

j
w  are the synaptic weights, 

recAMPAg
,

 

is the synaptic conductance and recAMPA

js
,  is the proprortion of open channels for 

AMPA,rec. The voltage of the NMDA recurrent currents 
recNMDA

I
,

 is determined by the 

extra-cellular magnesium ][
2+

Mg  concentration {Jahr, 1990 #190} where ][
2+

Mg  is the 

concentration of magnesium, 
NMDAg  the synaptic conductance and NMDA

js  is the proportion 

of open channels for NMDA. For the inhibitory GABA currents 
GABA
I , 

GABAg  is the 

synaptic conductance and GABA

js  the proportion of open channels for this receptor type. 

The connections with the external neurons follow AMPA-like dynamics and the voltage 
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extAMPA
I

,
, where 

extAMPAg
,

 is the synaptic conductance and extAMPA

js
,

1=
 is the fraction of open 

channels.  
K
V  is the reversal potential of the +

K , 
AHPg  is the synaptic conductance, α  is 

the ][
2+

Ca  influx and 
Ca
τ  is the leaky integrator’s decay constant. ][

2+
Ca  concentration 

is initially set to 0 and the values can be found in Deco and Rolls {Deco, 2005 #20}. The 

parameters for the equations are given in Table 1. 

 

Figure 2. In the mean field approximation the equations that represent a group of neurons 

in the brain (see top of the figure (blue)) are approximated with one only equation, based 

on the assumption that the system remains in a stationary state. The approximations that 

are implemented are highlighted in the box below the mean-field equation. τx  is the 

effective membrane time constant, µx is the asymptotic value the membrane potential 

would have in the absence of fluctuations and in the absence of spiking, and σx measures 

the magnitude of the fluctuations in the synaptic inputs.  η(t) is a Gaussian process with 

an exponentially decaying correlation function with time constant τAMPA. For the IAHP 

current an adiabatic approximation is assumed. The terms of the mean field equation are 

described in the box appearing on the right. 
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Figure 3. The model of Deco and Rolls (2005). λext provides an externally-driven level of 

spontaneous activity. λin provides input into the system (from the visual field). λatt 

provides an attentional signal to a particular location. The receptive fields of neurons in 

level V4 are larger than those of neurons in V2, and so each covers more than one neuron 

within  V2 (e.g., unit c receives input from both units a and b). Each cortical layer 

contains excitatory pyramidal neurons and inhibitory interneurons. Neurons are fully 

connected within each cortical layer (see Appendix 1 for further details). Neurons in each 

cortical level cluster into excitatory and inhibitory pools. There are two types of 

excitatory pool. Selective pools respond to specific visual features represented in 

connected cortical regions (e.g., a visual feature at a given location). The non-specific 

cells do not have specific sensory inputs but they have spontaneous firing and introduce 

noise into the system to produce Poisson-like spike-firing (see Brunel & Wang, 2001). 
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Figure 4. Dynamical activity in the Deco and Rolls (2005) model at level V4. The figure 

shows the firing rate of V4 neurons to a good (preferred) or poor (non-preferred) stimulus  

when both stimukli are present simultaneously in the receptive field. In the pair 

condition, there is no specific attentional input to the location of either the good or the 

poor stimulus. In the pair+attend good condition, attention is allocated to the location of 

the good stimulus. In the pair+attend poor condition, attention is allocated to the position 

of the poor stimulus. The stimuli were presented in the period 100-350ms.   
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Figure 5. The architecture of sSoTS. The model is composed of feature maps where units 

respond selectively to particular visual features (color, top map; shape, bottom map). 

Within each feature map, there are both selective and non-specific excitatory neurons, 

with the selective neurons responding to particular features (e.g., blue or round). There is 

also a pool of inhibitory inter-neurons which are fully connected with the excitatory 

neurons. In the Location Map, the selective neurons respond to activity at corresponding 

locations in the field irrespective of the features present. 
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Figure 6. 6a. Activity in the neuron pools of the Location Map in the single feature search 

condition. In each pool we have depicted the stimulus present at that location (in the 

external world). The plots show the activity over time. The target (blue H) falls at the 

centre left location. 6b. Activity in the Location Map in the conjunction condition.  

 

 

Figure 7. Search functions for sSoTS to detect the target. The data show the time for the 

winning set of units in the Location Map to reach threshold (see Appendix 2 for details). 

The data are shown here for conjunction, single feature and preview search (with a 

preview duration of 1000ms) and the search slopes are respectively 17.9, 29.53 and 18.89 

ms per item. The RTs are derived from display sizes of 2, 3 and 4 (single feature), 4 and 6 

(conjunction) and previews with 2 and 3 items in both the preview and then a matching 

number of items in the new search display. Note that, in human RTs, any time taken to 

select the target location would be added-to by motor response latencies. 



 72 

 

Figure 8. Illustration of variations in the neuronal firing rate as a function of the Ca
2+

  

parameter. In each case when there is an increase in the concentration of  Ca
2+

 entering 

the cell after the neuron spikes there is increasing inhibition of the neuron and a decrease 

in the firing rate (frequency adaptation); altering the  Ca
2+

 parameter changes the rate of 

this adaptation process.  
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Figure 9. Exploration of the parameter space for sSoTS. Figures 9a and b show the 

parameter set explorations at the Mean Field level. In Figure 9a, the yellow area shows 

the parameter pairs that generated stable (stationary) activity in the model and the area in 

light blue in  Figure 9b shows the parameter pairings that generated correct target 

identification for both Single Feature and Conjunction search (in magenta – areas of the 

space where there was correct detection of the Conjunction target only; light green – 

areas of the space where there was correct detection of the Single Feature target only). 

Figures 9c and d shows the results from an exploration of the parameter space at the 

spiking level. The highlighted area was the region selected value for the Ca
2+

 parameter. 

Figure 9d shows the difference relative to the ‘ideal’ slope for preview search (taken from 

Watson & Humphreys, 1997) as parameters for active inhibition and Ca
2+

 concentration 

were varied. The preview duration was set to1000ms. 
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Figure 10. 10a illustrates  the effect of top-down inhibition on firing rate activity in the 

Location Map (left). 10b shows the profile of ‘attention’ to an initial distractor (reflecting 

the contrast between activity at the critical position and other positions in the Location 

Map). The bottom (black) line indicates the inhibition function over time. The blue line 

indicates the firing rate of neurons when there is active inhibition present. The red line 

indicates activity when there is no active inhibition present. There is a delay in frequency 

adaptation when inhibition decreases. 
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Figure 11. Activity within the clusters of units in the Location Map of sSoTS in the 

preview condition. The gray area within each cluster indicates the time when the preview 

was present, the white area represents the time when the search display was present. 
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Figure 12. Data on human preview search (blue H target vs. old green Hs and new blue A 

distractors) as a function of the interval from the start of the preview until the start of the 

search display (the stimulus onset asynchrony, SOA). The zero condition here represents 

a conjunction search task, where all the items appear simultaneously. There were 3 

display sizes with 4, 8 or 16 items in the final display (adapted from Humphreys {, 2004a 

#182}. 
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Figure 13. Simulations from sSoTS of preview search as a function of the duration of the 

preview  prior to the search display, for displays with a final total of 4 or 6 items. 
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Figure 14. 14a. Activation in the clusters of units at each position of the Location Map of 

sSoTS, for the preview condition with  reduced top-down (excitatory) guidance to the 

target. 14b. Activation in the Location Map for preview search with reduced active 

inhibition. 14c. Activation in the Location Map for preview search when there is a 

combination of reduced excitatory guidance and reduced active inhibition. 
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Figure 15. Simulation of search under conditions of reduced top-down excitatory 

guidance ((a)), reduced active inhibition ((b)) and a combination of both (a) and (b) ((c)). 
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Figure 16. Predictions from sSoTS concerning the slope of the search function (ms/item) 

as a function of the preview duration under conditions of a secondary task load (with 

reduced top-down guidance, active inhibition or a combination). 
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Figure 17. Predictions from sSoTS for the slope of the search function (ms/item) as a 

function of the preview duration given under secondary task conditions (the reduced 

inhibition condition) and when the same conditions are preceded by a top-up (standard) 

preview (500ms), prior to the secondary task period. 
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Figure 18. 18a. Data from patients with posterior parietal cortex (PPC) lesions showing 

the variability (st. dev.) in single feature and conjunction search conditions as ,a function 

of whether targets are presented in the contra- or ipsilesional field. 18b. Comparable data 

from sSoTS when units on one side of the Location Map are lesioned  In single feature 

search the target was a blue H and the distractors blue As. In conjunction search the 

target was a blue and the distractors were green Hs and blue As. 
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Figure 19. 19a. Data from patients with PPC damage showing the efficiency of single 

feature and conjunction search (RT/prop. Correct) with contra- and ipsilesional targets. 

19b. Simulations with the sSoTS model after unilateral lesioning of the Location Map for 

single feature and conjunction search with contra- and ipsilesional targets.  
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Figure 20. 20a. The slope of the search function (based on a measure of processing 

efficiency, RT/prop. correct) for sSoTS after lesioning of the Location Map, for single 

feature search (blue H vs. blue As) and preview search (blue H vs. green Hs and blue As). 

20b. The slope of the search function (using an efficiency measure) for the standard and 

lesioned versions of sSoTS as a function of the duration of the preview. The slope for 

targets in the lesioned field reduces over time but, across the time periods sampled, it 

does not reach the level found in the standard (non-lesioned) condition. 
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Figure 21. Activation in the Location Map in the lesioned version of sSoTS in preview 

search (1000ms preview). The shading across the left side of the map indicates the 

lesioned area. 
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Figure 22. Brain areas where the BOLD signal in preview search showed significant 

correlation with either top-down excitation (red) or active inhibition (blue) in sSoTS, 

with the excitation and inhibition values pooled across specific maps (from Mavritsaki et 

al., 2010). 
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Figure 23. The brain region (right TPJ) where activity during search correlated with the 

HDR derived from activity over time pooled across the Location Map of sSoTS (from 

Mavritsaki et al., 2010). 
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Figure 24. The differential rate of firing (Hz) summed over units at the target location, 

compared with the rate over firing across distractor locations, within the Location Map of 

sSoTS. Data are shown for the normal preview (no load), when there is reduced top-down 

excitation (TD), reduced active inhibition (AcIn) and a combination of these factors (TD 

&cIn). 
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Figure 25. Lesion transcriptions for the patients tested in Study 5a. The figure depicts T1 

structural scans (taken at 3T, with a 1mm isotropic resolution). Colored-in light grey 

areas, and colored-in dark areas reflect, respectively, changes in grey and white matter in 

the patients relative to scans from 201 control participants aged 40+ with no history of 

brain lesion. The changes were detected using voxel-based morphological analysis in 

SPM5 (http://www.fil.ion.ucl.ac.uk/spm/software/SPM5), and they are overlaid here on a 

standard multi-slice template in MRIcron. The images were first segmented into grey 

matter, white matter, and cerebro-spinal fluid (CSF), and the resulting tissue classes 

images were normalized without modulation (i.e., to compensate for the effect of spatial 

normalization). Images were smoothed with a Gaussian kernel of 2 2 2 mm.  The 

analyses are based on one sample t- tests with 3 covariates: healthy grey/white matter vs 

patient grey/white matter, age and gender. All areas are FWE corrected with p=0.05 and 

an extent threshold specifying that only significant blobs containing  ≥100 voxels be 

included in the lesion. 
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Figure 24. The percentage of correct reports on 1- and 2-item trials for right PPC and left 

hemisphere/occipital patients in a standard selection condition (left) and in an arousal 

condition (right, with an auditory pre-cue)(Study 5a). 
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Figure 27. The mean correct reaction times and the slopes of the search functions in 

Study 5b. In (a), we depict RTs as a function of the number of blue stimuli, for 4 preview 

durations and a single feature search task. In each preview condition, there was a 

secondary task load imposed. In (b) we present the data for the same preview conditions 

in relation to the total number of items in the final search display, plus also data for the 

conjunction baseline condition. In (c) we show the slope of the single feature (0 preview 

duration) and preview conditions against the number of blue stimuli. In (d) we present the 

slope of the search functions for the conjunction condition (0 preview duration) and the 

preview conditions, measured relative to the total number of stimuli in the final search 

display. 
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Figure 28. The mean correct reaction times and the slopes of the search functions in 

Study 5c.  In (a), we depict RTs as a function of the number of blue stimuli, for 3 preview 

conditions and a single feature search task. In the preview conditions there was a 350 

standard preview followed by either a 750, 1000 or 1500ms preview when a secondary 

task was also imposed.  In (b) we present the data for the same preview conditions in 

relation to the total number of items in the final search display, plus also data for the 

conjunction baseline condition. In (c) we show the slope of the single feature (0 preview 

duration) and preview conditions against the number of blue stimuli. In (d) we present the 

slope of the search functions for the conjunction condition (0 preview duration) and the 

preview conditions, measured relative to the total number of stimuli in the final search 

display. 
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Figure 29. Search efficiency (RT/prop. correct) for a group or right PPC patients. In (a) 

we depict the data against the number of blue items for the single feature baseline and 

preview search with 3 preview durations, as a function of whether the target fell in the 

contra- or ipsilesional field. In (b) we present the results  for the same preview conditions 

along with a conjunction condition, in this case plotted against the total number of items 

in the final search display. Study 5d. 
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Figure 30. The slopes of the search functions for the right PPC patients in Study 5d. In (a) 

we present the slopes for the single feature condition (0 preview duration) and 3 preview 

duration conditions, measured against the number of blue items.  In (b) we give the 

slopes for the conjunction condition (0 preview duration) along with the same preview 

conditions, shown relative to the total number of items in the final search display. 
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Figure 31. The percentage signal change in an ROI around the right TPJ, based on the 

area that showed significant correlation with the HDR time function derived from the 

Location Map of sSoTS in preview search. Here the data are shown for the mean signal 

change across the ROI (white) or for the max signal change (grey). The results are for 

standard preview search (PV) and for preview search under secondary task conditions 

(PV+load). 

 

 

 


