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Abstract

Automatic facial point detection plays arguably the most

important role in face analysis. Several methods have been

proposed which reported their results on databases of both

constrained and unconstrained conditions. Most of these

databases provide annotations with different mark-ups and

in some cases the are problems related to the accuracy of

the fiducial points. The aforementioned issues as well as the

lack of a evaluation protocol makes it difficult to compare

performance between different systems. In this paper, we

present the 300 Faces in-the-Wild Challenge: The first fa-

cial landmark localization Challenge which is held in con-

junction with the International Conference on Computer Vi-

sion 2013, Sydney, Australia. The main goal of this chal-

lenge is to compare the performance of different methods

on a new-collected dataset using the same evaluation pro-

tocol and the same mark-up and hence to develop the first

standardized benchmark for facial landmark localization.

1. Introduction

The problem of detecting a set of predefined facial fidu-

cial points has been the focus in computer vision for more

than two decades. Recent research efforts have focused on

the collection and to some extend the annotation of real-

world datasets of facial images captured in-the-wild, as well

as on the development of algorithms that are capable of op-

erating robustly on such imagery. However, a proper evalu-

ation of what has been achieved so far and how far we are

from attaining satisfactory performance is yet to be carried

out.

The need for benchmarking the efforts towards auto-

matic facial landmark detection is particularly evident from

the fact that different researchers follow different testing ap-

proaches, different dataset and performance measures. Ex-

amples include the following.

• Authors compare their approaches against other pre-

viously published methods but they do so by using in

many cases completely difference datasets for training

compared to the dataset that the original method was

trained on.

• Authors report comparison on specific datasets by

replicating the originally presented curves and not the

experiment.

• In some cases, authors report results on datasets that

now only part of them can be used by the commu-

nity because some of the training/testing images are

no longer publicly available.

Additional challenges in benchmarking efforts in auto-

matic facial landmark detection stem from the limitations of

currently available databases/annotations. Although works

in [19, 2, 8, 9] resulted in the very first annotated face

databases collected in-the-wild, these datasets have a num-

ber of limitations like providing sparse annotations or, in

some cases, annotations of limited accuracy but most im-

portantly they all use different annotation schemes produc-

ing different fiducial points.

This paper, describes the First Automatic Facial Land-

mark Detection in-the-Wild Challenge, 300-W, which is

held in conjunction with the International Conference on

Computer Vision 2013, Sydney, Australia. The aim of this

challenge is to provide a fair comparison between the dif-

ferent automatic facial landmark detection methods in a new

in-the-wild dataset.

2. Existing in-the-wild databases

Annotated databases are extremely important in com-

puter vision. Therefore, a number of databases containing

faces with different facial expressions, poses, illumination

and occlusion variations have been collected in the past [5],

[13], [10]. However, the majority of these don’t include
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Figure 1. Annotated images from (a) LFPW, (b) HELEN, (c) AFW, (d) AFLW, (e) 300-W ‘Indoor’ and (f) 300-W ‘Outdoor’.

images under unconstrained conditions. Hence, recently a

number of databases containing faces in unconstrained, ‘in-

the-wild’ conditions have been collected. The most well-

known in-the-wild facial databases are: LFPW [2], HELEN

[9], AFW [19] and AFLW [8]. In the following we provide

an overview of the above datasets and comment on the dif-

ferent variations and the available mark-ups they provide.

LFPW: The Labeled Face Parts in-the-wild (LFPW)

database contains 1,287 images downloaded from

google.com, fickr.com, and yahoo.com. The images

contain large variations including pose, expression, illumi-

nation and occlusion. The provided ground truth consists

of 35 landmark points. An example of an image taken from

the LFPW database along with the corresponding annotated

landmarks is depicted in Figure 1 (a).

HELEN: The Helen database consists of 2,330 anno-

tated images collected from the Flickr. The images are of

high resolution containing faces of size sometimes greater

than 500 × 500 pixels. The provided annotations are very

detailed and contain 194 landmark points. Figure 1 (b) de-

picts an annotated image from HELEN.

AFW: The Annotated Faces in-the-wild (AFW) database

contain 250 images with 468 faces. Six facial landmark

points for each face are provided. Figure 1 (c) depicts an

annotated image from AFW.

AFLW: The Annotated Facial Landmarks in-the-wild

(AFLW) [8] contains 25,000 images of 24,686 subjects

downloaded from Flickr. The images contain a wide range

of natural face poses and occlusions. Facial landmark an-

notations are available for the whole database. Each anno-

tation consists of 21 landmark points (Figure 1 (d)).

Table 2. Pose variations

Databases Poses
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LFPW 2.8% 44.25% 50.44% 2.51%

HELEN 2.15% 46.64% 47.9% 3.31%

AFW 6.23% 47.18% 41.25% 5.34%

300-W 5.83% 46% 41% 7.17%

The aforementioned databases, cover large variations in-

cluding: different subjects, poses, illumination, occlusion

etc. In order to make an analysis about the variations in ex-

pression we classified manually all images based to six dif-

ferent expressions: ‘Neutral’, ‘Surprise’, ‘Squint’, ‘Smile’,

‘Disgust’, ‘Scream’. Additionally, information about occlu-

sion is indicated as ‘YES’/‘NO’ answer. As it can be seen in

Table 1 for the majority of databases the most common ex-

pression is ‘Neutral’ and ‘Smile’. More specifically, more

than 80% of the images in each database capture these two

expressions only.

3. The 300-W dataset

The 300-W test set is aimed to examine the ability of cur-

rent systems to handle naturalistic, unconstrained face im-

ages. The test set should cover different variations like un-

seen subjects, pose, expression, illumination, background,

occlusion, and image quality. Additionally, the test images

should cover many different expressions instead of mainly



Table 1. Expression and occlusion variations of LFPW, HELEN, AFW, and 300-W databases.

Database Expressions Occluded # Landmarks

‘Neutral’ ‘Surprise’ ‘Squint’ ‘Smile’ ‘Disgust’ ‘Scream’ Yes No

LFPW 48.66% 8.05% 1.34% 39.73% 0.44% 1.78% 18.31% 81.69% 35

HELEN 43.03% 2.12% 3.33% 49.09% 2.43% 0.00% 13.03% 86.97% 194

AFW 40.06% 10.09% 3.86% 43.62% 1.19% 1.18% 19.59% 80.41% 6

300-W 37.17% 12.34% 4.84% 29.83% 1.66% 14.16% 29.83% 70.17% 68

smiles which is the case in some of the existing databases

(Table 1). Thus, we created a new dataset consisting of 300

‘Indoor’ and another 300 ‘Outdoor’ images, respectively.

We were mainly interested in images with spontaneous

expressions. Hence, the tags we used in order to down-

load the image from google.com were simple keywords like

“party”, “conference”, “protests”, “football”, “celebrities”

etc. As it can be seen from Table 1, the collected test set

covers all expressions. Furthermore, in our database faces

are more frequently occluded than on other databases. Fi-

nally, a similar proportion of poses to AFW are included in

our test set (Table 2).

The ground-truth for 300-W was created by using the

semi-automatic methodology for facial landmark annota-

tion proposed as in [15, 16] followed by additional man-

ual correction. The resulting ground-truth for each image

consists of 68 landmark points similar to well-established

landmark configuration of MultiPIE [5]. Figures 2 (e) and

(f) depict ‘Indoor’ and ‘Outdoor’ annotated images respec-

tively.

4. The 300-W challenge

All participants had their algorithms run on the 300-W

test set using the same face-bounding box initialization. To

facilitate the training procedure, landmark annotations for

LFPW [2], HELEN [9], AFW [19] and XM2VTS [13] be-

came available from the 300-W challenge’s website 1. The

testing procedure and the performance evaluation was car-

ried out based on the same mark-up (i.e. set of facial land-

marks) of provided annotated images (originally used in [5],

Figure 2 (a)) . The exact procedures for training and testing

stages are as follows.

• Training: The recently collected in-the-wild datasets

LPFW, AFW, and Helen have been re-annotated us-

ing semi-supervised methodology in [15] and the well-

established landmark configuration of MultiPIE [5]

(68 points, Figure 2 (a)). For extra accuracy the fi-

nal annotations were manually corrected by another

annotator. In addition, XM2VTS collected in labora-

tory conditions, have been also re-annotated using the

same mark-up. Since the LFPW and HELEN contain

1http://ibug.doc.ic.ac.uk/resources/300-W/

a small number of faces displaying an expression other

than smile, for training purposes we collected another

135 images with highly expressive faces. All annota-

tions and the bounding boxes as produced by our ibug-

variation of the face detector proposed in [19] and were

made publicly available through the website challenge.

All the participants had the option to train their facial

landmark detection systems using the aforementioned

training sets and the provided annotations.

• Testing: Participants did not have access to the testing

data. They sent binary code with their trained algo-

rithms to the organisers, who run each algorithm on

the 300-W test set using the same face-bounding box

initialization for all algorithms. As baseline method

we used the project-out inverse compositional Active

Appearance Models algorithm described in [12], im-

plemented using the edge-structure features described

in [3].

5. Evaluation results

5.1. Performance measure

In order to evaluate the accuracy of the submitted meth-

ods, we used as error measure the point-to-point Euclidean

distance [4], normalized by the Euclidean distance between

the outer corners of the eyes. Facial landmark detection per-

formance was assessed on both the 68 fiducial points mark-

up of Figure 2(a) and the 51 points which are the points

without the boundary (Figure 2(b)). Finally, the cumulative

error rates for the cases of 68 and 51 points were returned

to the participants.

5.2. Participation

In total, six participants contributed to the challenge. In

the following we describe very briefly the submitted meth-

ods.

Baltrusaitis et al. [1] proposed a probabilistic patch ex-

pert (landmark detector) that can learn non-linear and spa-

tial relationships between the input pixels and the probabil-

ity of a landmark being aligned. To fit the model a novel

Non-uniform Regularised Landmark Mean-Shift optimisa-

tion technique which takes into account the reliabilities of

each patch expert was used.

http://ibug.doc.ic.ac.uk/resources/300-W/


Figure 2. The 68 and 51 points mark-up used for provided annota-

tions.

Milborrow et al. [14] approached the challenge with Ac-

tive Shape Models (ASMs) that incorporated a modified

version of SIFT descriptors. Multiple ASMs were used,

searching for landmarks with the ASM that best matches

the face’s estimated yaw.

Yan et al. [17] build their method on a cascade regres-

sion framework, where a series of regressors were utilized

to progressively refine the shape initialized by the face de-

tector. In order to handle inaccurate initializations from the

face detector, multiple hypotheses are generated and learned

to rank or combine both in order to get the final results. The

parameters in both ‘learn to rank’ and ‘learn to combine’

can be estimated in a structural SVM framework.

Zhou et al. [18] proposed a four-level convolutional net-

work cascade, where each level was trained to locally refine

the outputs of previous network levels. In addition, each

level predicts an explicit geometric constraint (face region

and component position) to rectify the inputs of the next

levels. In that way improves the accuracy and robustness of

the whole network structure.

Jaiswal et al. [7] employed Local Evidence Aggregated

Regression [11], in which local patches provided evidence

of the location of the target facial point using Support Vector

Regressors.

Kamrul et al. [6] firstly applied a nearest neighbour

search using global descriptors. Then, an alignment of lo-

cal neighbours by dynamically fitting a locally linear model

to the global keypoint configurations of the returned neigh-

bours was employed. Neighbours are also used to define

restricted areas of the input image in which they apply local

discriminative classifiers. Finally, an energy function based

minimization approach was applied in order to combine the

local classifier predictions with the dynamically estimated

joint keypoint configuration model.

5.3. Results

Figure 3 depicts the results of all participant. As it can be

seen, all submitted methods outperform the baseline method

both in cases of ‘Indoor’ and ‘Outdoor’ datasets. We de-

cided to announce two winners one from an academic insti-

tution and one from industry. The basic criterion to select a

winner team is based on the mean error of its performance

in ‘Indoor’ and ‘Outdoor’ images. The winners are: a)Yan

et al. [17] from The National Laboratory of Pattern Recog-

nition (NLPR) at the Institute of Automation of the Chinese

Academy of Sciences (academia) and b) Zhou et al. [18]

from Megvii company (industry). It is worth to mention that

all groups achieved better results in the case of 51 points.

For all submissions, we observed a lower performance

rate on ‘Outdoor’ scenes. A major reason for this is illumi-

nation. Another factor with an important effect is the varia-

tion of facial expressions. As we picked specific keywords

for the selection of ‘Outdoor’ images such as ‘sports’ and

‘protest’, we were able to include different facial expres-

sions like ‘Surprise’ and ‘Scream’. The aforementioned ex-

pressions were more challenging compared to the common

‘Indoor’ ones such as ‘Smile’ and ‘Neutral’.

In order to decide whether there is any further room for

improvement we conducted the following experiment. All

shapes from the given training databases were used to create

a statistical shape model by applying Procrustes and Princi-

pal Component Analysis. We reconstructed the test shapes

of 300-W by keeping only 25 eigen-shapes which corre-

spond to the 98% of the total shape variance existing in

testing set. The shape parameters were computed by pro-

jecting each test shape on the shape eigenspace. Finally, the

reconstruction error was computed using the point-to-point

Euclidean distance. Figure 4 depicts the cumulative error

curves of the reconstruction error both in cases of ‘Indoor’

and ‘Outdoor’. As it can be seen 300-W is not saturated and

there is considerable room for further improvement.

6. Conclusion

This paper describes the 300 Faces in-the-Wild Chal-

lenge: The first facial landmark localization Challenge held



(a) ‘Indoor’ 68 points (b) ‘Indoor’ 51 points

(c) ‘Outdoor’ 68 points (d) ‘Outdoor’ 51 points

Figure 3. The cumulative error rates produced by participants for (a) ‘Indoor’ with 68 points, (b) ‘Indoor’ with 51 points, (c) ‘Outdoor’

with 68 points and (d) ‘Outdoor’ with 51 points.

in conjunction with the International Conference on Com-

puter Vision 2013, Sydney. The main challenge of the com-

petition was to localize a set of 68 fiducial points in a newly

collected test set with 2x300 facial images captured in real-

world unconstrained settings (300 ‘Indoor’ and 300 ‘Out-

door’). As a part of the challenge the most well-known

databases XM2VTS, LFPW, HELEN, and AFW were re-

annotated using the same mark-up and became available

from the 300-W challenge’s website. In total six partici-

pants submitted to the challenge. As can be seen the current

technology is mature enough to produce very good results

but there is considerable space for further improvement.
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