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Abstract I

Abstract

In this thesis, we focus on the housing sector, which is important to the
economy but is under-researched in business cycles analysis. We discuss sev-
eral housing sector related issues in dynamics stochastic general equilibrium
(DSGE) models.

To begin with, we conduct a sensitivity analysis using a simple DSGE
model with the feature of sticky prices and a fixed housing supply, which
is similar with the basic model in Iacoviello (2005) but with representative
agents. Then we introduce credit market imperfections in two different ways.
The first case is referred to as ‘borrowing to invest’, in which entreprencurs
take loans and accumulate production housing, which is a factor of produc-
tion. We observe the financial accelerator (or decelerator) effect since their
borrowing is related to output directly. The second case is referred to as
‘borrowing to live’, in which impaticnt houscholds take loans to buy housing
and gain utility from it. In contrast with the first case, we do not find the fi-
nancial accelerator (or decelerator) effect, since the borrowing is not directly
related to output anymore.

First, we add a variable housing supply, thus we can discuss the supply
side effect in the housing market, including both the direct effect and the
feedback effect. The direct effect is the impact of a housing technology shock,
and the feedback effect is the impact of a change in new housing production,
which is caused by other shocks. We find, however, that thc magnitudes
of these two effects are negligible under the standard setting of the housing
market that is commonly used in the literature of DSGE model with housing,
such as Davis and Heathcote (2005), Iacoviello and Neri (2010). The key
assumption in the standard setting is that every household trades housing in
a given period. An empirical examination of the U.S. housing sector suggests
us to (i) re-construct the housing market and (ii) introduce the feature of time
to build to new housing production. After constructing the new setting for
the housing market by introducing the probability of trading housing, we
find that (i) the steady state ratios from the model are consistent with their

empirical targets and (ii) the magnitudes of both the direct effect and the
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feedback effect are 60 times larger. Furthermore, the feature of time to build,
together with the new setting of the housing market, allows us to observe
overshooting behaviour on the real house price.

Second, we discuss the impact of the assumption of adaptive learning,
as we are convinced that the house price bubble is partially contributed by
this alternative way of forming expectations. After writing the Notting-
ham Learning Toolbox,! we find that, given the AR(1) learning model, in
which variable is forecasted using its own lagged terms, the adaptive learn-
ing mechanism largely amplifies and propagates the effects of a goods sector
technology shocks to the economy, and also, enlarges the impact of the time
to build feature on the real house price. Furthermore, our sensitivity analysis
shows that the values of initial beliefs are important to the mechanism but
forecasting errors are not if the constant gain coefficient is small.

Then we consider the assumption of heterogencous expectations. From
the impulse response analysis, we find that (i) the adaptive lcarning mech-
anism also has amplification and propagation effeets to the cconomy when
only a fraction of the population are learning agents; (ii) when two types of
agents have equal weights, the impulse responses from heterogeneous expec-
tations are much closer to those from rational expectations than those from
adaptive learning; (iii) when rational agents are fully rational, the adaptive
learning mechanism has larger amplification and propagation effects on the
economy than when rational agents are partially rational. From the sensi-
tivity analysis, We find that fully rational agents always have larger impacts
on model variables than partially rational agents.

Finally, we introduce credit market imperfections to the housing market,
thus the mortgage market subjects to a costly verification problem. Our em-
pirical analysis suggests that, while the default rate is countercyclical, the
loan to value ratio is procyclical. Our impulse response analysis shows that,

given a positive goods sector technology shock, the default rate is counter-

IThe Nottingham Learning Toolbox is a series of Matlab files that can solve a general
form of DSGE models under adaptive learning and heterogencous expectations.  The
toolbox solves the model using the Klein's QZ decomposition method. and facilitates the
impulse response analysis. The Cambridge Learning Toolbox provides helpful reference
for this toolbox at the initial stage.
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cyclical, but the loan to value ratio is also countercyclical. The reason we
suppose is that, in our model, credit constrained houscholds have less housing
in an economic upturn, thus the volume of loans they receive also decreases,
leading to a fall in the loan to value ratio. Moreover, we illustrate that,
when the mean of the idiosyncratic shock is time-invariant, we always have
a positive relation between the default rate and the loan to value ratio. In
order to overcome this co-movement, we show that a time-varying mean is

necessary.
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1 Introduction

1.1 Motivation

In this thesis, we focus on the housing sector, which is important to the econ-
omy but is under-researched in business cycle analysis. By taking the U.S.
economy as an example, here we list four reasons why we think the housing
market is important. Firstly, the bursting of the house price bubble has been
proposed as one of the main causes of the Great Recession, the most recent
recession from December 2007 to June 2009, and the depressed housing mar-
ket slows the economic recovery in the United States. Figure 1.1 shows the
business cycles in U.S. real GDP over the period 1963Q1 to 2010Q4. In the
period from the 1960s to the mid-1980s, the U.S. economy experienced four
recessions. From the mid-1980s to the late-2000s, the volatility of the U.S.
economy was largely reduced and this period was referred to as the Great
Moderation, which was ended by the most recent recession begun from De-
cember 2007. Meanwhile, Figure 1.2 shows that real house price started
to fall in 2007. It has been suggested that one of the causes of the Great
Recession was the bust of the house price bubble, which was contributed
by the declining underwriting standards and risky lending in the mortgage
market. Meanwhile, the fall in the house price has led to a 7 trillion dollars
loss in home equity, more than half the amount that prevailed in 2006 (Fed-
eral Reserve reports). This large decline in household wealth has weakened
household consumption and thus slows the economic recovery. In addition,
Figure 1.1 also shows the movement of the federal funds rate over the sam-
ple period. We can see that the monetary policy has been used to combat
recession. After the beginning of each economic downturn, the central bank
reduced the federal funds rate to stimulate the economy, and then raised
it when the economy returned to the recovery path. In particular, during
the Great Recession, the nominal interest rate has been reduced to near-
zero level, referred to as the zero lower bound, indicating that there was no
room for conventional monetary policy to have an impact on the real econ-

omy anymore, and thus the central bank needed to conduct non-conventional
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monetary policy, such as quantitative easing. Although it was officially an-
nounced that the Great Recession ended in June 2009, the federal funds rate
has been kept at near-zero level, as the negative impacts of the recession on
the other aspects of the economy, such as high unemployment and depressed

housing market, have not yet disappeared.
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Figure 1.1: Business cycles in real GDP, and Federal funds rate. Sample
period: 1963Q1 - 2010Q4. Real GDP is detrended using the Hodrick-Prescott
filter. Sources: U.S. Bureau of Economic Analysis; Board of Governors of
the Federal Reserve System.

Secondly, housing market related variables are volatile, i.e., residential
investment may be the most volatile component of GDP and real house price
is more volatile than inflation. The two main components of GDP are private
consumption and private investment, which account for 70% and 13% of GDP
respectively. Figure 1.3 shows business cycles in these two components over
the period of 1963Q1 — 2010Q4. We can see that the volatility of investment
is higher than consumption. At a disaggregate level, business cycles in non-
residential investment and residential investment are shown in Figure 1.4.
We can see that residential investment, which consists of purchases of private
residential structures and residential equipment, is more volatile than non-
residential investment. Meanwhile, new housing production has a similar

volatility with residential investment.
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Figure 1.2: Business cycles in real GDP and real new housing price. Sample
period: 1963Q1 - 2010Q4. Both variables are detrended using the Hodrick-
Prescott filter. Sources: U.S. Bureau of Economic Analysis; Federal Housing
Finance Agency.
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Figure 1.3: Business cycles in consumption and investment. Sample period:
1963Q1 - 2010Q4. Both variables are detrended using the Hodrick-Prescott
filter. Sources: U.S. Bureau of Economic Analysis.
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Figure 1.4: Business cycles in non-residential investment and residential in-
vestment Sample period: 1963Q1 - 2010Q4. Both variables are detrended

using the Hodrick-Prescott filter. Sources: U.S. Bureau of Economic Analy-
sis.

Figure 1.2 shows business cycles of GDP deflator and real house price.
We can see that real house price is more volatile than GDP deflator. In
particular, the movement of real house price usually leads GDP deflator,
indicating that the housing market may play a role during both economy
upturn and downturn. As mentioned before, there has been a sharp decrease

in real house price since 2007, and the value was still below the long-term
trend in 2010.
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The third reason is that housing is relevant to every household and its
stock is large. In 2010, U.S. nominal GDP was 14.5 trillion dollars, and
the stock of private residential fixed assets was 17.4 trillion dollars, which
was 120% of GDP. For comparison, the stock of private nonresidential fixed
assets and the stock of consumer durable goods were 116% and 32% of GDP
respectively. Therefore, any impact on the value of housing assets should
have an influence on the U.S. economy. For example, as mentioned earlier,
the decrease in home equity largely weakened household consumption and
thus slows the economic recovery. The wealth effect of housing assets on
consumption is discussed by Campbell and Cocco (2007).

The final reason is that the mortgage debt outstanding is also large, as
housing is usually purchased using mortgage. In 2010, the mortgage debt
outstanding was around 13.8 trillion dollars, which is around 95% of GDP.
We suppose that the interaction between credit market imperfections and the
housing market is important to the economy. For example, better credit mar-
ket conditions in the mortgage market pushes up house price and increases

the value of housing assets.

Variable (2010) Billions of dollars % of GDP
GDP 14, 526
Stock of fixed asset
Private nonresidential 16, 803 116%
Private residential 17,397 120%
Consumer durable goods 4,581 32%
Stock of loan

Mortgage debt outstanding 13,813 95%

This evidence suggests that the housing sector is important to the U.S.
economy. This thesis attempts to discuss several housing sector related issues

in dynamic stochastic general equilibrium (DSGE) models.

e To begin with, we conduct a sensitivity analysis. We illustrate a simple
DSGE model with sticky prices and a fixed housing supply. Similar with

[acoviello (2005), we add credit market imperfections and discuss the
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dynamics of the economy, where housing also plays a role of collateral.

e Firstly, we show that the supply side effect of new housing production
is largely underestimated in the standard setting of the housing market
that is considered in Davids and Heathcote (2005), lacoviello and Neri
(2010). Then we develop a new setting for the housing market by
introducing the probability of trading housing. Moreover, we examine
the impact of the time to build feature on the real house price.

e Secondly, we examine the hypothesis that the house price bubble is,
at least, partially related to the way agents form expectations. To
investigate this link, we construct a leaning toolbox, and examine the
impact of the small learning models on the economy. The small learning
models are also discussed in Eusepi and Preston (2011), Slobodyan and
Wouters (2012). In addition, we discuss the impact of heterogencous

expectations.

e Finally, we discuss the dynamics of the default rate and the loan to
value ratio. We consider a costly verification problem, which is dis-
cussed in Bernanke, Gertler and Gilchrist (1999), Aoki, Proudman and
Vlieghe (2004), thus default is a steady state phenomenon. Besides, we
also discuss the importance of the time varying mean of the idiosyn-

cratic shock.

1.2 Overview of the thesis

My thesis includes four chapters, and here I discuss them briefly in turn.

1.2.1 A simple DSGE model with a fixed housing supply and

credit market imperfections

In the 1990s, the New Neoclassical Synthesis became the most popular way

to explain short-run economic fluctuations and discuss the role of monetary
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and fiscal policies.? In this new synthesis, the economy is a dynamic general
equilibrium system that deviates from an efficient allocation of resources
in the short run because of sticky prices and perhaps a variety of other
market imperfections. Christiano, Eichenbaum and Evans (2005), Smets and
Wouters (2003, 2007) discuss medium-sized New Keynesian models. These
models have formed the foundation for the large-sized New Keynesian models
that are employed to analyse monetary policy in the central banks.

The first model we discuss is a simple DSGE model with the feature of
sticky prices. In particular, we add a housing sector, as we are particularly
interested in the dynamics of the real house price in respouse to various
exogenous shocks. In this chapter, we assume that the housing supply is
fixed for two reasons: (i) the housing is closed related to land, which is fixed,
(ii) the supply of housing is not likely to change in the short run as it takes
time to build new housing.

In DSGE models, the financial market is commonly assumed to be perfect.
As this assumption is inconsistent with reality, researchers try to introduce
credit market imperfections, in which borrowers need to use their assets as
collateral when they take loans. A simple way to consider credit market
imperfections is to assume that loans are fully secured by collateral.

There are two different approaches to introduce credit market imperfec-
tions. Firstly, borrowers accumulate a factor of production, such as goods
capital or production housing, and then rent it to goods producers. Mean-
while, they take loans from patient households, and use this factor of produc-
tion as collateral. In this case, the borrowing constraint is directly linked to
output, i.e., a relaxed borrowing constraint leads to increases in the volume
of loans and the stock of the factor of production, which in turn has a posi-
tive impact on output. This type of borrowers is discussed in Kiyotaki and
Moore (1997) and Iacoviello (2005). Our second model, i.e., the simple model
with entrepreneurs, also discusses this type of borrower. We refer this case
to as ‘borrowing to invest’. In this model, we observe the financial accelera-

tor (decelerator) effect as the volume of loans is related to goods production

2The simplest form in this synthesis is a DSGE model with the feature of sticky prices.
which is also referred to as a New Keynesian model.
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through production housing.

Secondly, borrowers accumulate long-lasting goods, such as durable goods
or domestic housing, and then gain utility from it. Meanwhile, they also
take loans from patient households, and the long-lasting goods are used as
collateral. In this setting, the borrowing constraint is not directly linked to
output, i.e., a relaxed borrowing constraint leads to increases in the volume
of loans and the stock of the long-lasting goods, which has no direct impact
on output. This type of borrowers is considered in Campbell and Hercowitz
(2005), Monacelli (2009), Iacoviello and Neri (2010). Our third model, i.c.,
the simple model with impatient houscholds, considers the second type of
borrowers. We refer this case to as ‘borrowing to live’. In this model, the
financial accelerator (decelerator) effect is be influential as the volume of

loans is not related to goods production anymore.

1.2.2 An examination of the direct effect and the feedback effect
from the variable housing supply

We suppose that the housing sector is important to the economy, but it
is usually ignored in DSGE models. Davis and Heathcote (2005) begin to
consider a multi-sector model featuring housing production, and their model
can explain the dynamics of housing capital investment well.

When researchers raise concerns over credit market imperfections, housing
is assigned another role, i.e., being collateral of loan in the credit market.
An important paper that considers housing as an alternative market good is
written by Iacoviello and Neri (2010). Following this work, various versions of
Iacoviello and Neri (2010) model have been widely used, such as Notarpictro
(2007), Paries and Notarpietro (2008), Kannan, Rabanal and Scott (2009),
Christensen et al. (2009), Sellin and Walentin (2010), and the settings of the
housing market are similar. We refer this setting to as ‘the standard setting
of the housing market’ and we consider it in our benchmark model, which is
a simple DSGE model with sticky prices and housing production.

After introducing a variable housing supply, we can discuss the supply side

effect to the economy, including both the direct effect and the feedback effect.
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While the direct effect is the impact of a housing sector technology shock, the
feedback effect is the impact of a change in new housing production, caused by
other shocks, such as a goods sector technology shock or a monetary policy
shock. We find that, under the standard setting of the housing market,
‘the magnitudes of these two effects from new housing production sector are
negligible to the economy.

Next, we examine the U.S. housing sector using data from the U.S. Census
Bureau for the period of 1968Q1 — 2009QQ4. We generate several empirical
ratios, but we notice that the steady state ratios from our benchmark model
cannot meet their empirical targets. We argue that this inconsistency is
caused by the standard setting of the housing market. Therefore, our first
contribution in this chapter is to construct a new setting for the housing
market by introducing the probability of trading housing. As a result, we
find that the steady state ratios are consistent with their empirical targets,
and both the direct effect and the feedback effect are 60 times larger.

Meanwhile, our empirical analysis also suggests us to apply the feature
of time to build to new housing production. The feature of time to build
has been introduced to goods capital, such as Kydland and Prescott (1982),
Gomme, Kydland and Rupert (2001), Tsoukalas (2011). For the first time,
this feature is introduced to new housing production in this chapter. One
important implication of the feature of time to build is that, given a goods
sector technology shock or a monetary policy shock, the feedback effect of
new housing production leads to overshooting behaviour for the real house
price since (i) the response of new housing production has an opposite impact
on the real house price against with the shock, and (ii) the feature of time

to build delays this impact while the demand for housing is diminishing.

1.2.3 Adaptive learning and heterogeneous expectations

Rational expectations is a standard assumption in DSGE models, i.e., agents
know the structure of the true model and the values of the mnodel parameters,
and use them to form expectations for the future. Therefore, agents are able

to form beliefs that are consistent with actual outcomes. Some researchers,
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such as Slobodyan and Wouters (2012), argue that the assumption of rational
expectations is too strong and models under rational expectations find them
difficult to capture the persistence of macroeconormic variables.

The adaptive learning mechanisin, an alternative way of forecasting the
future, is discussed by Marcet and Sargent (1989a, 1989b), Evans and Honkapo-
hja (1999, 2002), but they focus on the convergence of the models to the
rational expectations equilibrium. In their adaptive learning mechanism,
agents do not necessarily have full information about the structure of the
true model and the values of the model parameters, thus they forecast the
future according to their past experience, and then update their beliefs using
the forecasting errors.

Since this alternative was suggested, the quantitative importance of the
adaptive learning mechanism in business cycle fluctuations has been discussed
in the context of DSGE models. Milani (2007) provides the first example of
using Bayesian methods to estimate a DSGE model under adaptive learning,
and he finds that the adaptive learning mechanism is an important source
that can lead persistence to the economy. Slobodyan and Wouters (2009)
find that their model under adaptive learning fit the data better than the
model under rational expectation. In particular, their model can explain
the data even better when only a few variables are included in the forecast-
ing equations. The success of small learning models is shared by other re-
searchers, such as Williams (2003), Adam (2004), Eusepi and Preston (2011),
Slobodyan and Wouters (2012). Their results suggest that the model with
simpler assumptions about the expectation mechanism can improve the em-
pirical fit of the model.

In our chapter, we suppose that this way of forming expectations par-
tially contributes to the recent house price bubble in the United States, and
we discuss the impact of the assumption of adaptive learning in a two-sector
DSGE model with sticky prices, housing production, the new setting of the
housing market, and the feature of time to build. In particular, we explore
the impacts of the AR(1) learning model and discuss the interaction between

the adaptive learning mechanism and the feature of time to build. Using the
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Nottingham Learning Toolbox,® we find that the adaptive learning mecha-
nism largely amplifies and propagates the impact of a goods sector technology
shock on the economy. Meanwhile, it enlarges the impact of the time to build
feature on the real house price and allows this variable to exhibit more obvi-
ous cyclical behaviour. Besides, we suppose that a relatively higher weight on
the lagged variables in the model solution is the reason for the amplification
and propagation effects from the adaptive learning mechanism.

The sensitivity of the dynamics to the initial beliefs and the updating
algorithms under adaptive learning are assessed by Carceles-Poveda and Gi-
annitsarou (2007) in an univariate forward looking linear model. They find
that the behaviour of macroeconomic variables depends on both the initial
beliefs and the learning algorithms. We also carry out a sensitivity analysis
to check the robustness of our results. We find that the values of initial
beliefs are crucially important for the responses of model variables, and the
forecasting errors do not have obvious impacts on the dynamics, when the
value of the constant gain coefficient is relatively small, 0 — 0.05.

While the assumption of rational expectations or adaptive learning im-
plies that there is only one type of agents in the economny, it is more realistic
to assume that we have both types of agents simultaneously, and this case
is referred to as heterogenous expectations. Branch and McGough (2009),
Branch and McGough (2010), Fuster, Laibson and Mendel (2010) discuss
the assumption of heterogeneous expectations in which non-rational agents’
beliefs arc constant.

Our sccond contribution in this chapter is to discuss the impact of hetero-
geneous expectations with adaptive learning agents, who update their beliefs
at the end of ecach period. Besides, we consider two types of rational agents:
(i) partially rational agents, i.e., they do not know the existence of learning
agents; (ii) fully rational agents, i.e., they know the existence of learning

agents and take learners’ beliefs into account. We find that, given that two

3The Nottingham Learning Toolbox is a series of Matlah files that can solve a general
form of DSGE models under adaptive learning and heterogeneous expectations.  The
toolbox solves the model using the Klein's QZ decomposition method. and facilitates the
impulse response analysis. The Cambridge Learning Toolbox provides helptul reference
for this toolbox at the initial stage.
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types of agents have equal weights, (i) the responses of variables from het-
erogeneous expectations are larger than those from rational expectations,
(ii) the impulse responses from heterogeneous expectations are much closer
to those from rational expectations than those from adaptive learning, (iii)
when rational agents are fully rational, the adaptive learning mechanism has
larger amplification and propagation effects on the economy than when ratio-
nal agents are partially rational. Moreover, in our sensitivity analysis, fully
rational agents always bring larger impacts on model variables than partially

rational agents.

1.2.4 A discussion of the default rate and the endogenous loan to

value ratio

The assumption of perfect credit markets is commonly seen in DSGE mod-
els. Recently, however, researchers have raised concerns over credit market
imperfections. The costly verification problem or the agency problem has
been introduced to the investment sector by Carlstrom and Fuerst (1997),
Bernanke, Gertler and Gilchrist (1999). Then Aoki, Proudman and Vlieghe
(2004) discuss this problem in the housing market but they actually assume
fixed default rate and loan to value ratio when they solve the model. More-
over, lacoviello and Neri (2010) also discuss the impacts of the credit market
imperfections in the housing market. In their model, the debt is fully collat-
eralised, and there is no possibility of default.

In our chapter, we introduce the agency problem to the housing market,
and focus on the default rate and the loan to value ratio. In particular, we
assume that an idiosyncratic shock realise on the value of housing assets.
Meanwhile, we assume that both lenders and borrowers can purchase hous-
ing. Our impulse response analysis shows that, given a positive goods sector
technology shock, the response of the default rate is countercyclical, which
is consistent with our empirical analysis. The loan to value ratio, however,
is also countercyclical, while our empirical analysis suggests procyclical be-
haviour. The reason we suppose is that, in our model, credit constrained

households have less housing in an economic upturn, thus the volume of



Chapter 1 13

loans they receive also decreases, leading to a fall in the loan to value ra-
tio. Therefore, the inconsistency between the results from our model and
empirical evidence suggests that, in the future research, we need to improve
the model in a way that allows credit constrained households to obtain more
housing in an economic upturn.

Furthermore, we discuss the implications of the time-varying mean of the
idiosyncratic shock. Faia and Monacelli (2007) discuss this feature based
on the agency problem framework of Carlstrom and Fuerst (1997). They
show that, after linking the mean distribution of investment opportunities
to aggregate total factor productivity, a countercyclical premium on external
finance is successfully generated.

In our model, we illustrate that, when the mean of the idiosyncratic
shock is time-invariant, the structure of the model implies a positive relation
between the default rate and the loan to value ratio. In consequence, if we
can improve the model to have a procyclical loan to value ratio, the default
rate will become procyclical as well. Therefore, we need to overcome this co-
movement and to have both procyclical loan to value ratio and countercyclical
default rate, as suggested by data. We show that a time-varying mean of the
idiosyncratic shock is required.

1.2.5 My contributions

Chapter 2

e We consider a simple DSGE model with the feature of sticky prices,
credit market imperfections, and a fixed housing supply. When the
borrowing constraint is related to production housing, which is a factor

of production, we observe the financial accelerator (decelerator) effect.

e When the borrowing constraint is related to domestic housing, which
provides utility to owners, we do not observe the financial accelerator
effect.

Chapter 3
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e After introducing a variable housing supply, we can discuss the supply
side effect on the economy, including both the direct effect and the
feedback effect. We find that the magnitudes of these two effects are
negligible in the standard setting of the housing market.

e We examine the U.S. housing sector and suggest that we should con-
struct a new setting for the housing market and introduce the feature

of time to build to new housing production.

e After constructing the new setting for the housing market, the magni-

tudes of the direct effect and the feedback effect are 60 times larger.

e The feature of time to build, together with the new setting of the
housing market, allows us to observe cyclical behaviour on the real

house price.

Chapter 4

e Our contributions to the literature of adaptive learning are that (i) the
dynamic impacts of the AR(1) learning model are explored; (ii) the
interaction between the adaptive learning mechanism and the feature
of time to build is discussed. After writing the Nottingham Learning
Toolbox, we find that the adaptive learning mechanisin largely amplifies
and propagates the effects of exogenous shock to the economy, and also,
cnlarges the impact of the time to build feature to the real house price.
We also show that the amplification and propagation effects from the
adaptive learning mechanism are possibly caused by a relatively higher

weight on the lagged variables in the model solution.

e From the sensitivity analysis, we find that (i) the shapes of impulse re-
sponses heavily depend on the values of initial beliefs, (ii) the updating
process is not crucial for the mechanism if the constant gain coefficient

is small.

e We then consider the assumption of heterogencous expectations. Our

contributions to this literature are: (i) we consider learning agents
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under heterogeneous expectations; (ii) we compare two cases of hetero-
geneous expectations, i.e., one with partially rational agents and one

with fully rational agents.

e From the impulse response analysis, we find that (i) when we have
an equal weight on learning agents and rational agents, the impulse
responses from heterogeneous expectations are much closer to those
from rational expectations than those from adaptive learning; (ii) when
rational agents are fully rational, the adaptive learning mechanism has
a larger amplification and propagation effect on the economy than that

when rational agents are partially rational.

Chapter 5

e We introduce the agency problem to the housing market. Our empirical
analysis suggests that, while the default rate is countercyclical, the loan

to value ratio is procyclical.

e Our impulse response analysis shows that, given a positive goods see-
tor technology shock, the default rate is countercyclical, but the loan
to value ratio is also countercyclical. The inconsistency between our
results and empirical evidence suggests that we need to improve the
model in a way that allows borrowers to obtain more housing in an

economic upturn.

e Moreover, we illustrate that, when the mean of the idiosyncratic shock
is time-invariant, we always have a positive relation between the default
rate and the loan to value ratio. In order to overcome this co-movement,

we show that a time-varying mean is essential.
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2 A Simple DSGE Model with A Fixed Hous-
ing Supply and Credit Market Imperfec-

tions

2.1 Introduction

In the 1990s, the New Neoclassical Synthesis, referred by Goodfriend and
King (1997), emerged among macroeconomists about the best way to ex-
plain short run economic fluctuations and the role of monetary and fiscal
policies. The heart of the new synthesis is the view that the economy is a
dynamic general equilibrium system that deviates from an efficient allocation
of resources in the short run because of sticky prices and perhaps a variety
of other market imperfections. In many ways, this new synthesis formms the
intellectual foundation for the analysis of monetary policy at the Federal
Reserve and other central banks around the world. Christiano, Eichenbaum
and Evans (2005), Smets and Wouters (2003, 2007) illustrate medinm-sized
DSGE miodels, which include many frictions and shocks, and these models
have formed the foundation for the large-sized DSGE models that used in
the central banks. Meanwhile, researchers also use small DSGE models to
analyse particular questions. For example, Davis and Heathcote (20005) dis-
cuss the dynamics of U.S. house price, Millard (2011) analyses the impact of
energy on the UK economy.?

In this chapter, we firstly illustrate a simple DSGE model with sticky
prices.” In particular, we add a housing market, as we are particularly inter-
ested in the dynamics of the real house price in response to various exogenous
shocks. In this chapter, we assume that the housing supply is fixed for two
reasons: (i) the availability of land is fixed; and (ii) it takes time to build
new housing. Under this assumnption, we can discuss the demand side effect

on the real house price, but not the supply side effect.” Our impulse response

'Blanchard (2009) and Woodford (2009) discuss the convergence in methodology in
macroeconomics and explain the elements of the New Synthesis.

"We also refer it to as simple DSGE model or simple model in this thesis.

5The demand (supply) side effect is the impact of a change in the housing demand
(supply) on the real house price.
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analysis suggests that the real house price responds positively to a positive
goods sector technology shock or a negative monetary policy shock, and is the
only variable that responds to the housing preference shock. Given a positive
goods sector technology shock, our sensitivity analysis suggests that, while
the feature of consumption habit mainly affects consumption and output, the
dynamics of the real house price are affected largely by the feature of price
indexation and the alternative monetary policy rule.

While New Keynesian models have become the workhorse for the mone-
tary policy analysis in the central banks, there are still active projects to in-
troduce important elements into this framework. In standard New Keynesian
models, the financial market is assumed to be perfect, but this assumption
is inconsistent with reality. Therefore, researchers introduce credit market
imperfections, in which borrowers need to use their assets as collateral to se-
cure their loans. The main purpose of this chapter is to examine the relation
between credit market imperfections and the financial accelerator effect, and
also discuss how agents are affected by various exogenous shocks.

A simple way to consider the feature of credit market imperfections is
to assume that loans are fully secured by collateral. In this literature, there
are two types of borrowers. The first type of borrowers accumulates a factor
of production, such as goods capital or production housing, and then rents
it to goods producers. Meanwhile, they take loans from patient houscholds,
and use this factor of production as collateral. Therefore, the borrowing con-
straint is directly linked to output, i.e., a relaxed borrowing constraint leads
to increases in the volume of loans and the stock of the factor of production,
which in turn has a positive impact on output.

Here we discuss two papers that have studied the first type of borrowers.
Kiyotaki and Moore (1997) construct a real business cycle model with two
types of agents, lenders and borrowers. In the imperfect credit market, the
maximum volume of loans is tightly constrained by the level of borrowers’
net worth. In such an economy, goods capital is not only a factor of pro-
duction, but also the collateral for loans. Therefore, borrowers’ credit limits
are affected by the prices of the collateralised assets, and at the same time,

these prices are affected by the size of the credit limits. The dynamic interac-
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tion between credit limits and asset prices becomes a powerful transmission
mechanism that temporary shocks to technology or income distribution could
generate large, persistent fluctuations in output and asset prices. [acoviello
(2005) explores the interaction of credit limits and asset prices in a New Key-
nesian model with housing. In his model, the collateral constraint is tied to
the value of real estate of firms. The reason for using housing as collateral
is that a large proportion of borrowing is secured by real estate. He finds
that credit market imperfections leads to (i) an increased response of output
to a monetary policy shock, and (ii) a positive response of consumption to a
house price shock.

Our second model, i.e., a simple DSGE model with entreprencurs, also
considers this type of borrowers. We refer this case as ‘borrowing to invest’.
In this model, we can discuss the financial accelerator mechanism, as the
volume of loans is related to goods production through production housing.
The hypothesis of the financial accelerator mechanism is that, given a posi-
tive goods sector technology shock or a negative monetary policy shock, both
agents demand more housing and the real house price increases, hence en-
trepreneurs’ borrowing constraint is relaxed and thus they accumulate more
production housing, which in turn has a positive impact on output. Our im-
pulse response analysis suggests that (i) a positive goods sector technology
shock leads to decreases in entrepreneurs’ housing and the volumne of loans;
(ii) a negative monetary policy shock increases entrepreneurs’ housing and
leads to a higher volume of loans; (iii) a positive housing preference shock
leads to decreases in entrepreneurs’ housing and the volume of loans. Then
we find that the dynamics of the economy are affected if we switch off the
collateral effect, indicating financial accelerator (or decelerator) effect plays
a role. Furthermore, given a goods sector technology shock, our sensitivity
analysis suggests that (i) we obtain the financial accelerator effect under the
alternative monetary policy rule; (ii) a higher loan to value ratio strengthens
the re-allocation of housing and the decrease in the volume of loans.

The second type of borrowers accumulates long-lasting goods, such as
durable goods or domestic housing, and then gains utility from it. Mean-

while, they also take loans from patient houscholds, and use these goods as
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collateral. In this setting, the borrowing constraint is not directly linked to
output, i.e., a relaxed borrowing constraint leads to increases in the volume
of loans and the stock of the long-lasting goods, which have no direct impact
on output.

Here we list several papers that have discussed the sccond type of bor-
rowers. Campbell and Hercowitz (2005) consider heterogeneous agents and
the collateral constraints in a one-sector real business cycle model, where
durable goods are used as collateral. They examine the contribution of the
financial reform of relaxed collateral constraints to households borrowing and
they find that the relaxation of collateral constrains can explain a large frac-
tion of the actual volatility decline in the macroeconomy. Monacelli (2009)
also considers heterogeneous agents and the collateral constraints but in a
two-sector New Keynesian model. His model can explain the facts that, in
response to monetary policy shocks, (i) durable and non-durable spending
co-move positively, and durable spending exhibits a much larger sensitivity
to the shocks. Iacoviello and Neri (2010) consider nominal rigidities, credit
market frictions and housing production a two-sector model, where domestic
housing is used as collateral. At business frequencies, their model matches
the observation that both house prices and housing investment are strongly
procyclical, volatile, and sensitive to monetary shocks. Over the longer hori-
zons, they suggest that the house price boom in the 1970s was caused by a
productivity slowdown in the housing sector and that housing demand shocks
are the main reason for the recent house price boom.

Our third model, i.e., the simple DSGE model with impatient houscholds,
considers the second type of borrowers. We refer this case as ‘borrowing to
live’. In this model, we do not observe the financial accelerator effect. as the
volume of loans is not related to goods production anymore. Our impulse
response analysis suggests that (i) a positive goods sector technology shock
leads to a decrease in the volume of loans; (ii) a negative monetary policy
shock leads to an increase in the volume of loans; (iii) a housing preference
shock leads to a re-allocation of housing from patient households to impa-
tient households and an increase in the volume of loans. Then we switch

off the collateral effect to show that the financial accelerator (or decelerator)
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effect is not observed in this model. Moreover, given a positive goods sector
technology, our sensitivity analysis suggests that (i) the alternative mone-
tary policy rule weakens the re-allocation of housing and the decrease in the
volume of loans; (ii) a higher loan to value ratio strengthens the decrease in
the volume of loans and the re-allocation of housing.

Finally, we summarise our results in the following table and emphasise
that (i) the financial accelerator effect is only relevant to the simple model
with entrepreneurs, (ii) we observe the financial accelerator effect given a
monetary policy shock, (iii) given a goods technology shock, this effect is
sensitive to the monetary policy rule. In addition, the response of output to

a housing preference shock depends on the model setting,.

The model with E Housing Market IRA SA
positive goods technology shock FE—- PH FD FA
negative monetary policy shock PH — E FA
positive housing preference shock EF— PH

The model with TH

positive goods technology shock IH —- PH No FA/FD
negative monetary policy shock PH — IH No FA/FD
positive housing preference shock PH —-TH

where E denotes entreprencurs, IH denotes impatient houscholds, IRA is
impulse responses analysis, SA is sensitivity analysis, and FA (FD) stands
for financial accelerator (decelerator) effect.

2.2 The simple model

In this section, we illustrate a simple DSGE model with sticky prices. In
particular, we add a housing market, as we are particularly interested in the
dynamics of the real house price in response to various exogenous shocks.
In this chapter, we assume that the housing supply is fixed, similar with

Tacoviello (2005). This assumption is simple and intuitive because the quan-



Chapter 2 21

tity of housing is closely related to the availability of land, which is fixed.
Besides, in the short run, the supply of housing can be seen as fixed because
it takes time to build new housing. Under this assumption, we can discuss
the demand side effect in the housing market, i.c., the impact of a change
in the housing demand, but not the supply side effect, i.c., the impact of a
change in the housing supply.

2.2.1 Patient households

Patient households are infinitely lived and of measure one.” They consume
final goods, demand domestic housing, and supply labour. They maximise
their lifetime utility subject to their budget constraint. We assume that they
own the profitable retail goods firms.

The patient households’ lifetime utility function is

jo o]

. . 1 .
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where F; is the expectation operator, 3 is the patient houscholds’ discount
factor, ¢, is patient houscholds’ consumption, . measures the degree of con-
sumption habit, . is a scaling factor, i, is domestic housing, n, is the supply
of patient households’ labour, and % is the Fisher elasticity of labour supply,
i.c., the elasticity of labour supply respect to the change in the current wage
rate keeping fixed marginal utility of consumption. The weight on domestic
housing, j,, follows the stationary process

Jo= VPR e g~ N (0.0%) (2.1)

Given the lifetime utility function, the patient households’ marginal util-

ity of consumption is

Uep = F(:_l— - 3z’ !

C
Cp — EcCr—y Ercroy — c00y

(2.2)

“We use ‘patient households™ in this representative agents model because we will add
another type of agents in the later context.



Chapter 2 99

which expresses the marginal utility of consumption, u. ., in terms of lagged,
current, and future consumption.®

The patient households’ real budget constraint shows that the real total
expense (LHS) should be no more than the real total income (RHS), and is

expressed as

¢+ gnihe + by <weny + qrihe + ]j_:l by + fi

where g, is the real house price, & is the volume of bonds purchased in
period t, w, is the real wage rate, R, ; is the (gross) nominal interest rate on
the bonds hold in period t — 1, m., is the (gross) inflation rate, and f; is the
real profit from retail goods firms.” The real prices of final goods and bonds
are normalised to one.

We obtain three first order conditions from the patient houscholds’ life-
time utility maximisation problem.!” Firstly, the patient houscholds’ Euler

equation is

U = dEf ( uc,l+1> (23)

Tet+1
which implies that the real price of bonds in terms of the marginal utility
of consumption at t is equal to the real gross return of bouds in terms of
the discounted marginal utility of consumption at ¢ + 1. This equation is
an intertemporal optimality condition that governs the optimal allocation of
consumption over time.
Secondly, the equation that governs the patient households’ labour supply
is
n‘:" = u'/‘t/u(f,( (2-‘4)

which implies that the marginal disutility of labour supply at t is equal to

the real wage in terms of the marginal utility consumption at ¢. This first

*If we do not have the feature of consumption habit, the marginal utility of consumption
depends on current consumption only. ., = %

"We use a lagged time subscript for the variables that are predeterminedin period f. For
example. we use R;_) as the nominal interest rate on bonds held in the previons period.
bi_1. because it is already determined in period ¢t ~ 1.

""The patient houscholds™ lifetime utility maximisation problem is shown in Appendix.
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order condition is an intratemporal optimality condition that indicates how
patient households make decisions about consumption and labour supply in
period t.!!

Thirdly, the equation that governs the patient households’ demand for
domestic housing is

Jt P
Ghiter = — + BE (qh i1 Ueps1) (2.5)

hy

which implies that the real house price in terms of the marginal utility of
consumption at ¢ is equal to the sum of the marginal utility of domestic
housing at ¢ and the expected real house price (for resale) in terms of dis-
counted marginal utility of consumption at t + 1. This first order condition
is an intertemporal optimality condition that describes an optimal allocation

of resource between consumption and domestic housing.'?

2.2.2 Goods production sector

In the goods production sector, we have three players: (i) final goods pro-
ducers buy retail goods from individual retail goods producers, and compose
them into final goods, which are ready for consumption; (ii) retail goods pro-
ducers (or retailers) buy intermediate goods from intermediate goods produc-
ers, and differentiate the goods at no cost into retail goods; (iii) intermediate
goods producers combine goods sector technology and labour from patient
households to produce intermediate goods, which are then sold to retail goods

producers.*

Final goods firms Final goods producers buy retail goods from individ-

ual retail goods producers, and compose them into final goods, which are

"'"The alternative way to interpretes the first order condition is that the marginal rate
of substitution. %L’ is equal to the real wage.

12This condition indicates the choice between consumption and housing in period t. but
we refer it as an intertemporal optimality condition as it involves t + 1 term.

Y1t is equivalent to combine retail goods firms and intermediate goods firms.
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ready for consumption. These firms are perfectly competitive, thus make
zero profit. The main objective of this stage is to derive the individual de-
mand curve for retailer.

Final goods producers compose retail goods into final goods according to

the following production function,

1 e~1 ﬁ
Yt=U Yi(2)F z]
JO

where Y; is final goods, Y; (z) is retail goods from retail goods producer z, ¢

is the elasticity of substitution between differentiated varieties.

The final goods producers’ real profit maximisation problem is

S
Pei(2) ]
max |Y; — ——Y, (2)dz
Y:(z){t Jo Pct 1)
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where P, is the nominal price of final goods, is the real price of retail
goods from retail goods producer z, ‘[0 ]”(Z Y, ( )d: is the real total cost of
buying retail goods from retail goods producers.

The aggregate nominal price level or the nominal price of final goods is

1 T
P.,= [ / P,,,,(:)l_“'d;]
J0

which indicates that the nominal price of final goods is a composite of the

expressed as

nominal prices of retail goods.
After solving the final goods producers’ real profit maximisation problem,

we obtain an individual demand curve for each retailer as

, Peivr (= ~ -
Yien (3) = <%(k)> Yok
ct+

which indicates that the relative output, ‘:‘ ) depends on the relative price,

‘[_,’ ”‘( 2) together with the elasticity of substltutlou between differentiated

varieties, . In other words, when the relative price increases by 1%, the

relative output decrease by =%.
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Retail goods firms The economy is composed of a continuum of retailers,
whose total is normalised to unity. Retailers buy intermediate goods from
intermediate goods producers, and differentiate the goods at no cost into
retail goods Y; (z). They are monopolistic competitive, thus they are price-
setters and are able to make profit by selling retail goods with a price markup.
We assurme that these profitable retail goods firms are owned by patient
households.

Additionally, the feature of sticky prices arises from these firms. Following
Calvo (1983), we assume that retailers can reset their prices optimally in a
given period with probability 1 — 6. Let P7, (z) denote the optimal nominal
price set by retailers who are able to change prices at period t. Besides, by
introducing the feature of price indexation, the fraction # of retailers, who are
not able to reset their prices in period ¢, index their prices to past inflation
with a degree of indexation «,, thus their prices become P, (z) (I’I—,t“.)H’
instead of P, (z).

The retailers’ real profit maximisation problem is

x P(2) (P N Poiiio.
max £ Y 65 As e [ ! ( i ]) Yior (2) — 2000y, (:)}
k=0

C
P, (2) Ptk Py Py

where Asix = E ([3’“%) is the stochastic discount factor, which is used
to discount profit in terms of consumption,'' P,., is the nominal price of
intermediate goods, and %—[—' is the real price of intermediate goods. If a
retailer is able to reset price at period £, he will set a price P, (z) to maximise
the expected profits for all subsequent periods, taking the possibility of being
unable to reset prices into account.

Substituting the individual retailer’s output, Y4 (2), by the individual

P U . L .
HE, (J’ —;%) is also known as the marginal rate of substitution between consunption

at period t+k and consumption at period ¢£. It tells how the individual values consumption
at period t + k relative to consumption at period t.
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demand curve in the profit maximisation problem, we have

Pro(z) ( um-x) (I)L.l < ) Y, k
P. Pei- " t+
deEtE :9 A!t+k Stk . rtkl e L_k
we, b+ -~
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The first order condition derived from the retailers’ real profit maximi-

sation problem is the equation of the real optimal price, and it is expressed

as
ok et N Puci ik
c El\ 0() AI l+k}!+k (l) ) P« ,
Qet = E, g - (2.6)
e—1 Z 9kA }, c, FPetik-)
k=0 NetrkYirk - P
. . : . Py, . :
in which we define the real optimal price as Q. = 7=, and inflation as
Tep = %.15 This equation implies that the optimal price set in period
-
: : : Puep i n s
t depends on the expected real price of intermediate goods, ===, in all
etk

subsequent periods.'’
Given the features of sticky prices and price indexation, the nominal price

level can also be written as

Poo= [0 (r5 Pt) "+ (L= 0y P2 (2.7)

which implies that the nominal price level at period ¢ depends on the indexed
nominal price, 7.7 _, P.,_y, set by the fraction # of retailers that are not able
to reset their prices, and the optimal nominal price, P}, sct by the fraction
(1 — #) of retailers that are able to reset their prices.

By combining the log-linearised form of the equations of the real optimal
price and the aggregate nominal price level, we have the New Keynesian

Phillips curve as

- - o L (1=8) (1 =83
Tet = tafep—t = 3 (Teast = taller) — 9 (/1)
We have P, (2) = P, because retail firms will set a same price if they are able to
reset their prices,
181f the monopolistic competitive firms are intermediate goods firms. the optimal real
price will depends on the real marginal costs.
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which is not purely forward looking but depends on lagged inflation since a
fraction A of retailers index their prices to past inflation with an elasticity ¢,.

The real profit from retail goods firms is

Pw(:, 1 -
fi=Y - P"Y¢=(1~7>h (2.8)

c,t t

which implies that the real profit is the difference between the real price of

final goods, which is normalised to one, and the real price of intermediate

Pue . Pt . . .
goods, ;;;;'. Besides, Z, = I’.:;t,g is the price markup of retail goods firms.

Intermediate goods firms Intermediate goods producers combine exoge-
nous goods sector technology and labour from patient houscholds to produce
intermediate goods, which are then sold to retail goods producers. We as-
sume that intermediate goods firms are perfectly competitive, and thus they
make zero profit.

The intermediate goods production function is'”
,l = A(:,t (nc,t)#n (29)

where n.; is patient households’ labour, and ., is the labour share of out-

put.'® The goods sector technology, A.,, follows the stationary process
Ac,t = A(ll._p"“'AZj:16’5'\"", EAcp ™ N (() (7:2_\{)) (21())

The intermediate goods producers’ real profit maximisation problem is

> 1
max F, E Atk Yiik — WeskNeg sk
nes L Zivk

7Precisely. we should use Y., to denote output from intermediate goods firms.  As
Y.t =Y, at aggregate term. we use Y; directly for simplicity.

Rt is equivalent to assume a fixed level of goods capital. K. in the intermediate goods
production function,

Y, = Ay (o) KEv

where p,.. is the goods capital share of output.
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where A, ;¢ is the stochastic discount factor, /l‘ is the real price of inter-
mediate goods, Z%Yt is the real total revenue, and wyn,, is the real total
cost.

The first order condition derived from this real profit maximisation de-
scribes the intermediate goods producers’ demand for patient households’

labour, and it is expressed as

Y,
Ztnc,t

we = W, (2.11)
which implies that the real wage of labour, i.e., the marginal cost of labour,

is equal to the marginal product of labour.

2.2.3 Monetary authority

The monetary authority uses the nominal interest rate as a policy instrument
to affect the real economy. In our model, monctary policy is non-neutral
because of the feature of sticky prices that arises from the monopolistic com-
petition among retail goods firms. Therefore, the nominal interest rate can
affect the real interest rate, thus has an impact on real variables.

The monetary policy rule, which reacts to inflation and output, is'

(l—@r)("y
R(. — (Rtvl)mr Trft'll—rl)r)(p" (%) RN (212)

where R,_; is the lagged nomninal interest rate, 7., is the gross inflation rate,

Y, is actual output, and Y is the steady state value of output, ¢, o, @, are

weights coeflicients. The monetary policy shock, ug,, follows the stationary

" Alternatively. we can also assume that the monetary authority is concerned with GDP
rather than output from goods sector. thus the policy rule becomes

w, (1= GDP N7
Rt = (Rt‘l) ’ "f‘.t G (Ev'—b—l‘é) ettt

where GDP, = Y, + q,IH,. Following lacoviello and Neri (2010). we can use the steady
state value of the real housing price. thus short run fluctuation in the real house price has
no impact on GDP.
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process

— o, 7Pur, P € ~ 2 91
upy = up MRUE e, ey~ N (0,0%,) (2.13)

The Fisher equation, which governs the relation between the real interest

rate and the nominal interest rate, is

R

==
Eﬂfc,t+1

(2.14)

which implies that the (gross) real interest rate, 1, is equal to the nominal

interest rate, R, adjusted by the expected inflation rate, Eym. 1.

2.2.4 Market clearing conditions

The bonds market clearing condition is
by = 0 (2.15)

which implies that (i) the aggregate saving is zero, and (ii) there is no bor-
rowing between agents since we consider a model with representative agents.
The economy-wide resource constraint or the goods market clearing con-

dition is
Yi=¢ (2.16)

which implies that the final goods are all consumed by patient houscholds as
consumption goods.

The labour market clearing condition is
ny = Ney (2.17)

which implies that the supply of patient households’ labour is equal to the

intermediate goods producers’ demand for patient houscholds’ labour.

200ur monetary policy rule guarantee that the real interest rate moves in a same direc-
tion with the nominal interest rate.
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The housing market clearing condition is
H=5h (2.18)

which implies that housing has a fixed supply, H, and is fully occupied.

2.2.5 Equilibrium

An equilibrium is an allocation of prices (7., Ri, Qe v G e, Wy, Zi, 71), quanti-

. . . o ¢}
ties (cg, Uey, Py Y, ity ey, fro br ), and‘exogenous stochastic process {Aqp. i tnel]
satisfying equations (2.1) — (2.18) given the initial conditions for 7., ., R,

Cy_1.

2.2.6 Calibration

Most of parameters are calibrated in a way that is consistent with facoviello
and Neri (2010). For the patient houscholds’ discount factor, we set 3 =
0.9925 = 1.037%?% implying a steady state annual rcal interest rate of 3
percent. The patient households’ labour schedule is assumed to be flat,
v, = 0.01, which is suggested by lacoviello (2004), who argues that this flat
labour supply curve has the virtue of rationalising the weak observed response

of real wages to macroeconomic disturbance.?!

Besides, the coefficient of
housing preference is set to j = 0.12. In the baseline calibration, we switch

off the feature of consumption habit by sctting . = 0.

Patient households preference
The patient households’ discount factor 3 0.9925
The inverse of the elasticity of labour supply ~,  0.01
The weight on housing J 0.12
The degree of consumption habit o 0

The share of labour in the goods production function is set to u, = 0.65,

implying that the steady state share of labour income is 63%. For the retail

2'With 1 4 ~,, approaching 1. the utility funetion becomes linear in leisure.
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goods sector, we assume a steady state markup of 15% in the goods sector
by setting Z = 1.15. For the degree of prices stickiness, we assume that 25%
of retailers is able to re-optimise their prices in a given period by setting
6 = (.75, implying that price setters can re-optimise their prices once every
11—0 = 4 periods. In the baseline calibration, we also switch off the feature of

price indexation by setting ¢, = 0.

Intermediate goods firms
Labour share i1, 0.65
Retail goods firms
The steady state gross markup Z 1.15
The probability of fixed prices 6 0.75

The degree of price indexation ¢+, 0

For the monetary policy rule, we set the weights cocflicients to ¢, = 0.6,

22

0, = L., and ¢, = 0.3, which are similar with Iacoviello and Neri (2010)

Monetary policy
The interest rate inertia o, 0.6

The weight coefficient on inflation ¢, 1.5

The weight cocfficient on output ¢, 0.5

As we focus on the impulse responses of variables to various tempo-

rary shocks, the autocorrelation coefficients of these shocks are set to 0.01.%3

Z2The estimates in lacoviello and Neri (2010) for these coefficients are o, = 0.61. o =
1.36. and o, = 0.51.
'We use 0.01. instead of 0. to facilitate Matlab programs in the future rescarch.
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Meanwhile, we set the standard deviation of all shocks to 0.01.

Autocorrelation of shocks

Goods sector technology P 0.01
Housing preference p; 0.01
Monetary policy pur  0.01
Standard deviation of shocks
Goods sector technology o4 0.01
Housing preference a;  0.01
Monetary policy gur  0.01

2.2.7 Impulse response analysis

In this section, we discuss how variables respond to various exogenous shocks
in the simple model. We consider three types of shocks: (i) a positive goods
sector technology shock, which brings extra resource to the economy; (ii) a
negative monetary policy shock, which affect the intertemporal optimality
condition by making current consumption cheaper in terms of future con-
sumption; (iii) a positive housing preference shock, which affect the intertem-
poral optimality condition between consumption and housing by increasing

the utility from domestic housing.

Goods sector technology shock Figure 2.1 shows the impulse responses
of variables to a one percent positive shock in goods sector technology with
persistence of p,, = 0.01.2* A higher goods sector technology leads to a
higher marginal product of labour, and thus a higher real wage and real
income. The higher real income implies that households increase their con-
sumption. Meanwhile, households also demand more housing, leading to a

rise in the real house price.”> In the labour market, cployment decreases

21T all igures. impulse responses are measured as percentage deviations from the steady
state. and horizontal axes display the number of quarters after the shock.
45 A higher (lower) housing price implies an increased (decreased) demand for housing.
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because the negative impact of the lower marginal utility of consumption
dominates the positive impact of the higher real wage.?® Moreover, a higher
output (i.e., a higher supply of intermediate goods) leads to a fall in the price
of intermediate goods, and thus a higher markup, as the price of final goods
are sticky. Also, the lower price of intermediate goods has a negative impact
on inflation, through a higher markup, as the New Keynesian Phillips curve
shows that inflation is negatively related to the markup. For the monetary
policy, the nominal interest rate decreases because it reacts more to the lower

inflation dominates than the higher output.
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Figure 2.1: Impulse responses to a positive goods sector technology shock
from the simple DSGE model.

Monetary policy shock Figure 2.2 shows the impulse responses of vari-

ables to a one percent negative monetary shock with persistence of p,,, =

% The optimality condition between consumption and labour supply indicates that a
lower marginal utility of consumption leads to a lower labour supply. keeping the real
wage rate constant.
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0.01. A negative monetary policy shock causes a lower nominal interest rate
and thus a lower real interest rate, making current consuniption cheaper in
terms of future consumption. This leads to a higher current consumption
as households re-allocate their resource over time horizons, according to the
intertemporal optimality condition. Meanwhile, because of the optimality
condition between consumption and housing, a higher current consumption
leads to a higher demand for housing, and thus a higher real house price.
Moreover, the higher consumption causes higher levels of output, marginal
product of labour, and real wage. The employment increascs because the
positive impact of the higher real wage dominates the negative impact of
the higher marginal utility of consumption. Furthermore, given a rise in the
price of intermediate goods, caused by a higher demand, the feature of sticky
prices in the final goods price leads to a decrease in the markup, and thus

an increase in inflation.
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Figure 2.2: Impulse responses to a negative monetary policy shock from the
simple DSGE model.
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Housing preference shock Figure 2.3 shows the impulse responses of
variables to a one percent positive housing preference shock with persistence
of p; = 0.01. A higher housing preference leads to higher demand for housing,
and thus a higher real house price. In this simple model, however, the housing
supply is fixed and households are identical, thus there is no transaction of
housing and households’ decisions on consumption and labour supply are not
affected. Hence, the real house price is the only variable that responds to
the housing preference shock in this representative agents model with a fixed

housing supply.

Figure 2.3: Impulse responses to a positive housing preference shock from
the simple DSGE model.

2.2.8 Sensitivity analysis

In this section, we examine how the impulse responses of variables are affected
by changing the values of some parameters, given a positive goods sector
technology shock. We consider different degrees of consumption habit and

price indexation, and an alternative monetary policy rule.?’

2TIn this thesis, amplification means that variable reaches a higher maximum point and
propagation means that variable takes longer to return to its steady state.
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The feature of consumption habit The feature of consumption habit
has been introduced into DSGE models to increase the internal persistence.
This feature includes lagged consumption into the households’ utility func-
tion, and thus the marginal utility of consumption depends on current, future,
and lagged consumption. This motivates households to smooth consumption
at a higher degree. Here we examine how our results are affected by intro-
ducing this feature. We set the degree of consumption habit to . = 0.32,
which is consistent with lacoviello and Neri (2010). Figure 2.4 shows the
impulse responses of variables to a one percent positive goods technology
shock with persistence of p,. = 0.01 under various degrees of consumption
habit. We can see that, after introducing this feature, output (consumption)
increases less but its pace of returning to steady state is slower. Meanwhile,
households shift a fraction of resource to housing, thus the real house price
increases more. In addition, the nominal interest rate decreases further as the
positive impact of the higher output is weakened. In sum, the main impact

of this feature is on the dynamics of output (consumption).

«10* Nominal (rderes! rate x 10" inkation

2 e ' 2
| Nt
o e 7 e
} AT | {
s | 4 |
| { /
|/ | o |
| / |
4 A 1 *f
/ | 10 |
| | {
al— salls s
1 2 3 . s L] 14 L] bl 10 1 3 o 5 L] L a o 10

{ [\ |

04 1 S P 1

B - e
02! ~ ol B,

L r
{ S | ‘ i
ol " . 2 s v
1 2 3 4 5 a 14 L] 9 w0 1 2 3 4 L) L] 1 L] e 10

Figure 2.4: Impulse responses to a positive goods sector technology shock
under various degrees of consumption habit from the simple DSGE model.
The solid line is from the baseline calibration ¢, = 0, and the dashed line is
from the alternative calibration . = 0.32.
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The feature of price indexation Next, we discuss the impact of the fea-
ture of price indexation, which is also used to increase the internal persistence
of DSGE models. This feature allows price-setters to index their prices to
past inflation if they are not able to reset their prices, implying that current
inflation has an extended impact on the economy. We set the degree of price
indexation to ¢; = 0.69, which is also consistent with lacoviello and Neri
(2010). Figure 2.5 shows the impulse responses of variables to a one percent
positive goods technology shock with persistence of p 4. = 0.01 under various
degrees of price indexation. We can see that inflation takes longer to return
to its steady state, leading to a slower adjustiment in the nominal interest rate
as well. Given the slower adjustment in the nominal and thus the real inter-
est rate, the consumption also takes longer to return to its steady state, as
households need to re-allocate their resource over time according to their in-
tertemporal optimality condition. Recall that a lower real interest rate make
current consumption cheaper in terms of future consumption. Furthermore,
the real house price also adjusts slowly, as households change their demand
for housing correspondingly according to the optimality condition between
consumption and housing. In sum, this feature brings persistent effect to

model variables.

Alternative monetary policy rule In the basecline setting, the nominal
interest rate needs to respond to inflation and output simultancously, but
these two variables respond differently to a goods sector technology shock.
It is suggested that a stable inflation is the primary target of the central
banks, thus here we examine how our results are affected if the monetary
authority reacts to inflation only by setting the weight coefficient on output
to ¢, = 0. Figure 2.6 shows the impulse responses of variables to a one
percent positive goods technology shock with persistence of p 4, = 0.01 under
two different monetary policy rules. When the central bank does not pay

attention to output, the positive impact of the higher output on the nominal
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x10" Nominal interest rate x 10° Inflation

Figure 2.5: Impulse responses to a positive goods sector technology shock
under various degrees of price indexation from the simple DSGE model. The
solid line is from the baseline calibration ¢, = 0 and the dashed line is from
the alternative calibration ¢, = 0.69.
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interest rate disappears, and thus the nominal interest rate decreases further
in response to the lower inflation. Meanwhile, the lower nominal and thus
the real interest rate makes current consumption cheaper in terms of future
consumption. This motivates households to increase current consumption
further. Meanwhile, households also demand more housing, and thus leads
to a higher real house price. In sum, if the central bank does not pay attention
to output, the goods sector technology shock has larger impacts on output

and the real house price.
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Figure 2.6: Impulse responses to a positive goods sector technology shock
under alternative monetary policy from the simple DSGE model. The solid
line is from the baseline calibration ¢, = 0.5 and the dashed line is from the
alternative calibration ¢, = 0.

2.3 The simple model with entrepreneurs

In this section, we add entrepreneurs into the simple DSGE model, as we
want to discuss the impact of credit market imperfections on the economy.

In the credit market, entrepreneurs take loans from patient households, and
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the main purpose of the loans is to accumulate production housing and then
rent it to intermediate goods firms. This type of agents are also considered
in Kiyotaki and Moore (1997) and lacoviello (2005), and we refer this case
as ‘borrowing to invest’. In this model, we can discuss the financial accel-
erator mechanism, as the volume of loans is related to goods production
through production housing. According to the hypothesis of the financial
accelerator mechanism, given a positive goods sector technology shock or a
negative monetary policy shock, both agents demand more housing and the
real house price increases, hence the entrepreneurs’ borrowing constraint is
relaxed and they accumulate more production housing, which in turn has a

positive impact on output.

2.3.1 Entrepreneurs

Entrepreneurs are infinitely lived and of measure one. They consume final
goods and supply accumulated production housing to intermediate goods
firms. In the credit market, they take loans from patient houscholds and use
their production housing as collateral. They maximise their lifetime utility
subject to their budget constraint and the borrowing constraint. We assume
that entrepreneurs only gain utility from consumption but not production
housing.

The entrepreneurs’ lifetime utility function is

20
Ey Z (B (Ten (¢f,y — <0¢iiumr))
k=0
where a superscript e denotes variables associated with entreprencurs: 3% is
the entrepreneurs’ discount factor, ¢® is entrepreneurs’ consumption, < is the
degree of consumption habit for entrepreneurs, and I'¢ is a scaling factor.”®
Given the utility function, the entrepreneurs’ marginal utility of consunp-

tion is

22The condition 3° < 3 = A > 0. where A} is the Lagrange multiplier on the borrowing
constraint. implies that the borrowing constraint is binding.
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. _ e ve e
ug, = ch -3 sCch (2.19)
which expresses the marginal utility of consumption, u,, in terms of lagged,
current, and future consumption.
The entrepreneurs’ real budget constraint shows that the real total ex-
pense (LHS) is no more than the real total income (RHS), and is expressed
as

R, ,
& + qnoht + %bﬁ_, < quiht |+ quihl + b (2.20)

c,t

where h¢ is production housing, q., is the real rental price of production
housing, b¢ is the volume of loans taken from patient houscholds, and %”7»-1
is the real total repayment for previous loans. We assume that entrepreneurs
do not own the profitable retail goods firms and thus do not receive profit.
In addition, we assume that domestic housing and production housing have
a same price, and the transformation between them is costless.

Entreprenecurs take loans from patient houscholds and use their produc-

tion housing as collateral, thus their borrowing constraint is

E,( . )b:gnf—'E,(qh,,Hh;f) (2.21)

Tet+1

which shows that the (gross) real return of lending, n—_’f‘-}bﬁ, is fully secured by

a fraction of the expected value of production housing, m®¢E; (qy.51hy), where

m¢ is the loan to value ratio.?”

In another word, the borrowing constraint
shows that the maximum volume of loans is positively related to the expected
value of the collateral. This type of borrowing constraint has two features:
(1) the value of the loan to value ratio is fixed; and (ii) there is no possibility
of default because there is no asymmetric information and agency problem
in this model.

We obtain two first order conditions from the entreprencurs’ utility max-

2 . -
Pacoviello (2003) assumes that. when borrowers default. lenders can repossess borrow-
ers’ asset by paying a proportional transational cost. (1 —m®) E; {qn4+107).
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imisation problem.?’ First, the entrepreneurs’ Euler equation is
R,
e __ e e &
ug, = E, (,3 —ug . |+ A, (2.22)
Tet+1

where Ay, is the Lagrange multiplier on the borrowing constraint.*'  This
non-standard Euler equation shows that the real price of bonds in terms of
the marginal utility of consumption at ¢ is greater than the expected gross
real return of bonds in terms of the discounted marginal utility of consump-
tion at t + 1, ie., ug, > F; (BQ—R‘L oy H), indicating that entreprencurs

Te,t+ 1

should borrow more for current consumption.’> There is, however, a mar-
ginal cost of tightening the borrowing constraint by holding one more unit
of borrowing, A;,, where the borrowing constraint is tighten by one unit
and the shadow price of tightening borrowing constraint by one unit is Ay ;.
Therefore, this intertemporal optimality condition implies that, given one
more unit of borrowing, the marginal gain in terms of current consumption
is equal to the sum of the marginal cost in terms of future consumption and
the marginal cost of tightening the borrowing constraint.*

Second, the equation that governs entreprencurs’ demand for production

housing is

. ” s Ght+1Tct+1 .
> > : ¢ e ) ) B
U e = Ey (ui.t+l(1:,t+lje +Ug 1 Ghi+1 37+ Apgn (——*7?—“ (2.23)
t
which implies that the real house price in terms of the marginal utility of
consumption at ¢ is equal to the sum of three component: (i) the expected
real rental price of production housing in terms of the discounted marginal
utility of consumption at t + 1, (ii) the expected real house price (for resale)

in terms of the discounted marginal utility of consumption at ¢ + 1, and

" The entrepreneurs’ utility maximisation problem is shown in Appendix.

31 The Lagrange multiplier is the shadow price of tightening or looscning the budget
constraint by one unit,

421 the borrowing constraint is not binding. the Lagrange multiplier has a zero value.
i.e.. Ay, = 0. and we have a standard form of the Euler equation. ul, = /i"#uﬁ‘,ﬂ.

*n contrast. as lenders. patient households” intertemporal optimality condition is in-
terpreted as that. given one more unit of saving. the cost in terms of current consumption

is equal to the gain in terms of future consumption.
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(iii) the marginal benefit of relaxing the borrowing constraint by holding one
more unit of housing, A; ,m® (%) , where the borrowing constraint. is

loosened by m® (%) unit and the shadow price of loosening borrowing

constraint by one unit is A ,.

2.3.2 Goods production sector

Intermediate goods firms In this simple DSGE model with entrepre-
neurs, the intermediate goods production demands lagged production hous-
ing as a factor of production, then the intermediate goods production func-
tion becomes

Y = Act (ne,)™ (’L:_l)“h (2.24)

where n., is patient households’ labour, h{_, is entrepreneurs’ production
housing from the previous period, p,, is the labour share of output, 4, is the
housing share of output or the elasticity of output to housing.

The intermediate goods producers’ real profit maximization problem be-

comes

¢ 1
- r P e
max E, E At,t+k ( Yook — wipnneon — (1:,1+I~-hpuk>
k=0

ne g hy ZH—’\!

where ﬁﬂw is the real total revenue, wyn,., is the real cost of patient
households’ labour, and q.:h{_, is the real cost of entreprencurs’ production
housing.

We obtain two first order conditions from the intermediate goods firms’
profit maximisation problem. Firstly, the equation that governs the interme-
diate goods firms’ demand for patient households’ labour is

Y
" Ziney

uy =i

(2.25)

which indicates that the real wage of patient houscholds’ labour (i.c., the
real marginal cost) is equal to the marginal product of patient households’

labour.
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Secondly, the equation that governs the intermediate goods firms’ demand
for entrepreneurs’ production housing is
Y,
= by 2.26
q: Hp Zthf__l ( )
which indicates that the real rental price of entrepreneurs’ production housing

is equal to the marginal product of entrepreneurs’ production housing.*!

2.3.3 Market clearing conditions

The loans market clearing condition is
by = b (2.27)

which indicates that, in the loan market, the supply of loans from patient
households is equal to the demand for loans from entrepreneurs, and thus
total net saving is zero.

The economy-wide resource constraint or the goods market clearing con-
dition is

Yi=c +¢f (2.28)

which indicates that final goods are consumed by both patient houscholds
and entrepreneurs.

To facilitate the summary of our model in the next section, we repeat the

labour market clearing condition, which is
Ny = Ney (229)

which implies that the supply of patient households’ labour is equal to the

intermediate goods producers’ demand for patient houscholds’ labour.

#1We have entrepreneurs and intermediate goods production in our model. [t is equiva-
lent to combine them as in lacoviello (2004). except having one more equation to describe
the movement of rental price.
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The housing market clearing condition is
H=h +h (2.30)

which indicates that the fixed total housing supply H are divided into do-
mestic housing and production housing. Note that the purpose of housing
is determined when it is purchased by consumer or by entreprencurs, thus
intermediate goods producers can only rent housing capital from entrepre-

neurs.

2.3.4 Equilibrium

An equilibrium is an allocation of prices (7., Ry, Qety Ghits W0ty Zts Tty Got)s
quantitics (cr, uess buy Yoy gy ey, foo by, €, ugy, hi, b5, Ay,), and exogenous
stochastic process { Ay, Ji, “R.f}zo satisfying equations (2.1) — (2.8), (2.10),
(2.12) — (2.14), (2.19) — (2.30), given the initial conditions for 7,1, Ry,

£ e (4
cr-1, ¢y, Ry, by

2.3.5 Calibration

Here we calibrate parameters that are related to entrepreneurs. We set the
entrepreneurs’ discount factor to 4 = 0.98, which is consistent with Ia-
coviello (2005). Also, we switch off the feature of consumption habit by
setting <¢ = 0. In the intermediate goods production function, we set the
income share of production housing to i, = 0.03, which is also consistent
with Iacoviello (2005). Following Iacoviello and Neri (2010), we set the loan .

to value ratio to m® = (.83, implying that the maximum volume of loans is
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85% of the expected value of entreprencurs’ production housing.

Entrepreneurs’ preference
The entrepreneurs’ discount factor 3 0.98
The degree of consumption habit I 0
Intermediate goods production
The income share of real estate iy 0.03
The borrowing constraint

The loan to value ratio m¢ (.85

2.3.6 Impulse response analysis

In this section, we discuss the impulse responses of variables to various ex-
ogenous shocks in the simple DSGE model with entrepreneurs. Similar with
the previous model, we consider a positive goods sector technology shock,
a negative monetary policy shock, and a positive housing preference shock

respectively.

Goods sector technology shock Figure 2.7 shows the impulse responses
of variables to a one percent positive shock in goods sector technology with
persistence of p,. = 0.01. Similar with the result from the previous model,
the nominal interest rate and inflation decrease, while output, patient house-
holds’ consumption, and the real house price increase. In the housing market,
the positive goods technology shock increases both agents’ demand for hous-
ing. The housing supply, however, is fixed, thus it is not possible for both
agents to have more housing. In Figure 2.7, we observe an increase in pa-
tient households’ housing and a decrease in entreprencurs’ housing, i.c., a
re-allocation of housing from entrepreneurs to patient houscholds. This may
suggest that the demand for housing from patient houscholds is stronger than
that from entrepreneurs. One possible reason is that patient houscholds are
the owner of profitable retail firms. Meanwhile, although the real house price

is higher, the volume of loans decreases because the positive impact of the
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higher real house price is dominated by the negative impact of the lower en-
trepreneurs’ housing.*> Moreover, entreprencurs decrease their consumption

according to the optimality condition between consumnption and housing.
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Figure 2.7: Impulse responses to a positive goods sector technology shock
from the simple model with entreprencurs.

In Figure 2.8, we switching off the collateral effect to examine how the
dynamics of output is affected by setting the loan to value ratio to zero,
m¢ = 0, or by setting the volume of loan to a fixed level, b = b, given a
goods sector technology shock. We observe that output decreases faster in
the model with collateral effect, because the fall in entreprencurs’ production
housing has a negative impact on output. Therefore, we observe the finan-
cial decelerator effect as the volume of loans is reduced by the decrease in

entrepreneurs’ production housing, although the real house price is rising.*

*We can also say that the lower entrepreneurs housing is caused by a lower volume of
loans. Because model variables are determined simultaneously in DSGE models and they
interact with each others. a clear causality is difficult to define.

36The financial accelerator effect suggests that. in order to amplify and propagate the
impacts of the shock. the borrowing constraint should be relaxed, given the higher real
house prices.
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Figure 2.8: Impulse response output to a positive goods sector technology
shock from the simple model with entrepreneurs. The solid line is from
the baseline calibration m® = .85, the dashed line is from the alternative
calibration m® = 0, and the dotted line is from b = b°.

Monetary policy shock Figure 2.9 shows the impulse responses of vari-
ables to a one percent negative monetary shock with persistence of p,, =
0.01. Similar with the results from the simple model, a negative monetary
policy shock causes a lower nominal interest rate, a higher output, a higher
patient households’ consumption and a higher real house price. In the hous-
ing market, while both households demand more housing, reflected by a rising
real house price, there is a re-allocation of housing from patient households
to entrepreneurs, suggesting that entrepreneurs are more competitive in the
housing market than patient households. One of the possible reasons is that
patient households switch resource from housing sector to goods sector in or-
der to have a higher consumption. Therefore, the volume of loans increases
as both real house price and entrepreneurs’ production housing are higher.
Furthermore, entrepreneurs increase their consumption because of a lower
real interest rate and a higher housing.

In Figure 2.10, we examine the impact of the collateral effect given a
goods sector technology shock. We observe that output takes longer to return
to its steady state in the model with collateral effect, because the rise in

entrepreneurs’ production housing has a further positive impact on output.
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Figure 2.9: Impulse responses to a negative monetary policy shock from the
simple model with entrepreneurs.

Therefore, given a monetary policy shock, we observe the financial accelerator

effect, which amplifies and propagates the impacts of the shock.

Housing preference shock Figure 2.11 shows the impulse responses of
variables to a one percent positive housing preference shock with persistence
of p; = 0.01. In the simple model, only real house price responds to the hous-
ing preference shock. In contrast, other variables also respond to this shock
in this model. A higher patient households’ housing preference indicates a
higher utility from housing, thus they demand more housing, while entrepre-
neurs is not affected as they do not gain utility from housing. Therefore, we
observe an increase in patient households’ housing and a decrease in entre-
preneurs’ housing, i.e., a transfer of housing from entrepreneurs to patient
households. As the housing preference shock does not bring extra resource to
the economy, patient households need to shift their resource from consump-

tion to housing and entrepreneurs have more resource for consumption by
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0014, T

Figure 2.10: Impulse response output to a negative monetary policy shock
from the simple model with entrepreneurs. The solid line is from the baseline
calibration m® = 0.85, the dashed line is from the alternative calibration
m* = 0, and the dotted line is from bf = b°.

selling housing. The total impact on output is positive as the positive im-
pact of entrepreneurs consumption dominates the negative impact of patient

households consumption.

2.3.7 Sensitivity analysis

In this section, we examine how the impulse responses of variables are affected
by changing the values of some parameters, given a positive goods sector
technology shock. We first consider an alternative monetary policy, and

then examine various values of the loan to value ratio.

Alternative monetary policy rule Here we discuss how the dynamics
are affected if the central bank reacts to inflation only by setting the weight
coefficients on output to ¢, = 0. Figure 2.12 shows the impulse responses of
variables to a goods technology shock with persistence of p,. = 0.01 under
two different monetary policy rules. Similar with the results from the simple
model, when the nominal interest rate does not adjust for output, it de-

creases more in respond to the negative inflation, thus the positive responses
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Figure 2.11: Impulse responses to a positive housing preferece shock from
the simple model with entrepreneurs.

of output, patient households’ consumption and the real house price are
strengthened. There is, however, a big change in the housing market. When
the central bank does not pay attention to output, the direction of housing
movement is reversed: entrepreneurs’ housing rises and patient households’
housing falls. The possible reason is that, given a lower real interest rate,
patient households increase their current consumption and thus their com-
petitiveness in the housing market is weakened. As a result of the higher en-
trepreneurs’ production housing and the higher real house price, we observe a
higher volume of loans, which in turn increases entrepreneurs’ consumption.
Meanwhile, the higher entrepreneurs’ production housing has a further pos-
itive impact on output. This is the financial accelerator effect, and we argue
that, in the simple model with entrepreneurs, given a positive technology
shock, the existence of this mechanism is sensitive to the parameter in the

monetary policy rule.
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Figure 2.12: Impulse responses to a positive goods sector technology shock
under the alternative monetary policy rule from the simple model with en-
trepreneurs. The solid line is from the baseline calibration ¢, = 0.5 and the
dashed line is from the alternative calibration ¢, = 0.
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Variation in the loan to value ratio Finally, we examine how the dy-
namics are affected by changing the value of the loan to value ratio. Figure
2.13 and Figure 2.14 show the impulse responses of variables to a goods tech-
nology shock with persistence of p,. = 0.01 for a higher loan to value ratio,
m' = 0.95, and a lower ratio, m' = 0.75, respectively.

The main impact of the change in the loan to value ratio is on the housing
market. Theoretically, if the housing assets that borrowers are buying are
constant, a higher loan to value ratio leads to a higher volume of loans. In
our model, however, borrowers have less housing assets, thus a higher (lower)
loan to value ratio implies a larger (smaller) decrease in the volume of loans.
Meanwhile, it increases (decreases) the transfer of housing from entrepreneurs
to patient households. Besides, according to the optimality condition, the
decrease in the entrepreneurs’ consumption is strengthened (weakened)
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Figure 2.13: Impulse responses to a positive goods sector technology shock
under various values of the loan to value ratio from the simple model with
entrepreneurs. The solid line is from the baseline calibration m¢ = 0.85 and
the dashed line is from the alternative calibration m® = 0.95.
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Figure 2.14: Impulse responses to a positive goods sector technology shock
under various values of the loan to value ratio from the simple model with
entrepreneurs. The solid line is from the baseline calibration m® = 0.85 and
the dashed line is from the alternative calibration m*® = 0.75.
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2.4 The simple model with impatient households

In this section, we add another type of agents, impatient houscholds, into
the simple model. The similarity between impatient households and entrepre-
neurs is that both of them take loans from patient households and thus face
a borrowing constraint. The difference, however, is that, while entrepreneurs
demand production housing and rent it to intermediate goods firms, impa-
tient households demand domestic housing and gain utility from it, thus we
refer this case as ‘borrowing to live’. This type of agents are also considered
in Tacoviello (2005), lacoviello and Neri (2010).

2.4.1 TImpatient households

Impatient houscholds are infinitely lived and of measure one. Similar with
patient households, they consume final goods, demand domestic housing,
and supply labour. In the credit market, impatient houscholds also take
loans from patient households and use their domestic housing as collateral.
Compared to entrepreneurs, paticnt households do not accumulate factors
of production, thus we may not be able to discuss the financial accelerator
mechanism in this model because the volume of loans is not directly linked
to output anymore.*”

Impatient households also maximise lifetime utility subject to their bud-
get constraint and the borrowing constraint. Their lifetime utility function
is

ocC

ik i J i 2 i 1 i t+,
E, E 3 (I’cln (Crok = SeChiynor) + Jeig log hy oy — T (nyix) )
k=0 M

where a superscript i denotes variables associated with impatient households:
3" is impatient households’ discount factor, ¢; is impatient houscholds’ con-

sumption, < is the degree of consumption habit for impaticnt households, I

37[f we assume that borrowers have a higher preference on housing than lenders. we may
observe a feedback loop between the real housing price and the volume of loans: higher
real house prices loosen the borrowing constraint, and lead to a higher volume of loans.
which in turn raises the demand for housing and the real house prices further.
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is a scaling factor, h} is impatient houscholds’ domestic housing, n} is sup-
ply of impatient households’ labour, and %‘ is the Fisher clasticity of labour
supply.®?

domestic housing is same as patient houschold’s,

For simplicity, we assume that impatient households’ weight on

j;’ = j; (2.31)

Therefore, a housing preference shock will affect both households’ demand
for housing.
Given the utility function, the impatient households’ marginal utility of

consumption is

1 - 1
i _ i Rl Y]
Ug, = r R 3 ErF(,E T (2.32)
t — 6y 0y — S04

which expresses the marginal utility of consumption ui‘, in terms of lagged,
current, and future consumption.

The impatient households’ shows that the real total expense (LHS) should
be no more than the real total income (RHS), and is expressed as

R

¢+ qnihi + bi_, < wink+ quihy_, + b, (2.33)

te,t

. . R -
where b} is the volume of loans taken from patient houscholds, and —=

S by
is the real repayment for the previous loans. We assume that impatient
households do not own the profitable retail goods firms and thus they do not
receive profit.

The impatient households’ real borrowing constraint is

R . ‘ _
E,( ‘)b;gm'E, (qnie1hs) (2.34)

7r(:,t+l

which implies that the (gross) real return of borrowing, E, (—n—i‘:—'—‘) bi, is fully

secured by a fraction of the expected value of domestic housing, 1" E, (qy., 1 hi),

¥ The condition 3' < 3 = Ay > 0. where A} is the Lagrange multiplier on the borrowing
constraint, implies that the borrowing constraint is hinding.
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where ' is the loan to value ratio.

We obtain three first order conditions froimn the impatient houscholds util-
ity maximisation problem.? Firstly, the impatient households’ Euler equa-
tion is

_ R, . _
uly = B'——ul, ) + M, (2.35)

Tet+1

where /\,i,’t is the Lagrange multiplier on the borrowing constraint. The de-
scription of this equation is similar with that of entrepreneurs’ Euler equation,
i.e., given one more unit of borrowing, the marginal gain in terms of current
consumption is equal to the sum of the marginal cost in terms of future
consumption and the marginal cost of tightening the borrowing constraint .
Secondly, the equation that governs the impatient houscholds’ labour
supply is
(ni)ﬂ = wyul, (2.36)
which implies that the marginal disutility of labour supply at t is equal to
the real wage in terms of the marginal utility consumption at t.

Thirdly, the equation that governs patient households’ demand for do-

mestic housing is

“izq}n,l = J_t + »lgiuitHQh,tH + ’\;Jz'mi (‘Ih,¢+l7f_p,1+1) (2.37)
‘ hi ‘ ‘ Ry

This is a non-standard form of housing demand equation. This equation
implies that the real house price in terms of the marginal utility of consump-
tion at t is equal to the sum of three component: (i) the marginal utility of
domestic housing at ¢, (ii) the expected real house price (for resale) in terms
of the discounted marginal utility of consumption at t + 1, and (iii) the mar-
ginal benefit of relaxing the borrowing constraint by holding one more unit

. ; : 1Mot . . .
of housing, A, ,m' (q"“—}‘,ti‘—l) where the borrowing constraint is loosened

: 1ot . . . .
by m’ (q"‘—}i”—l> unit and the shadow price of loosening the borrowing

K1} . . . ey . . . . . .
¥ The impatient households” utility maximisation problem is shown in Appendix.
YTf the borroing constraint is not binding. A, = 0. we have the staduard form of

housing demand equation. uj ,qn, = fl’T + 3"l G-
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constraint by one more unit is A, ,.

2.4.2 Goods production sector

Intermediate goods firms Since impaticent houscholds also provide labour
to intermediate goods firms, the intermediate goods production function be-
comes

Y = Aot ()™ (nl,) (ke (2.38)

c,l

where n,, is the patient households’ labour, n, is the impatient households’
labour, y,, is the labour share of output, « is the patient houscholds’ share
of labour income, and 1 — a is impatient households’ share of labour income.

The intermediate goods firms’ real profit maximization problem becomes

[o o] 1
- , g
max E, E Atk Z_}C'Hk — Wk Negik — zl,HkrI.C‘Hk)
Nc,t\ ey k=0 t+k

where ZithJ is the real total revenue, wyn.; is the real cost of patient house-

holds’ labour, and wfniyt is the real cost of impatient houscholds’ labour.
We obtain two first order conditions from the intermediate goods firms’
profit maximisation problem. Firstly, the equation that governs the interme-
diate goods producers’ demand for patient houscholds’ labour is
Y
Ziney

Wy = ap, (2.39)
which indicates that the real wage of patient houscholds’ labour (i.e., the
real marginal cost) is equal to the marginal product of patient houscholds’
labour.

Secondly, the equation that governs the intermediate goods producers’
demand for impatient households’ labour is

Y,

Zink,

!

wi=(1-)p,

(2.10)

which indicates that the real wage of impatient households’ labour is equal
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to the marginal product of impatient households’ labour.

2.4.3 Market clearing conditions

The loans market clearing condition is
b =b (2.41)

which indicates that the supply of loans from patient households is equal
to the demand for loans from impatient households, and thus the total net
saving is zero.

The economy-wide resource constraint or the goods market clearing con-
dition is

Yi=c +¢ (2.42)

which indicates that final goods are consumed by both patient households
and impatient households.

To facilitate the summary of this model in the next section, we repeat

the market clearing condition for patient houscholds’ labour,
Ny = Ny (2.43)
The market clearing condition for impatient households’ labour is
n, = ni‘t (2.44)

which indicates that the supply of impatient households’ labour is equal to
the intermediate goods firms’ demand for impatient households’ labour.

The housing market clearing condition is
H=h +h (2.15)

which indicates that the fixed housing supply H are occupied by both patient

houscholds and impatient households.
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2.4.4 Equilibrium

An equilibrium is an allocation of prices (7., Ri, Qety Qury, Wiy Zty Tty Gy W},
quantities (q, Uer, hey Yo, ey ey fr, by, 'uf:.t, hi, ni, n,i’,, b, /\;,‘,, j,i), and
exogenous stochastic process {Ac,, ji, ur,},, satisfying equations (2.1) —
(2.8), (2.10), (2.12) — (2.14), (2.31) — (2.45), given the initial conditions for

. ; ,
Tet-1, Beo1, €1,y ¢y, My, by

2.4.5 Calibration

In the section, we calibrate the additional parameters in the simple model
with impatient households. Following Iacoviello and Neri (2010), we set the
impatient households’ discount factor to 3' = 0.97. Similar with patient
households, the impatient households’ labour schedule is also assumed to be
flat, v, = 0.01. Besides, we also switch off the feature of consumption habit
for impatient households by setting ! = 0. In addition, similar with patient

households, the impatient households’ wight on housing is set to j' = 0.12.

Impatient households’ preference
The impatient households’ discount factor — 3°  0.97
The inverse of the elasticity of labour supply ~! 0.01

The degree of consumption habit gl {)

The weight on housing Jjio0.12

Secondly, in the intermediate goods production function, we assume that
the patient households’ share of labour income is o = 0.79, then the impaticnt
households’ share of labour income is 1 — a = 0.21. In addition, we set the
loan to value ratio to m' = 0.85, implying that the maximum volume of

loans is 85% of the expected value of iipatient houscholds’ domestic housing,.
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These values are consistent with lacoviello and Neri (2010).

Intermediate goods production
The labour income share of patient households ¥ 0.79
The labour income share of impatient houscholds 1 —«a 0.21
The borrowing constraint

The loan to value ratio m' 0.8)

2.4.6 Impulse response analysis

In this section, we discuss the impulse responses of variables to various ex-
ogenous shocks in the simple model with impatient households. Similar with
the simple model, we consider a positive goods sector technology shock, a
positive monetary policy shock, and a positive housing preference shock re-

spectively.

Goods sector technology shock Figure 2.15 shows the impulse respouses
of variables to a one percent positive shock in goods sector technology with
persistence of p,. = 0.01. Similar with the results from the simple model,
the nominal interest rate and inflation decrease, while output, patient house-
holds’ consumption, and the real house price increase. In the housing market,
the positive goods technology shock increases both houscholds’ demand for
housing, but they cannot both have a higher housing due to a fixed hous-
ing supply. In Figure 2.15, we observe a re-allocation of housing from nmn-
patient households to patient households, suggesting that the demand for
housing from patient households dominates that from impatient houscholds.
As we discussed in the previous model, it may be possible that patient house-
holds own profitable retail firms. Meanwhile, although the real house price
is higher, we obsecrve a decrease in the volume of loans because the positive
impact of the higher real house price is dominated by the negative impact of

the lower impatient households’ housing. Furthermore, since their housing
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has decreased, the optimality condition implies that impatient households
decrease their consumption as well.
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Figure 2.15: Impulse responses to a positive goods sector technology shock
from the simple model with impatient households.

By switching off the collateral effect, Figure 2.16 shows that, since impa-
tient households has a higher propensity to spend, a decrease in the volume
of loans will have a negative impact on output. However, since impatient
households do not accumulate factors of productions, the decrease in the

volume of loans has little impact on the output from the second quarter.

Monetary policy shock Figure 2.17 shows the impulse responses of vari-
ables to a one percent negative monetary shock with persistence of p , =
0.01. Similar with the results from the simple model, a negative mone-
tary policy shock causes a lower nominal interest rate, a higher output, a
higher patient households’ consumption, and a higher real house price. In
the housing market, while both households demand more housing, reflected

by the rising real house price, there is a re-allocation of housing from patient
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Figure 2.16: Impulse response output to a positive goods sector technology
shock from the simple model with impatient households. The solid line is
from the baseline calibration m’ = 0.85, the dashed line is from the alterna-
tive calibration m' = 0, and the dotted line is from b} = b'.

households to impatient households, suggesting that impatient households
are more competitive in the housing market than patient households. Sim-
ilar with the previous model, it is possible that patient households transfer
resource from housing sector to goods sector. In addition, the volume of
loans increases as both real house price and impatient households’ housing
are higher. Furthermore, impatient households increase their consumption
because of a lower real interest rate and a higher housing.

Figure 2.18 shows that the dynamics of output do not has an obvious
change when we switch off the collateral effect. Therefore, a higher volume of
loans pushes output slightly since impatient households has higher propensity
to consume. However, since they do not accumulate factor of production, the

dynamics of output are not affected obviously.

Housing preference shock Figure 2.19 shows the impulse responses of
variables to a one percent positive housing preference shock with persistence
of p; = 0.01. In the housing market, when both households have a higher
preference on housing, the real house price is pushed up and we observe a

transfer of housing from patient households to impatient households, indicat-
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Figure 2.17: Impulse responses to a positive monetary policy shock from the
simple model with impatient households.

Figure 2.18: Impulse response output to a negative monetary policy shock
from the simple model with impatient households. The solid line is from
the baseline calibration m' = 0.85, the dashed line is from the alternative
calibration m' = 0, and the dotted line is from b} = b'.



Chapter 2 65

ing that impatient households’ demand for housing is stronger. Moreover, as
the housing preference shock does not bring extra resource to the economy,
impatient households need to reduce their consumption to purchase housing,
while patient households shift their resource from housing to consumption.
The higher impatient households’ housing and the higher house price lead
to a larger volume of loans. Output decreases because the negative impact
of impatient households’ consumption is larger than the positive impact of
patient households’. In sum, the positive housing preference shock leads to
a re-allocation of housing from patient households to impatient households,
higher house price, and a lower output. Therefore, compared to the previ-

ous model, a housing preference shock has different impacts on output (and

.
consumption).
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Figure 2.19: Impulse responses to a positive housing preference shock from
the simple model with impatient households.
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2.4.7 Sensitivity analysis

In this section, we examine how the impulse responses of variables are affected
by changing the values of some parameters, given a positive goods sector
technology shock. We first consider an alternative monetary policy rule, and

then examine various values of the loan to value ratio.

Alternative monetary policy rule Here we discuss the impact on the
dynamics if the central bank reacts to inflation only by setting the weight
coefficients on output to ¢, = 0. Figure 2.20 shows that the impulse responses
of variables to a goods technology shock with persistence of p,. = 0.01
under two different monetary policy rules. Similar with the results from the
simple model, when the nominal interest rate does not adjust for the higher
output, it decreases more to respond to the negative inflation. Therefore,
we observe further rises in output, patient households’ consumption, and the
real house price. In the housing market, under given a lower real interest
rate, patient households switch resource from housing sector to goods sector
to increase current consumption. As a result, patient houscholds’ housing
increases less, and thus impatient households’ housing and the volume of
loans decrease less. Meanwhile, given their optimality condition, impatient
households’ consumption decreases less as well.  In sum, this alternative
monetary policy rule reduces the competitiveness of patient housecholds in

the housing market, making impatient households less worse off.

Variation in the loan to value ratio Next, we examine how dynamics
arc affected by changing the value of the loan to value ratio. Figure 2.21
and Figure 2.22 show the impulse responses of variables to a goods technol-
ogy shock with persistence of p,. = 0.01 given a higher loan to value ratio,
m' = 0.95, and a lower one, m' = 0.75, respectively. The main impact of
a change in the loan to value ratio is on the housing market. When im-
patient households have less housing, a higher (lower) loan to value ratio

strengthens (weakens) the decreases in the volume of loans. Meanwhile, it
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Figure 2.20: Impulse responses to a positive goods sector technology shock
under alternative monetary policy from the simple model with impatient
households. The solid line is from the baseline calibration ¢, = 0.5 and the
dashed line is from the alternative calibration ¢, = 0.
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increases (decreases) the transfer of housing from impatient households to pa-
tient households. In addition, similar with entrepreneurs, the decrease in the
impatient households’ consumption is strengthened (weakened), suggested

by the optimality condition between consumption and housing.

x10° Output x10° PHs’ consumption

;| 2 3 4 5 6 7 8 9 10

x 10 Real house price

— = T T = o <0015
1

Figure 2.21: Impulse responses to a positive goods sector technology shock
under various value of the loan to value ratio from the simple model with
impatient households. The solid line is from the baseline calibration m' =
0.85 and the dashed line is from the alternative calibration m' = 0.95.

2.5 Conclusion

In this chapter, we discuss the dynamics of the real house price and the
impact of credit market imperfections in a simple DSGE model with a fixed
housing supply. We consider various exogenous shocks and examine how the
dynamics are affected by changing the values of several parameters.

Firstly, our consider a simple DSGE model with sticky prices. Our im-
pulse response analysis suggests that the real house price responds positively

to a positive goods sector technology shock or a negative monetary policy
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x 10 Output x10° PHs' consumption

Figure 2.22: Impulse responses to a positive goods sector technology shock
under various values of the loan to value ratio from the simple model with
impatient households. The solid line is from the baseline calibration m' =
0.85 and the dashed line is from the alternative calibration m' = 0.75.
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shock, and is the only variable that responds to a housing preference shock.
Moreover, given a positive goods sector technology, our scnsitivity analysis
suggests that, while the feature of consumption habit mainly affects consump-
tion and output, the dynamics of the real house price are affected largely by
the feature of price indexation and the alternative monetary policy rule.

Our second model considers both patient houscholds and entreprencurs.
Entrepreneurs take loans from patient households using their production
housing as collateral, and we refer this case as ‘borrowing to invest’. Our
impulse response analysis suggests that (i) the financial accelerator effect is
not observed given a goods sector technology shock, but appears given a
monetary policy shock; (ii) a housing preference shock leads to a decrease
in the volume of loans. Furthermore, given a goods sector technology shock,
our sensitivity analysis suggests that (i) the alternative monetary policy rule
reverses the dynamics: there is an increase in the volume of loans, thus we
have the financial accelerator effect; (ii) a higher loan to value ratio strength-
ens the re-allocation of housing and leads to a larger decrease in the volume
of loans.

Our third model considers both patient households and impatient house-
holds. Impatient households take loans from patient houscholds using their
domestic housing as collateral, and we refer this case as ‘borrowing to live’.
We find that the financial accelerator effect is not observed in this model.
Our impulse response analysis suggests that (i) a positive goods sector tech-
nology shock leads to a decrease in the volumes of loans; (i) a negative
monetary policy shock lowers the volume of loans; (iii) a housing preference
shock leads to a re-allocation of housing from patient households to umpa-
tient households and an increase in the volume of loans. Morcover, given
a positive goods sector technology, our sensitivity analysis suggests that (i)
the alternative monetary policy rule weakens the re-allocation of housing and
leads to a smaller decrease in the volume of loans; (ii) a higher loan to value
ratio strengthens the re-allocation of housing and leads to a larger deerease

in the volume of loans.
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2.A Appendix to Chapter 2
2.A.1 Lagrangian program for patient household

Patient households maximise utility subject to their budget constraint,
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2.A.2 Lagrangian program for entrepreneurs

Entreprencurs maximise utility subject to their budget constraint and their

borrowing constraint,
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2.A.3 Lagrangian program for impatient households

Impatient households maximise utility subject to their budget coustraint and

their borrowing constraint,

Ny~ : - s
? 7 K} ~ld i i | ! "
(3 (F(: In (Chop = SeCipnmy) i Inhyyy — =T (i sw) )
20

max E,Z +X . (,’ii)k

"3 1 t 1
¢ by by ng =0

i 1 i i
Wy M T Dheskl o + bk

i { 1wy
—Chok — Gharklygy — Toron b1k

] ik Groe ot kP W Tero ok ]
i i . it ti ke i
Atk (J’ ) (m. ( oo — by,




Chapter 2 72

2.A.4 The stochastic discount factor

From the patient households’ Euler equation, the inverse of real interest rate

Tet+1 Ue p41
E - =FE 3=
L( Ry ) t( Ucyt )

which is used to discount profit at time ¢ + 1. Furthermore, the inverse of

at time t is

real interest rate at time ¢t + 1 is

Tet+2 Ue t+2
Eiqy ('}'-;;— =F. {3
41 Ue 141

Therefore, the product of the inverse of real interest rate from period t to
t+kis

i=k
A E Tet+1 Tet+2 Tet+k — E Tet+i
Ltk = Ly =E | -
Rt Rt+1 Rt+k~1 i—0 R1+i—l

Uet+) HUet+2 5 Uet+k Mgk
= E, (,B AR S = E, [ ab 20t

Ue Ue,i+1 Uet4+k—1 Uy

This is the stochastic discount factor. While we use 3* to discount utility,

we use A; 4k to discount profit in terms of utility. Note that A, = 1.

2.A.5 The aggregate nominal price level

We know that a fraction 6 of retailers are not able to reset price in period
t. But we know that, among these retailers, we know that a fraction 6 of
retailers reset their prices in period ¢ — 1, i.e., a fraction 8 (1 — #) of retailers
use the optimal price from the previous period. Following the same logic, we
can rewrite the aggregate price in terms of the optimal price in period t — &,
k=0,123..

1

Py = ((1 ) (P;»‘)l_s +6(1-96) (Pf',t-l)l—.: + 62 (1 —8) (Pr‘.r:z)] e .,.)1:1
(P = (1-9) (P;!)l—s +6(1-19) (Pr-*,t-l)l‘S + 62 (1 -6) (P, 2)1" Tt
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Backward one period, gives

(Peaet)' ™8 = (L= 0) (P) " +(1=8) (P2,)) +62 (1= 8) (L)
Multiply both sides by 6, gives

0 (Per1)' ™ =0(1-6)( c",t)l—f‘w2 (1-6)( c‘,z—l)lve*’()3 (1-19) (Pc:tvz)lm;#..

1- . . .
Then use (P.;) ~° to replace all terms before t — 1 in the previous equation,
gives

(Por)' ™ = (1=8)(Py)  +6(Pn)

P = [(1=0)(Pi) 40Py ]

2.A.6 The steady state values from the simple model with entre-
preneurs

In order to solve the model, we need following steady state ratios: 9;)'#-, b,
g b ¢ ¢ gnh k°
WYY Y Y B

From the patient households’ Euler equation, the steady state value of

nominal interest rate is the inverse of the patient houscholds’ discount factor,
1
R=-
3
From the entrepreneurs’ Euler equation, we have
e e 'z
A =ui (1 - 3°R)

This equation suggests that the borrowing constraint is binding since 3¢ <
3o A >0

From the intermediate goods production demand for housing, we have
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the steady state value of ngh"-’

qzhe _ My
Y  Z

From the entrepreneurs’ demand for housing, we have the steady state
value of &% and %
Y qn’

gnh® Be‘Izhe 1
Y 7Y 1-(8(1-m)+m3)

and
g 1=-(3(1-—m)+ m;3)

dn 3¢
From the entrepreneurs’ borrowing constraint, we have the steady state
value of %
anh

be

; and 3,
b¢ m

qhh" N R

and
b* b qnh®

Y bt Y

From the entrepreneurs’ budget constraint, we have the steady state value

of %,
¢ q.h° I
- 1— =) —
Yy~ v © ( ﬂ) Y

From the goods market clearing condition, we have the steady state value

[
of T

=1 _

Y Y
From the patient households’ demand for housing, we have the steady
state value of ﬂ}',—h,
qgh

¢
Y 1-3Y
Combining the steady state value of Q“T"— and 1%, we have the steady
state value of %,
he _ anh® qnh
hooY Y
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2.A.7 The steady state values from the simple model with impa-
tient households

In order to solve the model, we need following steady state ratios: 9('_‘7", 9{*'—',
o wn' wn Y ¢ h
el R S R o

From the patient households’ Euler equation, the steady state value of

nominal interest rate is the inverse of the patient houscholds’ discount factor,

From the patient houscholds’ demand for housing, we have the steady
state value of 9’;—",
qgh

¢ 1-73

From the impatient households’ Euler equation, we have
A= (1-3R)ul

This equation suggests that the impatient households’ borrowing constraint
is binding since A\, > 0 < 3' < 3.
From the impatient houscholds’ demand for housing, we have steady state
value of 9%;'5-,
grh’ J

¢ (1-8)-(1-3R)u

From the impatient households’ borrowing constraint, we have the steady
1
state value of %,
qdn .
b 1

— = M=

grhi R

Combining the steady state value of 5%7' and 9—"(_—,'»'—', we have the steady
state value of %,
’ b b qhhi
gkt o

From the impatient household budget constraint, we have the steady state
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value‘of“’”,
ant b'
C 1 -(1-R)>

ot ot

From the intermediate goods firms’ demand for labour from impatient
households,we have the steady state value of ﬂ;,i,

wn' (1 =a)p,

Y  Z

Combining the steady state value of “’;;-”i and ¥ " , we have the steady
state value of —Z;f,
Y win! wint
PR / Y
From the goods marker clearing condition, we have the steady state value

of £

(-17

¢ Y

oo
. - 1] h
Combining the steady state value of 9%:‘—, £2and 5, we have the steady

state value of &,

hhz
ht L'—F,
7{ T b
c o

2.A.8 The difference between sticky prices and flexible prices

In models without sticky prices, the retailers’ real profit maximisation prob-
lem is

ek (3) ¢, Py,
max E‘ZA”H [—Lctt:—k_ 1k (2) — ﬁ}wk (2)

where Ak = Ey (/5"&::’—‘,") is the stochastic discount factor, which is used
<y

to discount profit in terms of consumption, P,., is the nominal price of

Iwcl

intermediate goods, and is the real price of intermediate goods. Every
retailer is able to set a prl(:e P{"L (z) to maximise the expected profits in this

period, by assuming the probability of fixed price to 8 = 0.
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Substituting the individual retailer’s output, Y;,; (z), by the individual

demand curve in the profit maximisation problem, we have

Pct‘k(z ( \ ,k( )) T xs .
Z Petr P t+
max Et At t+k :‘t ok ):'l rk e
P:t Z) _Iwr,ch Iv,tﬁk(z) )/'
Pr,t‘k Pr,f*k t+k
The first order condition derived from the retailers’ real profit maximi-

sation problem is the equation of the real optimal price, and it is expressed

as
3 . Peo Pet ‘ R
Qi = ——F, L (2.16)
AY (72
g Ruct
oy = v 247
Q= S5 (2.47)

in which we define the real optimal price as Q. = 7. This equation implies

that the optimal price set in period t depends on the real price of intermediate
- 1

gOOdS9 Pcit - ;_i—l we,ts

Then nominal price level can also be written as

-1 l-¢
Py= [ / 2 (2)! 70 d:} = P!, (2.48)
Jo
thus markup is fixed,
Pcp <
Z, = LI
‘ Pw(t,l g - 1

and also the the real optimal price,

P
(\21:,! - - =1

In this case, we are not able to derive the New Keynesian Curve that links

the nominal variables to real variables.

HIf the monopolistic competitive firms are intermediate goods Hrms, the optimal real
price will depends on the real marginal costs.
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Note that we still have a positive markup in the model since we have mo-
nopolistic competition. In contrast, under perfect competition, the clasticity
of substitution between differentiated varieties is infinity, ¢ = oo, thus the

markup is one, Z; = 1.
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3 An Examination of the Direct Effect and
the Feedback Effect from the Variable Hous-

ing Supply
3.1 Introduction

The housing sector is important to the economy, but it has been ignored in
business cycle analysis for a long time. A recent paper that treats housing
as alternative market goods is written by Davis and Heathcote (2005). They
consider a multi-sector model featuring housing production. In their repre-
sentative agents model, housing producers combine housing capital and land
to produce new housing, and households gain utility from both consump-
tion and housing. Their model can explain the dynamics of housing capital
investment well but not the dynamics of the house price.

When researchers have raised concerns over credit market imperfections,
an important reason for considering housing as alternative goods is that it can
be used as collateral of loan in the credit market. Iacoviello and Neri (2010)
estimate a two-sector model featuring nominal rigidities and credit market
frictions and they find that the main reason for the persistent increase in
house price is slow technological progress in new housing production. In their
heterogeneous agents model, impaticut households take loans from patient
households but they need to use housing as collateral because of credit market
imperfections, thus their borrowing constraints are related to the value of
their housing assets.

Following this work, various versions of lacoviello and Neri (2010) model
have been widely used, such as Notarpietro (2007), Paries and Notarpietro
(2008), Kannan, Rabanal and Scott (2009), Christensen et al. (2009), Sellin
and Walentin (2010), and, in particular, the settings of the housing market
are similar. We refer this setting as ‘the standard setting of the housing mar-
ket’, which assumes that every household trades housing in a given period.
We consider this standard setting in our benchmark model, which is a simple

DSGE model with the feature of sticky prices and housing production. After
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introducing a new housing production, we are able to discuss the supply side
effect on the economy, i.e., the impact of a change in housing supply, includ-
ing both (i) the direct effect and (ii) the feedback effect. The direct effect is
the impact of a housing sector technology shock, and the feedback effect is
the impact of a change in new housing production, caused by other shocks,
such as a goods sector technology shock or a monetary policy shock.

Our impulse response analysis suggests that the magnitudes of both direct
effect and feedback effect from new housing production is negligible to the
economy. We argue that the standard setting of the housing market is the
reason for our results. This standard setting assumes that every houschold
trades housing in a given period, thus all housing is traded. As a result,
the weight of new housing in the housing trading market is equal to the
depreciation rate of housing, which is small. Therefore, the magnitude of the
supply side effect is small.

Next, we examine the U.S. housing sector using data from the U.S. Census
Bureau for the period of 1968Q1 - 2009Q4. We find that several steady state
ratios from our benchmark model cannot meet their empirical targets. This
inconsistency between the model and the empirical evidence motivates us to
construct a new setting for the housing market, which is our first contribution
in this chapter. After constructing the new setting of the housing market,
those steady state ratios from the model are consistent with their empirical
targets. Moreover, from impulse response analysis, we find that the response
of the real house price to a housing sector technology shock is 60 times larger
than that under the standard setting, implying that the standard setting
largely underestimates the direct effect of new housing production on the real
house price. This result may challenge one of conclusions from lacoviello and
Neri (2010), i.e., the slow growth of housing sector technology is the main
cause of the persistent increase in real house price. Our chapter suggests
that, when the impact of housing sector technology shock on the house price
is properly estimated, the slow growth of housing sector technology becomes
less important to the persistent increase in real house prices. Next, given a
goods technology shock and a monetary policy shock, the feedback effect of

new housing production is also 60 times larger than that under the standard
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setting.

Our second contribution in this chapter is to introduce the feature of
time to build to new housing production, while it is commonly assumed that
a housing project starts and completes within one period in the literature.
Our empirical analysis suggests that a housing project usually takes several
quarters to complete, supporting the introduction of the time to build feature.

The feature of time to build has been introduced to goods capital. Kyd-
land and Prescott (1982) assume that an investment project takes four quar-
ters to complete, and they find that this feature is crucial to obtain a persis-
tent output movement. Gomme, Kydland and Rupert (2001) consider this
feature for the production of market capital in a two-sector model and argue
that this feature is essential for their model to match the cyclical propertics
of market and home investment. Tsoukalas (2011) considers a neoclassical
investment-q model with features of time to plan and time to build for the
installation of capital and show that cash flow may be important even cap-
ital markets are perfect and future investment opportunitics are properly
accounted for. His results suggest that investment cash flow sensitivities are
not the right framework to evaluate the credit market imperfections.

For the first time, the feature of time to build is introduced to new housing
production in this chapter. When we consider this feature in the benchmark
model, i.e., with the standard setting of the housing market, it does not
have any obvious impact on the economy, because the small weight of new
housing in the housing trading market implics that a change in new housing
production has a negligible impact on the economy.

In contrast, after constructing the new setting of the housing market, the
feature of time to build has an obvious impact on the real house price. This
is because that the weight of new housing in the housing trading market
is more reasonable, thus a change in new housing production will have an
obvious impact on the economy. One important implication of the feature
of time to build is that, given a goods sector technology shock or a mone-
tary policy shock, the feedback effect of new housing production leads to an
overshooting behaviour for the real house price since (i) the response of new

housing production has an opposite impact on the real house price against
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the shock, and (ii) the feature of time to build delays this effect while the
demand side effect is diminishing. For example, in response to a positive
goods sector technology shock, the real house price responds positively, but
it falls shapely and becomes negative when new housing production begins

to respond positively, before returning towards its steady state.

3.2 The benchmark model

Our benchmark model is a simple DSGE model with the feature of sticky
prices and a variable housing supply. When we assuine a fixed housing supply,
we can only observe the demand side effect on the real house price. After
introducing a new housing production sector, we can discuss the supply side
effect on the economy, i.e., the impact of a change in the housing supply.
The supply side effect includes (i) the direct effect, which is the impact of a
housing sector technology shock on the economy, and (ii) the feedback effect,
which is the impact of a change in new housing production, caused by other

. R
shocks, such as a goods sector technology shock or a monetary policy shock. "

3.2.1 Households

Houscholds are infinitely lived and of measure one. They consume final
goods, and demand domestic housing and supply labour. They maximise
their lifetime utility subject to their budget constraint. We assume that they
own the profitable retail goods productions.**

Similar with the Chapter 2, the houscholds’ lifetime utility function is

Z k . ; 149,
Et 5 (FC ln (C¢+k VCC’tﬁ-k-—l) +‘]'+k lll llt+k 1 ~ (”lfk‘) )

k=0

n

where E, is the expectation operator, 3 is the houscholds’ discount factor,

¢y is households’ consumption, ¢, measures the degree of consumption habit,

2The feedback effect shows that the response of real house price to an exopenons shock
is weakened or strengthened by the response of new housing production.

BHouseholds are identical to patient households in the simple DSGE model in the
Chapter 2.
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[, is a scaling factor, h, is domestic housing, n, is the supply of households’

labour, % is the Fisher elasticity of labour supply, and j is the weight on

domestic housing.

Given the lifetime utility function, the households’ marginal utility of

consumption is

1 1
ey = [y———— — 3¢,T

c* C
Ct — €cCt—1 Eiciiy — g0y

(3.1)

which expresses the marginal utility of consumption, u.,, in terms of lagged,
current, and future consumption.

The households’ real budget constraint shows that the real total expense
(LHS) should be no more than the real total income (RHS), and is expressed
as

¢+ Kny + qrehe + by
Ry

ol

< (Rgne +1 = 6kn) Kpyoy +weng + gy (1 — ) oy + b1+ fi

where g, is the real house price, b, is the volume of bonds purchased in
period ¢, w, is the real wage rate, R,_; is the (gross) nominal interest rate on
the bond hold in period t — 1, 7., is the (gross) inflation rate, and f; is the
real profit from retail goods firms. For the new housing production related
variables, Kj: is housing capital, Ryp, is the real rental price of housing
capital, &z, and &, are the depreciation rates of housing capital and housing
stock respectively. The real prices of final goods, bonds, and housing capital
are normalised to one.

We obtain four first order conditions from the houscholds’ lifetime utility
maximisation problem.** The first three are discussed already in the Chapter
2, and they are

R .
Uep = dEt ‘ u(;‘[+] (32)
Trc,H-l
"= Wil (3.3)

' The households™ utility maximisation problem is shown in Appendix.
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J .
Ghtlct = h_ + 8E, (Qh|t+lur,!+l) (3-4)
t

Equation 3.2 is the intertemporal optimality condition that governs the opti-
mal allocation of consumption over time. Equation 3.3 is the intratemporal
optimality condition that indicates how households make decisions about
consumption and labour supply in period t. Equation 3.4 is the intratem-
poral optimality condition that describes an optimal allocation of resource
between consumption and domestic housing in period ¢.

The fourth first order condition is the equation that governs households’

demand for housing capital, which is expressed as
. " r
ey = Bucyiy (Rinprr + 1 — in) (3.5)

which implies that the real price of housing capital in terms of the marginal
utility of consumption at t is equal to the sum of the expected real rental
price of housing capital and the expected real price of housing capital (for
reselling undepreciated housing capital) in terms of the discounted marginal
utility of consumption at ¢t + 1. This first order condition is an intertemporal
optimality condition that describes an optimal allocation of resource between

consumption and housing capital.

3.2.2 Goods production sector

Similar with the Chapter 2, in the goods production sector, we have three
players: (i) final goods producers buy retail goods from individual retail
goods producers, and compose them into final goods, which are ready for
consumption; (ii) retail goods producers (or retailers) buy intermediate goods
from intermediate goods producers, and differentiate the goods at no cost into
retail goods; (iii) intermediate goods producers combine goods sector tech-
nology and labour from patient households to produce intermediate goods,

which are then sold to retail goods producers.
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Final goods firms, retail goods firms, and intermediate goods firms
All of firms were described in the Chapter 2 already, here we only list equa-
tions that are relevant to the equilibrium of this model.'” The first order
condition derived from the retailers’ real profit maximisation problem is the

equation of the real optimal price, and it is expressed as

% k Pe.e F P, ik
€ Zkzgg At,t+kYt+k ( ) e

Peron Pet vk
1" k I
- oo
Zk:O 6 At,H-k}/HJc (p

1—¢ - Ly
)C,L Pc,!&k—l
etk P".l -1

e
P,

Qc,t =
g

in which we define the real optimal price as Q. =

.
.t

Given the features of sticky prices and price indexation, the nominal price
level can also be written as

.
Pot = [0 (785 Peat) ™+ (L= 0) P, ] (3.7)

The real profit from retail goods firms is

Puc 1Y), .
fe=Y - Pc‘;th = (1 - Z) Y (3.8)

which implies that the real profit is the difference between the real price of

final goods, which is normalised to one, and the real price of intermediate

Pwr,t

Pr,l )
The intermediate goods production function is

goods,

Y. = Ace (ne )™ (3.9)

where n., is households’ labour, y,, is the labour share of output. The goods

sector technology, A, ., follows the stationary process
Ay = AP AR (e a0 ~ N (0.0%,) (3.10)

The first order condition derived from the intermediate goods firtns’ real

I"We summarise all of equations that are needed to solve the model in the section of
‘Equilibrium’,
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profit maximisation describes the intermediate goods producers’ demand for

households’ labour, and it is expressed as
b

Y

Wy = fl, 5
iy

(3.11)
which implies that the real wage of labour, i.e., the marginal cost of labour,

is equal to the marginal product of labour.

3.2.3 Housing production sector

Housing firms Housing producers combine exogenous housing sector tech-
nology and housing capital from households to produce new housing, which
are then sold to households. We assume that housing firms are perfectly com-
petitive, thus they make zero profit. In addition, we assume flexible prices
in this sector.*Y :

The housing production function is
— Hih B
IHt - Ah,l ht—1 (.3]2)
where I H, is new housing, K, is lagged housing capital, j, is the housing
capital share of housing production.’” The housing sector technology, Ay,

follows the stationary process

1-p PAn &4 = 2 . .
Aps = A} AhAhyttL]e At gapr~ N ((), (J’Ah) (3.13)

In the perfect competitive housing market. firms produce at the point where the
marginal cost equals to the average total cost. MC = ATC. The short run supply curve
(the marginal cost curve above the average total cost curve) is upward-sloping. thus a
higher price (caused by a higher demand) leads to a higher supply. Due to the demand
shock is tempaorary. the price will fall back. and the supply will also fall back to the original
level.

"For simplicity. we only consider housing capital as the production factor. although we
may need other factors such as labour. land. intermediate input.
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The housing producers’ real profit maximisation problem is

o0
l?:?‘i(l E; Z At,t+k ((Ih,z+k1Ht+k - Rkh,t+k Ky 1)
' k=0
where A;,,« is the stochastic discount factor, gy, ./ H, is the real total revenue,
and Ry Kp - is the real total cost.

The first order condition derived from this real profit maximisation de-
scribes the housing producers’ demand for housing capital, and it is expressed
2 IH

Ryny = Qh,tllkhf\T—L (3.14)
hit-1
which implies that the real rental price of housing capital, i.c., the marginal

cost of housing capital, is equal to the marginal product of housing capital.

3.2.4 Monetary authority

Similar with the Chapter 2, the monetary authority uses the nominal interest
rate as a policy instrument to affect the real economy. The monetary policy

rule, which reacts to inflation and output, is

R or _-ane, (YT L 315
st (B e o
where R;_, is the lagged nominal interest rate, 7., is gross inflation rate, Y,
is actual output, and Y is the steady state value of output, ¢, ¢,, ¢, are
weights coefficients. The monetary policy shock, up;, follows the stationary

process

1- u u Eu y . :
uR‘t = ’LLR ’ Rul;z'{{_le R"- suH‘t ~ ]\f ((), ﬂil{) (J.lb)

The Fisher equation, which governs the relation between the real interest

rate and the nominal interest rate, is

R

r‘, = ————
Etﬂ'(-,wl

(3.17)

which implies that the (gross) real interest rate, ry, is equal to the nominal



Chapter 3 8

interest rate, R, adjusted by expected inflation rate, E;m.,y).

3.2.5 Market clearing conditions

Some clearing conditions were discussed already in the Chapter 2, but here
we list them to facilitate the summary of the model. The bonds market
clearing condition is

b, =0 (3.18)

which implies that (i) the aggregate saving is zero, and (ii) there is no bor-
rowing between agents since we consider a model with representative agents.

The economy-wide resource constraint or the goods market clearing con-
dition is

Y= + IRy (3.19)

which implies that the total output from goods sector is divided into con-
sumption goods, which is consumed by households, and investment in the
housing capital.

Similar with the Chapter 2, the labour market clearing condition is
Ng = Ney (33.20)

which implies that the supply of households’ labour is equal to the interme-
diate goods producers’ demand for households’ labour.

The housing market clearing condition now becomes
H =M (3.21)

which implies that the total supply of housing, which is not fixed anymore,
is equal to the total demand for housing.

Housing capital that is required in new housing production is a durable
asset and depreciates at a rate of 0g,. The equation that describes its aceu-

mulation process is

[\,h,t = (1 - (Skh) ]\'/,‘g_,l + [[\,hvf (.322)
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which implies that housing capital in the current period, K, is the sum
of undepreciated housing capital from the previous period, (1 — dxp) Kuyp-1,
and new investment in the current period, I K.

Similarly, housing is also a durable assets and depreciates at a rate of 4.

The housing stock accumulation process is
H¢=(1—5h)Ht_1+IH[ (323)

which implies that total housing stock in the current period, H,, is the sum
of undepreciated housing stock from the previous period, (1 — d,) H; .y, and
new housing in the current period, I H,.

3.2.6 Equilibrium

An equilibrium is an allocation of prices (e, Riy Qery Guay Wey Zty 1oy Rina),
quantities (c¢, Ucy, hey, Y2, nyy ncy, fr, by, THy Hyy Kpyy TR y), and exogenous
stochastic process {Ac., Any, uny} o, satisfying equations (3.1)—(3.23) given

the initial conditions for ., y, R;_y, ¢4y, Heo1y Kpyoy.

3.2.7 Calibration

Most of parameters are calibrated in a way that is consistent with Iacoviello
and Neri (2010). Some of them were discussed in the Chapter 2, but here
we discuss them again for convenience. For the household discount factor,
we set 3 = 0.9925 = 1.0379%5 implying a steady state annual real interest
rate of 3 percent. The households’ labour schedule is assumed to be flat,
¥, = 0.01. Besides, we set the weight on housing to j = 0.4, as this value,
together with the depreciation rates, allows our steady state ratios hit the

sample average in the next section. In addition, we switch off the feature of
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consumption habit by setting . = 0.

Households’ preference

The households’ discount factor 5 0.9925
The inverse of the elasticity of labour supply ~,  0.01
The weight on housing i 0.4
The degree of consumption habit Ec 0

Similar with the Chapter 2, the share of labour in the goods production
function is set to u,, = 0.63, implying that the steady state share of labour
income is 65%. For the retail goods sector, we assume a steady state markup
of 15% in goods sector by setting Z = 1.15. For the degree of prices stickiness,
we assume that 25% of retailers are able to re-optimise their prices in a given
period by setting 6 = 0.75, implying that price-setters can re-optimise their
prices once every 1—1—8 = 4 periods. In addition, we also switch off the feature

of price indexation by setting ¢, = 0.

Intermediate goods firms
Labour share i, 0.65
Retail goods firms
The steady state gross markup 2 1.15
The probability of fixed prices 6 0.75

The degree of price indexation ¢, 0

In the housing production function, we set the share of housing capital
in housing production to g, = 0.1, implying that the steady state share of
housing capital income is 10%. The depreciation rate of housing capital is sct
to dgp, = 0.03. These values are consistent with lacoviello and Neri (2010).
The depreciation rate of housing stock, however, is set to ¢, = 0.002, which
is supported by our empirical evidence in the next section. This parameter
is usually set to 0.01 — 0.025 in the literature, for example, it is set to (.01

in Tacoviello and Neri (2010). One consequence of our calibration is that the
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impact of new housing production on the real house price is weakened.

Housing production technology
The share of housing capital ey 0.1
Depreciation rates
The depreciation rate of housing capital &y,  0.03

The depreciation rate of housing stock 9,  (.002

For the monetary policy rule, we set the weight coefficients to ¢, = 0.6,

¢, = 1.5, and ¢, = 0.5, which are similar with lacoviello and Neri (2010)."

Monetary policy
The interest rate inertia ¢, 0.6

The weight coefficient on inflation ¢, 1.5

The weight coefficient on output ¢, 0.5

As we focus on the impulse responses of model variables to various tempo-
. . <
rary shocks, the autocorrelation coefficients of these shocks are set to 0.01."

Meanwhile, we set the standard deviations of all shocks to 0.01.

Autocorrelations of shocks

Goods sector technology Pae 0.01
Housing sector technology pap 0.01
Monetary policy pur  0.01
Standard deviations of shocks
Goods sector technology o4 0.01
Housing sector technology o 0.01
Monetary policy oo 0.01

"The estimates in lacoviello and Neri (2010) for these coefficients are ¢, = 0.61. o =
1.36. and é, = 0.51.
We use 0.01. instead of 0. to facilitate Matlab programs in the future research.
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3.2.8 Steady state ratios

When we calibrate the parameters, steady state ratios of the model should
be consistent with the sample average. The following table summaries the

sample average of the U.S. economy in the period 1947Q1 — 2011(94.”"

Interpretation Target
Annual real interest rate 3%
Consumption share 65%

Non-housing investment share  11%

Housing investment share 5%

Since we consider a closed economy and only have consumption and hous-
ing investment, we should target the modified ratios instead of these original
ratios.’! The modified ratios are summarised in the following table, and we
can see that the steady state ratios from our benchmark model are close to
their targets.>?

Interpretation Expression Target SS Value
Annual real interest rate R'-1 3% 3%
Consumption share ¢/GDP' 92.6% 91.6%
Investment in housing capital IK,/GDP"  0.4% 0.6%
Housing investment share qlH/GDP' % T.7%

3.2.9 Impulse response analysis

In this section, we discuss how model variables respond to various exogenous
shocks in the benchmark model. We consider three types of shocks: a positive
housing sector technology shock, a positive goods sector technology shock,

and a positive monetary policy shock. Recall that, after introducing the

WGources: U.S. Bureau of Economic Analysis.

Uf goods capital is not considered. the GDP is composed by consumption goods. in-
vestments in housing capital. and real value of new housing. i.e.. GDP' = C+ IKy + 4l H.

"2From lacaviello and Neri (2011). we infer that the ratio of investment in goods capital
to investment in housing captial is around 43.



Chapter 3 93

varied housing supply, we can discuss the supply side effect, which includes
both the direct effect and the feedback effect.

Housing sector technology shock First, we discuss the direct effect of a
variable housing supply. Figure 3.1 shows the impulse responses of variables
to a one percent positive shock in housing sector technology with persistence
of pap = 0.01.% A higher housing sector technology leads to a higher new
housing production, and thus a higher marginal product of housing capital.
The high marginal product of housing capital implies a higher real rental
price, thus a higher income and a higher consumption. Meanwhile, the higher
housing supply has a negative impact on the real house price, and this is the
direct effect from the housing supply on the real house price.

In particular, we notice that the impact of the housing sector technology
shock on the economy is small. When new housing production increases by
1%, the real house price decreases by 0.0015%, and the responses of other

variables are even smaller.
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Figure 3.1: Impulse responses to a positve housing sector techology shock
from the benchmark model.

% 1n all figures, impulse responses are measured as percentage deviations from the steady
state, and horizontal axes display the number of quarters after the shock.
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Goods sector technology shock and monetary policy shock Next,
we discuss the feedback effect from the new housing production given a goods
sector technology shock and a monetary policy shock respectively. Figure 3.2
shows the impulse responses of variables to a one percent positive shock in
goods sector technology with persistence of p,. = 0.01. A higher goods
productivity leads to a higher marginal product of labour, thus a higher real
wage and a higher real income. When households have a higher real income,
they demand more consumption and housing, which leads to a higher real
house price. Given the higher real house price, new housing production
increases and thus the marginal product of housing capital. As a result, the
real rental price rise, and then leads to a higher investment in housing capital.

In particular, this figure shows that the real house price positively re-
sponds to the positive goods technology shock, but we know that the increase
of the real house price is weakened by the higher new housing production.
Although this (negative) feedback effect is entangled with the (positive) de-
mand side effect of the shock on the real house price, we can infer that, when
new housing production increases by 0.08%, the feedback effect leads to a
0.00012% decrease in the real house price.”* Therefore, given a technology
shock, the feedback effect on the real house price is only 0.2% of the total
impact, which is 0.06%.

Figure 3.3 shows the impulse responses of variables to a one percent pos-
itive monetary shock with persistence of p,p = 0.01. A positive monetary
policy shock leads to a higher nominal interest rate and thus a higher real
interest rate, which leads to a lower current consumption. The lower con-
sumption causes a lower output and a lower marginal product of labour, thus
a lower real wage. As a result of the lower real income, houscholds demand
less housing, which leads to a lower real house price and a lower new housing
production.

Similar with the previous case, there is a feedback effect from new housing

production to the real house price. This figure shows that the real house

*!From the direct effect. we know that. when new housing production increases by 1%.
the real housing price decreases by 0.0015%. Therefore. when new housing production

increases by 0.08%. it should lower the real housing price by MQ%AV"—M = (LOOB 2%
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Figure 3.2: Impulse responses to a positve goods sector technology shock
from the benchmark model.

price negatively responds to the a positive monetary policy shock, but we
know that the decrease of the real house price is weakened by the lower new
housing production. Although this (positive) feedback effect is entangled
with the (negative) demand side effect of the shock on the real house price,
using the same approach in the previous case, we can infer that, when new
housing production decreases by 1%, the feedback effect leads to a 0.0015%
increase in the real house price.”” Therefore, given a monetary policy, the
feedback effect on the real house price is also negligible, i.e., less than one
percent (i.e., 0.2%) of the total effect, which is 0.8%.

The standard setting of the housing market and the supply side
effect From above analysis, we know that (i) the real house price responds
negatively to a positive housing technology shock but the direct effect of the
housing supply on the economy is negligible; (ii) the real house price responds

positively to a positive goods sector technology shock and negatively to a

" From the direct effect, we know that, when new housing production increases by 1%,
the real housing price decreases by 0.0015%. Therefore, when new housing production
increases by 1%, it should lower the real housing price by 200L5%1% — (0,0015%.
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Figure 3.3: Impulse responses to a positve monetary policy shock from the
benchmark model.

positive monetary policy shock, and we can infer that the feedback effect
from the housing supply is negligible as well, although the feedback effect
is entangled with the demand side effect. In sum, through new housing
production, the supply side effect on the real house price is not important at
all.

Before discussing the relation between the results and the model, we
briefly describe the housing market in the benchmark model. For the de-
mand side, every household enters the housing trading market in a given
period. They sell their existing undepreciated housing and purchase the op-
timal quantity of housing according to their optimality condition. For the
supply side, housing producers combine housing sector technology and hous-
ing capital to produce new housing, and the total housing supply includes
both existing housing and new housing, according to the housing accumula-
tion process. The housing market equilibrium condition indicates that the
demand for housing is equal to the supply of housing in a given period. This
setting of the housing market is widely used in the literature and can be seen
as a standard setting.

We suppose that the standard setting of the housing market is the reason
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for our result that the supply side effect is small. This standard setting as-
sumes that every household enters the housing market to choose the optimal
quantity of housing in a given period according to their optimality condition.
This assumption implies that, in a given period, (i) the probability of trade
is one, and (ii) all housing is traded. As a result, the weight of new housing
in the housing trading market is small, i.e., is equal to the depreciation rate
of housing stock 4, = 0.2%. Therefore, since exogenous shocks affect new
housing production but not existing housing, the magnitude of the supply
side effect, including both the direct effect and the feedback effect, is small.
In the next section, we will show that several steady state values from this
standard setting are not consistent with their empirical targets from the U.S.

housing sector, and we will construct a new setting for the housing market.

3.3 An investigation of the U.S. housing sector

In this section, we examine the U.S. housing sector using data from the U.S.
Census Bureau for the period of 1968Q1 — 2009Q4. Firstly, we generate
several empirical ratios and use them as targets for the steady state ratios

from our theoretical model. Secondly, we calculate the average length of a

housing project.

3.3.1 The empirical ratios

Firstly, we generate several empirical ratios from the U.S. housing sector. We
employ three quarterly series: (a) new housing sold; (b) existing housing sold;

(¢) total occupied housing units. Combining these three quarterly series, we
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have following new quarterly series.”®

New quarterly series Combination method
Total housing sold (d) (a) + (b)
TorT e T s (a) / (c)
T()tal’I(‘;'r::ip};;‘)(‘lls.}l::{l:x)ll:unirs (d) / (C)

Figure 3.4 plots the ratio of new housing sold to total occupicd housing
units. This ratio was fluctuating between 0.001 and 0.003 from 1963Q1 to
20094, and the average value of this ratio is 0.002, implying that, in a given

quarter, 0.2% of total occupied housing is newly built.

The ratio of NH sold to TOH units
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Figure 3.4: The ratio of new housing sold to total occupied housing units.
Sources: U.S. Census Bureau.

Figure 3.5 plots the ratio of total housing sold to total occupied housing
units. During 1968Q1 and 2009Q4, the minimum value of this ratio is 0.006
and the maximum is 0.018. The average value of this ratio is 0.0115. This
suggests that, in a given quarter, 1.153% of total occupied housing is traded.

Figure 3.6 plots the ratio of new housing sold to total housing sold. We
interpret this ratio as the weight of new housing in the housing trading mar-
ket. This weight was between 0.2 to 0.25 before 1974. From 1974 to 2006,

6 We use the series of total occuplied housing units instead of the series of total housing
units because we assume that all housing provide utility to households in our model. Our
results are not affected by the choice of these two series.
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Figure 3.5: The ratio of total housing sold to total occupied housing units.
Sources: U.S. Census Bureau.

this weight was fluctuating between 0.15 to 0.2. Since 2007, this weight has
began to fall and was around 0.07 in 2009, reflecting a sharp decrease in
new housing production since the financial crisis. The average value of this
weight is 0.172 over our sample period, implying that the average weight of
new housing in the housing trading market is 17.2% in a given quarter.
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Figure 3.6: The ratio of new housing sold to total housing sold. Sources:
U.S. Census Bureau.

Here we summarise above empirical ratios in the following table: in a
given period, (i) 0.2% of occupied housing units are new housing, (ii) 1.13%

of total occupied housing umnits are traded, (iii) 17.2% of traded housing
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is new housing. They are the targets of the steady state ratios from our
benchmark model. Firstly, as we calibrate the depreciation rate of housing
stock to 8, = 0.002, the steady state ratio of new housing to total housing
meets its target. Secondly, since it is been assumed that all housing is traded
in a given period, the ratio of total housing sold to total housing is always
equal to 1. We are not able to re-calibrate any parameter to allow this ratio to
hit its target. Thirdly, because of the same reason that housing sold is equal
to total housing, the ratio of new housing sold to total housing sold is always
equal to the first ratio, thus this ratio cannot hit its target either. Overall,
while the first ratio can hit its target, the second and third ratios cannot meet
their targets in the benchmark model. The inconsistency between the steady
state values and the empirical ratios motivates us to construct a new setting

for the housing market by introducing the possibility of trading housing.

Description Target SS value
Tntul‘(\‘r:-‘(‘:l::i(:'lv‘iml;:il:‘i:ln: nunits 0.002 0.02
Torul1(;:-t:‘l:plil::llhl}lxltli:l)llj.‘:l units 0.0115 1

Solwwell 0172 oo

3.3.2 The feature of time to build

Moreover, we examine the length of time required to complete a housing
project. In the U.S. housing sector, there are two stages for a housing project:
(1) from authorisation to start; and (ii) from start to completion. Both stages
take time. The following table shows the time required for these two steps
respectively, for a building with one unit. The average time is 0.8 month for
the first step and 6.2 months for the second step. These facts support us to
consider the feature of time to build in new housing production, rather than
using the assumption that a housing project is started and completed within
one period. In general, we assume that a housing project takes 4 periods to
complete, i.e., 12 months, since (i) building with one more unit takes longer
at both steps, (ii) it also takes some time from completion to sold, 5.6 months

on average. Therefore, our empirical analysis motivates us to introduce the
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feature of time to build with a 4-period lag into new housing production.

Description Duration
From authorisation to start 0.8 month

From start to completion 6.2 months

From completion to sold 3.6 months

3.4 The benchmark model with the new setting of the

housing market

In this section, we construct a new setting of the housing market that allows
the steady state ratios from our model to be consistent with their empirical

targets. This is our first contribution in this chapter.

3.4.1 The probability of trade and the optimal housing

In order to construct the new setting of the housing market, we introduce
the Calvo (1987) assumption to the household sector. Calvo (1987) assumes
that only a fraction of firms can reset their prices in a given period. This is
a comumnon assumption for the feature of sticky prices in DSGE models. In
our model, we assume that households can enter the housing trading market
with probability 1— ), in a given period.”” Let A} denote the optimal housing
demanded by households who are able to trade in period t.

Then we update the housing stock accumulation process and the equilib-
rium condition in the housing trading market.”® Firstly, the housing stock

accumulation process becomes

H( = /\s (]. - (Sh)Ht—l -+ (1 e /\q) h;

"7In particular. if we set A, = 0. we have the standard setting. i.c.. every household can
trade housing in a given period. Besides. if we set A, = 1. every houschold cannot trade
housing in his/her lifetime.

M Calvo(1987) considers the profit maximisation problem for a firm who is able to reset
price. and then produce the aggregate price using the probability.  Shuilarly. we solve
the utility maximisation problem for a household who is able to trade. and then use the
probability to obtain the aggregate housing using the housing accumulation process,
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where hj is the optimal housing, and (1 — A;) &} is the total optimal housing
given only a fraction (1 — A,) of households can trade. This cquation implies
that the total housing stock in period ¢, H,, is composed by (i) the undepre-
ciated housing from ¢t — 1 held by the fraction of households that are unable
to trade, A, (1 — dp) H;-, and (ii) the optimal housing held by the fraction
of households that are able to trade, (1 — A;) h}.

The equilibrium condition in the housing trading market is
(L=A)hy =1 -=-2)(1 =60 H 1+ IH,

In period ¢, households enter the housing trading market with probability
(1 = As)- They sell their existing undepreciated housing purchased from pe-
riod t — 1, (1 — é,) Hy_), and demand optimal housing, h;. Therefore, this
equation shows that, in the housing trading market, the total demand for
housing is equal to the total supply of housing, which is composed by unde-
preciated existing housing, (1 — A,) (1 — 6,) H;_y, and new housing, TH,.”"

We can rewrite this equilibrium condition as
(L=X,)(hi = (1= 0,) H,y) = IH,

which shows that, in the housing trading market, the demand for new housing
is equal to the supply of new housing, as the difference between the optimal
housing, h}, and undepreciated existing housing, (1 — 48,) H, _y, is the demand

for new housing, given that a fraction (1 — X,) of houscholds can trade."

If we combine these two equations. we obtain the standard form of the housing stock
accumulation process

H =(1-6,)H,_,+1H,

0 At steady state, new housing production is positive as oxisting housing is depreciating.
In the log-linearised form. we consider the neighbourhood around the steady state. But
we acknowledge the possibility of negative new housing production in reality.
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3.4.2 The optimality condition between housing and consumption

The second modification is in the households’ lifetime utility maximisation
problem. We modify the households budget constraint and obtain an up-
dated intertemporal optimality condition that governs households’ demand
for housing. When a household enters the housing trading market and de-
cides the optimal housing h*, he must take into account the possibility of
trade and no trade in the future.’!

The first order condition derived from the updated households’ lifetime

utility maximisation problem is

Qraley = it—
tUe, hy
+r8/\sjt+l'}%;' + (1= A) 3 (1 = 6n) Bt (ghes1terrt)
+x32/\§jz+2h%— + (1= ) A2 (1 = 60)° B (qnpsaticas2)
+33)\3 m% + (1= A) X233 (1 = 00)" Er (Gnasstiesrs)
+...

or
_ k ok Jt+k k ok+1 k+1
qhtUct = E Asi3 71*_ + E (L= A58 (1 —464) Er (QnaskriVed i)
k=0 t k=0
or in recursive form

1
Qhilley = FRM + Ry,
l
Ry = Ji+ ABR14
Ry = (1=X) 31 =) Ey (GhasiUteg+1) + A3 (1 = 3) Raygy

which implies that the real house price in terinus of the marginal utility of con-

5'The updated households™ utility maximisation problem is shown in the Appendix.
Importantly. the bonds market clearing condition needs to be reconsidered. If we assnme
that households belong to a family or assume a perfect insurance market to maintain a
same consumption level. the bonds market clearing condition can hold.
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sumption at t equals to the sum of the marginal utility of housing at f + k,
k=0,1,2,..., and the expected real house price (for resale) in terms of the
discounted marginal utility of consumption at ¢t + k&, & = 1,2, ..., taking the
discount factor and the probability of trade into account. This intratempo-
ral optimality condition describes an optimal allocation of resource between
consumption and domestic housing, and links the real house price to the op-
timal housing, rather than the total housing stock in the standard setting of

the housing market.%?

3.4.3 Calibration

In the new setting of the housing market, the probability of no trade, A,, is the
only new parameter we introduce. In order to make the ratio of total housing
sold to total housing hit its target, we set this parameter to A, = 0.9905,
which means that 99.05% of households do not trade housing in a given
period. Therefore, the probability of trade, 1 — A,, is 0.0095, implying only
0.95% of households enter the housing trading market in a given period. This
calibration implies that each household can re-enter the housing market once
over 105 (i.e., is equal to 1—},\—;) quarters, i.e., 26 years interval. Meanwhile,

we keep the depreciation rate of housing stock at &, = 0.002.

Households preference
Probability of no trade A 0.9905
Probability of trade 1-2, 0.0095

Depreciation rate

The depreciation rate of housing stock 4, 0.002

Y21f we assume the propability of trade to one, A, = 0. the first order condition becomes
the standard form in the benchmark model.

Jtoo .
Ghtlber = 55 + 3(1 = dp) Bt (qresrtters1)
't
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3.4.4 Steady state ratios

Here we discuss the steady state ratios. Firstly, by setting the depreciation
rate of housing stock to é, = 0.002, the steady state ratio of new housing sold
to total housing, TH/H, is consistent with its empirical value, (0.002. Sec-
ondly, if we set probability of trade to 1 — A\, = 0.0095, together with the de-
preciation rate, the ratio of total housing sold to total housing, (1 — A,) h*/H,
can meet its target, 0.0115. Thirdly, given the probability of trade and the
depreciation rate, the steady state ratio of new housing sold to total housing
sold, TH/ (1 — As) h*, can also hit its target, 0.172. Therefore, our new set-
ting allows these ratios to hit their targets simultaneously."® In particular,
the weight of new housing in the housing trading market is 17.2%, much

higher than that in the standard setting, 0.2%.

Empirical ratios Expressions Targets SS Values
——————““K,}:;”;‘;‘;i;l‘;“‘ g, 0.002 0.002
wiwhoming sl U2 2§y (1= A) (1—6,) 00115 00115
o b wld A = Sl 0.172 0.172

Meanwhile, we also need to check whether other steady state ratios meet
their targets. Similar with the benchmark model, when we set the deprecia-
tion rate to 4, = 0.002, we still need to set the housing preference to j = 0.4
to allow the following steady state ratios close to their targets, which are
the sample averages between 1947Q1 and 2011Q4 from the U.S. Burcau of
Economic Analysis.

Interpretation Expressions Targets Values
Annual real interest rate R' -1 3% 3%

Consumption share c¢/GDP' 93% 92.2%
Investment in housing capital IK),/GDP’ 0.3% 0.6%
Housing investment share qlH/GDP' [ 7.2%

B3 1f the first and second ratios hit their targets. the third ratio will do so as well,
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3.4.5 Impulse response analysis

Housing sector technology shock Figure 3.7 shows the impulse re-
sponses of variables to a one percent positive housing sector technology shock
with persistence of p4, = 0.01. From the lower-left panel, we can see that
the response of the real house price under the new setting (dashed line) is
much larger than that under the standard setting (solid line). Precisely, when
new housing production increases by 1%, the real house price decreases by
0.09%, which is around 60 times larger than that under the standard set-
ting, 0.0015%, implying that the direct effect of a variable housing supply
on the real house price is largely underestimated under the standard setting.
This result may challenge one of conclusions from Iacoviello and Neri (2010)
that the slow growth of housing technology is the main cause of the persis-
tent increase in the real house price. Our results suggest that, if the impact
of housing sector technology on the real house price is properly measured,
the rise in the real house price may not be mainly contributed by the slow
growth of housing technology because an increase in the housing technol-
ogy has much larger impacts on the real house price. Meanwhile, from the
upper-right panel, consumption increases less as houscholds shift resource to

the housing sector because of a higher real house price.

Goods sector technology shock and monetary policy shock Figure
3.8 shows the impulse responses of variables to a one percent positive goods
sector technology shock with persistence of p,. = 0.01. Since we know that
the feedback effect is negligible in the benchmark model (solid line), the dif-
ference between these two lines approximates the magnitude of the feedback
effect. We can see that, under the new setting (dashed line), the feedback
effect has an obvious negative impact on the real house price. More precisely,
given a positive goods sector technology shock, when new housing production
increases by 0.08%, the feedback effect leads to a 0.0072% decrease in the

real house price.’ Therefore, the feedback effect is around 12% of the total

“'From the direct effect. we know new housing production increases by 1%. the real
house price decreases by 0.09%. Therefore. when new housing production increases by
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Figure 3.7: Impulse responses to a positive housing sector technology shock.
The solid line is from the benchmark model and the dashed line is from the
benchmark model with the new setting of the housing market.

impact, 0.06%.

Figure 3.9 shows the impulse responses of variables to a one percent pos-
itive monetary policy shock with persistence of p,p = 0.01. Similar with the
previous case, the difference between these two lines also approximates the
magnitude of the feedback effect. Under the new setting (dashed line), the
feedback effect also has an obvious impact on the real house price. More
precisely, given a positive monetary policy shock, when new housing produc-
tion decreases by 0.1%, the feedback effect leads to a 0.09% rise in the real
house price.’” Therefore, similar with the previous case, the feedback effect
is around 11% of the total impact, 0.8%.% In sum, under the new setting of
the housing market, the feedback effect is around 60 times more than that
under the standard setting, implying that the feedback effect of a variable

0.08%. it should lower the real house price by “09%:0.08% — (,0072%.

55From the direct effect, we know new housing production increases by 1%, the real
house price decreases by 0.09%. Therefore, when new housing production increases by
1%. it should lower the real house price by %0%%x1% — (,09%.

56 For both case, under standard setting, the feedback effect is less than one percent (i.e.,
0.2%) of the total impact.
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Figure 3.8: Impulse responses to a positive goods sector technology shock.
The solid line is from the benchmark model and the dashed line is from the
benchmark model with the new setting of the housing market.

housing supply on the real house price is also largely underestimated under
the standard setting.

3.5 The feature of time to build

While it is commonly assumed that a housing project is started and com-
pleted within one period. Our previous empirical analysis suggests that a
housing project takes several quarters to complete. Therefore, in this sec-
tion, we relax the standard assumption and consider the feature of time to
build for new housing production. The feature of time to build has been
introduced to goods capital in Kydland and Prescott (1982), Wen (1998),
Tsoukalas (2010), but this is the first time it is used for new housing produc-
tion in our chapter. We will consider this feature to the benchmark model
and the benchmark model with the new setting of the housing market re-

spectively to discuss its impact on the dynamics.
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Figure 3.9: Impulse responses to a positive monetary policy shock. The solid
line is from the benchmark model and the dashed line is from the benchmark
model with the new setting of the housing market.

3.5.1 The feature of time to build for investment

The feature of time to build was originally introduced to goods capital. In
a standard setting without this feature, a investment project takes only one

period to complete. As a result, the capital stock accumulation process is
Kei=(1—-0)Kee1+ 1K,

which shows that investment at period ¢, [ K., becomes productive capital
at period t + 1, with a 1-period lag.

After introducing the feature of time to build, the investment project
takes more than one period to complete. If we assume a J-period lag in the

investment project, the capital stock accumulation process becomes
Keg=(1-0)Ke1 +1Kcy_(4-y)

which shows that investment at period t — (J — 1), IK.;_(;-1), becomes

productive capital at period t + 1, after .J periods.
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3.5.2 The feature of time to build for housing production

In the literature of DSGE models with housing, it is commonly assumed that
a housing project is started and completed within one period. The standard

housing production function is
— Hh
ITHy = A K}y

which implies that a housing project, I H,, is initiated and completed in
period ¢, using housing sector technology in period ¢, Ay, and housing capital
from period t — 1, Kp, ;.

Then we introduce the feature of time to build to new housing produc-
tion."” If we assume a J-period lag in new housing production, the simplest
case is to assume that housing has been built at ¢t — J and becomes available
in period t. The sequence of this approach is that: (i) at period t —.J, housing
producers built new housing using housing capital A}, ; (ii) at period ¢,
housing producers make new housing available in the housing trading mar-
ket. This new feature affects two equations in the model: (i) the housing
production function, and (ii) the housing producers’ demand for housing
capital.

Firstly, the housing production function becomes
— “Hh
IH, = Ah,f~.ll‘h,g-1—J

which implies that the new housing available in period ¢, [ H,, is built using
the housing sector technology from period t — J, Ay, and the housing
capital from period t — 1 — J, Kj,_;_,.

Secondly, the housing producers’ real profit maximisation problem is

oC
Inax E; E Atk (Qraend Higk — RinoscKnevn-1)
ht—1
k=0

where g I H, is the real revenue and Ryp, K- is the real cost in period

57 Actually. we can introduce this feature twice. i.e.. for housing capital and housing

production respectively.



Chapter 3 111

t. Without the feature of time to build, the difference between them is the
profit of the housing projects initiated at period ¢t. In contrast, given the
feature of time to build, the profit of a housing project that starts at period
t is the difference between its real future revenue, gp 4, Hy, and its real
current cost, Rgp (Kp 1.

The first order condition derived from this real profit maximisation de-
scribes the housing producers’ demand for housing capital, and it is expressed
as

Rkh,t = EtAt.!+J(1h,I+JAh,!Nh]\’;:";::

= EtAt‘t+JQh,t+J/‘h§\f{i‘i

hit-1
where A, is the stochastic discount factor, which is used to discount profit
in terms of utility. This equation implies that the real rental price Ry, is
equal to the expected marginal product of housing capital, which depends
on the future real house price g, ;. Besides, this equation also implies that
housing producers are concerned with the profit over each project, instead of

the profit over each period.

3.5.3 Impulse response analysis for the benchmark model with
the feature of time to build

First, we consider the feature of time to build in the benchmark model. We
consider a 4-period lag in new housing production since the cmpirical data
suggests that it usually takes 4 quarters to complete a housing project.
Figure 3.10 and 3.11 shows the impulse responses of variables to a one
percent positive goods sector technology shock with persistence of p . = 0.01
and a one percent positive monetary policy shock with persistence of p,,, =
0.01, respectively. We can see that the feature of time to build does not
have any obvious impact on model variables except new housing production.
This is because the weight of new housing in the housing trading market is
negligible, i.e., 0.2%, in the standard setting, thus a change in new housing

production has no obvious impact on the economy.
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Figure 3.10: Impulse responses to a positive goods sector technology shock.
The solid line is from the benchmark model and the dashed line is from the
benchmark model with the feature of time to build.
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Figure 3.11: Impulse responses to a positive monetary policy shock. The solid
line is from the benchmark model and the dashed line is from the benchmark
model with the feature of time to build.

3.5.4 Impulse response analysis for the benchmark model with
the new setting of the housing market and the feature of
time to build

Then we add the feature of time to build into the benchmark model with the
new setting of the housing market. We also consider a 4-period lag in new
housing production.

In the new setting, the weight of new housing in the housing trading
market is around 17.2%, thus a change in new housing production have a
larger impact on the real house price. Figure 3.12 and 3.13 shows the impulse
responses of variables to a one percent positive goods sector technology shock
with persistence of p,. = 0.01 and a one percent positive monetary policy
shock with persistence of p,p = 0.01, respectively. Recall that, in the model

without the feature of time to build, the feedback effect has a larger impact
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on the real house price under the new setting (dotted line) than that under
the standard setting (solid line), and the difference between these two lines
approximates the magnitude of the feedback effect.

After introducing the feature of time to build, together with the new set-
ting, the dynamics of the real house price (dashed line) has changed. We can
see that the feedback effect on the real house price is delayed while the de-
mand side effect of the shocks is diminishing, thus the feedback effect is more
obvious. Therefore, one important implication of the feature of time to build
is that, given a goods sector technology shock or a monetary policy shock,
the feedback effect leads to an overshooting behaviour for the real house
price. For example, the real house price responds positively to the goods
sector technology shock, but it falls shapely and becomes negative when new
housing production begins to respond, before returning towards its steady
state. This is because that (i) new housing production responds positively
to the goods sector technology shock and this higher housing supply has a
negative impact on the real house price; and (ii) the feature of time to build
delays this negative feedback effect while the positive demand side cffect is

diminishing.

3.6 Conclusion

In this chapter, we introduce new housing production into the model, hence
we can discuss the supply side effect, which includes both the direct effect
and the feedback effect.

Our impulse response analysis suggests that the magnitudes of these two
effects from new housing production are negligible to the economy. We sip-
pose that the standard setting of the housing market is the reason for our
results. This standard setting assumnes that, in a given period, every house-
hold enters the housing market, thus all house is traded. Consequently, the
weight of new housing in the housing trading market is equal to the depreci-

ation rate of housing, which is small. Therefore, the magnitude of the supply
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Figure 3.12: Impulse responses to a positive goods sector technology shock.
The solid line is from the benchmark model, the dotted line is from the
benchmark model with the new setting of the housing market, and the dashed
line is from the benchmark model with the new setting of the housing market
and the feature of time to build.
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Figure 3.13: Impulse responses to a positive monetary policy shock. The solid
line is from the benchmark model, the dotted line is from the benchmark
model with the new setting of the housing market, and the dashed line is
from the benchmark model with the new setting of the housing market and
the feature of time to build.
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side effect of new housing production, including the direct effect and the
feedback effect, is small.

Next, our empirical analysis shows that several steady state ratios from
the benchmark model cannot meet their empirical targets. This failure mo-
tivates us to construct a new setting for the housing market. As our first
contribution in this chapter, the new setting of the housing market allows
that (i) the steady state ratios from the model to be consistent with their
empirical targets, and (ii) the supply side cffect of new housing production
on the real house price to increase by 60 times.

Our second contribution in this chapter is the introduction of the time
to build feature in new housing production. This feature is also supported
by our empirical evidence. One important implication of the feature of time
to build is that, given a goods sector technology shock or a monetary policy
shock, the feedback effect leads to an overshooting behaviour for the real
house price because the response of new housing production brings an oppo-
site effect on the real house price against the shock, and the feature of time

to build delays this effect while the demand side effect is diminishing,.
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3.A Appendix to Chapter 3
3.A.1 Lagrangian program for household in the benchmark model

The benchmark model in this chapter is a simple DSGE model with the
feature of sticky prices and a housing production. houscholds maximise their
lifetime utility subject to their budget constraint,

g (Fc In(cpk — €cCophk—1) + Jrgk Inhegy — T;l;‘ () )

oc - ,
nax E (Rihgsk +1 = 0kn) Knsono1 + Wrpktisn
t
Z 2k c Ry s
ct bt ne by Ky =0 +/\t+k3 +Qht+k (1 — ()h) hl+k—l + rr,p 'k’ ;.-l [),+;‘._] + f{+k

v
—Ctyk — I\h,t+k — Qhaskhisr — by

3.A.2 Lagrangian program for household in the benchmark model

with a new setting of the housing market

The following table summarises the utility and the budget constraint in pe-
riod t + k,k = 0,1,2,..., if the households can trade in period (. After
combining these expressions, we obtain the lifetime utility function and the

contemporary budget constraint.
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Period ¢t
utility

prob of trade 1
In hy

budget constraint gnt (L — 0n) Hi—y — qnihy

prob of no trade ()

Period ¢t + 1
utility

prob of trade 1 — A,
Inhj,

budget constraint  gn 1 (1 = 0n) by — gres 1Py,

prob of no trade A\,
In(l —ap)hy
qh,t+t (1 - 5h) ’l; — ht+1 (1 - 5}.) hf

Period t + 2
utility

prob of trade A, (1 — A,)
Inhj,,

budget constraint ¢, ,.0 (1 — 6h)2 hy — qnisv2hi

prob of no trade A2
ln (1 = d4)° hy

L2 . S 2.
qht+2 (1 - hh)z h, — {h.t+2 (1 — ) }'1

Period t + k
utility

prob of trade \*~' (1 - ),)
Inhy
budget constraint qp sk (1 — 8,)" hy — TR

k

5

prob of no trade X
In(l =a,) h;

N g x NRLEE
Ghak (1= 80) = gk (L= 00)"

The households maximise their lifetime utility subject to their budget

constraint,

3 Leln(erpr — ceCipn) — —‘-H,]% ('”t+k)l+~ !
. RV T : .
- +]z+kz\f In(1—8,)" Ay + jrpadf (1= A) hy otk

E)
cobe e by Kh

max
k=0 +/\t+k5k

O = qh ¢t (l - (5[,) H(,] — qh‘lh’{‘
k-1 1—8n)F by — Ak 18, by
/\3 (Ih.t+k( h) hr - /\,,-Qh‘1+k( h) t

~ AN = A qrsnhi g

3.A.3 Steady state ratios for the benchmark model

In order to solve the model, we need following steady state ratios: ’—’(—‘1* and

Y

PR

From the households’ marginal utility of consumption, we have

1
. = —
.
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since ', = {=5=.
c

From the households demand for housing, we have the steady state value
h
Of gh_,

c

c C1-3(1—6n

From the housing market clearing condition, we have

anh J

h=H
Thus we have the steady state value of 9"(—”,

wH _ ah
C &

From the housing capital accumulation process, we have the steady state

. i
value of 57,

IH 5
T O
Combining the steady state value of ﬂkp—’—’ and ’—,’{, we have the steady state
value of 9"—!—’1,
th H qhH IH
c ¢ H
From the households’ demand for housing capital, we have the steady

state value of Ry,

From the housing producers’ demand for housing capital, we have the

steady state value of 9,—’1,'—”,
kh

qlH
Rin = 1), ——
kh My K,
qlH Ry
Kin Rip

From the housing capital accumnulation process, we have the steady state
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value of —’-,’(iﬁ,
h
IK,
Ky

= 5kh

Combining the steady state value of -‘1% and %h, we have the steady state
value of %ﬂ,
h
thH N thH/IKh
IK; K, " Ky

Then combining the steady state value of 91'{—’1 and gﬁ{i’ we have the

steady state value of K&

c

IK, thH/thH
c ¢ IK,,

From the goods market clearing condition, we have the steady state value
of %,
Y IK,

_.=1+._.___._
C C

3.A.4 Targets for steady state ratios

Here are the target steady state ratios from lacoviello and Neri (2010).

Interpretation Expressions Targets
Annual real interest rate R* -1 3%
Consumption share ¢/GDP 67%
Business Investment share (IK.+IK))/GDP 27%
Housing investment share qIlH/GDP 6%
Housing wealth qH/ (4- GDP) 1.36
Business investment in non-housing sector K./(4-GDP) 2.05
Business investment in housing sector K/ (4-GDP) 0.04
Value of land pi/ (4-GDP) 0.5

where the GDP is composed as GDP = ¢+ [K, + K, + ¢,/ H. We can

derive the ratio of investment in goods sector to investiment in housing sector
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K¢
1 L AK . BkeKe _ Okeqy
from this table: TKn SenKn Ben -

Our targets from empirical data are

— 0.025+2.05 .
= G0 ~ 43.

3%0.04

Interpretations
Annual real interest rate

Consumption share

Housing investment share

Non-housing investment share

Targets
3%
65%
11%

5%

Since we do not have goods capital, we replace GDP by GDP' = ¢+ I K), +
qrn I H. Now we produce the steady state ratios that need to be consistent with

the sample average from data. Given the ratio of investment in goods sector

to investment in housing sector is 43, we know that the share of investment

in housing sector is 11% * 3% = 0.25%.

The revised targets for the GDP-related steady state ratios are obtained

as
c ¢ GDP 1
= = OGF —— 92.'-0/
GDP' ~ GDPGDP' > t0q02 U7
IK, IK, GDP 1 o
GbP ~ GDPoDP ~ 0% * s = 04%
thH _ (1),IH GDP — 0.05 * 1 _ =y
GDP' ~ GDPGDP ~ 7 07025
sinco S05 = ORI 70,250
Revised targets for steady state ratios are
Interpretations Expressions Targets
Annual real interest rate R' -1 3%
Consumption share ¢/GDP' 92.5%
Business investment in housing sector IR, /GDP’ 0.4%
Housing investment share qgI[H/GDP' ™
The consumption to GDP ratio is
c GDP’ IK, gl
=1 =1/114+—
cop =V /(+(-+(-)
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The housing capital investment to GDP ratio is

IK, IK, ¢
GDP'~ ¢ GDP
The value of new housing to GDP ratio is

thH _thH cC
GDP' ¢ GDP

3.A.5 Steady state ratios for the benchmark model with the new
setting of the housing market

From the housing trading market clearing condition, we have

IH _ 6’:
(1= A h Sn+ (1=A)(1 =6

which is the ratio of new housing to total traded housing, i.c., the weight

of new housing in the housing trading market. If we assume that cevery

household can trade, (1 — ;) = 1, thus the weight of new housing in the

housing trading market is equal to the depreciation rate of housing, ’hﬂ = 0.
From the households’ demand for housing, we have

( h‘ —_ ]
IhUelt = s (1-2ad)
T-Xxq3(1 —o7)

If we assume that every houschold can trade, (1 — A,) = 1, the steady state

of this equation becomes gpu.h* = Wﬁi’ which is exactly same with that

in the standard setting of the housing market.
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4 Adaptive Learning and Heterogeneous Ex-

pectations

4.1 Introduction

Dynamic stochastic general equilibrium (DSGE) models have been widely
used in academia and the central banks for macroeconomic analysis. Chris-
tiano, Eichenbaum and Evans (2005), Smets and Wouters (2003, 2007) pro-
vide examples of medium-sized DSGE models. These DSGE models are built
on the hypothesis of rational expectations, which assumes that agents have
full information about the economy, i.e., they know the structure of the true
model and the values of the model parameters, and use them to form ex-
pectations for the future. Therefore, agents are able to form beliefs that
are consistent with actual outcomes. Slobodyan and Wouters (2012) argue
that the assumption of rational expectations is too strong and models under
rational expectations find it dificult to capture the persistence of macroeco-
nomic variables. As a result, researchers need to use highly persistent shock
or add other features, such as consumption habit and price indexation, to
capture the persistence of macroeconomic variables in models under rational
expectations.

The adaptive learning mechanisin, an alternative way of forecasting the
future, is discussed by Marcet and Sargent (1989a, 1989h), Evaus and Honkapo-
hja (1999, 2002), but they pay attention to the convergence of the models
to the rational expectations equilibriumn. They describe the main idea about
the assumption of adaptive learning: agents do not necessarily have full in-
formation about the structure of the true model and the values of the model
parameters, thus they need to use their experience to forecast the future, and
then make adjustments when they realise their mistakes.

Since this alternative was suggested, the quantitative importance of the
adaptive learning mechanism in business cycle fluctuations has been discussed
in the context of DSGE models. Milani (2007) provides the first example of
using Bayesian methods to estimate a DSGE model under adaptive learning

by considering a constant learning algorithms, which gives an equal weight
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to newly observed data, and a correct learning model, i.e., agents are able to
include correct endogenous state variables in the forecasting equations. In
his article, the gain coefficient and structural and policy parameters of the
economy are jointly estimated. He finds that the adaptive learning mecha-
nism can represent a potential single source that can brings persistence to
economy, and some features, such as consumption habit and price indexa-
tion, become reductant that are usually required under rational expectations
to match the inertia of macroeconomic variables. Slobodyan and Wouters
(2009) evaluate the empirical relevance of the adaptive learning mechanism in
an estimated medium-scale DSGE model. They find that their model under
adaptive learning with a correct learning model fit the data better than the
model under rational expectations. In particular, if the set of variables used
in the forecasting equations is limited to a list of observed macro-variables,
i.e., using a small learning model, their model can explain the data better
than that with a correct learning model. Overall, the adaptive learning mech-
anism adds additional persistence to the model but it does not systematically
change the estimated structural parameters in the DSGE model.

The success of the small learning models is also shared by other re-
searchers. Williams (2003) assumes that learning agents know the structure
of the economy and also observe the exogenous processes, i.c., they use a cor-
rect learning model. In this case, he finds that the adaptive learning mecha-
nism does not have obvious impacts on the volatility and the persistence of
economic variables. When he, however, assumes that agents do not know the
structure of the economy and only select several important cconomie indica-
tors to generate and update their beliefs, i.e., using a small learning model,
he finds that the adaptive learning mechanism has much greater propagation
effects on model variables, and leads to higher volatility and persistence. The
empirical relevance of small learning model is also examined. Adam (2005)
finds the dynamics correlations of output and inflation match the U.S. data
well when agents use a small learning model. Eusepi and Preston (2011) also
consider a small learning model in their specification to explore the adaptive
learning mechanisin as a source of economic fluctuation. They find that,

under adaptive learning, the volatility of output is comparable to that under
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rational expectations, but with a standard deviation of technology shock that
is 20% smaller. Meanwhile, the adaptive learning mechanisin provides more
volatility in investment and hours. Motivated by the success of the smnall
learning model in their previous papers, Slobodyan and Wouters (2012) ex-
plore this issue further in an estimated medium-scale DSGE model. They
assume that learning agents consider AR(2) learning models and their results
suggest that the model with adaptive learning can improve the empirical fit
of the model. They also suggest that expectations based on small forecasting
models are supported by the survey evidence on inflation expectations.

In our chapter, we discuss the impact of the assumption of adaptive learn-
ing in a two-sector DSGE model with sticky prices, housing production, the
new setting of the housing market, and the feature of time to build. The
main features of our adaptive learning mechanism are following: (i) we use
random data that are generated under rational expectations to form initial
beliefs; (ii) we consider a constant gain learning algorithm; (iii) we use a
simple AR(1) learning model, which is motivated by the success of the small
learning model. Qur contributions to this literature are: (i) the dynamic
impacts of the AR(1) learning model are explored; (ii) the interaction be-
tween the adaptive learning mechanism and the feature of time to build is
discussed. After writing the Nottingham Learning Toolbox, we find that the
adaptive learning mechanism largely amplifies and propagates the impact, of
a goods sector technology shock on the economy. We suppose that the amn-
plification and propagation effect added by the adaptive learning mechanism
reflects from higher weights on lagged endogenous and exogenous variables in
the actual law of motion compare to the rational expectations model. Mean-
while, the adaptive learning mechanism enlarges the impact of the time to
build feature on the real house price and makes this variable exhibit nore
obvious cyclical behaviour.

The sensitivity of the dynamics to the initial beliefs and the updating
algorithms under adaptive learning is assessed by Carceles-Poveda and Gian-
nitsarou (2007) in an univariate forward looking linear model. They consider
three ways of initializing initial beliefs: one that uses randomly generated

data, one that is ad hoc and another that uses an appropriate distribu-
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tion. They also discuss three algorithms: recursive least squares, stochas-
tic gradient, and constant gain learning. They find that the behaviour of
macroeconomic variables depends on both the initial beliefs and the learning
algorithms. In particular, for the constant gain algorithms, they find that
the value of the gain coeflicient is crucial for determining the dynamics of
the system.

For the same purpose, we carry out a sensitivity analysis to check for
the robustness of our results. While our results are generally robust, we
emphasise the following findings. Firstly, we find that the shapes of im-
pulse responses heavily depend on the values of initial beliefs, implying that
we should consider average initial beliefs, instead of particular initial be-
liefs when we make comparisons between impulse responses from rational
expectations and adaptive learning models. These results also imply that,
under adaptive learning, given a same exogenous shock, the response of the
economy depends on the previous economic conditions, while models under
rational expectations always produce exactly same responses.”  Secondly,
using the forecasting errors to update current beliefs through the updating
process is a fundamental step in the adaptive learning mechanism. The value
of the constant gain coefficient that are commonly used in the literature is
between 0 — 0.05. Our sensitivity analysis suggests that, when the value
of the constant gain coefficient is within this range, the forecasting errors
do not have obvious impacts on the dynamics. In contrast, if we consider
larger values, 0.1 and 0.2, i.e., agents assign more weights on recent data, the
forecast errors have obvious impacts on the dynamics.

Furthermore, while there is only one type of agents in the models un-
der rational expectations or adaptive learning, it is more realistic to assume
that we have both types of agents simultaneously, and this case is referred
to as heterogenous expectations. There are several works that consider the
interaction between rational agents and non-rational agents in DSGE mod-
els. Branch and McGough (2009) derive aggregate IS and AS relations that

“"For example. the growth of GDP is on its long run trend in 2002 and 2006. but an
identical monetary policy shock will have different impact between these two years becanse
households have different expectations formation.
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are consistent with heterogencous expectations from micro-founded models.
In addition, they discuss the impact of heterogeneous expectations on the
determinacy property of their model. In their setting, adaptive agents use
constant beliefs to form expectations, and rational agents are partially ratio-
nal, i.e., they do not know the existence of adaptive agents."” By taking one
step further, Branch and McGough (2010) consider the dynamic effect of het-
erogeneous expectations in a DSGE model. The bounded rational agents use
regression methods to obtain the coefficients, which are constant over time.
Rational agents take bounded rational agents’ beliefs into account. The solu-
tion of the model is called a restricted perceptions equilibria. They find that
heterogeneous expectations can amplify and propagate the effect of shocks
on model variables. Besides, they find that an increase in the proportion
of bounded rational agents magnifies the propagation effect under the as-
sumption of heterogeneous expectations. Fuster, Laibson and Mendel (2010)
also consider the dynamic effect of heterogeneous expectations in a DSGE
model. In their setting, rational agents form their expectations based upon
the RE model (referred to as rational expectations), while intuitive agents
form their beliefs using misspecified intuitive model (referred to as intuitive
expectation). The weighted average of the two is called natural expectations.
They show that, under intuitive expectations, the model variables can devi-
ate from steady state at long horizons. In their model, the beliefs of intuitive
agents are constant as they are not adjusted by the forecasting errors, and
rational agents are not fully rational since they do not know the existence of
intuitive agents.

In the second half of this chapter, we will discuss the impact of heteroge-
neous expectations with rational agents and learning agents. In our setting,
the learning agents behave exactly the same way as described before. Mean-
while, we consider two types of rational agents: (i) partially rational agents,
who do not know the existence of learning agents; (ii) fully rational agents,

who know the existence of learning agents and take learners’ beliefs into ac-

“The bounded rational agents use k;41 = ok, to forecast the forward variable<. The
coefficients are constant over time. but expectations change when A, changes. In contrast.
the learning agents use k1 = o, _ ki in which the beliefs o, _, are time-varying.
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count. Our contributions to this literature are that (i) we consider learning
agents under heterogeneous expectations, and (ii) we compare two cases of
heterogeneous expectations, i.e., one with partially rational agents and one
with fully rational agents. We obtain two findings from our impulse response
analysis, given that two types of agents have equal weights. Firstly, the re-
sponses of variables from heterogeneous expectations are larger than those
from rational expectations, implying that the adaptive learning mechanisin
also has amplification and propagation effects when only a fraction of popu-
lation is learning agents. Secondly, although two types of agents have equal
weights, the impulse responses from heterogeneous expectations are much
closer to those from rational expectations than those from adaptive learning.
This indicates that, while the adaptive learning mechanism adds amplifica-
tion and propagation effects on the economy, the existence of rational agents
largely weakens these effects. The economic implication of the second find-
ing is quite interesting: when rational agents behave like learning agents in
order to push up asset prices for profits, the volatility of the economy in-
creases a great deal.”" Thirdly, when rational agents are fully rational, the
adaptive learning mechanism has a larger amplification and propagation ef-
fect on the economy than when rational agents are partially rational. The
economic logic is that, if rational agents are fully rational, they should know
how learners’ beliefs affect the economy, and thus rational agents’ beliefs will
have further impacts on the economy. In our sensitivity analysis, we consider
various compositions of agents, and we find that the adaptive learning mech-
anism has a larger amplification and propagation effect when the proportion
of learning agents is higher. In addition, regardless of the compositions, fully
rational agents always bring larger amplification and propagation effects on

the economy than partially rational agents.

™A guote from the Citigroup's then-chief executive, Chuck Prince: while the music is
playing. you have to dance. Large businesses are more likely to be rational than households
becuase they have more information and are able to analyse it. However. they may behave
like learning agents in order to obtain profit.
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[}

4.2 The adaptive learning mechanism

First of all, we discuss the assumption of rational expectations and the as-

sumption of adaptive learning in a context of a log-linearised DSGE model.

4.2.1 DSGE model in a matrix form

In general, a log-linearised DSGE model can be summarised as
ky = ayEvky o + agkyy + bz (4.1)

and

UpERA PTG (4.2)

The vector k contains endogenous variables, including state variables (those
appearing with a lag), forward variables (those appearing with a lcad), and
static variables.”! Matrices a;, ay, b are the model parameters. The vee-
tor = contains exogenous variables, which follow an AR(1) process with an
iid (0,0?) disturbance £,. The matrix of constants, y, can be seen as the
growth rates of these exogenous variables and the matrix of autocorrelation
cocfficients, p, describes the persistence of these exogenous variables. The

solution of the model is expressed as
ki =T (kioy,z0) + Ve

which describes how the current endogenous variables, k;, respond to lagged
endogenous variables, k;_, lagged exogenous variables, 3., and current
exogenous disturbances, ¢;. The matrices of coefficients T and V" are derived

from the matrices of the model parameters, a;, ay, b.

"IState variables and forward variables could intersect.
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4.2.2 The assumption of rational expectations

In DSGE models, rational expectations (RE) usually is a standard assump-
tion. This assumption implies that agents have full information about the
economy, i.e., they know the structure of the true model and the value of
the model parameters. Therefore, without exogenous disturbance, they can
form beliefs (or expectations) that are consistent with actual outcomes. We
refer this type of agents to as ‘rational agents’.

Before solving the model, rational agents need to form beliefs about the

motion of variables. Assume that rational agents form such beliefs

ke = ¢p_y (ko 3:—1)'

where ¢;_; are the coeflicients in rational agents’ beliefs. For simplicity,
we also refer it to as beliefs directly. This is known as the perceived law
of motion (PLM), which describes how variables behave in rational agents’
beliefs. If we forward this PLM one period ahead, we have a matrix equation

that describes how rational agents form beliefs about forward variables k¢,

Ejkeyy = o]y (ki)'

-
%4

where E] denotes the expectation operator under rational expectations.
Then by plugging these beliefs into the matrix equation 4.1, we can solve the
DSGE model and its solution is

ke=T (é;_,) (k1 2-1) + V ((b:“l) £t

This is known as the actual law of motion (ALM), and T (], ) and V' (o] )
are the matrices of coefficients in ALM. The actual law of motion describes
how variables behave in reality given rational agents’ beliefs. The process
of transforming PLM to ALM, i.e., from ¢;_, to T (o;_,) and V" (&) ), is
known as mapping.”

Under rational expectations, rational agents can formm beliefs that are

"2 Under rational expecrations. the PLM is constant over time. thus we have o s ol
"Both PLM and ALM are constant over time under rational expectations.
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consistent with the actual outcomes, i.e., ¢;_; = T (¢;_,). In other words,
without exogenous disturbance, the economy behaves in the same way that
rational agents perceive. Therefore, rational expectations is a convenient but
strong assumption.

4.2.3 The assumption of adaptive learhing

Under the assumption of adaptive learning, agents do not have full infor-
mation about the economy, i.e., they do not know the structure of the true
model and the value of the model parameters. Therefore, they are not able
to form beliefs that are consistent with actual outcomes. Instead, we assume
that they use historical data to form their beliefs, and then make updates
using the forecasting errors at the end of each period, thus their beliefs are
time-varying. We refer this type of agents to as ‘learning agents’, and we
suppose that the assumption of adaptive learning is more realistic than the

assumption of rational expectations.

Generating the initial beliefs Here we discuss how learning agents form
their beliefs under the assumption of adaptive learning. We assume that
learning agents believe that the forward variable is a lincar function of the
model variables. They use historical data and simple regression methods to
estimate the coeflicients, and then use the coeflicients to form their initial
beliefs.

At the beginning of period #, learning agents need to forin expectations
for forward variables &;, ;. They have information up to t — 1, i.c., data from
T =1,...,t—1, thus they estimate the initial beliefs, (pﬂ _1» using the ordinary

least square method™
Vi '
kioy = @y g + e,y where x_y C (kp_y. 2 2)

The values of the estimated coefficients, d)ﬁ_,, which minimise the error, are

. ~f - 1t -
given by the least squares formula, ¢j_, = (302 o a? ) Y2 Lk

“LOur results are not affected if we include a constant term.
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.

The inclusion of variables in the independent vector, x;_,, depends on the
model specification, which will be discussed later.
After obtaining the coefficients, learning agents combine them with lagged

endogenous and exogenous state variables to form the perceived law of motion
ke = ¢4y (ket, 2-1)
t = &y (Fee1y 2-1)

Then we forward it one period ahead to obtain the matrix equation that

describes how learning agents form expectations for forward variables, k.,
L), — &l Loy
Eikeer = ¢y (ke 2)

where E! denotes the expectation operator under adaptive learning. Then
by plugging these beliefs into the matrix equation A, we can solve the DSGE
model and its solution is

ke =T (051_1) (koo 21) +V (‘r”:—l) &t

This is the actual law of motion (ALM), and T (¢_;) and V' (¢ ) arc the
matrices of coefficients in ALM. The actual law of motion describes how
variables behave in reality given learning agents’ beliefs.

Since learning agents do not have full information about the economy
under the assumption of adaptive learning, they are not able to form beliefs
that are consistent with actual outcomes, i.e., ¢b_| # T ((bf ~1). This implies
that the economy behaves differently with what learning agents perceive, and

forecasting errors are generated.

Updating the beliefs One important feature of the adaptive learning

mechanism is the updating process. As we discussed before, learning agents

™ At the beginning of period t. x, is unknown. thus we do not use Fyk, (| = oy sinee
! . . . . . .
¢, is obtained after knowing ;. which requires the expectations about A, Also. we do

2
{ , . - .
not use Eykyy = ((p,_‘) iy as the realised value. &y < .y should be diferent with the

!
expected value, o, 1y,
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use the estimated coefficients, ¢ |, to form expectations for forward vari-
ables, k;y). After the actual value is realised, learning agents notice that
there is a difference between the actual value and the expected value, and
the difference is known as the forecasting error. Learning agents partially use
the forecasting error to update their beliefs, using the recursive least squares
formula

R, = R_i+g (sz~11';_1 - Rl—l)
‘bi = ‘7)1—1 + gRt—lxt—l (k'l - ‘I'.;——l(f‘)ivl)

where R, is the second moment matrix, i.e., R, = 922:1 iy, g is the
gain coefficient, and (k, — z)_,¢,_,) is the forecasting error term.™ The
learning agents use this recursive least squares formula as the updating equa-
tions since it describes how the estimated coefficients are updated if we have
one more new observation and thus one more new forecasting error.

An interesting point in the adaptive learning mechanism is that the cur-
rent values of endogenous variable, £, is unknown at the beginning of period
t, and they are affected by learning agents’ beliefs about the forward terms,
kir1. Once the current values, k;, are realised, learning agents will use the
forecasting errors, i.e., the differences between the actual values and the be-
liefs, to update their beliefs, which in turn affect the values of endogenous
variables in the future. Therefore, there may be a feedback effect between

the beliefs and actual outcomes, as they reinforce each other.

The learning algorithm The value of the gain coefficient is crucial for
the adaptive learning mechanism. On the one hand, if we have a recursive
least square gain, g = t~!, where ¢ is the total number of observations over
time horizon, we have a recursive least squares learning algorithi. In this
case, learning agents do not discount past data. They give equal weight to
cach observation, and thus the weight on newly observed data is decreasing

as the total number of observations increases. Therefore, the effect of current

"The derivation of the recursive least squares formula is shown in the Appendix.
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forecasting error vanishes in the limit.

On the other hand, if we have a constant gain, g = ¢, where ¢ is a con-
stant, we have a constant gain learning algorithm.”™ In this case, learning
agents discount past data and continually pay equal attention to newly ob-
served data. Therefore, current forecasting errors matter for learning agents’
beliefs even in the limit. In particular, this algorithm represents a simple
way to apply the learning mechanism if agents are concerned with potential

structural changes at unknown dates.

Model specifications Here we discuss the model specifications, i.e., which
variables should be included in the independent vector, x, when using regroes-
sion methods to form initial beliefs or update existing beliefs.™ On the one
hand, if we assume that agents know the structure of the true model but not
the values of the model parameters, they will know which variables are state
variables. Therefore, they can sclect correct endogenous state variables to
form and update their beliefs, and we refer this case to as the correct learning
model.

On the other hand, if we assume that learning agents do not know the
structure of the true model, they will not know which variables are state
variables. Therefore, learning agents will select important variables, accord-
ing to their judgements, to form and update their beliefs. At one extreme,
learning agents include all variables in the regression to form and update be-
liefs for each variable, and we refer this case to as the full learning model. At
another extreme, learning agents only include its own lagged terms to form
and update beliefs for each variable, and we refer this case to as the AR(1)
learning model. In the middle between these two extremes, learning agents
may consider several important economic indicators, such as inflation, the
nominal interest rate, output, to form and update beliefs for cach variable,

and we refer this case to as the small learning model.™

""The constant gain algorithms, which is widely used now. is referred as “persistent
learning dynamics’ in Evans and Honkapohja (2001).

“In our chapter. we assume that agents are not able to observe the value of exogenous
variables.

MSmall models forecasting falls into the category of learning in misspecitied models” in
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4.2.4 Impulse response analysis

In this section, we examine how the assumption of adaptive learning affects
the dynamics of the economy, by comparing the impulse responses from ratio-
nal expectations and adaptive learning respectively. We build our analysis on
two models from the Chapter 3. The first one is the benchmark model with
the new setting of the housing market.® The second one is the benchmark
model with the new setting of the housing market and the feature of time
to build, as we also examine the interaction between the adaptive learning

mechanism and the feature of time to build.

Initial beliefs, learning algorithm, and model specification The
shapes of impulse responses depend on learning agents’ initial beliefs, which
in turn are determined by the sequence of randomly generated data. In our
sensitivity analysis, we show that the impulse responses from particular ini-
tial beliefs are not representative, and thus it is misleading to compare them
with those from rational expectations. In order to overcome this problem, we
calculate average initial beliefs using 100 sequences of randomly generated
data and then produce impulse responses.®!

As we are convinced that the recent observations have more valuable
information to forecast the future than historical ones, we use the constant
gain learning algorithin. In this algorithm, learning agents discount past data
and rely more on recent observations. Another reason for using this algorithm
is that learning agents acknowledge the existence of structural breaks.

For the model specification, we consider an AR(1) learning model, par-
tially motivated by the successful of small learning model in the literature.
We are also convinced that ordinary households use simple techniques, rather

than sophisticated models, to forecast the future. The AR(1) learning model

Evans and Honkapohja (2001).

*The benchmark model is a two-sector DSGE model with the feature of sticky prices
and housing production,

*1To examine whether the average initial beliefs that we use is representative, we com-
pare it with that produced using another 100 sequences, and we find that they are consis-
tent.
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is the simplest learning model, in which learning agents form beliefs for each

forward variable by including its own lagged terms only.

The time sequence In the first 40 periods, we generate random data
under rational expectations since learning agents need it to generate their
initial beliefs. We set the values of variables to zeros in period 41 and the
shock is realised in period 42. Given learning agents’ initial beliefs, variables
start to respond to the shock according to the actual law of motion in period
42. However, learning agents are not able to update their beliefs in period
42, since variables have zero values in the previous period. From period
43, learning agents begin to adjust their beliefs at the end of each period
using the forecasting errors, and then the updated beliefs are used at the
beginning of subsequent period. Under adaptive learning, both PLM and

ALM are time-varying because of the updating process.

Calibration After introducing the assumption of adaptive learning, we
need to calibrate the gain coefficient. Its value, however, varies across the
literature.®? Williams (2003) considers various values for the gain cocfficient,
g = [0.1,0.03,0.03], and argues that the way of forming expectations has
greater impacts. Carceles-Poveda and Giannitsarou (2007) show that the
gain coeflicient has large impacts on the evolution of variables, by considering
the values of g = [0.02,0.2,0.4]. Slobodyan and Wouters (2009a) estimate
a medium-sized DSGE model, and they calibrate this parameter as g =
[0.01,0.02,0.03]. Milani (2007) estimates a DSGE model under the adaptive
learning mechanism, and the estimated value of this parameter is 0.0183.
Eusepi and Preston (2011) calibrate this parameter by minimising the sum-
of-square distances between the model implied volatility of HP-detrended
output and the first autocorrelation coefficients of output growth and the

corresponding data moments, and this procedure gives a gain of 0.0029. In

*28lobodyan and Wouter (2009) suggest that. for a constant gain learning with the gain
parameter g. weight of a data t periods ago is given as g{1 - g)'. This weight decreases

- . 2 {8 .
by 30% in T = —ln(hl‘:_q) = 9'—;—‘) periods.
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sum, according to the literature, a reasonable range of this parameter is
between 0.01 and 0.05. For the baseline calibration, we set g = 0.025, which
produces similar results of using rolling window of 40 observations, i.c., 10
years period for quarterly data. In our sensitivity analysis, we examine the
impact of the gain coefficients on the dynamics by considering various values,
g = (0,0.01,0.05,0.1,0.2].

In addition, as we have added two features to increase the internal per-
sistence of our model, we need to calibrate the relevant parameters. For
the degree of consumption habit, the value varies in the litcrature, e.g., 0.65
in Christiano, Eichenbaum and Evans (2005), 0.59 in Smets and Wouters
(2003), 0.7 in Smets and Wouters (2007). We set the degree of consumption
habit to . = 0.32, which is consistent with Iacoviello and Neri (2010). For
the degree of price indexation, the value also varies in the literature, c.g.,
1 in Christiano, Eichenbaum and Evans (2005), 0.48 in Smets and Wouters
(2003), 0.24 in Smets and Wouters (2007). We set the degree of price index-

ation to ¢, = 0.69, which is also consistent with Iacoviello and Neri (2010).>

Impulse responses from the benchmark model with the new setting
of the housing market First, we consider the adaptive learning mecha-
nism in the benchmark model with the new setting of the housing market
(NHM). Figure 4.1 shows the impulse responses of variables to a one per-
cent positive goods sector technology shock with persistence p . = 0.01. We
can observe that the responses of variables under adaptive learning (dashed
line) are much larger than under rational expectations (solid line). For ex-
ample, the responses of consumption, real house price, new housing produe-
tion increase by around 40%, 70%, 100% respectively. This implies that the
adaptive learning mechanism largely amplifies and propagates the effects of

a goods sector technology shock to the economy.®!

*3Qur sensitivity analysis. which is not included in this chapter, shows that the feature
of price indexation is important for the adaptive learning mechanism to have amplification
and propagation effects on model variables,

81 The impulse responses from adaptive learning are obtained in Matiab using the Not-
tingham Learning Toolbox. The impulse responses from adaptive learning are not avail-
able in Dynare. since there is no updating process in this platform. i.e.. the coefficients
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Figure 4.1: Impulse responses to a positive goods sector technology shock
from the benchmark model with NHM. The solid line is from rational expec-
tations, and the dashed line is from adaptive learning,.
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Impulse responses from the benchmark model with the new setting
of the housing market and the feature of time to build Next, we
consider the adaptive learning mechanism in the benchmark model with the
new setting of the housing market (NHM) and the feature of time to build
(TTB), in which there is a 4-period lag in new housing production. Figure
4.2 shows the impulse responses of variables to a one percent positive goods
sector technology shock with persistence p,. = 0.01. Similar with previous
model, we can observe that the responses of variables under adaptive learning
(dashed line) are much larger than that under rational expectations (solid
line). In particular, we notice that the response of real house price increases

by around 90%, higher than that in the previous model.

x10*  Output o 10" Consumption

15

Figure 4.2: Impulse responses to a positive goods sector technology shock
from the benchmark model with NHM and TTB. The solid line is from
rational expectations, and the dashed line is from adaptive learning.

are constant over time in Dynare.
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The interaction between the assumption of adaptive learning and
the feature of time to build We have shown that the adaptive learning
mechanism has an amplification and propagation effect on the real house
price in both models. However, the responses of the real house price are
different between these two models, and we suppose that the difference is
caused by the introduction of the time to build feature in the second model.
Figure 4.3 shows the impulse responses of the real house price to a one per-
cent positive goods sector technology shock with persistence p,. = 0.01 from
both models. Firstly, we discuss the difference caused by the two alterna-
tive assumptions, rational expectations and adaptive learning, within cach
model. In the benchmark model with NHM, the response of the real house
price under adaptive learning (thin dashed line) is 70% larger than that un-
der rational expectation (thin solid line). Similarly, in the benchmark model
with NHM and TTB, the response of the real house price under adaptive
learning (thick dashed line) is 90% larger than that under rational expec-
tation (thick solid line). These results suggest that the adaptive learning
mechanism largely amplifics and propagates the effect of exogenous shocks
to the real house price.

Then we discuss the changes caused by the feature of time to build, given
rational expectations and adaptive learning respectively. Under rational ex-
pectations, compared with that from the benchmark model with NHM (thin
solid line), the response of the real house price from the benchmark model
with NHM and TTB (thick solid line) decreases more slowly before new
housing production begins to respond in period 47, but faster afterwards.™
Finally, under adaptive learning, compared with that from the benchmark
model with NHM (thin dashed line), the response of the real house price from
the benchmark model with NHM and TTB (thick dashed line) is around 10%
higher at the peak, decreases more slowly hefore new housing production be-
gins to increase. After period 47, the real house price decreases faster under
adaptive learning and is around 8% lower at the though than that under
rational expectations. These suggest that the feature of time to build af-

fects the dynamics of real house price by delaying the negative impact from

® Thick solid line is below thin solid line after period 47.
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new housing production, and its impact is enlarged by the adaptive learning
mechanism.

In sum, we have several important results: (i) regardless of the feature of
TTB, the adaptive learning mechanism amplifies and propagates the effect
of the goods sector technology shock to the real house price; (ii) under both
rational expectations and adaptive learning, the feature of TTB modifies
the dynamics of the real house price; (iii) the adaptive learning mechanism
amplifies the effect of the feature of TTB on the real house price, which
displays obvious cyclical behaviour.

12X 10 Real house price

10}

Figure 4.3: Impulse responses of real housing price to a goods sector tech-
nology shock. The thin solid line is from benchmark model with NHM under
rational expectations, the thin dashed line is from benchmark model with
NHM under adpative learning. The thick solid line is from benchmark model
with NHM andTTB under rational expectations, and the thick dashed line
is from benchmark model with NHM and TTB under adpative learning.

A discussion about the amplification and propagation effects from
the adaptive learning mechanism Here we discuss the reasons why the
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adaptive learning mechanism can provide amplification and propagation of-

fects on the econoniyy. Recall that the actual law of motion is

ke =T ($-1) (ke ze1) + V (64y) &

which shows that the current values of endogenous variables, k;, depend
on the lagged values of endogenous and exogenous variables, k;,_; and z,_,,
and the current values of disturbance terms, ¢,. The matrices of coeflicients,
T (¢,) and V (¢,), indicate the weights on these two components respectively.

Meanwhile, the exogenous variables have following processes
2= Pl T &

In our impulse response analysis, we set the starting values of variables
to zeros in period ¢, thus k; = 0 and z; = 0. Assume that the initial beliefs
are given as ¢,. When the shock is realised in period ¢ + 1, the evolutions of
variables are expressed as

ki = T (&) (kez) + V(o) €04

= V() ey since ke =0 and 2, =0

and

41 = Pt Er4

= g4 since 3 =0

which show that the values of endogenous variables at t + 1, &, depend on
the values of disturbance terms at ¢ +1, =, ., together with the weight, V (¢, ).
A higher value of V' (¢,) indicates a larger initial response of variables.

If the exogenous shock is realised in period t + 1 and does not have any
persistence afterwards, the disturbance terms in subsequent periods are zero,

e, g4 = 0 for 2 = 2,...,00, and thus the evolutions of variables in period
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t + 2 are expressed as

ke = T (01) Krrs zen] +V (041) €112
=T (‘Pt.+1) (Kt 3t+1]I since g4, = 0

=T (d’t+1) [V (@) €e415 5t+1]/

and

Ztyz = Pyl + €2
= pIpy) SINCE €140 = ()

= PErt

We can see that the magnitude of the impulse responses in period f + 2
actually depends on T (¢,, ) and V (¢,). If we take V' (¢,) as given, a higher
value of T (¢, +1) indicates a larger response in period ¢t + 2.

As we have different actual laws of motion under rational expectations
and adaptive learning, we suppose that the shapes of impulse responses are
determined by the matrices of coefficients, T (¢) and V' (¢). Here we take the
real house price as an example. Figure 4.1 shows that, compared with that
under rational expectations, the real house price responds less in the first
period (period 42), and then begins to catch up in the second period (period
43) and achieves a higher peak later under adaptive learning,.

We starts from period t + 1. Under rational expectations, the motion of
variables is

Ry = V(o) aen

Under adaptive learning, the motion of variable is

ko1 =V (QDD €t+1

We infer that, given a same disturbance term, the real house price responds
less under adaptive learning in period # + 1 hecause the weight on disturbance

[ . . . . Lo r - l
term is lower under adaptive learning, i.c., V (o)) > V («/)J).
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In period t + 2, under rational expectations, the motion of variables is

kipo =T (¢:+1) [V (6]) etsr 1]

Under adaptive learning, the motion of variable is

kv =T (614,) [V (¢1) 5t+1,51+1]’

Given V (¢;) > V (¢}), the real house price responds more under adaptive
learning in period ¢ + 2 only if T (¢],,) < T (¢4,,), i.c., the actual law of
motion has a higher weight on the values of lagged endogenous and exogenous
variables under adaptive learning.

Here we summarise the reasons for the different responses of the real house
price under rational expectations and adaptive learning. Under adaptive
learning, learning agents’ perceived law of motion is generated using historical
data, and this may mean that the actual law of motion has a relatively
higher weight on the lagged variables, T (1,;), and a relatively lower wight
on the contemporary disturbance term, V ((bf +i)- As we discussed above,
this is why the real house price responds less in the first place, and then
catches up and reaches a higher peak. Therefore, since it makes the motion
of variables to rely more on lagged variables, the adaptive learning mechanism

has amplification and propagation effects on the economy.

4.2.5 Sensitivity analysis

In this section, we carry out a sensitivity analysis to check the robustness
of our result that the adaptive learning mechanism have amplification and
propagation effects on the economy. We use the benchimark model with the
new setting of the housing market and the feature of time to build. We
will examine how the impulse responses are affected by various values of

particular initial beliefs and the constant gain coefficient.



Chapter 4 146

Particular initial beliefs Here we discuss why we consider average initial
beliefs, instead of particular initial beliefs that are obtained from a particular
sequence of randomly generated data. Figure 4.4 shows the impulse responses
of variables to a one percent positive goods sector technology shock with per-
sistence p 4. = 0.01, given 20 particular initial beliefs. We can observe that
the responses of variables varies a great deal, indicating that the initial be-
liefs, which are determined by the sequences of randomly generated data, are
crucially important for the shapes of impulse responses. The first implica-
tion is that, given a same exogenous shock, the economy evolves diversely
given different history under adaptive learning. In contrast, under rational
expectations, we always obtain same impulse responses regardless the his-
tory. The second implication is that it is misleading to compare the impulse
responses from adaptive learning using particular initial beliefs with those
from rational expectations, as the particular initial beliefs are not represen-
tative. To overcome this problem, we calculate average initial beliefs using

100 sequences of randomly generated data.

The constant gain coefficient Then we examine how the impulse re-
sponses are affected by various values of the gain coefficient. Firstly, we
consider values, ¢ = [0,0.01, 0.03], that are close to our baseline calibration,
g = 0.025.% Figure 4.5 shows the impulse responses of variables to a one
percent positive goods sector technology shock with persistence p 4. = 0.01.
We can observe that the magnitude of the amplification and propagation of-
fect from the adaptive learning mechanism is positively related to the value
of the gain coefficient, but it is difficult to observe the difference among the
impulse responses from these cases. This suggests that, when its value is
within a range of g € [0,0.03] that widely used in the literature, the constant
gain coeflicient does not have an obvious impact on the shapes of impulse
responses, implying the forecasting errors through the updating process play

a minor role in the adaptive learning mechanism.

*6While g = 0 irmplies no updating process, g = [0.01,0.023, 0.05] approximates 23 years,
10 years. 3 years rolling windows respectively for quarterly data.
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Figure 4.4: Impulse responses to a positive goods sector technology shock
from the benchmark model with NHM and TTB. The solid line is from
rational expectations, and the dashed line is from adaptive learning.
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Figure 4.5: Impulse responses to a positive goods sector technology shock
from the benchmark model with NHM and TTB, given various values of
the constant gain coefficients g = [0,0.01,0.025, 0.05]. The solid line is from
rational expectations, and the dashed line is from adaptive learning.
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Then we examine the impact of the gain coefficient with larger values,
g = [0.025,0.1,0.2].*" Figure 4.6 shows the impulse responses of variables to
a one percent positive goods sector technology shock with persistence p .. =
0.01. The figure shows that, when ¢ = 0.1, which approximates 2.5 years
of rolling window, the response of consumption is amplified by around 15%
more than that in the baseline calibration, g = 0.025. When g = (.2, which
approximates 1.25 years of rolling window, the responses of consimption and
real house price are amplified by around 50% more than that in the bascline
calibration, g = 0.025, and the cyclical behaviour of real house price is more
obvious. Therefore, the shapes of impulse responses arc affected a great deal
if the gain coefficient has a relative larger value, g = [0.1.0.2]. In other
words, when learning agents give relatively larger weight on the forecasting
errors, the updating process will have obvious impacts on the dynamics of

the economy.

4.3 Heterogeneous expectations

In this section, we consider the assumption of heterogencous expectations,
which assumes that there are both rational agents and learning agents in the
economy. In our setting, learning agents behave in the same way as deseribed
in the previous section: they use randomly generated data to form initial be-
liefs, a constant gain algorithm to update beliefs, and an AR(1) learning
model. Meanwhile, we consider two types of rational agents: (i) partially
rational agents, i.e., they do not know the existence of learning agents; (ii)
fully rational agents, i.e., they know the existence of learning agents and take
learners’ beliefs into account. Our contributions to the literature of heteroge-
neous expectations are: (i) we counsider learning agents under heterogeneous
expectations; (ii) we compare two cases of heterogencous expectations, i.c.,

one with partially rational agents and one with fully rational agents.

87 We suppose that g = 0.4. which approximates 2.5 quarters rolling window. is too large
to consider, as learning agents are not likely to use a very short histroy. i.c.. less than one
year. If we consider such value. we are able to show that this coetficient has a large impact
on dynamies, consistent with Carceles-Poveda and Giannitsarou (2007).
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Figure 4.6: Impulse responses to a positive goods sector technology shock
from the benchmark model with NHM and TTB, given various values of the
constant gain coefficients g = [0.025,0.1, 0.2]. The solid line is from rational
expectations, the dashed line, the dotted line, and the dash-dot line are from
adaptive learning given g = [0.025,0.1,0.2], respectively.
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4.3.1 Homogeneous expectations and heterogeneous expectations

Under homogeneous expectations, a DSGE model can be summarised into a
general form as

ky = ayEpky gy + azk,_ + bz

and

2=+ Py &y

in which the vector k contains endogenous variables, and matrices ay, ay, b
are the model parameters. The vector 2 contains exogenous state variables,
which follow an AR(1) process with an iid (0, 0%) disturbance &,.

Let ET and E! denote expectation operators under rational expectations
and adaptive learning respectively. When we have both rational agents and
learning agents in the economy, we denote the weighted aggregate expecta-
tion operator as Ef = QET+(1 — Q) E!, where Q is the proportion of rational
agents, 0 < 2 < 1.*® Substituting the weighted aggregate expectation oper-
ator, E?, in the equation 4.1, our model becomes

ke = arElkigy + axki—q + bz
k, = a\QETky+ay(1—Q)Elkyyy +agki_y + bz

and
2= [+ Py + &

Therefore, both rational agents’ and learning agents’ expectations are re-
quired before solving the model.

4.3.2 The first case of heterogeneous expectations: partially ra-
tional agents

Firstly, we assume that rational agents are partially rational, i.c., they know

the structure of the model and the values of the model parameters but do not

*¥ At two extremes, we have rational expectations if all agents are rational agents. 0 ... 1,
and adaptive learning if all agents are learning agents, Q = (),
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know the existence of learning agents. In this case, rational agents helieve
that everyone is rational in the economy, and thus they form beliefs that are
consistent with the solution of the model under rational expectations. They
cannot realise their mistakes and make adjustments, thus their beliefs are
constant over time. Meanwhile, learning agents use historical data to form
their initial beliefs and then update their beliefs using the forecasting errors
at the end of each period.?

We express rational agents’ beliefs as ETkyr; = ¢" [k, ), and learning
agents’ beliefs as E'k,,, = ¢_,x;. After plugging these two expressions into
the model, we have

kt = a19¢r [kt, 31], + a; (1 - Q) ([)lt_l [kt, 31]’ + (l,gk(,,] + [)2[

and

= p+ plo &

While rational agents’ beliefs, ¢", are constant over time, learning agents’
beliefs, ¢!, are time-varying. After solving the model, i.c., transfer the per-
ceived law of motion to the actual law of motion, we know how the cconomy

responds to exogenous shocks.

4.3.3 The second case of heterogeneous expectations: fully ratio-
nal agents

Secondly, we assume that rational agents are fully rational, i.e., they know
the existence of learning agents and also take learners’ beliefs into account.
Learning agents behave in a same way described in the previous case. As
fully rational agents take learners’ beliefs into account, they can form beliefs
that are consistent with actual outcomes.

The time sequence is following: (i) in the initial period, learning agents
use historical data to form their initial beliefs; (ii) at the end of cach subse-

quent period, learning agents update their beliefs using the forecasting errors

%Branch and McGough (2009.2010) consider rational agents and the other type of
agents that use fixed beliefs.
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through a constant gain algorithm; (iii) at the beginning of each period, ra-
tional agents take learning agents’ beliefs into account, and then form beliefs
that are consistent with actual outcomes. Since learning agents’ beliefs are
time-varying, rational agents’ beliefs are also time-varying.”

We express learning agents’ beliefs as Etk, | = ¢} | [k, 4. After plug-

ging this expression into the model, we have
ky = a;QE ki +a, (1 - Q) (blt_l ke, 2:]’ + aghki_y + bz

and

=p+pzat+e

After transferring the perceived law of motion to the actual law of motion,

we know how the economy will respond to exogenous shocks.

4.3.4 Calibration

Under heterogeneous expectations, we need to calibrate the proportion of
rational agents, 2. Similar with the gain coeflicient, we calibrate it in a way
that is consistent with the literature. Fuster, Laibson and Mendel (2010)
assume that rational expectations and intuitive expectations are equally
weighted, i.e., () = 0.5. Branch and McGough (2009) consider various values,
() =[1,0.99,0.9,0.7], to examine the determinacy properties of their model.
Branch and McGough (2010) also use various values, Q = [0.1,0.3,0.5,0.7,0.9],
to show that a decrease in the proportion of rational agents magnifies the
model’s propagation mechanism. Therefore, as there is no convineing empir-
ical evidence to calibrate this parameter, we set it to €2 = 0.5 in the bascline
calibration, implying that a half of the population is rational agents and the

other half is learning agents.

M For comparison. Branch and McGough (2010) assume that the model has a constant
solution. which is referred to as restricted perceptions equilibria.
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4.3.5 Impulse response analysis

Here we compare the impulse responses from heterogeneous expectations
with those from rational expectations and adaptive learning. We use average
initial beliefs, which are obtained from 100 sequences of randomly generated
data. Figure 4.7 shows the impulse responses of variables to a one percent
positive goods sector technology shock with persistence p,. = 0.01, given
Q = 0.5, i.e., 50% of the population is rational agents. Firstly, the impulse
responses from heterogeneous expectations are larger than that from ratio-
nal expectations, for example, consumption responds around 8% more, and
real house price responds around 6% more. These results imply that the
adaptive learning mechanism also have amplification and propagation cffects
when only a fraction of the population is learning agents. Secondly, when
two types of agents have equal weights, the impulse responses from heteroge-
neous expectations are much closer to those from rational expectations. This
indicates that, while the adaptive learning mechanism adds amplification and
propagation effects to the economy, the existence of rational agents weakens
this effect a great deal. This result suggests that, if rational agents behave in
the same way as learning agents, the volatility of the economy will increase
a great deal. For example, agents may want to push up the assets prices in
order to obtain profit even if they know there may be a bubble.

Thirdly, we also notice that there are differences between the impulse
responses from two cases of heterogeneous expectations. The comparison
results show that, when rational agents are fully rational (dot-dash line),
the adaptive learning mechanism has a larger amplification and propagation
effect than when rational agents are partially rational (dotted line). The eco-
nomic logic is that, if rational agents know the existence of learning agents
and take learners’ beliefs into account, they will know how learners’ beliefs
affect the economy. Given this knowledge, fully rational agents form be-
liefs that have further impacts on the economy. Here we use an example to
illustrate our argument. Assume there is no exogenous shock at period 1.
Learning agents expect that the real house price will increase by 10% in next

period according to their historical experience. In the first case, partially ra-
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tional agents do not know the existence of learning agents, and they expect
no change in the real house price. Therefore, the actual change in the real
house price should be positive, as learning agents increase their demand for
housing. In contrast, in the second case, fully rational agents know learning
agents’s beliefs, and also know the positive impact of these beliefs on the real
house price, thus they form beliefs that are consistent with actual change in
the real house price, which is positive. In other words, fully rational agents
also expect an increase in the real house price in next period. As a result,
we can infer that the actual change in the real house price is larger in the
second case than in the first case, since the demand for housing is higher in
the second case, i.e., both fully-rational agents and learning agents demand

more housing.

o 10" Consumption

40 45 50 55 60

10 410" New housing produgtnon

40 45 50 55 60 40 45 50 SECE B

Figure 4.7: Impulse responses to a positive goods sector technology shock
from the benchmark model with NHM and TTB. given Q = 0.5. The solid
line is from rational expectations, and the dashed line is from adaptive learn-
ing, the dotted line is from the first case of HE, and the dash-dot line is from
the second case of HE.
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4.3.6 Sensitivity analysis

In this section, we examine how the impulse responses fromn heterogeneous
expectations are affected by a change in the proportion of rational agents.
We consider two alternative values, Q = [0.2, 0.8]. Also, we discuss the
difference between the first case of HE, i.e., partially rational agents, and the
second case of HE, i.e., fully rational agents.

Figure 4.8 shows the impulse responses of variables to a one percent
positive goods sector technology shock with persistence p,. = 0.01, given
Q = 0.2, i.e.,, 20% of the population are rational agents. We observe that
the impulse responses from heterogeneous expectations are larger than that
from rational expectations, for example, both consumption and the real house
price respond around 30% more. As expected, we observe that the impulse
responses from the second case (the dash-dot line) responds around 10% more
than than that from the first case (the dotted line).

Figure 4.9 shows the impulse responses of variables to a one pereent
positive goods sector technology shock with persistence p,. = 0.01, given
Q = 0.8, i.e., 80% of the population is rational agents. We observe that the
impulse responses from heterogeneous expectations are quite similar with
that from rational expectations. Together with previous results, we can ar-
gue that the adaptive learning mechanism has a larger amplification and
propagation effect when the proportion of learning agents is higher. Besides,
the difference between two cases (i.e., the first case with partially rational
agents and the second case is with fully rational agents) is small, but we can
still observe that the impulse responses from the second case respond more
than that from the first case.

4.4 Conclusion

In this chapter, we discuss the impact of the adaptive learning mechanism,
which is an alternative way to form expectations for the future, in a two-
sector DSGE model with the new setting of the housing market and the

feature of time to build. The main features of our adaptive learning moech-
[ )
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Figure 4.8: Impulse responses to a positive goods sector technology shock
from the benchmark model with NHM and TTB, given 2 = 0.2. The solid
line is from rational expectations, and the dashed line is from adaptive learn-
ing, the dotted line is from the first case of HE, and the dash-dot line is from
the second case of HE.



Chapter 4 158

1 10*  Consumption

55 60 40

4
4 <o 2
0
-5 2 . -
40 45 50 55 60 40 a5 50 55 60

Figure 4.9: Impulse responses to a positive goods sector technology shock
from the benchmark model with NHM and TTB, given 2 = 0.8. The solid
line is from rational expectations, and the dashed line is from adaptive learn-
ing, the dotted line is from the first case of HE, and the dash-dot line is from
~ the second case of HE.
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anism are the followings: (i) we use random data that are generated under
rational expectations to form initial beliefs; (ii) we consider a constant gain
learning algorithm; (iii) we use a simple AR(1) learning model, which is mo-
tivated by the success of small learning model. Our contributions to this
literature are that we consider the dynamic impacts of the AR(1) learning
model and discuss the interaction between the adaptive learning mechanism
and the feature of time to build. Using the Nottingham Learning Toolbox,
we find that the adaptive learning mechanism largely amplifics and propa-
gates the impact of a goods sector technology shock on the economy. We
suppose that the amplification and propagation effect added by the adaptive
learning mechanism is because we have higher weights on lagged endogenous
and exogenous variables in the actual law of motion than those from ratio-
nal expectations. Meanwhile, the adaptive learning mechanism enlarges the
impact of the feature of time to build on the real house price and makes this
variable to exhibit more obvious cyclical behaviour,

Next, we carry out a sensitivity analysis to check the robustness of our
results. We find that the shapes of impulse responses heavily depend on the
values of initial beliefs, implying that we should consider average initial be-
liefs, instead of particular initial beliefs when we make comparison between
the impulse responses from rational expectations and adaptive learning. Be-
sides, our sensitivity analysis suggests that, when the value of constant gain
coefficient is relatively small, 0 — 0.05, the forecasting errors do not have
obvious impacts on the impulse responses. In contrast, if we consider larger
values, 0.1 and 0.2, implying that agents assign higher weights on recent
data, the forecast errors have obvious impacts.

Last, we consider the assumption of heterogeneous expectations, i.c.,
there are both rational agents and learning agents in the economy. Learning
agents behave in the same way as described before. Meanwhile, we consider
two types of rational agents: (i) partially rational agents, i.e., they do not
know the existence of learning agents; (i1) fully rational agents, i.c., they
know the existence of learning agents and take learners’ beliefs into account.
Our contributions to this literature are: (i) we consider learning agents un-

der heterogeneous expectations; (ii) we compare two cases of heterogencous
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expectations, i.e., one with partially rational agents and one with fully ra-
tional agents. We obtain two findings from our impulse response analysis,
given that two types of agents have equal weights. Firstly, the responses of
variables from heterogeneous expectations are larger than that from ratio-
nal expectations, implying that the adaptive learning mechanism also has
amplification and propagation effects when only a fraction of the population
is learning agents. Secondly, when two types of agents have equal weights,
the impulse responses from heterogeneous expectations are much closer to
that from rational expectations than that from adaptive learning. This in-
dicates that, while the adaptive learning mechanism adds amplification and
propagation effects on the economy, rational agents may play role of reducing
economic volatility. Thirdly, when rational agents are fully rational, i.c., they
know the existence of learning agents and take learners’ beliefs into account,
the adaptive learning mechanism has a larger amplification and propagation
effect on the economy than that when rational agents are partially rational.
The economic logic is that, if rational agents are fully rational, they will know
how learners’ beliefs affect the economy, and thus rational agents’ beliefs will
have further impacts on the economy. This result holds in the sensitivity

analysis.
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4.A Appendix to Chapter 4
4.A.1 The recursive least squares learning algorithm

In fitting the equation k, = ¢,_,2,_; +¢;—; using data T = 1, ..., f. The value
of the coeflicient ¢, which minimises the error is given by the least squares
formula
t -1y
i /
Q= E -Ti—l-'l'i_l) E zi1k;
i=1 i=1
If we consider matrix form, then k;_ is m x 1, 2,y is n x 1, ¢, is m * n.
Remember in econometrics, if the model is y, = Sx;, + &, t = 1,....n, the
—~ n
OLS estimator for 3is 3 = Z—’—;“—ﬂ?

i=1 ‘rt )
Here we derive the recursive form for the OLS estimator. Lot

t
/
St = E l‘l’..ll‘i_l
i=1
and we have that

/
St =Si-1+ 17y

Then we can write
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t -1y
, v .
¢ = E Ti1T;_y E Tk

i=1 i=1

t
= (St)—l Zﬂfiﬂki
t--

= Zﬂz ki +(Si-1)” ZJ‘L thi = (S-1) Z’z»l,‘

¢ -1
= ¢ +(St)—lzl'i—lki (Si-1) Z—Uqh
i=1 i1
t—1 (-1
= d)t—l + (St)_l CEt—lk't + (St)-l Z .'L'i._lki — (Stw ])“l Z.l',,, ]lu',
i= 1 il
g I
= ¢, +(S)  wik +(S)” Z»I?z 1k — S” Z.r,- 1A
S
= ¢+ (Sz)—l w1k + ( g—l - 1) (St_,)~l Z.If;, ik,
! i=1
since Sy = S| + 12y — ét@? -1= —I'—:—'——‘ thus
1 Ty Th, . -
¢ = Gy +(S) woike — T (Si-1) Z;r, Y
' it
_ Ty
= ¢+ (5) Yapo ke — —t—gf—l(pt—l

= ¢y +(S) e (ke — z}_ by, )

Now we have a recursive form, but some steps are required to obtain a general
form.

To write the above RLS algorithm as it usually appears in the adaptive
learning literature, we can define R, = S,/t. Using the definition of 1?,, we
get
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R,

1. 1 1 1
?Sz =7 (5;—1 + JL't—l-r;—l) = ZSI——l + ?«"Iml-l"’twl
1 1 1 1
t—lStl_t—t_l—Stl+ Stl+illllrl
1 1 1
S, - ——8
P10t t(t—l)tl+ ST Ty

1 1 1
't“":“i‘St—] + 7 (-’l't-ll'iq — t—_—l'sr—1>

1
R+ 7 (It—ll‘;_l - Rt——l)

and the recursion becomes

and

l
Ry =R, + n (l't—lil?;_l - Rz—l)

1
G =G+ th_lwt'l (’ft — T 1)

which is the recursive least squares learning algorithm that appears in our

chapter.

4.A.2 The Matlab files in the Nottingham Learning Toolbox

e model.m: rewrite the DSGE models into a form that can be applied to

this toolbox. Unlike Dynare, we cannot write the model directly into

the Matlab, we need to rewrite the model using the lag dunmny method

before applying it to the learning toolbox,

e newsolab.m: solve the model

e pvalue.m and vmap.m:

rewrite the solutions in a more friendly way

for (i) comparing with Dynare results and (ii) facilitating following

programs

e LEARNING.M: defines the setting for learning, c.

., shock sequence,
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number of periods for the simulations, initial periods, gain cocfficient,

choice of small models.

e IRF_RUN RE.M: produce impulse responses functions under rational

expectations

e IRF_RUN_AL.M: produce impulse responsecs functions nnder adap-

tive learning

e IRF_RUN_ HETERO1.M: produce impulse responses functions under

heterogeneous expectations with partially rational agents

¢ IRF RUN HETERO2.M: produce impulse responses functions under

heterogeneous expectations with fully rational agents
e IRF_DO_PLOTS.M: plots the results of impulse responses functions

e IRF_DO_ PLOTS_CH4.M: plots the results of impulse responses func-
tions for chapter 4

e INI BEL.m: generate initial beliefs and second moment matrix

e INI BEL DO AVERAGE.m: generate average initial boliefs and av-

erage second moment matrix

e hpf.m: applies the Hodrick-Prescott filter to a series, with HP parame-
ter lambda _hp.

e IRF _STATISTICS.M: summarise the statistics of impulse responses
functions

4.A.3 The solution method in the Nottingham Learning Toolbox

The classification of variables We classify the variables into several

group according to the Dynare User Guide.

e static variables: variables that have t term.



Chapter 4 165

o purely predetermined variables: variables that have t — 1 term or have
both t and ¢t — 1 terms

e purely forward-looking variables: variables that have ¢ +1 term or have
both t and t + 1 terms

e predetermined and forward-looking variables: variables that have both
t—1ltermandt+1lorhavet,t—1,andt+1 terms

e state variables: variables that have t — 1 term.

Rewriting and solving the model The Nottingham learning toolbox
uses the Klein solution method, thus we need to rewrite our mode using the

lag dummy method. We define z as

Iy = [zt—likt—l7}i:t7ft7,vt]

Ty = [Zz,kt,kt+1,ft+1,’vt+1]

where z is exogenous variable, k is state variable, f is forward variable, and
v is static variable. Note that (i) the state variable appears twice, and we
refer the first group as dummy variables, (ii) if a variable has both ¢ — 1 and
t + 1 terms, we treat it as state variable.
Before solving the model using the Klein method, we need to write it into
following form
AAx 1 = BB xzx,

From the Klein method, the solution form is

2t-1 — PP+ -2 ) _ ppll ppl2 . St-2
ki1 k1o pp2l pp22 Ky -2

and

ke . ffir ff12 )
fo | =FFx " ) =| fra g2 e )
f131 ff32
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then we arrange the solution as

k, :" pp21 pp22 0 0 0 ;"‘
k, ! fFIL ff12 0 0 0 o
= Pbar * kt—l = * }17/. 1

ft p ff21 ff22 0 0 0 §
v -t Ff31 f£32 0 0 0 !
Vi-1 Uy

Note that ( pp2l pp22 ) is same as ( ff1ir ffi12 ) We can compare the
values in Pbar with the solution from Dynare to check the accuracy of the
model file in Matlab.

Generating initial beliefs For learning agents, we generate initial beliefs

Phi using randomly generated data,

ki
fo | = Phix [k, fior, v

Ut

We need to fit Phi in K K, which i1s a matrix consistent with ., then we

have
2t -1 0O 0 0 0 0
k: [ 00 0 0 o0
kv | = KK = ky ,where KK = | 0 0 phi phi phi
fra fi 0 0 phe phi phi
Vgs1 Uy 0 O phi phi phi

then we can replace t + 1 terms.

For the partially rational agents in the first case of heterogencous expec-
tations, we assume that they use solution under rational expectations as their
initial beliefs. Here we transfer the solution under rational expectation Phar

to partially rational agents’ belief L L, which is also a matrix consistent with
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Tt
2 FA 0 0 0 00 S
ky ki1 0 0 0 00 ke
kipr | =LLx ke =| ffllxp 0 ff12 0 0 | * ky
fr+1 fi ff2l=p 0 ff22 0 0 fi
Vt+1 Ut ff3lxp 0 ff32 0 0 4

where we need to add p since z, = pz;_;.

Rational expectations and adaptive learning After writing the model
using the lagged dummy method, we can solve this model under rational
expectations and adaptive learning respectively. We need to write the model

into

MM % [31, kt, 0, O, 0], + MMM % [0,0, I\Tu,l, fH-l' Ut 4y !
= NN*[zt-—lsk:t—l)kt?fhvt]

where M M M represents the expectational terms
Under rational expectations, the matrices of the cocflicients for the model

to be solved are

AA MM + MMM
BB = NN

Under adaptive learning, the matrices of the coefficients for the model to

be solved are

AA = MM
BB NN -MMMx*x KK
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Heterogeneous expectations Under heterogencous expectations, we rewrite

the model into a more general form as

MM x [2,k¢,0,0,0] + MMR* (0,0, key 1, fror vrp1)
+]\/[]\JL * [O, 07 k7t+17ft+]7 'Ut+1],
= NN« [zt—lskt—laktaftavt]

Actually, given this general form, we can solve the model under rational
expectations, adaptive learning, the first case and the second case of hetero-

geneous expectations.

If we want to solve the model under rational expectations, the matrices

of the coefficients for the model to be solved are

AA = MM+ MMR+ MML
BB = NN

If we want to solve the model under adaptive learning, the matrices of
£,

the coefficients for the model to be solved are

AA = MM
BB = NN -MMRxKK - MMLxKK

If we want to solve the model under the first case of heterogencous ex-

pectation, the matrices of the coefficients for the model to be solved are

AA = MM
BB NN -MMR+«LL—-MMLxKK

If we want to solve the model under the second case of heterogencous

expectation, the matrices of the coefficients for the model to be solved are

AA = MM+ MMR
BB = NN-MMLxKK
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5 A Discussion of the Default Rate and the

Loan to Value Ratio

5.1 Introduction

The assumption of perfect credit market is commonly used in DSGE models.
Recently, however, researchers have raised concerns over the feature of credit
market imperfections, as they suggested that (i) it is consistent with reality
and (ii) the interaction between credit limits and asset prices has important
impacts on dynamics.

The seminal work by Bernanke, Gertler and Gilchrist (1999) introduces
the costly verification problem (or the agency problem) to producers of final
goods in a DSGE model. They successfully show that credit market imper-
fections can amplify and propagate the impacts of shocks to the economy,
and they refer this feature as the financial accelerator mechanisin. Another
closely related work by Carlstrom and Fuerst (1997) also considers a debt
contract problem, but in a model with flexible prices. They assume that
the agency problem applies to producers of investment goods, who produce
capital directly from output goods. Their credit mechanism can explain the
output movement in reality.

The agency problem has been introduced to the housing market by Aoki,
Proudman and Vlieghe (2004), and they show that this mechanism amplifies
and propagates the effect of monetary policy shocks on housing investment.,
house price and consumption. They, however, keep the default rate constant
when they solve their model. Besides, they assume that credit unconstrained
households (lenders) rent housing from homeowners (borrowers), who take
loans to purchase housing. Because homeowners are the only agents that
are buying housing, a higher demand for housing in an economic upturn
implies that a higher volume of loans is guaranteed. Moreover, lacoviello
and Neri (2010) also discuss the impacts of the credit market imperfections
on the housing market. In their model, impatient households take loans
to purchase housing, and they need to provide collateral because of eredit

market imperfections. Hence, housing also plays a role of collateral, and the
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borrowing constraint is related to housing values. In their model, however,
the debt is fully collateralised, and there is no possibility of default. They
calibrate the loan to value ratio using the empirical value, but we suppose
that, in the model without the possibility of default, the appropriate loan to
value ratio should be fixed at one.

In this chapter, we introduce the agency problem into the housing market,
and we are interested in the dynamics of the default rate and the loan to value
ratio. In particular, we assume that an idiosyncratic shock affects the hons-
ing assets directly. Specifically, the value of housing assets can be affected by
many possible random events, such as building a new school and discovering

natural resources.”!

Meanwhile, we assume that both lenders and borrow-
ers can purchase housing. Our impulse response analysis shows that, given
a positive goods sector technology shock, the default rate exhibits counter-
cyclical behaviour, which is consistent with our empirical analysis. The loan
to value ratio, however, is also countercyclical, while our empirical analysis
suggests procyclical behaviour. The reason for this is that, in an economic
upturn, credit constrained households have less housing in the housing mar-
ket, thus the volume of loans they receive also decreases, leading to a fall in
the loan to value ratio. Therefore, the inconsistency between the result from
our model and empirical evidence suggests that, in the future research, we
need to improve the model in a way that allows credit constrained houscholds
to obtain more housing in an econormic upturn.

Next, we discuss the implications of introducing a time-varying mean of
the idiosyncratic shock, by assuming that idiosyncratic shocks that are above
steady state mean to the housing assets are more likely to realise in an eco-
nomic upturn. For example, government invests more in infrastructure and
education when the economy is booming, causing positive impact on house
price in more regions. Faia and Monacelli (2007) also discuss this feature,
based on the agency problem framework of Carlstromn and Fuerst (1997). In
order to generate a countercyclical premium on external finance, they link

the mean of the idiosyncratic shock to aggregate total factor productivity.

91 For example. Besley and Muller (2012) discuss the impact of violence on house prices
in Northern Ireland.
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In our chapter, we illustrate that, when the mean of the idiosyncratic shock
is time-invariant, the structure of the model implies a positive relation be-
tween the default rate and the loan to value ratio, thus if we can improve the
model to have a procyclical loan to value ratio, the default rate will become
procyclical as well. Therefore, in order to overcome this co-movement. and
to have both a procyclical loan to value ratio and a countercyclical default
rate, as suggested by data, we should consider a time-varying mean of the
idiosyncratic shock.

5.2 Empirical analysis

In this section, we examine the cyclicality of several housing market variables
compared to U.S. real GDP using a sample period 1973Q1 to 2010Q4. Figure
5.1 and Figure 5.2 show that both mortgage loan amount and housing value
display procyclical behaviour, and their volatilities are higher than that of
real GDP. Figure 5.3 shows that the loan to value ratio is also procyclical,
implying that the mortgage loan amount is more procyclical than the housing
value.?? Meanwhile, the volatility of the loan to value ratio is less than that of
real GDP and the average loan to value ratio is 75% over the samnple period.
Finally, Figure 5.4 shows that the mortgage delinquency rate was not closely
related to real GDP before the 1980s. From 19835, however, this rate has
exhibited countercyclical behaviour. In particular, the delinquency rate has
increased sharply during the financial crisis, starting from 2007. Mcanwhile,
the foreclosure rate has a similar pattern, but with a lower rate. Overall, a
procyclical loan to value ratio and a countercyclical delinquency rate (or a
countercyclical foreclosure rate) are two facts that we attempt to reproduce

from our model.

"2The loan to value ratio is a ratio of mortgage loan amount to housing value.
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Figure 5.1: Business cycles in U.S. real GDP and mortgage loan amount.
Sample period: 1973Q1 - 2010Q4. Both variables are detrended using the
Hodrick-Prescott filter. Sources: U.S. Bureau of Economic Analysis; Federal
Housing Finance Agency.
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Housing Finance Agency.
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5.3 The Model

In this chapter, we use a DSGE model with sticky prices, credit market
imperfections, and housing production. The credit market is subject to a
costly state verification problem for housing mortgages. In particular, we are
interested in the dynamics of the default rate and the loan to value ratio.
To begin with, we briefly describe all of agents in the model. Credit con-
strained households consist of homeowners and renters. Homeowners buy
housing using down payment of their own and loans from financial interme-
diaries, and then rent it to renters. The reason we separate these houscholds
into two agents is that we need to avoid the conflict between the risk neu-
tral borrowers in the debt contract problem and the risk averse consumers
in the utility maximisation problem. Financial intermediaries take deposits
from credit unconstrained households and provide loans to credit constrained
households. In the supply side, we have a goods production sector, which
includes final goods firms, retail goods firms, and intermediate goods firms.
Besides, we also have a housing production sector. Finally, the monctary
authority uses the nominal interest rate as a policy instrument to atfeet the

real economy.

5.3.1 Credit constrained households

Credit constrained houscholds are infinitely lived, measure one and consist
of homeowners and renters. On the one hand, homeowners buy housing us-
ing down payment (net worth) and loans from financial intermediaries, rent
housing to renters, and transfer a payment to renters. On the other hand,
renters consume final goods, supply labour, rent housing from homeowners,
and receive a payment transferred from homeowners. Note that rent and
transfer payment can be seen as internal flows of funds within credit cou-

strained households.

Homeowners’ decisions on default and non-default At the beginning

of period t, homeowners take loans from financial intermediaries, together
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with down payment (or net worth) of their own, to buy housing, which is
rented to renters within the period. The borrowing equation shows that the
volume of loans is the difference between the real value of housing assets and
the down payment,

b = qnehy — nuwy (5.1)

where gy is the real house price, gy h? is the real value of housing asscts
that homeowners are buying, nw? is the homeowners’ down payment, and b
is the volume of loans taken from financial intermediaries.

In the beginning of period ¢ + 1, homeowners need to repay the loans
taken in the previous period. Since housing is depreciating at a rate d,,
the undepreciated housing assets own by the homeowner are (1 — §,) h?. We
assume that an idiosyncratic shock, w41, with a time-invariant mean, w,,,
affects the undepreciated housing assets, thus the real idiosyncratic value of
undepreciated housing assets is wy1qn 1 (1 — 05) he.

In this model, default is a steady state phenomenon, as homeowners can
default if the value of collateralised assets is less than the loan repayment.
Therefore, lenders provide the loans with a contractual (gross) interest rate,
Ry, which is higher than the riskless (gross) interest rate, R, to cover their

loss from default. Hence, the real repayment for the loans taken in period ¢
Ry

e tr b

When we combine the real idiosyncratic value of undepreciated housing

is b, where 7., is the (gross) inflation rate.

assets and the real repayment, there is a threshold level of the shock, &y,

such that,”

_ . R
We1Ght+1 (1 - ‘)h) h‘? = -

bt 5.2
Mol L ( )

At this threshold level, the real value of undepreciated housing assets,

Tip1Gheet (1 = 84) B8, is equal to the real repayment for the loans, ;ﬁin,'.

Therefore, homeowners are indifferent between default and non-default, as
we assume that borrowers’ housing assets are taken by lenders if they default.

Given this threshold level, we can infer that homeowuers' decisions de-

M For simplicity. we ignore the expectation operator E; in this chapter,
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pend on the value of the idiosyncratic shock,

_ _ Ry,
wWepr < Wil = Dig1qre+r (1 — dp) h:’ < ;‘—bﬂf = Default
c,b+1

_ _ . R
Wipl > Wie1 = Dep1Gherr (1 — On) hf > W—”—b:’ = No Default
ct+1
In other words, when the actual level is less than the threshold level, w,, | <
Wis1, the real value of undepreciated housing assets is less than the real re-
payment, thus homeowner will default. Therefore, the probability of default

18 _
Wt 1

F@)= [ f()do=Priom <@
min
where F (@;4+1) is the cumulative distribution function of the idiosyneratic
shock. In contrast, if the actual level is greater than the threshold level,
Weyl > Wiy, the real value of undepreciated housing assets is greater than
the real repayment, thus homeowners will not default, and the probability of
no default is 1 — F (@;4).
Meanwhile, the loan to value ratio is defined as

R-l,z bb
et i1 4

Wmnfht+1 (1 - (sh) ’)5)

my =

which is the ratio of the expected real total debt obligations to the expected
real average value of undepreciated housing assets. Note that, in our model,
the loan to value ratio is not a choice variable."

If we combine equations 5.2 and 5.3, we have a relation among the loan

91This definition of the loan to value ratio is forward looking. Alternatively. a contem-
porary loan to value ratio can be defined as
b
’ bt
TVlt = ————r
, b
Wnth,thg

which is the ratio of the volumen of loan to average housing value. The way of detining
the loan to value ratio. however. has little impacts on the dynamics of the model.
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to value ratio, the threshold level, and the mean of the idiosyncratic shock,
Wipy = MW

which shows that, if the threshold level and the mean are fixed (i.c., the

probability of default is fixed), the loan to value ratio should be fixed as well.

The allocation of the undepreciated housing assets Here we dis-
cuss the allocation of the undepreciated housing assets between homeowners
(borrowers) and financial intermediaries (lenders) when homeowners decide
to default or not default.

If homeowners default and do not repay the loans, financial intermediaries
will take over the housing assets and pay a monitoring cost, which is a fraction
U, of the value of undepreciated housing assets. Meanwhile, homeowners can
keep the rent payment from renters. The following table summarises what

borrowers and lenders get if borrowers default.

Borrowers’ gain F (@i1) - grahd

Lenders’ gross gain G (@Wes1) * Grpsr (1 = dp) Wb

Lenders’ net gain | (1= 1) G @s1) - st (1= 8,) Y

Wy
where ¢, is the real rental price of housing, G (©0,,,) = / wf(w)dw is the

min
conditional mean of the idiosyncratic shock given borrowers default.

If homecowners do not default, they will repay the loans to lenders with
the contractual interest rate. The following table summarises what borrowers

and lenders get if borrowers do not default.

(Wi = G (@re1)) - Ghagr (1= 0n) Y
— (1= F @e41)) - s b 4 (1= F(@11)) - gt

Tty

Lenders’ gain (1= F (&)~ %‘f—ll)ﬁ’

Borrowers’ gain
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max
where w,, = /wf(w)dw is the unconditional mean of the idiosyneratic

min

shock.
Then we summarise what borrowers and lenders get from this debt con-

tract problem. Firstly, borrowers’ gain is summarised as

Default F @e11) - qroh® |
Wm — G w .
. _(_ ( lil)) *Qht+t (1 - Ah) h;’
No default ~Ti (1 = F (@)
+ (1 - F (:Jt-H)) ’ (lr,lh/:’_l
Total B (@Wig1) - g (L= 85) b + (1,.‘,hf’

where B (T141) = (wm — G (@i41)) — W1 (1 = F (W41)) is the borrowers’
share of the real value of undepreciated housing asset.””

Secondly, lenders’ gross gain is summarised as

Default G (@) et (1= 8 R ]
No default | @iy (1 = F (@e1)) - qheer (1 = 5p) hb
Total T (@es1) - Qugr (1= 8y) 1Y

where I' (0;41) = G (@141) + (1 = F (@y41)) Wiy 18 the lenders’ gross share of
the real value of undepreciated housing assets, before subtracting the moni-
toring cost.

Thirdly, lenders’ net gain is summarised as

Default (1= p) G (Brs1) - qrasr (1 = 8 B
No default | Ty (1 = F (@e41)) - qrasr (1 = 83) b
Total L(@rs1)  quasr (1 = 0p) "‘?

99 Recall that the equation of the threshold level is

[{[‘g

Mottt

Det1Gnesr (1= 0p) A = b

R4
Tet41

thus we can replace (1 — F(Z,41)) - by by @1 (1= F(@es1)) grai (1 &0 00 in

borrowers’ gain given no default.
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where L (@¢41) = (1 — p1,)) G (@141) + (1 = F(@41)) @yt s the lenders' net
share of the real value of undepreciated housing assets after subtracting the

monitoring cost.

The financial intermediaries The lenders in this model are financial in-
termediarics, who take deposits from credit unconstrained houscholds and
provide loans to credit constrained households. For simplicity, we assume
a perfectly competitive market for financial intermediaries, thus they make
zero profit. We also assume that they facilitate the loans market at zero
cost. On the one hand, financial intermediaries take saving, b,, from credit
unconstrained households in period ¢, and then return the saving plus the
riskless interest rate, ;%:bt, in period t + 1. On the other hand, financial
intermediaries provide loans, %, to credit constrained housecholds in period
t, and receive their net share of the value of undepreciated housing assets,
L(@iy1) - quorr (1 = 8,) ht, in period t + 1. Therefore, the lenders’ participa-
tion constraint is

i,

Tet+1

— c\ b

L (@es1) g (L= 0n) by > by (5.4)
where L (T;4+1) is the lenders’ net share of the real value of undepreciated
housing assets. This equation indicates that the lenders’ net gain from the

debt contract problem should be no less than the real repayment to savers.

The homeowners’ debt contract problem Then we are ready to de-
scribe the debt contract problem. As summrised before, borrowers’ gain from

this problem is

B (wH—l) qht+1 (1 - (ih) h? + ‘11',{"?

Then borrowers (homeowners) maximise their expected return subject to the
lenders’ participation constraint 5.4.

We obtained two first order conditions from the homeowners' debt con-

96

tract problem.”™ Firstly, the equation that determines the threshold level of

9 The homeowners' debt contract problem is shown in the Appendix.
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the idiosyncratic shock is

-B (ZJH—I) = ’\z,tL, ("_‘)t+l)

—
fuin |
s |

—

where /\2,6 is the Lagrange multiplier on the lender’s participation constraint.
The LHS, — B’ (@W,41), is the marginal cost to borrowers’ return given that
the threshold level &, increase by one more unit, as B (©0,,) is decreasing
in @;41. On the RHS, L' (0;4) the marginal benefit to lenders’ return given
that the threshold level @, increase by one more unit, since L (&) is
an increasing function of J,,,. Therefore, the participation constraint is
loosened by L’ (&) unit, and thus /\2,le (@e41) is the marginal benefit to
borrowers, as the shadow price of loosening the constraint by one unit is /\3:.,.
In sum, this equation implies that, given that the threshold level increases
by one more unit, the marginal cost is equal to the marginal benefit of a
loosened participation constraint.

Secondly, the cquation that determines the homeowners’ demand for
housing is

— - _ 3 R
B (WH-I) qh,t+1 (1 - Oh) T qre = _/\ll-:y L (Wt+1)(1h,!+l (1 - ()Il) - :___L""]h.f

Tetil

(5.6)
The LHS is the marginal benefit to borrowers given that their housing -
creases by one more unit. Meanwhile, given that borrowers’ housing increases
by one more unit, the increase in the lenders’ return, L (T, ) gneoq (1 - d1),
is less than the increase in debt obligation, T.',?Tq"-“ given that the net
worth does not change, thus the participation constraint is tightened by

L (@es1) Gy (1 = 0n) — ﬂ—f{;’th', unit."” As the shadow price of tightening,

97The paticipation constraint is

_ R
L(@i41) gniss (1= 8p) hE = ——=— (qnih® - nuwy)
Tet+1

thus we have such an inequality. given nw, is positive.

L@y ) grevi (1 - 6n) <

qh.t
Tet+1
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the participation constraint by one unit is /\2‘,, the RHS is the marginal cost
of a tightened participation constraint to borrowers. In sum, this equation
indicates that, given that borrowers’ housing increases by one more unit, the
marginal benefit is equal to the marginal cost of a tightened participation
constraint.

The allocation of homeowners’ return Here we discuss how homeown-

ers deal with their real return received in period t,
B (wt) qht (1 - 5h) hb_1 + Qr.l.—lh:),_l

which is composed by the homeowners’ share of the value of undepreciated
housing assets and the rent from renters. We assume that homeowners di-
vide the real return into two parts.”® Firstly, homeowners keep a fraction
Yy Of Teal return as down payment (or net worth), nwf, which is used to
purchase housing in period t, together with the loans taken from financial

intermediaries. The equation of the down payment is

nWY = Yy o [B (@) @ha (1 = 0p) Rb_| + qroiht_ ] (

fuba |
~I
2

Secondly, homeowners give a fraction (1 —«,,) of their real return to

98 Aoki. Proudman and Vligeghe (2004) assume that the transfor Dy is a fanction of the

leverage ratio.
nw,
Dt =X ( b)
Qh,lhl

where ' (¢) > 0 and x {6) = D. Here o = ﬁ,— = (1.7 is the leverage ratio in the steady
state. and D is the level of dividend consistent with ¢.
The log-linearised form is

D=3 (n’ﬂ). ~ Qh,t — h?)
’;‘f))o). The adjustment factor s on the dividend rule is set at 3. which is
consistent the estimated average elasticity of mortgage equity withdrawal with respect to
the net worth ratio. In other words. the amount of equity withdrawn will increase by 3%
if the net worth of the aggregate UK household sector rises by 1%.

where s =
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renters as a transfer payment, tr®. The equation of the transfer payment is

8)

=

t’"? = (1 —75) - [B (@) gne (1~ ) h’lt)—l + Grs- 111.’;%,] (h

Renters Renters also live in credit constrained houscholds. They consume
goods, rent housing from homeowners, receive a transfer payment from home-
owners, supply labour to intermediate goods firms, and receive wage. They
maximise their lifetime utility subject to their budget constraint.

The renters’ lifetime utility function is

= i i i i - i 1 i ol
Ezz (3 )k <Fc In (€ = ScCppor) +J by ~ m (”uk)w >
k=0

n

where we use superscript ¢ to denote variables associated to renters. In the
utility function, F, is the expectation operator, 3' is the renters’ discount
factor, ¢! is renters’ consumption, =, measures the degree of consumption
habit, I is a scaling factor, h¢ is domestic housing, j¢ is the weight on
domestic housing, n} is the supply of renters’ labour, and ;‘— ts the Fisher
elasticity of labour supply. ‘

Given the lifetime utility function, the renters’ marginal utility of con-
sumption is

_ )eici I“i 1

: : 1

ayl — 11

ey = Te Mk P
tCrpq el

¢t — Eicf—l
which expresses the marginal utility of consumption u., in terms of lagged,
current, and future consumption.

The renters’ real budget constraint shows that the total expense (LHS)
should be no more than the total income (RHS), and is expressed as

A&+ qrehl < wind +trb (H.10)

where ¢, is the real rental price of housing, w} is the real wage rate, 1% is the
real transfer payment from homeowners. We assume that renters do not save

into or borrow from financial intermediaries, thus they spend all available
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resource in a given period.
We obtain two first order conditions from the renters’ utility maximisation

problem.” Firstly, the equation that governs the renters’ labour supply is
(n) ™ = v (5.11)

which implies that the marginal disutility of labour supply at t is equal to
the real wage in terms of the marginal utility consumption at ¢. This first
order condition is an intratemporal optimality condition that indicates how
renters make decisions about consumption and labour supply in period t.
Secondly, the equation that governs the renters’ demand for domestic
housing is .
d
Uerlnt = 37 (5.12)
t
which implies that the real rental price of housing in terins of the marginal
utility of consumption at ¢ is equal to the marginal utility of domestic housing
at t. This first order condition is also an intratemporal optimality condition
that describes an optimal allocation of resource between consumption and

domestic housing.

5.3.2 The idiosyncratic shock

We have assumed that an idiosyncratic shock, wy, affects the undepreciated
housing assets, (1 — d5) hy—;, and thus the real idiosyncratic value of unde-
preciated housing assets is gy «w; (1 — 5) he—y. Following Faia and Monacelli
(2005), and Morozumi (2010), we assume that the idiosyncratic shock w; is
independently distributed (across homeowners and time) with a uniforin dis-
tribution and has positive support.!"’ We also assume that the idiosyneratic
shock has a time-invariant mean with value of one, w,, = 1, and the range

of distribution is fixed at 2p_,. Therefore, the uniforin distribution of the

9The renters’ utility maximisation is shown in the Appendix.
W0 Bernanke. Gertler and Gilchrist (1999) consider a log normal distribution.
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idiosyncratic shock is
Wy ~ U (wrn — P Wy + /)w)

The probability density function is

f@) =F @)= —t— = ! b

max —min (W, + o) = (e —p,)  2p

where F’ (0,) > 0. Note that we also use ‘min’ and ‘max’ to denote the lower
boundary and upper boundary of the distribution. For a uniform distribu-
tion, the probability density function is a coustant and depends on the ranpe
of the distribution, 2p,, only.

The cumulative density function is

_ Wt @y 1 iy Wy = .
F (@) = flw)dw= —dw = — - ——% (h.13)
/min . Y
where F (T,) > 0, limg, o F (@) — 0, and limg, . F (&) — 1. This
function can be interpreted as the probability of defanlt or the defanlt rate,
which depends on the threshold level, and the probability density function,

The probability of no default is

max W + ]
1—F@J=/ [ (@) dw = =B S
) . i—ljf 2/) ’ 2

since the sum of the probability of default and the probability of no default
is always equal to one,

The conditional mean given defanlt is

S]] & 1 ;2 FR— .)2
G (@) = / wf(w)dw = / ol = 2 T T 51 1)

‘ /
J min Su -p, 2/).,; "1/)...) '1/)../

where G () = 0, Bmg, —nin G (©0,) — 0, and limy, uae G (Zr) - w,,. This

function depends on the threshold level and the probability density funetion.
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The derivative of the conditional mean given default is

]

Ry — —_— —_ t

G' (@) =@ f (@) = 57— (5.19)
2p,,

since both p_, and @, are positive, we have G’ (@,) > 0, indicating that ¢/ (&)

is an increasing function of @,. The second derivative is (7 (3)) = :;)l:.. ENIR

indicating G () is convex at the threshold level.

The conditional mean given no default is

‘TN
=G @) = [ wf )i
. :;',
since we assume that the time-invariant unconditional mean of the idiosyn-
cratic shock is wy,.

The lender’s gross share is

@) = /Wf(w)dw +G,/f(w)(1w

~

where T (@,) > 0, limg, 0 [ (@) — min, and limg, L (&) o= win Pre-
cisely, this is the lenders’ gross share of the real value of the undeprecinted
housing assets at period t, before taking the monitoring costs iuto account.

The derivative of lender’s gross share is
@) =1-F(@) (5.17)

since (1 — F () > 0, we know that IV (,) is an increasing function of &,
In addition, the second derivative is I (@) = —f (&) < 0, henee T (&) is

concave at the threshold level.
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The lenders’ net share is

@y max )

L(w,) = /wf (w) dw + @, / [ (w)dw - p,, /wf (w) dw
= I'(@) — p,,G (@) (5.18)

where L (@) > 0, limg, _ymin L (@) — min, and limg, . L (@) — (1 = 41,,,) «r-
Precisely, this is the lenders’ net share of the real value of the undepreciated
housing assets at period ¢, after taking the monitoring costs into account.

The differential of lenders’ net share is

! (— ! — !
L' (@) =T" (@) — p, G’ (@) (5.19)
There is an optimal value, T} = “’ﬁ—;”ﬂ, that maximises the lenders’ net

share. We infer that it is a local maximum as L” (@7) < 0. Since L (&)
in increasing on (inin, ;) and decreasing on (&, max), lenders never choose
@, > w;. Besides, our steady state value of @, is far less than the optimal
value, thus L (@,) in increasing in &, and concave around the neighborhood
of the steady state.
The borrowers’ share is
Df max
B(@) = wn- /wf(w)llw - / fw)de
l;lill ..J,
= (Wn =G @)~ (1~ F (@) (5.20)

Wm — I‘ (wt)

where B (@) 2 0, limg, min B (@) — wm — min, and fing, o B2
0. Precisely, this is the borrowers’ share of the real value of undepreciated
housing assets at period t.

The differential of borrower’s share

B (@) = -G@)~(1=F(&))+ F (&) (Hh.21)
= (1 -F(@))
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since — (1 — F (@) < 0, we know that B’ (@) is a decreasing function of
w,. Otherwise, if B (@;) is increasing in @;, homeowners’ will always choose
@, = max, thus the probability of default is always equal to one. In addition,
the second derivative is B” (,) = f (@) > 0, indicating that I3 (Z)) is convex

at the threshold level.

5.3.3 Credit unconstrained households

Credit unconstrained households are infinitely lived and of measure one.
They supply labour, consume final goods, demand domestic housing, ac-
cumulate goods capital and housing capital. They maximise lifetime utility
subject to their budget constraint. We assume that they own the profitable
retail goods firms.!"!

Similar with renters, the credit unconstrained houscholds’ lifetime utility

function is

o

, 1 '
E, Z 3* (Fc In(copk — €cCran—1) + jIn by — T (ns k)l )
k=0 ’

n

where E; is the expectation operator, ;3 is the credit wnconstrained house-
holds’ discount factor, ¢; is credit unconstrained houscholds’ consumption,
2. measures the degree of consumption habit, U, is a scaling factor, by is
domestic housing, j is the weight on domestic housing, 1, is the supply of
credit unconstrained households’ labour, and ;L is the Fisher elasticity of
labour supply.

Given the lifetime utility function, the credit unconstrained households’
marginal utility of consumption is
Upy = l"‘,————l———— - .'isrl".n——-i——-—-—m (H.22)

' Ct — £l Eicipy = sty

which expresses the marginal utility of consumption w., in terms of lagged,

current, and future consumption.

W Credit unconstrained houscholds behave in the same way as patient honseholds in onr
Chapter 2.
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The credit unconstrained households’ real budget constraint shows that
the total expense (LHS) should be no more than the total income (RHS),

and is expressed as

C 4+ R'c,g + I‘,h,,t -+ qh.,tht -+ bt

9 . 2

7 K, - g Gt ¢
2 (2 —1) Kaet 2 (55 - 1) Ky
< (Rica + 1= 8ke) Keamr + (Ring + 1= 8i) Koy

+wyny + (W) qre (1 — 0n) heey + fi + —R‘—"-b, o

et

where ¢, is the real house price, b, is real bonds (or saving), wy is the
real wage rate, R,_; is the (gross) nominal return on the bonds held in the
previous period or the (gross) nominal interest rate, 7., is the (gross) inflation
rate, and f; is the real profit from retail goods firms. For the capital related
variables, Kj, is housing capital, K., is goods capital, Ry, and Ry, are
the real rental price of housing capital and goods capital, d;,, o, 4, are the
depreciation rates for housing capital, goods capital, and housing stock. The
real price of goods capital and housing capital is normalised to one, same
as the real price of final goods.!"? The last two terms on the LHS are the
adjustment costs for goods capital and housing capital respectively, and 1,
and 7, are the coefficients of adjustment costs.

We obtain five first order conditions from the credit unconstrained house
holds’ lifetime utility maximisation problem.'"™ The first three were disenssed
in the Chapter 2,

, R
WUpp = ,V'J‘E' ( : ll(<'[+l> (.").'23)
7r(f,f+'l
ny" = Wy the {n.21)
Uptht = %’ + H (1 - (sh) Whin E' (“r.! 14t l) (525)
t

where the first equation is the Euler equation that governs the optimal al-

location of consumption over time, the second equation is an intratemporal

102The real prices of housing capital and goods capital are normalised to one. bat the
real rental prices of them are not.

1"4The credit unconstrained houscholds® utility maximisation problem i~ shown in the
Appendix.
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optimality condition that indicates the trade-off between consumption and
labour supply, and the third equation is an optimality condition that de-
scribes the optimal allocation of resource between consumption and domestic
housing.

The fourth first order condition governs the credit unconstrained house

holds’ demand for housing capital, and it is expressed as

- 1\’;,‘ R
Uer = AEi(eprr (Ringsr + 1= 0xn)) = westipy, (—~1\.' A l) (5.26)
bt
Nen [ Bn : K, Koy,
-BE, um“’%’i ("'I{T@l - 1) = et kn (7'\._’_1‘ ***** l) l’\~,’ Ll
¢ hit 11

which implies that the real price of housing capital in terms of the marginal
utility of consumption at ¢ is equal to the sum of the expected real rental
price of housing capital and the expected real price of housing capital (for
reselling undepreciated housing capital) in terms of the disconnted marginal
utility of consumption at t + 1, subtracting the adjustient costs on housing
capital. This first order condition is an optimality condition that deseribes
the optimal allocation of resource between consumption and housing, capital.

Finally, the equation that governs the eredit unconstrained houscholds’

demand for housing capital is

- - K. ’ N
ey = BE (eppr (Rigegss + 1= 0ke)) = vepny (“"’{’ - l) (h.27)
!

. 2 . .
- 7,};,- [\l'l"l 1\(" ! 1\' el
-3F U — | —— - i — Uy 1M w,..‘w_! e ] i
[RE AT e 9 ( [\,-,; ) ey ( K., > K.,

which implies that the real price of goods capital in terms of the marginal
utility of consumption at ¢ is equal to the sum of the expected real rental price
of goods capital and the expected real price of goods capital (for reselling
undepreciated goods capital) in terins of the discounted marginal utility of
consumption at t+1, subtracting the adjustment costs on goods capital. This
first order condition is an optimality condition that deseribes the optimal

allocation of resource between consumption and goods capital.
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5.3.4 Goods production sector

In the goods production sector, we have three players: (1) final goods pro-
ducers buy retail goods from individual retail goods producers, and compose
them into final goods, which are ready for consumption; (ii) retail goods pro-
ducers (or retailers) buy intermediate goods from intermediate goods produe-
ers, and differentiate the goods at no cost into retail goods; (iii) intermediate
goods producers combine goods sector technology and labour {rom patiemt
households to produce intermediate goods, which are then sold to retail goods

producers.

Final goods firms and retail goods firms As these two type of firms
were described in the Chapter 2 already, here we only list equations that are
relevant to the equilibrium of the model. The first order condition derived
from the retailers’ real profit maximisation problem is the equation of the

real optimal price, and it is expressed as

o pk . Lot N F Pk
€ Lk:()a TAYNRY yEu (I‘,,,.;-) Poox
(2(:,1 = E’

[ [ 1
e—1 00 k e Py Pk
Zk::() p A(J—H\:) Lk ’—“‘,,n( T T

: : . . 1
in which we define the real optimal price as Q. = 5=

et

Given the features of sticky prices and price indexation, the nominal price
level can also be written as

Poo = [8(mi P) T+ =0 R ] (5.20)

s

The real profit from retail goods firms is

Plu(' , 1 » .
ft:Yl—Tj:;iY’ = (1" Z) )1 (:).-“))

which implies that the real profit is the difference between the real price of

final goods, which is normalised to one, and the real price of intermediate
Dyt

>
Py

goods,
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Intermediate goods firms Intermediate goods producers combine exoge-
nous goods sector technology and labour from credit unconstrained house-
holds and credit constrained households to produce intermediate goods, which
are then sold to retail goods producers. We assume that intermediate goods
firms are perfectly competitive.

The intermediate goods production function is

Y, = A ((m)“ (n;’)"‘")“" NS (5.31)

where Y, is intermediate goods, n, and nj are labour from credit uncon-
strained households and credit constrained houscholds respectively, Kooy is
lagged goods capital, y, is the labour share of output, ji. is the capital share
of output, « is the credit unconstrained households’ share of labour income.

The goods sector technology A, follows the stationary process
Aep = ALTPac AP o530 ey ~ N (0.07) (5.32)

The intermediate goods producers’ real profit maximisation problem is

1 .
max F; E Atl+k( Y:H = Wepklyk = WPy~ BrerieNeoe

i e
ey Koo

where A, ik is the stochastic discount factor, wyn, is the real cost of labour
from credit unconstrained houscholds, w!n! is the real cost of Tabour from
credit constrained households, e, Koy -1 1s the real cost of goods capital,
We obtain three first order conditions from the intermediate goods firms’
profit maximisation problem. Firstly, the equation that describes the in-
termediate goods producers’ demand for labour from credit unconstrained

households is )
} o d
Zine

which implies that the real wage of labour from credit unconstrained house-

Wy = L,

holds, w,, is equal to the marginal product of labour from credit uncon-

. Yo
strained houscholds, g, (177;'—.

Secondly, the equation that desceribes the intermediate goods producers’
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demand for labour from credit constrained houscholds is

Y,

w = (1 — ,
t /n( )Z,n;'

which implies that the real wage of labour from credit constrained house-

holds, w}, is equal to the marginal product of labour from credit constrained
N
Z('!l; '

Thirdly, the equation that describes the intermediate goods producers’

households, u, (1 — @)

demand for goods capital is

Y
Riey = ptpp——m— 5.35)
G+ = ""Z,]\,.,,., 1 (
which implies that the real rental price of goods capital, Ry, is cqual 1o the

marginal product of goods capital, “’»“‘Z"_h?%‘—,'

5.3.5 Housing production sector

Housing firms Similar with the Chapter 3, here we consider o housing
production sector. Housing producers combine exogenous housing sector
technology and housing capital from houscholds to produce new housing,
which are then sold to households. We assume that housing, firims are per-
fectly competitive, thus they make zero profit. In addition, we assimne flexible
prices in this scctor.

The housing production function is
TH, = A, 1\’;,15’?] (H.36)

where [ H, is new housing, Ky, | is lagged housing capital, y, is the housing,
capital share of housing production, and Ay, is the housing sector technology.

The housing producers’ real profit maximisation problem is

o
nax Ey E A Cnpind Hior = R ok Wiron 1)
ht-1|
: k=0
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where A; 44, is the stochastic discount factor, ¢,/ H, is the real total revenue,
and Ryp ¢ Kpe—1 18 the real total cost.

The first order condition derived from this real profit maximisation de-
scribes the housing producers’ demand for housing capital, and it is expressed

as
IH,
[\'h g1

which implies that the marginal cost of housing capital, i.e., the real rental

—
<
~
~1

—

Rkh,! = Gh,tHgh
price of housing capital, is equal to the marginal product of honsing capital,

5.3.6 Monetary authority

Similar with previous chapters, the monetary authority uses the nominal in-
terest rate as a policy instrument to affect the real economy and monetary
policy is non-neutral because of the feature of sticky prices that arises from
the monopolistic competition in retail goods firms. As a result, the nomi-
nal interest rate can affect the real interest rate, thus has a impact on real
variables.

The monetary policy rule, which reacts to inflation and output, is

‘ Y\
Ry = (Ryy)” wlly oo (—;—) (5.38)
where R,.; is the lagged nominal interest rate, 7., s gross inflation rate, Y,
is actual output, and Y is the steady state value of output, o o o, are
weights coefficients.,

The Fisher equation, which governs the relation between the real interest

rate and the nominal interest rate, is

I,

ry = 4@
Eymrey i

(5.34)
which implies that the (gross) real interest rate, ry, is equal to the nominal
interest rate, 12, adjusted by the expected inflation rate, a0 .

The premium on external finance, IR, is the difference hetween the con-
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tractual lending rate, R;;, and the riskless saving rate, R,

Ryy= Ry — Iy (5.10)

5.3.7 Market clearing conditions

The bonds market clearing condition is
b = b, (5.41)

which implies that, in the loans market, the demand for loans from hotne-
owners in credit constraint houscholds is equal to the supply of loans from
credit unconstraint households.

The economy-wide constraint or the goods market clearing condition is
g

e+ ¢+ IKey + T Ky,
= Y- [:u'mG (wt) Gh (1 - 5’1) ht—-l]

» 2 . ]
Nkh K - Nieee K., T .
-2 — =1 Kpyo - = | — - A, D42
2 ( K, > Vig-1 ) (1\.-.: § 1) Ver 1 (D12)

which implies that the total output from goods sector is divided into con-
sumption goods, which is consumed by households, and investment in the
goods capital and housing capital, subtracting monitoring costs and adjust-
ment costs.

The housing market clearing condition is
Hy=h +h! (5.13)

which implies that the total housing stock is owned by credit unconstraint
households and homeowners in credit constrained households.

The rental housing market clearing condition is

hy = h (H.41)
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which implies that the demand for rental housing from renters is equal to the
supply of rental housing from homeowners.

The goods capital accumulation is
Ker = (1 = 0kc) Kep—y + IK,, (5.45)

which implies that goods capital in the current period, K, is the sum of
undepreciated goods capital from the previous period, (1 — dy.) K.—1, and
new investment in the current period, I K,.

The housing capital accumulation is
Kpe = (1 — 0kn) Knt—1 + I Kn (5.46)

which implies that housing capital in the current period, K}, is the sum
of undepreciated housing capital, (1 — dxs) K -1, from the previous period
and new investment in the current period, I/ Kj ;.

The housing stock accumulation is
Ht = (1 —(sh)Hp_l +IH¢ (547)

which implies that the total housing stock in the current period, H;, is the
sum of undepreciated housing stock from the previous period, (1 — é,) H, 1,
and new housing in the current period, I H,.

5.3.8 Competitive equilibrium

An equilibrium is an allocation of prices (7.;, Ry, Qcts Qnty Wiy Ziy Tty Richyy
Ricss Rpss Rigpy ey, w}), quantities (ci, uee, he, Yoy 0y fo, bey THe, Hyy Kiy,
IKh,, Koty IK, .y, B, hf, nu?, tr, /\g‘,, We, My, C, ui_',, hi, ni, F (@), G @),
G (@), I' (@), I'(&), L(=), L' (&), B (@), B' (&), and exogenous sto-
chastic process { A, }°, satisfying equations (5.1) — (5.47) given the initial
conditions for ¢,_y, ke, Tepy Reo1y, Heoyy Kppo1y Kego1y B2y, Rico1y Qri-1,

i i
Ci—1» h’t—l'
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5.3.9 Calibration

Firstly, we calibrate the coeflicients that are related to the debt contract prob-
lem and the idiosyncratic shock. Following Bernanke, Gertler and Gilchrist
(1999), we set the coeflicient of the monitoring costs to u,, = 0.12, implying
a 12% of realised value of collateral lost in default. Next, we set the quarterly
steady state default rate to F' (&) = 0.008 as the Federal Reserve Bank of
New York shows that 3.2% of prime mortgages were in foreclosure at the
end of 2011. Besides, we set the loan to value ratio to m = (.75, consistent
with the sample average from Federal Housing Finance Agency. For the idio-
syncratic shock, we set the unconditional mean to w,, = 1, consistent with
Bernanke, Gertler and Gilchrist (1999).

The debt contract problem
The coefficient of monitoring cost  p,, 0.12
The mortgage default rate F (T) 0.008
The loan to value ratio ™ 0.75
The idiosyncratic shock
The unconditional mean of shock  w,, 1

For credit unconstrained households, we set their discount factor to .3 =
0.9925 =

percent. Their labour supply coeflicient is set to v, = 0.52, implying that

1.037%25 implying a steady state annual real interest rate of 3

the Fisher elasticity of labour supply is ;L = 1.92. The degree of consumption
habit is set to ¢, = 0.32. These values are consistent with lacoviello and Neri

(2010). Moreover, we set their weight on housing to j = 0.08.

Credit unconstrained households preference
Households discount factor 3 0.9925
The inverse of labour supply elasticity v 052
The degree of consumption habit e 0.32
The coefhicient of housing preference j o 0.08

Following Tacoviello and Neri (2010), for credit constrained houscholds,
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we set their discount factor to 3 = 0.97. Their labour supply coeflicient
is set to ~, = 0.31, implying that the Fisher elasticity of labour supply is
;‘— = 1.96. The degree of consumption habit is set to . = 0.38. In order to

hit the sample average, we set the housing preference coefficient to j' = 1,

which is higher than that of credit unconstrained households.

Credit constrained households preference
The households discount factor 3097
The inverse of labour supply elasticity 7t 0.51
The degree of consumption habit sl 0.38
The coefficient of housing preference jioo1

In the intermediate goods production, the share of labour in goods pro-
duction function is set to u,, = 0.63, implying that the steady state share of
labour income is 65%. Meanwhile, the share of capital is set to p. = 0.35.
In addition, intermediate goods firms demand labour from both credit un-
constrained households and credit constrained houscholds, and we set the
shares to 0.35 and 0.65 respectively, as the Residential Finance Survey from
the U.S. Census Bureau suggests that 35% of housing owners do not have

mortgages.

Intermediate goods production
The share of capital . 0.35

The share of labour f,  0.65

The sharehare of credit unconstrained housecholds o« .33

For the retail goods sector, we assume a steady state markup of 13%
in goods sector by setting X = 1.15. For the degree of prices stickiness,
we assume that 17% of retailers are able to re-optimise their prices in each
period by setting ¢ = 0.83, implying that price-sctters can re-optimise their

yrices once every —— = 6 periods. The degree of price indexation is set to
I =8



Chapter 5 198

tr = 0.69. These values are also consistent with Iacoviello and Neri (2010).

Goods sector sticky price

The steady state gross markup Z 1.15
Probability of fixed price 6 0.83

The degree of price indexation ¢, 0.69

Following Iacoviello and Neri (2010), the share of housing capital in the
housing production function is set to u, = 0.1, implying that the steady state

share of housing capital income is 10%.

Housing production technology
The share of housing capital py 0.1

For the monetary policy rule, we set the weights coeflicients to ¢, = 0.6,

o, = L5, and ¢, = 0.5, which are similar with Iacoviello and Neri (2010).'™"

Monetary policy
The interest rate inertia o, 0.6

The weight coeflicient on inflation ¢, 1.5

The weight coefficient on output Oy 0.5

The depreciation rates of housing, housing capital and goods capital are
set to &, = 0.01, d,n = 0.03, and 8, = 0.023, respectively. These values are

consistent with Iacoviello and Neri (2010).

Depreciation rates
Housing o, 0.01
Housing capital drn 0.03
Goods capital Ore  0.025

We also consider adjustment costs in our model. Similar with Tacoviello

and Neri (2010). the adjustment coefficients for housing capital and goods

"1 The estimates in lacoviello and Neri (2010) for these coefficients arc o, = 0.61. o, =
1.36. and o, = 0.31.
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capital are set to 7, = 11 and 7. = 15 respectively.

Adjustment costs
Housing capital Men 11

Goods capital Mee 19

At this stage, we focus on the impulse responses of model variables to
a temporary goods sector shock, thus the autocorrelation coeflicient of the
shock is set to 0.01. Meanwhile, we set the standard deviation of the shock
to 0.01.

Autocorrelation of shock
Goods sector technology P4 0.01
Standard deviation of shock

Goods sector technology o4 0.01

5.3.10 Steady state ratios

Firstly, the steady state annual real interest rate is targeted to 3%, which
is consistent with literature. The data from the Federal Housing Finance
Agency suggests that the average annual mortgage rate is 3% higher than
the average annual yield on 6-month treasury bill, thus the target for the
external finance premium is 3%.'" This steady state ratio, however, from our
model is 0.4%, which is lower than its target.'""® Meanwhile, the Residential
Finance Survey from the U.S. Census Bureau suggests that 35% of housing
is without mortgage, and 65% of housing is with mortgage, thus the ratio of
housing with mortgage to housing without mortgage is 1.86. By setting the

coeflicients of housing preference of both households to j = 0.08 and j' = 1,

95Data from Federal Housing Finance Agency suggests that. over the period 1973-2011.
the average annual mortgage rate is 8.7%. which is 3% higher than the average annual
vield on 6-month treasury bill. 5.7%.

Wi We can only calibrate the loan to value ratio or the lending rate. We cannot calibrate
both of them.
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this target is also achieved.

Interpretation Expression Target SS Value
The annual real interest rate R*-1 3% 3%
The annual premium (R)'-1)—(R"-1) 3% 0.4%
Housing composition h®/h 1.86 1.89

The targets for macroeconomic variables are sample averages between
1947Q1 and 2011Q4 from the U.S. Bureau of Economic Analysis. The fol-
lowing table shows that the values of steady state ratios are close to their

targets, given the calibration in the previous section.!’”

Interpretation Expression Target SS Value
The share of consumption (c+c)/GDP 80% 2%
The share of investment (IK.+IK,)/GDP 14% 220
The share of housing investment g lH/GDP 6% 6%

5.3.11 Impulse response analysis

In this section, we discuss the dynamics of the model. Figure 5.5 and 5.6
show impulse responses of variables to an one percent positive shock in goods
sector technology with persistence of p,, = 0.01.'™

Firstly, the responses of macroeconomic variables are standard: a higher
goods sector productivity leads to a higher output, a lower inflation, a lower
nominal interest rate, and a higher real house price. In the housing mar-
ket, although there is an increase in new housing production, we do not
observe an increase in housing for both households. Instead, as credit un-
constrained households are competitive in the housing market, they not only
obtain newly produced housing, but take a fraction of housing from credit

constrained households. Therefore, we observe a transfer of housing from

"WTGDP is composed by consumption goods. investments in goods capital and housing
capital. and real value of new housing. ie.. GDP =c+ ' + IK. + IN,, + qlH.

% 1n all figures. impulse responses are measured as percentage deviations from the steady
state. and horizontal axes display the number of quarters after the shock,
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credit constrained households to credit unconstrained households. For credit
constraint households, the value of housing assets they can buy is decreas-
ing, since the negative impact of having less housing dominates the positive
impact of the higher real house price.

Secondly, in the credit market, the decrease in the volume of loans from
financial intermediaries to credit constrained households is larger than the fall
in the expected value of undepreciated housing assets, leading to a lower loan
to value ratio.!"” In addition, the decrease in the loan to value ratio implies
that the contractual lending rate decreases more than the riskless saving rate,
leading to a decrease in the premium of external finance.''" Moreover, the
decrease in the loan to value ratio leads to a lower threshold level, which
leads to a decrease in the default rate.

Finally, because of the optimality condition between housing and con-
sumption, credit unconstrained households increase their consumption as
they obtain more housing. For the same reason, credit constrained house-
holds need to decrease their consumption to get a higher marginal utility,
as they have a higher marginal utility from housing due to the transfer of
housing from them to credit unconstrained households.

In sum, given a positive goods sector technology shock, the default rate
displays countercyclical behaviour, which is consistent with our empirical
evidence discussed at the beginning. The loan to value ratio, however, also
displays countercyclical behaviour, which is not consistent with our empirical
evidence.!!! The reason we suppose is that, in reality, similar with credit un-
constrained households, credit constrained households also have more hous-
ing in an economic upturn, and then the value of their housing assets is also
higher, leading to an increase in the volume of loans, together with a higher

real house price. Therefore, the inconsistency between the result from our

W9 nitially. the loan to value ratio responds positively . but we focus on the scenario that
the responses of variables have stablised.

1% The equation that shows the direct relation between the lending rate and the loan to
value ratio is

R L® L@

R, v} mwmn

H1Given a monetary policy shock. these two variables also move together.
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model and empirical evidence suggests that, in the future research, we need
to modify the model in a way that allows credit constrained households to

have more housing in an economic upturn.

x 10° Output x10° Inflation
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Figure 5.5: Impulse responses to a positive goods sector technology shock.

5.3.12 A discussion of the mean of the idiosyncratic shock

In this section, we discuss the relation between the default rate and the
loan to value ratio. While empirical analysis shows a procyclical loan to
value ratio and a countercyclical default rate, our impulse response analysis
suggests that both of them display countercyclical behaviour given a positive
goods sector technology shock. If we want to have a procyclical loan to value
ratio, we should improve the model to allow credit constrained households to
have more housing in an economic upturn (i.e., make them more competitive
in the housing market). The setting of this model, however, implies that these
two variables move in a same direction in response to any exogenous shock.

The reason for this co-movement is the assumption of the time-invariant
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Figure 5.6: Impulse responses to a positive goods sector technology shock.
(continued)

unconditional mean of the idiosyncratic shock w,,. Then we show that a time-
varying mean is able to break this co-movement. In this case, we actually
assume that large (small) idiosyncratic shocks are more likely to occur in
an economic upturn (downturn). For example, in an economic upturn, local
governments have more resource to improve environment and reduce crime,

leading positive impacts on house prices in the area.

The time-invariant mean w,, Firstly, we discuss the implication of the
time-invariant mean on the relation between the default rate and the loan to
value ratio. Recall that the threshold level of the idiosyncratic shock is

Ry Kb

Te,t41 t

Ghis1 (1 = 6p) h?

Wiy =
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and the loan to value ratio is defined as

Rt 1
Te,t+1 bt

my = =
Windht+1 (1 - Oh) h?

Combining these two equations, we obtain a relation among the threshold

level, the loan to value ratio, and the time-invariant mean,

wH—l = My (548)

which shows that the threshold level, @, is positively related to the loan
to value ratio, my.
Next, given the assumption that the idiosyncratic shock is uniformly dis-

tributed as @, ~ U (wm — p,wm + p,), the probability of default is

Tt wWm—p

Fl@) =2t _4m Py

2p, 2p,
which expresses the default rate in terms of the threshold level, &;, and the
lower boundary of the idiosyncratic shock, w,, — p,. Since the coctficient —_)—/:—
is positive, this equation implies a positive relation between the threshold

level and the default rate,
_ L 1
AT — AF (T)) since — >0
2p,
If we substitute the threshold level T, using equation 5.48, we obtain

— my_1Wm Wi — P
F@) = 2p B m2p -

which links the default rate to the loan to value ratio and the time-invariant

mean. Since the coefficient .;;" is positive, this equation implies a positive

relation between the loan to value ratio and the default rate,

1]
Win

“Pp

Amy_y = AF (&5) since >0

In other words, the default rate and the loan to value ratios move in the same



Chapter 5 205

direction in response to an exogenous shock when the unconditional mean
of the idiosyncratic shock is time-invariant. Therefore, in order to make the
loan to value ratio exhibit procyclical, the default rate should also become

procyclical.

The time-varying mean w,,; In order to break up the co-movement
between the default rate and the loan to value ratio, one approach is to
introduce a time-varying mean of the idiosyncratic shock, w, .

Firstly, the threshold level is

—_ - b YRARY
Trp19ne+1 (1 —0n) by = ——b/
Tet+1
and the loan to value ratio becomes
Ry bb

Tt t

Wm t+19ht+1 (1 - dh) h’?

my =

Combining these two equations, we obtained the relation among the threshold

level, the loan to value ratio, and the time-varying mean,

Cisl = Miwm 41 (5.49)

which shows that the threshold level, ©,,,, is positively related to the loan
to value ratio, m,, and the time-varying mean, w,, ;1.

Next, when the idiosyncratic shock is assumed to be uniformly distributed
with a time-varying mean, &, ~ U (wm¢ — p,. wmy + p,,), the default rate
becomes _

F(Lu—'t) - ﬂ _ Wt~ Py
20, 2p,
which expresses the default rate in terms of the threshold level, @, and the
time-varying minimum of the idiosyncratic shock, w,, — p_,. This equation

indicates that the time-varying mean plays an important role in the relation
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between the threshold level and the default rate,

AE, > Aw,,,,, = AZJ, Aand AF (CJ,)
AZE( < Awm., = A&)—t — —AF (w[)

In other words, if the change in the threshold is more (less) than the change
in the time-varying mean, we have a positive (negative) relation between the
threshold level and the default rate. Therefore, if the change in the mean
is greater than the change in the threshold level, we will have a decreasing
default rate while the threshold level is rising,.

If we substitute the threshold level, @,, using equation 5.49, we obtain

_ my.1Wm, Wt — P,
F(w,) = t2p - - L2p =
w w

which links the default rate to the loan to value ratio and the time-varying

mean. Their relation is more obvious if we log-lincarise it,

—— Mwm  ~ W (1 =m) .

W F@ T 2 F@ ™

which shows that the time-varying mean also play an important role in the

relation between the default rate and the loan to value ratio,

o~ —~ e —
mmy_1 > (1 —m)@my = Ay & AF (@Ty)

mm,_, < (L=m)Omy = Amy.| = —AF (L)

In other words, if the change in the loan to value ratio is more (less) than the
change in the time-varying mean, taking the coeflicients into account, we have
a positive (negative) relation between the loan to value ratio and the default
rate. Thus, only when the time-varying mean is more procyclical than the
loan to value ratio, we can have a countercyclical default rate simultancously.

Therefore, the introduction of the time-varying mean can break the pos-
itive relation between the loan to value ratio and the default rate. In the

future research, if we improve the model to produce a procyclical loan to
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value ratio, the time-varying mean is necessary to obtain a countercyclical
default rate.

5.4 Conclusion

In this chapter, we introduce the agency problem into the housing market
in a DSGE model, and then default becomes a steady state phenomenon
as borrowers can walk away without repaying their debt. Since the loan to
value ratio is closely related to the default rate, we can discuss the dynamics
of the endogenous loan to value ratio in this model. Our empirical analysis
suggests that, while the default rate is countercyclical, the loan to value ratio
is procyclical.

Our impulse response analysis shows that, given a positive goods sector
technology shock, the default rate exhibits countercyclical behaviour. The
loan to value ratio, however, is also countercyclical. The reason is that, in an
economic upturn, credit constrained households are not competitive in the
housing market, and thus their housing is reduced. Mecanwhile, the volume
of loans they receive also decreases, leading to a fall in the loan to value ratio.
The inconsistency between our results and empirical evidence suggests that,
in the future research, in order to have a procyclical loan to value ratio, we
need to improve the model in a way that allows credit constrained houscholds
to have more housing in an economic upturn. Moreover, we illustrate that,
when the mean of the idiosyncratic shock is time-invariant, the structure of
our model implies a positive relation between the default rate and the loan
to value ratio. As a result, if we can improve the model to have a proeyelical
loan to value ratio, the default rate will become procyclical as well. In order
to overcome this problem and to have both procyclical loan to value ratio and
countercyclical default rate, as suggested by the data, we should consider a

time-varying mean of the idiosyncratic shock.
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5.A Appendix to Chapter 5

5.A.1 The debt contract problem for credit unconstrained home-
owners

Homeowners maximise the return of holding housing assets subject to lenders’

participation constraint,

B (@rs1) hesr (L= 0n) hY + gl
L (@es1) ghasr (1 — 0p) BY )

— R (qh',hf’ - muﬁ’)

Tet-1

max E, b
Tia1,hY +)‘b,l,

5.A.2 Lagrangian program for renters

Renters maximise utility subject to their budget constraint,

N ; i i . i i La,
! ] ] o atd 1 t 1 i n
~c (? ) (rr In ((‘H-k "(‘(t+k-l) + Jitk ln h'H»k 1447, (HI—H.:)

! ] b K] i
max Ej E ook [ Wk T trivk = Coon — draeilipn
cy by ng k=0 +At+k (3 ) ’7i h; . 2 :
-3 (_h,"k : - 1) (1’l~t+/\'lll+k-»l
tike

5.A.3 Lagrangian program for credit unconstrained households

Credit unconstrained households maximise utility subject to their budget

constraint,
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( 3k (Fclll(0t+~ — EcCtpk—1) + Jrak 0y = ﬁ (k) *)
( (Ricask + 1~ 0ke) Keppnor + (Rinasn + 1= 01) Kison o
00 +1Ut+k7lt+kh‘ii}:n,qh ik (L= 0p) hyyn o
C"gl'g‘)’(h"Et Z Y bk frik
Knt,Knt k=0 t+k/

5.A.4 Steady state ratios

—Ctyk — 1\1-.(+k - I\h,t vk = Ghasklese = b

2
iy P — n
2 (h“k_] 1) qht+kht+k~~l 2 (
2

— e AL
\ \ 2 (’\(:.k—l 1) Vot bk

. 2

Knrox .
e — 1) Ky
Kuaka htrk 1

. } b '., b
In order to solve the model, we need following steady state values: e 4

g B® nwt tr® wini & e [Kj
g’ Y Y2 ¥ Y rYyryr vy o

From the credit unconstrained households’ Euler equation, we have

1

k=3

From the threshold level of the idiosyncratic shock, we have
— N b b
wqh(l -oh)h = Rlb

From the definition of the loan to value ratio, we have

Rib®
Wmdh (l - (5},) ’I,h

m =

Combining these equations, we have the relation among the loan to value

ratio, the unconditional mean of the idiosyncratic shock, and the threshold

level of the shock, thus we have the steady state

W = 1 and m = 0.75,

mw, =o

alue of I, after calibrating

From the probability of default, after calibrating F () = 0.008, we have
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the steady state value of p_,

Then we can following steady state ratios: G (@), G' (&), L (@), L' (%), B (&),
B’ ().

From the lenders’ participation constraint, we have

L(@)gn(1—d,)h = RV

Combining the lenders’ participation constraint and the definition of the
loan to value ratio, we can solve the steady state value of external finance

premiuni, % ,

) _ R[
L@ R
From the first order condition with respect to @;,, we have the steady
state value of /\g,
B (©
')

~—

A =

From the first order condition with respect to h?, we have the steady state
value of &
n

g-": =~ [NL@)(1-8)—R| - B(@)(l-6)

Combing the lenders’ participation constraint, the borrowing equation,
and the equation of net worth, we can solve the steady state value of v,

L{Z)(1-61)
" = 1- R

T B@) (-0 + &

ah

From the homeowners’ demand for housing (the FOC w.r.t /i}), we have
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the steady state value of %X

g-ht ¢

which is a function of ‘yi, while j' can be calibrated.
Combining the steady state value of SL)fﬁ and gf, we have the steady state
value of 9%—,@,
gk’ _ gh® g
Y Y ' q,

- . 6 . i
which is a function of g’y—'.', and thus in term of%.
From the lenders’ participation constraint, we have the steady state value
bb
()f 'E)
ﬁ =L (5) (1 - 6)1) qhhb
Y R Y

- . . ht . i
which is a function of 91‘;.—, and thus in term of v

. b
From the equation of net worth, we have the steady state value of %=,

ﬂUYb

T = Yaw " |:B (E) (1 - dh)

ht WY
qn -l n E]—’_l
Y Y

b . -
which is a function of 9%"— and thus in term of5-.

From the equation of transfer to renters, we have the steady state value

trt
()f Vo

trt _ogpht g.hb
_ = —_ . ") — (>1 —_—
)' (1 'l“') [B( ) (1 ’) ) + )’

I . b . . .
which is a function of 9"7'."—, and thus in term of . Although it is not easy

to prove using equations, but values fromm Matlab show that

tr? _ q,-h®

Y Y

which means that, at steady state, the transfer is equal to the rent pavment.

From the intermediate goods firms’ demand for labour, we have the steady
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RN}
state value of ",T’ ,

win' (1) (1— o)

Y z
From the renter’s budget constraint, we have

wint  tr® o g.h

Y YT YTy

Then combine the equation of transfer to renters, the renter’s budget con-

straint, the intermediate goods firms’ demand for labour, and the FOC w.r.t

i, we can solve the steady state value of &,

; win'

Y . Y )
[1+11 — (1= ,,) (B {1 =0n) +1) y]
qh

c

In this equation, the relation between = and j* is not explicit. However, the

. ! e
relation between Q)L and j' is much clear

q-h' i _ %i
Yy YT, B@)(1 -8,
j—'* —(l_a"nu')' _—!{;i—-——+1
h

We can see that the lower j', the larger the denominator, the smaller the

- . . " t .y
faction. Therefore, if we want a higher 9’%, we should have a larger j'. Thus

. - ht hb b b b
we can solve the steady state ratios of 4= 2= %. Sl %’—
From the credit unconstrained households’ demand for goods capital, we

have the steady state value of Ry,

1-3(1-6k)

B 3

From the intermediate goods producers’ demand for goods capital, we
have the steady state value of '—}

K.

Ao Hie

Y T ZR.
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From the goods capital accumulation, we have the steady state value of

1K

K. R
1K _
I\’C — Oke

Combining the steady state value of —’;—} and %—, we have the steady state
value of ’—{f—%
IK. K.IK,
Y Y K,

From the credit unconstrained households’ demand for housing capital,

we have the steady state value of Ry,

_ 1 - '}(1 — Akh)
Rip = ——F—
3
From the housing producers’ demand for housing capital, we have the

steady state value of gﬂ,\!{i,

glH Ry
K, Hih
From the housing capital accumulation, we have the steady state value
1K
LELYY
of wls

I I\-h

— = Opp

Combining the steady state value of gﬁ]{;’i and 1,7}.‘;’*, we have the steady
state value of 9}‘—,{:—'

k)

gIH _qlH IK,

IRk, K, ' K,

From the credit unconstrained households’ marginal utility of consump-

tion, we have

Up = —
¢

From the credit unconstrained households’ demand for housing, we have

the steady state value of 5’(‘—"
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wmh _ J

c (L =31 =0dp)wm)

Jombining the steady state value of 9~’CL'1 and ¢, we have the steady state
value of 9—;.Lh,
gnh  qph c

),' (_ )/’
which is a function of }i

From the housing market clearing condition, we have

h+h*=H

Thus gives

b
gH _ quh  qnh
—_— =+ -
} Y Y
which s a function of 9—;‘—" and thus in term of .
From the housing capital accumulation process, we have the steady state

value of T

IH 5
—H—’ = Uh
Thus combining the steady state value of ‘—’%ﬂ and %, we have the steady
state value of 9—“;’-’1
(];,IH _ qhH [H
Y Y H

which is a function of 9%1, and thus in term of <.

Combining the steady state value of ﬂg"’i and 5‘,’—,\'—:1, we have the steady
state value of 1%11,
IKy  qulH
Y Y

which is a function of 9—'#, and thus in term of +.

qh ITH
IR}y

/

Combining the steady state value of £z :‘.’ and 1B [(."", we have the steady
state value of %ﬂ

Ky _ 1Ky 1K,

Y Y 'R,
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From the goods market clearing condition, we have

Ik, c o IK.
i —+ -+ =

Yy Ty Ty Ty T
Together with other equations, gives
th'H/th’H I ;+ IK. _
Y IK, Y Y Y
qhH IH goIH ¢ ¢ IK,
4 = 1
Y H! IR TYTYTY
anh gkt IH/thH c + IK. |
Y Y H' IK, Y Y Yy
gh ¢ gph® glH ¢ ¢ IK,
o — L dh el |
( cY Y ) ANT R A R
h Rt 1H i -
qz—,?iﬂugh’_,f Lo e
Y ) Y YO

~
-~
Ea

>

Il

Y ET

thus we can solve 9;‘—" ﬂ‘)ﬂ Q’L}Iﬂ ’i‘—” "T'-
Combining the steady state value of 9"# and 9;—!', we have the steady
state value of "Tb,
}lb . qhhb q;,h
Y Y
This is the ratio of housing owned by mortgage holders to housing owned by

non-mortgage holder. The empirical target for this ratio is ‘;;Zt = 1.80.

From the definition of GDP, we have the steady state value of (——éﬂ:

*

GDP _ ¢ i IK, [IK. qlH

— = = + = e e R
Y } Y } Y Y
Then the GDP-related steady state ratio are
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c w('_/G'DP
GDP Y' Y
and
IK, +IK, _ 1K, N IK, /GDP
GDP \Y Y Y
and

gnlH thH/GDP
GDP Y Y
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6 Concluding Remarks

Our thesis focuses on the several housing sector related issues in the context
of DSGE models, as the housing sector is important to the economy but
usually ignored in business cycles analysis.

To begin with, we conduct a sensitivity analysis using a simple DSGE
model with the feature of sticky prices, credit market imperfections, and a
fixed housing supply. When the borrowing constraint is related to production
housing, which is a factor of production, we find the financial accelerator
effect when the central banks arc concerned with inflation only, given a goods
sector technology shock. When the borrowing constraint, however, is related
to domestic housing, which provides utility to owners, we do not observe the
financial accelerator effect, given a goods sector technology shock. Our results
suggest that the financial accelerator effect does not necessarily appear given
the presence of credit market imperfections.

In the chapter 2, we introduce a variable housing supply, thus we can
discuss the supply side effect in the housing market, including the direct
effect and the feedback effect. We find that the magnitudes of these two
effects are negligible under the standard setting of the housing market. Then
we examine the U.S. housing sector and suggest that we should (i) construct
a new setting for the housing market and (ii) introduce the feature of time
to build to new housing production. After constructing the new setting of
the housing market, the magnitudes of the direct effect and the feedback
effect are 60 times larger, suggesting that the supply side effects are largely
underestimated in the literature. Morcover, the feature of time to build,
together with the new setting of the housing market, allows us to obtain
cyclical behaviour for the real house price. This result may explain the high
volatility of real house price. In addition, it is suggested that the setting
of the feature of time to build is too simple in our chapter. In our future
research, we can consider a more realistic setting by assuming that only a
fraction of housing is built in each period before its completion, but our
results should not be affected.

Next, while rational expectations is a standard assumption in DSGE mod-
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els, we consider the assumption of adaptive learning, as we are convinced
that this alternative way of forming expectations partially contributed to
the house price bubble. In particular, we explore the impact of the AR(1)
learning model and discuss the interaction between the adaptive learning
mechanism and the feature of time to build. Moreover, we also discuss the
assumption of heterogeneous expectations. Specifically, we consider learning
agents under heterogeneous expectations and compare two cases of hetero-
geneous expectations, i.e., one with partially rational agents and one with
fully rational agents. In future research, we plan to (i) explore the impact
of other learning models; (ii) examine the determinants of the amplification
and propagation effects from the adaptive learning mechanism; (iii) allow an
endogenous transformation from rational agents to learning agents.

Finally, we introduce the agency problem into the housing market. Our
analysis shows that, given a positive goods sector technology shock, the de-
fault rate exhibits countercyclical behaviour, which is consistent with our
cmpirical analysis. The loan to value ratio, however, is also countercyclical,
while our empirical analysis suggests procyclical behaviour. The reason we
suppose is that, in an economic upturn, credit constrained houscholds have
less housing in the housing market, thus the volume of loans they receive
also decreases, leading to a decrease in the loan to value ratio. Therefore,
the inconsistency between the results from our model and empirical evidence
suggests that, in the future research, we need to improve the model in a
way that allows credit constrained households to have more housing dur-
ing economic upturn. Morcover, we illustrate that, when the mean of the
idiosyncratic shock is time-invariant, the structure of the model implies a
positive relation between the default rate and the loan to value ratio. Then
we show that a time-varying mean of the idiosyncratic shock is necessary to
overcome this co-movemment.
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