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ABSTRACT

The demand for better indoor environment has led to a wide use of heating,
ventilating and air conditioning (HVAC) systems. Employing advanced HVAC
control strategies is one of the strategies to maintain high quality indoor thermal
comfort and indoor air quality (IAQ). This thesis aims to analyse and discuss the
potential of using advanced control methods to improve the indoor occupants
comfort. It focuses on the development of controllers of the major factors of indoor
environment quality in buildings including indoor air temperature, indoor humidity
and indoor air quality.

Studies of the development of control technologies for HVAC systems are reviewed
firstly. The problems in existing and future perspectives on HVAC control systems
for occupants comfort are investigated. As both the current conventional and
intelligent controllers have drawbacks that limit their applications, it is necessary to
design novel control strategies for the urgent issue of indoor climate improvement.
Hence, a concept of designing the controllers for indoor occupeoisfort is
proposed in this thesis. The proposed controllers in this research are designed by
combining the conventional and intelligent control technologies. The purpose is to
optimize the advantages of both conventional and intelligent control methods and to
avoid poor control performance due to their drawbacks. The main control
technologies involved in this research are fuzzy logic control (FLC),
proportional-integral-derivative (PID) control and neural network (NN). Three
controllers are designed by combining these technologies.

Firstly, the fuzzy-PID controller is developed for improvement of indoor
environment quality including temperature, humidity and indoor air quality. The
control algorithm is introduced in detail in Section 3.2. The computer simulation is
carried out to verify its control performance and potential of indoor comfort
improvement in Section 4.1. Step signal is used as the input reference in simulation
and the controller shows fast response speed since the time constant is 0.033s and
settling time is 0.092s with sampling interval of 0.001s. The simulating result also
proves that the fuzzy-PID controller has good control accuracy and stability since the
overshot and steady state error is zero. In addition, the experimental investigation
was also carried out to indicate the fuzzy-PID control performance of indoor
temperature, humidity and G@ontrol as introduced in Chapter 5. The experiments
are taken place in an environmental chamber used to simulated the indoor space
during a wide period from late fall to early spring. The results of temperature control
show that the temperature is controlled to be varying around the set-point and control
accuracy is 4.4%. The humidity control shows similar results that the control
accuracy is 3.2%. For the 1AQ control the maximum indoor concentration is kept
lower than 1100ppm which is acceptable and health I&@@| although it is slightly



higher than the set-point of 1000ppm. The experimental results show that the
proposed fuzzy-PID controller is able to improve indoor environment quality. A
radial basis function neural network (RBFNN) PID controller is designed for
humidity control and a back propagation neural network (BPNN) PID controller is
designed for indoor air quality control.

Then, in order to further analyze the potential of using advanced control technologies
to improve indoor environment quality, two more controllers are developed in this
research. A radial basis function neural network (RBFNN) PID controller is designed
for humidity control and a back propagation neural network (BPNN) PID controller

is designed for indoor air quality control. Their control algorithms are developed and
introduced in Section 3.3 and Section 3.4. Simulating tests were carried out in order
to verify their control performances using Matlab in Section 4.2 and Section 4.3. The
step signal is used as the input and the sampling interval is 0.001s. For RBFNN-PID
controller, the time constant is 0.002s, and there is no overshot and steady state error.
For BPNN-PID controller, the time constant is 0.003s, the overshot percentage is
4.2% and the steady state error is zero based on the simulating results. Simulating
results show that the RBFNN-PID controller and BPNN-PID controller have fast
control speed, good control accuracy and stability. The experimental investigations of
the RBFNN-PID controller and BPNN-PID control are not included in this research
ard will carried out in future work.

Based on the simulating and experimental results shown in this thesis, the indoor
environment quality improvement can be guaranteed by the proposed controllers.

Key works: Control technology, fuzzy logic control, neural networks,
back-propagation, indoor thermal comfort, indoor air quality
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Chapter 1 Introduction
11 Background

In recent years, a growing number of heating, ventilating and air conditioning
(HVAC) systems are being installed in buildings as a way of providing thermal
comfort and improving indoor air quality (IAQ) for occupants [1]. It is
acknowledged that the indoor environment is very important to health and work
efficiency for the people who spend most of their time indoors. The indoor
environment can be affected by many factors such as temperature, relative humidity,
actual occupancy level, ventilation, particle pollutants, biological pollutants and
gaseous pollutants Jil2In the HVAC research field, the indoor thermal comfort and

indoor air quality are mostlgf concern.

Research in thermal comfort is related to the sciences and technologies of physiology
HVAC and control, etc. Several different types of thermal comfort standards have
been introduced based on the current knowledgewipants’ thermal comfort. For
example, ASHRAE-55 has been developed based on the information collected from
different field studies performed in several countries: Canada, USA, UK, Greece,
Pakistan, Thailand, Indonesia, Singapore and Australia as shown in Figure 1 [3].
Hence to improve the indoor thermal comfort now and in future an important

worldwide subject.
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Aw - Tropical summer rain
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Cr - Subtropical rain

Cs - Subtropical winter rain
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Figure 141 The geographic distribution of building studies that formed the basis of
the comfort standard of ASHRAE [3]

These standards have been widely applied for the purpose of occupant thermal
comfort in different buildings. The regions where buildings located also lead to
different standards of thermal comfort as listed in Table 1-1. The equations listed in
Table 1-1 are used calculate the comfort temperatures, arnd the mean outdoor

temperature of the previous seven days.

Table 1-1 Thermal comfort standard for individual countries [4]

Country Thermal comfort standard

Tom<10°C Tom >10°C
France 0.049 T,y +22.85 0.206 Tom+21.42
Greece NA 0.205 Tom +21.69
Portugal 0.38%> T, +18.12 0.38% Ty, +18.12
Sweden 0.052 Tom+22.83 0.05% Tom +22.83
UK 0.104 Tom +22.85 0.168 Tom+21.63

Hence, it is known that the indoor thermal is a complex subject and must be dealt
with for a better indoor environment quality. Indoor air quality is another key factor

of indoor environment quality. Over the past decades, exposure to indoor air
pollutants is believed to have increased due to a variety of factors, including the

2



reduction of ventilation rates (for energy saving), the construction of more tightly
sealed buildings, and the use of synthetic building materials and furnishings as well
as chemically formulated personal care products, pesticides and household cleaners.
Poor indoor air quality could result in different kinds of diseases [5]. Researchers
started paying attention to this issue and started measuring the relative indoor air
pollutants in 1990s [6]The indoor air pollutants considered including: carbon
dioxide (CQ), carbon monoxide (CO), radon, odour, chemical and microbiological
volatile organic compounds (VOCs/MVOCSs) can significant impact the indoor air
quality. Sometimes symptoms or sensory irritation in eyes may likely be caused if the
concentrations of the air pollutants are lower than certain levels. How, if the some of
the mentioned air pollutants levels are higher than the acceptable levels, major harm
may be caused to human body. The event of Severe Acute Respiratory Syndromes
(SARS) in 2003 is one of such examples. The thresholds for some VOCs are listed in
Table 1-2 [6]. Hence, the indoor air quality must be well monitored and controlled in
an indoor environment for peopsgehealth and working efficiency. Moreover, it must

be noticed the IAQ is a complex subject and relative researches should be and have

been carried out to understand it better.

Table 1-2 Ratio of thresholds for odour and sensory irritation for selected VOCs|6]

VOC Odour @g/m’) Sensory irritation (mg/M
Formaldehyde 110 0.6-1

Toluene 644 376

Butanol 90 300

Acetic acid 5 25

Limonene 45 445

Studies have helped us better understand of thermal comfort and indoor air quality
and the different standards have been developed for specific situations. The solution
to maintain the indoor parameters like temperature, humidity and concentration of

selected air pollutant at certain levels based on the proper chosen standard is another

3



issue to be dealt with. Most of these factors can be adjusted through HVAC systems
and they are vital to improving indoor environmental quality and air quality.
Different types of HVAC systems were developed and useduildings for
improving indoor climate quality. For example, central chilled water system is one
popular type of HVAC system developed for improving the thermal comfort of
indoor environment [7]. Such HVAC system is mostly appirechodern commercial

and office buildings especially in large and high rise buildings. It has been claimed in
literature that the indoor climate quality can be significantly enhanced and
satisfaction can be obtained from the occupants with the use of HVAC systems [7]
Therefore, researchers including HVAC engineers keep working on this subject and
modifying the current systems and developing new HVAC system as required. The
increasing use of HVAC to improve indoor environment will inevitably result in
considerable energy consumption. Currently, conventional HAVC systems consume
approximate half of the total electric energy that is largely depend upon fossil fuel in
modern cities [8]. For instance, the mentioned central chilled water system always
contributed a large part of the total electricity energy consumption in buildings. As
more air conditioning equipment are installed in offices, commercial residential
buildings, aiming for providing comfort indoor environment, it could resulaiin
significant increase in greenhouse gases emissions from HVAC applications.
Therefore, the demand for environmental comfort is in conflict with the call for
reduction of energy consumption and environmental protection. Hence, it is a
pressing issue to address the conflict and it is a necessary to find the way out for

improving indoor environment with the least energy consumption.

Besides the problem of energy consumption, sometimes the incorrect operation of
the HVAC systems may not help to improve indoor environment. For example, it is
reported that if the HVAC systems are not operated properly, poor indoor thermal

comfort are caused as a result due to over heating or over cooling [4]. Moreover



such over working of HVAC systems may easily lead to poor indoor air quality as
well. Thus, even though HVAC systems have been widely used for the purpose of
enhancing indoor occupants comfort, the negative results are obtained occasionally.

For this reason, there is the demand of developing rules for HVAC operation [6].

Therefore, in order to optimize the performance of HVAC systems, controller
designers for the controlling systems have been working on developing various
control strategies for HVAC systems. The control systems for indoor building
environments can be mainly classified into two categories according to the
approaches employethe conventional controllers and computational intelligence
techniques. The proportional integrate derivative (PID) controller is one of the most
popular conventional controller for HVAC systems. Intelligent controller, neural
networks have recently become practical as a fast, accurate and flexible tool to
HVAC control strategy modeling, simulation and design. With a proper designed
controller, the performance of a HVAC system can be significantly improved [7]
Moreover, there are several disadvantages that limit the performance of current
control technologies. For example, the on/off control causes the system switching
working state too frequently; and neural networks are hard to put into application.
Hence, it is worth developing novel control strategies for HVAC system for the
purpose of optimizing the indoor environment quality and energy efficiency. In this
research, new controllers are developed and their performances as well as their

potentials in HVAC systems control are discussed.
1.2 Aim and objectives

Aim of this control strategy is to design control strategies by combining conventional
and intelligent control technologies for indoor environment quality control including
indoor air temperature, indoor humidity control and indoor air quality control with
the computational modeling and experimental investigation and to point the potential

direction of improving occupants comfort in built environment. It is difficult to

5



develop a universal control strategy for both residential and commercial buildings;
therefore, this research selects the indoor environments of office areas as its control
objects. Moreover, it looks into the development of novel control technologies for
better control performance on indoor temperature, humidity and air quality

management.

In order to achieve the aim, the following challenges and major works need to be

tackled:

Q) The Combination of conventional control and intelligent contr ol

To combine the conventional and intelligent control technology is a research interest
area among recent HVAC systems control designers. Because both conventional and
intelligent control technologies have their own disadvantages that may limit the
control performance. The advantages and disadvantages of current control
technologies are discussed in detail in Section 2.2. For example, for conventional
control technologies, PID controllers are widely applied to HVAC systems in
buildings and relevant areas because they are practical, easy to put into gsecand
stability. However, PID control has to be designed based on a specific building
environment and the mismatch of building model always lead to poor control
performance. For intelligent control technologies, fuzzy logic control for instance has
better adaptability than PID controllers but the difficulties of implemention
Researches have been carried out to overlap between different categories of
controllers for developing control strategies for different purposes. The purpose of
such design concept is to use the advantagesdaicontrol methods and to avoid

the disadvantages of them. In this research, all the novel control strategies for indoor
temperature, indoor humidity and air quality are designed based on the principle of
combing the conventional and intelligent control technologies and highlighting the

merits of both, as well as removing the limitation of their drawbacks.



(2 Design of controller for indoor temperature control

Indoor temperature is one of the key factors that affect the indoor environment
quality. Hence the control strategy for indoor air temperature is the first controller
designed in this project. The difficulties and challenges in indoor temperature control
can be generally summarized as time delay and influence of humidity, which more
details are discussed in Section 2.1. Thus, according to such discussion, the designed
controller has to have the following requirement: quick response, small overshot,

good adaptability and intelligent algorithm.

3 Design of controller for indoor humidity control

Indoor humidity known as another factors of indoor thermal comfort and can affect
the occupant comfort and peojsidealth and a newly control strategy is designed for
this indoor climate parameter. There are difficulties existing in humidity control that
is known generally large time delay and more details are discussed in Section 2.1.
Hence a control strategy whose algorithm has quick processing speed must be

developed for controlling this important signal.

(4) Design of controller for indoor CO control

Besides the thermal comfort, the indoor air quality is also an important factor that
affects the indoor environment quality especially the sensation and health of
occupants in building. The monitor and control of indoor air quality is a complex
mission since there are many types of indoor air pollutants and it is impossible and
unnecessary to control all of them. The concentration of indogri€QOsed as the
control signal of this control strategy. The challenge of indoos €@trol includes
mismearsurement and disturbances of uncertain parameters. It requires the novel
controller must have very good stability and adaptability as well as the intelligent

algorithm that is able to quickly response to any situation.



5 Fuzzy PID control

In order to analyze the potential of improving the indoor climate quality with
advanced control technologies, a fuzzy logic based intelligent PID controller is
designed for indoor environment quality improvement. The control algorithm is
developed and introduced in detail in Section 3.3. Then the computer simulation is
used to study its control performance in Section 4.1. Finally, the experimental
investigation is carried out to analyze the fuzzy PID contrsllperformance on
indoor climate improvement. Experiments including indoor temperature, indoor
humidity and indoor air quality control by using proposed fuzzy PID controller are

introduced in Chapter 5.

(6) RBFNN PID control

In order to further analyze the potential of using advanced control technologies to
improve indoor environment qualityy, a RBFNN-PID controller is developed
considering the difficulties of indoor humidity control. RBFNN has faster calculating
and processing speed compared to other intelligent neural networks. This advantage
makes it suitable for indoor humidity control and there is no such research yet. In this
project, based on the principle of using overlapped control strategy, the humidity
controller is designed based on PID control and radial basis function neural network

and discussed in Section 3.4. The control performance is indicted in Section 4.2.

(7) BPNN PID control

A novel 1AQ controller using BPNN-PID control technology is developed in this
research. The PID controller is used for indoor,€@nhcentration control. The neural
network is used of PID parameters tuning and the back-propagation algorithm is used
for updating the weights of the neural network. The advantage of this control strategy

is disturbances resistance and it is suitable fog @@trol. The control performance



is verified by simulation using Matlab code discussed in Section 4.3.
13 Research M ethodology

Aim of this control strategy is to design control strategies by combining conventional
and intelligent control technologies for indoor environment quality control including
indoor air temperature, indoor humidity control and indoor air quality control with
the computational modeling and experimental investigation and to point the potential
direction of improving occupants comfort in built environment. Three controllers are
to be designed to analyse the potential of newly proposed controllers for indoor
environment quality (IEQ) control and the idea of using complex control strategy
combined by different control techniques. The work is broken down to several parts

as shown Figure 1-2.

Indoor environment quality
control strategy

v

Mathematical model of a
medium size office area

v Y v
Fuzzy-PID RBFNN-PID BPNN-PID
A 4 N A
Designed for IEQ For humidity For indoor air qulity
v | !
y A

Simulating test Theoretical analysis

A 4

Experimental investigatid

* Y y
' v '

Evaluate the contro Discuss the potential of these controller|for
strategies other indoor environment

=)

Future work

Figure 1-2 Breakdown structure of this resbar
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Following tasks as shown in Table 1-3 are needed to be accomplished as the way to

achieve the aim and objectives of this research.

1. Review: the problems of indoor environment quality control and current control

methods are needed to be reviewed.

2. Controllers design: this is the main part of this research. Three controllers: fuzzy
PID control, RBFNN-PID and BPNN-PID control are designed. The PID
controller is used to control the indoor climate because of its merits and the
overlapped intelligent control is used to auto tune its parameters. In addition, the
selections of intelligent controllers for different control objects are decided based
on the challenges and difficulties of each indoor environmental parameter

control.

3. Theoretical analysis: after the control rules and algorithms have been developed,
the theoretical analysis is necessary to carry out to discuss the control
performance. In this way, the advantages and disadvantages of each control can

be understood in advance.

4. Simulating tests: simulations are used to conduct the performance of the control

strategies. The simulating tests are studied on the platform of Matlab.

5. Simulating results analysis: the results are analysed to understand the developed
technologies. If the controllers do not meet the desired requirement they to be

modified before applied to real systems.

6. Build the test rig: test rig is designed and built to carry out the experimental tests

and more details are discussed in Section 5.1.

7. Experimental tests: experiments of indoor temperature, relative humidity control

and CQ control are carried out.

8. Experimental results analysis: the data collected in experiments are used to

10



analyse the control performance and indoor environment quality improvement.

9. Discussion of the proposed controllers

Table 1-3 Task list

No. Task Preceding
task
1 Review N/A

Problem statements

Current control methods

2 Design the controllers 1

Fuzzy-PID controller
RBF-PID controller
BPNN-PID controller

Theoretical analysis

Simulating tests

2
2
Simulating results analysis 4
Build the test rig 2
5
6
3

Experimental tests carried out

Experimental results analysis

O | 0| N0 | ~|W

Discussion of the proposed controller

Control performance

Indoor climate improvement

The listed tasks should be carried out and to be accomplished step by step as shown

in Figure 1-3 as the way to achieve the research aim and objectives.
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Theoretical

——>] .
analysis
. .| Controller
Review > . —
design
. . imulatin
» Simulation H» Simulating —
results analysi$
. . Results : . .
Discussion [¢— . [ Experimentg< Build test rig|«
analysis

Figure 1-3 Task path

14 Outline of thesis

This thesis, comprised of 6 chapters, is summarized as follows:

Chapter 2 Literaturereview

In this Chapter, the previous studies and researches relevant to heating, ventilating
and air-conditioning systems and control technologies of them are reviewed. Firstly,
it reviews the main problem statements including the knowledge of thermal comfort
including the definition oft; the parameters affect it, importance of it and the current
thermal indexes. Secondly, the indoor air quality is introduced in detail including: the
important role that IAQ plays in the indoor environment, the factors the influence the
indoor air quality, the harm that caused by poor indoor air quality and the possible
way to control it. Then the urgent issue of energy efficiency is introduced including
the reason that caused this problem, the energy cost in buildings and the way for
energy saving. In addition, the HVAC systems that are applied to improve indoor
ervironment quality are introduced and case studies are introduced to show
limitation of using HVAC system for the purpose of indoor climate improvement.

Finally, the control technologies that have been used for HVAC systems control and
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that have the potential to be applied for HVAC systems control in the future are
introduced. Moreover, the disadvantages and future perspectives are summarized in
order to show a full image of the research in the HVAC systems control field that this
research stands at and role in exploring the potential of improving indoor océupants

comfort using novel control strategies.

Chapter 3 Controllersdesign

This chapter firstly introduces the studied indoor environment of this research, a
medium office area and the mathematical model representing the indoor temperature,
indoor humidity and indoor CO concentration of this office area. Then
developments of the three newly designed controllers are introduced in detail
including their structures and the algorithms as well as the process that how the
controllers work. These control strategies are designed based on the difficulties and
challenges of each indoor climate factor control. At last, the contrgllerformance

are alnalysed theoretically and their advantages and potentials in indoor environment
control are summarized so that it has pointed the aspects that need to be focused on

and further indicated in other evaluation approaches.

Chapter 4 Smulating results

In this Chapter, simulating tests were carried out to evaluate the proposed controllers:
fuzzy-PID controller, radial basis function neural network based PID controller and
back propagation neural network based PID controller. The simulating tests of the
control processes are based on the mathematical models of the indoor climate that are
discussed in Chapter 3. The simulations have been taken on the platform of Matlab.
Different reference inputs are introduced to simulating process for more accurate
results. Then, the simulating results were discussed to analyse the controllers
performances on the indexes including response speed, stability, overshot and
adaptability. At last the potential of the designed controllers for indoor environment

13



quality control is discussed based on the simulating results.

Chapter 5 Experimental investigation

This chapter introduces the experimental investigations of the newly designed
controllers: fuzzy-PID controller for indoor temperature, indoor humidity and indoor
CO; in the test rig of environment chamber representing a mediums size office. The
experimental results are anlysed to evaluate the cong’qtlerformances in indoor
climate control. Then, the collected data are simply processed to indicate the

controllers performance.

Chapter 6 Discussion, conclusion and future work

This chapter firstly introdusethat the indoor environment could be significantly
improved by using proper control strategies. Then, the potential of applying the
proposed controllers to other types of buildings with minimum change on their
structures and algorithms based on the theoretical analysis, simulating and
experimental results. In addition, the idea of designing novel control strategy by
combining current conventional and intelligent control technologies is discussed. The
novel controllers proposed in this research are all developed based on this principle.
Moreover, a concept design that includes the three newly designed controllers is
introduced. Final insight has been shed onto the conclusion of this current work and

suggestions for future work.
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Chapter 2 Literaturereview
2.1 Problem statements

Researches showed that the greatest majority of people spend 80% - 90% of their
time inside buildings which leads to tmerease of people living standard and both
objective and subjective requests should be satisfied [7]. In existing and future
buildings there is an increasing focus on occupant comfort and energy uses.
Therefore, the two main problems that building operators pay attention to are the
indoor environment quality and energy efficiency. Indoor climate quality can be
affected by a variety of factors like buildings type, construction material, occupancy
level, selection of air-conditioning facilitiest. and is strongly related to health of
human, peopfeproductivity and occuparitsensations [7]. Energy consumption of
buildings depends significantly on the criteria used for the indoor environment
(temperature, ventilation and lighting) and building design and operation. Recent
studies have shown that costs of poor indoor environment for the employer, the
building owner and for society, as a whole are often considerably higher than the cost
of the energy used in the same building. [#lence, to improve the indoor

environment quality is the approach for both occugamtd economic benefits.

Studies related to indoor environment quality had been carried out to understand and
anlayse such issue. Thermal comfort, involving environmental factors of air
temperature, humidity, mean radiant temperature and air exchange rate. It is now
widely used to help to understand and human health and pedpéing and to
design, monitor, control and operate the building performance. Lately, since
air-conditioningsystems have been widely used as results of the concern of thermal
comfort, the problems caused by the poor indoor air quality (IAQ) appear more
frequently (e.g., SBS). IAQ, considering the nature of air in an indoor environment is
a measure associated with occupant health and comfort. The widely use of

air-conditioning system lead to another major problem that is the increase of energy
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consumption in buildings. In the last few decades, the research directions in the
research area related to manage indoor thermal comfort, indoor air quality and
energy efficiency is to balance the indoor environment quality and energy use to

optimise the performance of the both factors.

In this section, two of the indoor environment factors, including thermal comfort and

indoor air quality are introduced. Then the energy efficiency is discussed.

211 Thermal comfort

Thermal comfortis defined as ‘that condition of mind which expresses satisfaction

with the thermaknvironment.’[10]. Prediction of the range of temperatures for this
comfort condition depends on environmental and personal factors and is complicated.
Recent literature [10] has concluded the principles of several adaptive thermal
comfort models and standards: the American ASHRAE 55-2010 standard, the
European EN15251 standard, and the Dutch ATG guideline. Today, these standards

are increasingly used for the purpose of indoor thermal comfort improvement.

Researchn thermal comfort integrates several sciences such as physiology, building
physics, mechanical engineering and psychology. According to Nitplthere are

three reasons for understanding the importance of thermal comfort:

To provide a satisfactory, healthy and comfortable condition for people,

To manage energy consumption [12,13],

To suggest and set standards.

Furthermore, Raw and Oseland [14] suggested six objectives for developing

knowledge in théield of thermal comfort:

Control over indoor environment by people
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Improving indoor air quality (discussed comprehensively by Khodakarami and

Nasrollahi [1517])
Achieving energy savings
Reducing the harm on the environmbgtreducingCO, production

Affecting the work efficiency of the building occupants (discussed by Leyten,

Kurvers [18]),
Reasonable recommendation for improving or changing standards.

The knowledge of human thermal comfod developed by engineers and
physiologists. Afterwards, different indices relating temperature to comfort were
developed by engineers and physiologists, and now, different thermal comfort

standards were used in different types of buildings.

There are many factors related to occupasubjective comfort in an indoor climate
temperature, humidity and air circulation; smell and respiration; touch and touching;
acoustic factors; sight and colours effect; building vibrations; special factors
(solar-gain, ionization); safety factors; economic factors; unpredictable risks. The
common influence of these factors cannot be analysed due to current technical
limitations, andt is a complex proceds simulate and analyse the adaptation of the
human body to a certain environment since one reacting to the common action

depends more parameters.

Although thermal comfort is a complex concept it is suggested to study it based on
the data of environment factors and occupants factors. Environmental factors include
air temperature, humidity, mean radiant temperature and air exchange rate. It is
believed that occupant factors refer to lifestyle, economic status and adaptive
behaviour. Therefore, , the requirements for the thermal comfort in the context of

building related built environment should be adjusted based on not only the type of
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building but also the age, health status and activities of occupants. For example, a
acceptable temperature range for desk workers might be too high for those doing
physical work. Another example is given that gyms or factories can be kept at a
lower temperature than theatres, offices or commercial buildings. Therefore indices
related to thermal comfort are needed to predict and decide the acceptable indoor

thermal environment for occupants.

In general, heating, ventilating and air-conditioning systems must be designed based
on nationally specified criteria, however, in case of no national regulations are given;
international standards should be used for thermal comfort in informative annexes.
There are several recommended criteria given for general thermal comfort and they
can be concluded as PMV (predicted mean votePPD (predicted percent
dissatisfied) model or operative temperature and for local thermal comfort
parameters like vertical temperature differences, radiant temperature asymmetry,
draft and surface temperatures. Operative temperature is defined as a uniform

temperature of a radiantly black enclosure in which an occupant would exchange the

same amount of heat by radiatlion plus convecgtion as in the actual non-uniform

environment. Such requirements can be found in existing standard and guidelines.

An index called the predicted mean vote (PMV) that has been widely used to predict
acceptable thermal environment for a large group of people was designed [19].
Briefly, four environment variables are taken into account in the PMV function and

this is expressed as follows
PM\/:f(ta, trT'II‘! V1 pia M1 ICl)

where air temperaturey)f mean radiant temperature,ft relative air velocity (v

and air vapour pressureyfpactivity level (M and the clothing insulationc().

PMV represents the mean thermal sensation vote on a standard scale for group of

building occupants for any given combination of the four environment varjables
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prevailing activity level and clothing [19].

Moreover, Fanger introduced six parameters that have effects of thermal comfort as

follows [19]:

Metabolism refers to all chemical reactions that occur in living organisms. It is

also related to the amount of activity. The unit of activity is Watt (W).

The amount of clothing resistance also affects thermal comfort. This parameter
is expressed as clo, and it ranges from 0 (for a nude bo@ydr 4(for a heavy

clothing suitable for polar regions).In this regard, 1 clo=0GSV.
An ideal relative humidity between 30% and 70%.

Air velocity has a thermal effect since heat loss can be increased by convection.
Moreover, draught can be caused by air movement in a cold thermal zone. The

amount of air fluctuations is also important. The unit is normally m/s.

The air temperature representing the temperature of the air surrounding a human

body might be one of the most important parameters (in Celsius or Fahrenheit).

The other source of heat perception is radiation. Therefore, mean radiant
temperature has a great influence for a human body (i.e. how it loses or gains

heat from and to the environment).

Table 2-1 Recommended operative temperatures for occupants for sedentary activity
based on ISO 7730984 [19].

Season Clothing Activity level  Optimum operative  Operative temp.
insulation (clo)  (met)
temp. (°C) range(cC)
Winter 1.0 1.2 22 20-24
Summer 0.5 1.2 24.5 23-26
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Table 2-2 Recommended operative temperatures for occupants based on ASHRAE
55-1992 [19].

Season Clothing Activity level  Optimum operative Operativetemp.
insulation (clo)  (met)
temp. (°C) range(eC)
Winter 0.9 1.2 22 20-23.5
Summer 0.5 1.2 24.5 23-26

Later on, ISO 7730-1984 and ASHRAE 55-1992 were introduced based on’Banger
equations. Examples of temperature bandwidths that resulted from climate chamber
studies [19] were presented in Table 2-1 and Table 2-2. Climate chamber studies also
known as steady-state studies aim to determine steady-state thermal comfort models.
The researclis conducted in an environmental test chamber that can vary different

climatic parameters.

Field studies showed evidence to prove that PMV model works pretty well in
air-conditioned premises, however, this most popular thermal index is not suitable for
naturally ventilated buildings [19, 20]. Humphreys [21] argued that thermal comfort
standard like the ISO 7730 based on PMV model was not entirely suitable for
general applications. Unnecessary cooling in warmer climates and unnecessary
heating in cooler regions leading to huge amount of energy cost might be caused by
misuse of ISO-PMV, and if such standards are applied in developing countries there
would be adverse economic and environmental penalty. Humphreys and Nicol
evaluated the validity of comfort theories through several field studies and research
data showed that the range of comfort temperature in naturally ventilated building is

much wider than what PMV_PPD models predict (especially in sumaigr22-24].

Table 2-3 summaries some of the recent studies [25-31]. In general, the actual
acceptable temperature ranges were suggested, by these studies, to be broader than
the comfort temperature range stipulated in either the ASHRAE standard [29] or

local standard [32]. Therefore, consideration should also be given to other factors
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such as individual control/differences, climate context and carbon footprint, rather
than simply the conventional thermal comfort and thermal neutrality [25, BIF&3
example, 24°C -26°C is the desired range of temperatures indicated in guidance for
internal temperatures for various types of buildings [34]. But most of participants
would like to set the temperature around 25.6°C in summer and 20°C in winter,

which are regarded as the standard temperature in air conditioning systems [35].

Table 2-3 A summary of works on thermal comfort standards [21]

Region (year) Ref Building Key remarks

Global [25] General 5 keyissues: (i) Satisfaction and

(2002) inter-individual differences, (i) climate
context, (iii) role of countries(especially
personal/individual), (iv) beyond thermal
neutrality, and (v) beyond thermal comfort.

Netherlands [26] Office The 90% acceptability is allowed to exceed il

(2006) 10% of the occupancy time (i.e. at least 90%
satisfied for at least 90% of the time), and
indoor temperature limits are given as a
function of mean outdoor temperature.

Europe [27] Office The differences between European Standarc

(2010) EN 15251 and ASHRAE 55 were discussed.
Suggested allowance in EN 15251 for air spe
using fans can be applied to the equation for
naturally ventilated buildings.

Global [28] General  New thermal comfort standards that allow

(2010) occupants to choose and control their preferr
temperature will be used. In future, buildings
will be increasingly classified based on their
energy use and carbon footprint.

China (2010) [29] University The Chongging adaptive comfort range
Classroom broader than that of the ASHRAE Stand:
55-2004.

Korea (2012) [30] Office Occupants would feel comfortable even ¢
depending on the previous running mean
outdoor temperature’@ higher than the 26
stipulated in the Korean Standard.
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Indoor humidity is also a key factor that affects indoor thermal comfort besides
temperature. This involves manipulating indoor temperature and humidity levels.
The upper limits for relative humidity that typically are in the range of 60%-80% is a
safe level for indoor thermal and moisture conditions, and is also generally
known that they can be set too high if out of concern for the health effects [36]. The

recommended value of upper indoor relative humidity is 70% according to study

[37].

Since indoor thermal comfort is a major statement of the indoor environment quality,
indoor temperature and humidity should be well monitored and controlled for
occupants’ comforts and energy efficiency. Hence, HVAC technologies have been
developed and proper control technologies are required to operate HVAC systems for

this purpose.
212 Indoor air quality

As air conditioning systems have been widely used in buildings for better thermal
comfort, the problems caused by the poor indoor air quality (IAQ) appear more
frequently (e.g., SBS). IAQ is not a concept can be easily defined, since the nature of
air in an indoor environment is a measure associated with various parameters like
occupant health and comfort. Moreover, IAQ was ranked as one of the top five
environmental risks to occupant healtly the United States Environmental
Protection Agency (USEPA) based on Field studies on comparative rigk0@&r

the past decades, exposure to indoor air pollutants is believed to have increased due
to a variety of factors, including the reduction of ventilation rates (for energy saving),
the construction of more tightly sealed buildings, and the use of synthetic building
materials and furnishings as well as chemically formulated personal care products,

pesticides and household cleaners.

There are many types of indoor pollutants such asg, G, volatile organic
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compounds (VOCs), radon, NGndoor particles. The poor indoor air quality may
cause several types of symptoms and tiredness, dry irritated or itchy eyes and
headache are the top three symptoms according to relevant studies [39-41] as shown

in Table 2-4.

Another major problem that caused by poor indoor air quality is the odour issue that
will lead to several impact on human body such as productivity reduction, mental

distraction, etc as presented in Table 2-5.

Hence, it is important to monitor and control indoor air quality in a built environment
for peope’s health, comfort and improving productivity, et al. Based on Peder

review, approaches to improve indoor air quality in office can be as folldws [6

Sampling of labile species, e.g. secondary ozonides.

High volume sampling: reactive oxygen species (ROS), e.g. OH radical, other

organic radicals, and antioxidant depletion.

UFP (on-line): number and size-distribution. Transition metal and elemental

carbon analysis.

Black carbon particles: a potential proxy for combustion particles to evaluate

health risls.

Personal exposure measurements, e.g. nitrogen dioxide as proxy for exposure to

combustion/traffic pollutants.

23



Table 2-4 Frequent symptoms prevalence (%) from major studies in offices [6]

"N - total number of respondents/R - response rate in %

Study [39] [40] [41]

Country 9 European USA London, UK
countries

N/R’ 6537/19 -/93 4052/-

Recall

period 1 30 14

(days)

Symptoms Dry skin (32) Tired or strained eyes Headache (44)

Lethargy (31)

Stuffy nose (31)

Dry eyes (26)

Headache (19)

Flu-like symptoms
(14)

Chest tightness (10

Runny nose (11)
Watering eyes (7)

(33)

Dry, itching, irritated
eyes (30)

Unusual tiredness,
fatigue or
drowsiness (27)

Headache (25)

Tension, irritability, or

nervousness
(23)

Pain or stiffness in
back, neck
shoulder (22)

Stuffy or runny nose
(22)

Sneezing (18)

Cough (36)

Dry, itchy tired
eyes (33)

Blocked, runny
nose (27)
Tired for no reason

(25)

Rashes, itches (20)

Cold, flu (19)

Dry throat (18)

Sore or dry throat (16) Sore throat (17)
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Table 2-5 Reported impact by odour [6]

Effect References
Annoyance [42]

Behaviour [43]

Breathing pattern [44], [45] and [46]
Exacerbation of asthma [47]

Perceived risk for unknown exposure [48] and [49]

(worry)

Mood [50], [51], [52], [53] and $4]
Risk of perceived “bad” health [55], [56] and [57]
(Multiple chemical sensitivity) [58]

Risk of subjectively perceived sensory [47]
irritation
Risk of mental distraction altered [59], [60], [61], [62], B3], [64] and [65]

performance

Moreover, in a report presented by loan, a testing model of indoor air quality in
buildings was developed based on the European Standard CEN 1752 to determine
the outside airflow rate and to verify the indoor air quality in rooms [66]. Results
showed that the climate in rooms affects the comfort and the health of the occupants
at the same time. Moreover, it is advised that he engineers for designing and
operating of HVAC systems should presethie comfort parameters at the optimal
values for better control and operating performance. In order to operate and control
HVAC system for the purpose of improvement of indoor air quality, researches on

control technologies should be carried out.

Since there are many types of indoor air pollutants it is a complicated matter to
monitor all of them [67-69]. As investigating all types of indoor air pollutants for
general air quality monitoring and control is a complicated matter [70, 71], it was

suggested that the measurement and analysis of indoor carbon dioxide (CO2)
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concentration could be useful for understanding IAQ and ventilation effectiveness
[72-74]. Although a C@level up to 10,000 ppm is acceptable to healthy people
without serious health effect, the g@vel should be kept below 1,000 ppm or 650
ppm above the ambient level for the reason of preventing any accumulation of
associated human body odour [75]. 7Eable 2-6 presents the harm caused by high

CO, concentration on human body.

Table 2-6 harm of C©on human body [7]

CO, concentration Effect

[%] [Ppm]

3 30,000 Deep breathing

4 40,000 Headache, pulse, dizziness

5 50,000 After 0.5-1 h many cause death
8-10 80,000-100,000 Sudden death

The IAQ standard defined by ANSI/ASHRAE Standard 62-1929 states:' for comfort,
indoor air quality may be said to be acceptable if not more than 50% of the occupants
can detect any odour and not more than 20% feel discomfort, and not more than 10%
suffer from mucosal irritation, and not more than 5% experience annoyance, for less
than 2% of the time' []7 Being able to influence most of these factors, proper
control strategies are needed to operate the building HVAC systems in order for

optimizing occupant comfort and energy saving in built environment.

213 Energy efficiency

The introduction of the use of mechanical means for providing desired comfortable
temperature for building users is considered as one of the unfortunate phenomenon
of modern global development since. This trend hasodaige energy consumption

in the building stock, and nowadays, around one third of fossilisumnsumedn

buildings [78].
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There have been marked incre@s energy use in developing countries, and it is
envisaged that such trend will continue in the near future. For instance, Chinese total
primary energy requirement (PER) increased from about 570 to over 3200 Mtce
(million tonnes of coal equivalent), an average annual growth of 5.6% during
1978-2010. Although its energy use and carbon emissions per capita are low, China
overtook the US and became the largest energy consuming aredE6ions nation

in 2009 [79-85]. Chai and Zhang [86] estimated that Chinese PER would increase to
6200 Mtce in 2050 according to the analysis of technology and policy options for the
transition to sustainable energy system in China. Moreover, the consumption of fossil
fuels would account for more than 70% of total energy cost and the corresponding
emissions could reach 10 Gt@O(10X 10°tonnes of C@equivalent). It has been
estimated that, energy consumption in emerging economies in Southeast Asia,
Middle East, South America and Africa will exceed that in the developed countries in

North America, Western Europe, Japan, Australia and New Zealand by 2020 [87

In many developed countries, the building sector is one of the largest energy
consuming sectors, more than both the industry and transportation, accounting for a
larger proportion of the total energy consumptiba. example, in 2004 40%, 39%

and 37% of the total PER in USA, the UK and the European Union was consumed
building sector [88]. In China, building stocks accounted for about 24.1% in 1996 of
total national energy use, rising to 27.5% in 2001, and was estimated to increase to
about 35% in 2020 [890]. It was reported about 40% of the total PER consumed in
buildings that also contribute to more than 30% of thee@tssions [91]. A number

of studies conducted worldwide to improve building energy efficiency were started
as results of such concern. Thegn be summarized as follows: sensitivity and
optimisation [92-97], on the designs and construction of building envelopes (e.g.
thermal insulation and reflective coatings [98], and life-cycle analysis [99, 100]); the

control of heating, ventilation and air conditioning (HVAC) installations and lighting
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systems [101-104] and technical and economic analysis of energy-efficient measures
for the renovation of existing buildings [105-109]. Literatures reported that the major
factor why the proportion of energy use in buildings was significantly increased was
due to the spread of the HVAC installations in response to the growing demand for
better thermal comfort within the built environment. In general, accounting for about
half of the total energy consumption in buildings especially non-domestic buildings,
HVAC systems are the largest energy end-use in developed countries [110-117]
Energy consumption in both residential and commercial buildings is dominated by
space heating, cooling, and air conditioning (HVAC) and lighting as shown in Figure
2-1 [118, 119]. A recent literature survey of indoor environmental conditions has
found that thermal comfort is ranked by building occupants to be of greater
importance compared with visual and acoustic comfort and indoor air quality [118].
The designs of the building envelopes especially the windows and/or glazing systems
are affected by this result [119-J2T herefore, to have a good understanding of the
past and recent development in thermal comfort, indoor air quality is important to

manage the energy use in buildings.

Hence, studies have been carried out to contribute to a better understanding of how
thermal comfort is related to and affects the broader energy and environmental issues
involving social-economic, fuel mix and climate change. Based on the analysis of the
energy use of air-conditioning systems in buildings, approaches were introduced for
reducing the energy consumption. Generally, the energy efficiency in lguildin
includes two aspects: improving the air-conditioning technologies and control
techniques. Opportunities for reducing high HVAC-related energy consumption
includes use of natural ventilation, minimizing energy wastes in conventional
systems by upgrading equipments or downsizing the scale of the equipments, and
integrating efficient technologies such as adequate control strategy for potential

energy saving. Recently, advanced building technologies and control methods
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designed to trim down the energy consumption for an acceptable indoor environment

are constantly being development for low energy house.

Other, 3.60%
Cooking, 3.70%

Wet Cleaning,
4.80% s

Cooking, 1.40%

Water Heating,
4.30%

Refrigeration,
6.60%

[b]

Figure 2-1 (a) Residential buildings total energy end use (2010). (b) Commercial
sector building energy end use (2010) [118, 119]
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To include the thermal comfort indices to manage the energy consumption is one
widely using control method. Data from extensive and rigorous experiments
conducted in climate chambers was used to developed heat balance models and
measured/surveyed data from field studies are used to develop adaptive models
[123-126]. The advantage of climate chambers test is having consistent and
reproducible results, and which of field studies is realism of thedaddgty working

or living environments.

Based on current thermal indies, it is known that a wider range of indoor thermal
environment can be employed in situations/locations where air conditioning is
unavoidable and such operation would lead to less cooling requirements and hence
less electricity consumption for the air conditioning systems][1Pferefore, the
method to set a higher summer set point temperature (SST) or implementing a
wider/varying range of indoor design temperature for different time of the day and
different outdoor conditions was developed. There are two major types of control
techniques been proposed to achieve this goal based on such conditions. Diverse
thermostat strategies such as changing the setback period, set point temperature and
setback temperature are involved in first type [128]. The second type deals with the
dynamic control of the set point temperature based on adaptive comfort models [129,

130.
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Table 2-7 Summary of energy savings in cooled buildings [20]

City (climate) Ref  Building Measure Energy savings
(year)
Hong Kong SAR  [131] Office Raise SST from 21.%C Cooling energy
(subtropical) to 25.5°C (SST = summel reduced by 29%.
(1992) set point temperature).
Montreal (humid [132] Office Raise SST from 24.%C Chilled water
continental) to 25.2°C (during consumption
(1992) 09:00-15:00) and up to 2" reduced by 34-
°C (during 15:00-18:00). 40% and energy
budget for HVAC
by 11%.
Singapore [133] Office Raise SST from2X to  Cooling energy
(tropical) (1995) 26°C. reduced by 13%.
Islamabad (humid [134] Office Change the 26C SSTto  Potential energy
subtropicalland a variable indoor design savings of 20-25%.
Karachi (arid) temperature (Tc =17
(1996) 0.38Tq Tc =comfort
temperature,
Hong Kong SAR  [135] Office Change SST from 222 Energy
(subtropical) (average) to adaptive consumption by
(2003) comfort temperature (Tc  cooling coil
=18.303+ 0.158Tp reduced by 7%.
Riyadh (hot [136] No Change yearly-fixed Energy cost
desert) (2008) specific  Thermostat setting reduced by
building (21-24.1°C) to optimised 26.8-33.6%.
type monthly fixed settings
(20.1-26.2°C).
Melbourne [137] Office Static (raise SSTAC HVAC electricity

(oceanic), Sydney
(temperate) and
Brisbane (humid
subtropical) (2011)

higher) and dynamic
(adjust SST in direct
response to variations in
ambient conditions).

consumption
reduced by 6%
(static) and 6.3%
(dynamic).

A summary of some of the case studies involving adaptive comfort models and/or
raising the SST is listed in Table 2-7 [131-137]. The results of the listed studies
showed that substantial energy savings could be achieved for office and residential

buildings, 13% reduction cooling energy cost in hot humidity climate in Singapore
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[133] from t029% reduction in cooling energy consumption in office buildings in
Hong Kong by raising 4C in the SST [131]. The results also showed that such
control strategy is suitable different type of outdoor environment: form 11%
reduction of HVAC energy consumption in humid area in Montrea [132] to 6%
reduction of HVAC electricity consumption in oceanic climate area in Melbourne
[137]. This could have significant energy policy implications as it helps alleviate
and/or delay the need for new power plants to meet the expected increase in power

demand due to economic and population growth.

It can be seen that the energy consumption of air-conditioning equipment can be
significant reduced by using proper control strategy. This means that with the
implement of well designed control strategy, the indoor climate quality including
acceptable indoor thermal comfort and healthy indoor air quality can be maintained
with no extra energy consumed. Hence, in order to improve the performance on
energy management further researches should be carried out to develop more

advanced control technology.
2.2 Control technologiesfor HVAC systems

Although the indoor environment comfort issues have been dealt with widely in
scientific literatures [138-144], there is now a more and more rising attention among
designers of heating, ventilating and air conditioning (HVAC) systems, particularly
due to the enactment of the European Energy Performance of Buildings Directive
(EPBD) [143]. This directive aims to proneatlirectly the energy performances of

the buildings, reduce the conventional fuels consumption and decrease greenhouse
gas emissions to the atmosphere. Moreover, it also indirectly gives emphasis to
measures and actions devoted to the increasing of the indoor performances [145,
144. It is well known that the demand for energy management caused by the widely
use of HVAC systems in buildings keeps increasing. Researchers started to look for

appropriate ways to solve such problems and some researches have proved the
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development of control methodologies that could improve energy efficiency of
building-HVAC systems while maintaining acceptable indoor climate quality
[147-150]. Nevertheless, the simplest conventional control strategy for indoor
comfort, proposed up to now, are ON-OFF and the most widely used conventional
control technology is proportional, integrative and derivate (PID) methods. In recent
decades intelligent control technologies were also developed to operate the HVAC
systems for purpose of optimize the indoor comfort and energy efficiency and
literatures have shown that some HVAC systerpsrformances have been
significantly improved by proper designed control strategies. Therefore, it follows
the requirement of control technique development that is able to reduce energy
consumption in buildings while, simultaneously, comfortable and health indoor
climate is maintained within acceptable levels. In this section, it firstly describes how
well designed control strategies improve the HVAC systepggsformance with
examples. Then, current control technologies developed for HVAC systems including
both conventional and intelligent control methods are introduced briefly. Finally, the
merits and drawbacks of current control technologies are summarised and future

perspectives are concluded.

221 Perfor mance improvement of HVAC systemswith proper controllers

(@D)] The control strategy designed for district heating system

District heating system (DHS) is designed to provide heat for inhabitants of large
cities., There are many opportunities for utilizing the district heating system in
individual low-power boiler-rooms since the capability of thermal plant in the system
is rapidly increasing [151, 152]. The advantages for district heating system can be
concluded as the increased energy and performance efficiencies through
implementing advanced equipment and maintaining them professionally, reduced life

cycle costs, augmented control over environmental impacts [153, 154]. In addition,

33



district heating system reduces the emission of combustion products into atmosphere
because of its high efficiencies. Many European countries such as Denmark, Russia,
and Finland are deploying [1p5There are potentials that the energy efficiency of
DHS can be further improved although it already has excellent performance on
energy efficiency. In addition, the performance of DHS on temperature operation can

be also well enhanced.

Several reports have introduced the mathematical modelling of the heating district
[156, 157], and the reseamhof the modelling of thermal plants have been
progressed by many researchers [158,.1680i [160] developed a mathematical
model for the real thermal plant in the district heating system for the purpose of
predicting and operating the heat supply and controlling the outlet temperature of the
plant. In their control modelling, the basis of the thermal plant operating in unsteady

state is predicted by considering the thermal energy balance equation as follows

[160]:

. 0 dQ dL

e +e +CT)+—|padV=—"T-— 2-1
m(p+ 2T )+8T\J; dr dr (2-1)

where G is specific heatkd/g °C), g is specific potential energykJkg), & is
specific kinetic energykg/kg), Q is thermal energkJ), L is mechanical energkJ),
V volume (), 7 is mass flow rate (kg/s) is time (s) andp is fluid density

(kg/nT), e is the total specific energhdy.

34



1;-’CbD7
|

Initial condition

In1
In2
In3  Qut1

In4

In5

Boiler #1
Int

In2

In3  OQut1

In4

+

In5

Boiler #2

In1
In2

I3 Outt %E
In4

In5 Outlet temperature

N +
Boiler #3
In1
In2 >+
In3  Out1

In4
In5

Boiler #4

Y

Boiler duty

Flowrate

\AAA A 4 vy l v A\AAA A YYVYY

y

In1

In2

In3  Outl
Inlet temperature Ind
In5

Boiler #5

A

LA i

Figure 2-2 Simulink representations for the controlled thermal plant [160]
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Figure 2-3 Simulink representation for a model predictive control structure [160]

Figure 2-2 shows the controlled direct heating system using Simulink. The sub-block
Out 1- Out 5 represent the boilers since the thermal plant consists of five boilers.

The inputs are flow rate, inlet temperature and heat duties for each boiler and the
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output is outlet temperature. Figure 2-3 shows the block diagram of the controlled
system, wheréPlant” is the thermal plant in Figure 2-2. Current value of outlet
temperature is semi the control block “MPC controller” where the model is used to
predict the effect of the manipulated variables. The set-point is specified°&sin17
this study, and sampling time, prediction and control horizons are set to be 1 h,

respectively.
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Figure 2-4 Comparison between controlled and uncontrolled cases; (a) outlet
temperature, (b) flow rate, and (c) boiler duty [160]

Figure 2-4 shows the comparison of controlled operation to the uncontrolled
operation. The results of the outlet temperature for the controlled case (solid line) is
maintained around the desired vala@7C, as shown in Figure 2-4 (a), while the
uncontrolled operation(dashed line) varies in relative big range of value andedeviat
from the set-point, 1. The advantages of the proposed control strategy are

clearly demonstrated in the profile of manipulated variables.

In addition, the total energy cost of the boilers for the controlled case was about
184,000 Gcal for a month, while the uncontrolled case was about 204,000 Gcal as
presented in Figure 2-5. This corresponds to the reduction of energy utilization by

9.8% for a month, which is huge savingmsidering the scale of the entire district
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heating system as well as the duration of operation.
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Figure 25 Accumulated boiler duty for controlled and uncontrolled cases [160]

The simulating results clearly shed that the proposed controller successfully
regulated the outlet temperature of the boiler, and significantly reduced the total

amount of heating energy consumption due to the constraints on inputs considered in

the control algorithm.
(2 Dedicated outdoor air system (DOAS) control strategy

In the recent study, a dedicated outdoor air system (DOAS) control strategy was
proposed. The control system for cooling process, air dehumidification and the
desiccant solution regeneration process in the DOAS is shown in Figure 2-6. In this
study, control strategies for the supply air dehumidification and cooling process as
well as the desiccant solution regeneration process in the DOAS are developed. This
control system contains three control loops [161]: the process air loop, desiccant

solution loop and regeneration air loop.
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Figure 2-6 Schematic of the liquid desiccant-based DOAS and its control
system[161]

The mathematical modelling and simulation of this control strategy is built up on the

platform of TRNSYS.

Membrane-based total heat exchanger: the effectiveness-number of heat transfer
unit (e-NTU) model is utilised to model the membrane-based total heat

exchanger.

Dehumidifier and regenerator: the analytical solution applied to model the

dehumidifier and regenerator.
Dry cooling coil: to represent the dynamics of a cooling coill.
In the simulator process, some other components are obtained from TRNSYS.

The performance of the control strategy on several important system parameters are
studied by simulation tests. In the simulation process, the whole system performance
is evaluated at two conditions: with membrane-based energy recovery (With

mem-ER) and without membrane-based energy recovery (Without mem-ER).
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The coefficient of performance (COP) is utilised as the rule to evaluate the control

performance of the proposed system and is calculated by the following equation:

cop:chv (2-2)

Qr +"03
Where Q is the cooling production of the system; @ the thermal energy
consumption of the system; and W is the total electric power consumption. The

equivalent coefficient of electric power and thermal energy is taken as 0]3 [161

The control system performances on supply air flow rate and ambient air temperature
at two different conditions are compared and illustrated in Figure 2-7. As shown in
the figures, different system parameters on system COP improvements are in the

range of 20%-35%.

(a) (b)
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Figure 2-7 (a) Effect of the supply air flow rate on system COP. (b) Effect of ambien
air temperature on system COP [161]

The proposed system is a new one and the results have showed that the control
system improves occupant’s comfort but energy saving performance is not good

enough [162, 163]Al-Rabghi and Aleyurt proposed a control algorithm with a
frequently updated daily, weekly and monthly specific occupation schedules and this
control strategy has achieved energy saving of 10%-20% [164]. However, there is
one problem: when the air-conditioned zone is reoccupied occasionally before or

after the scheduled HVAC turn on time, the occupants will be in an unhealthy
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environment. Chao and Hu proposed a ventilation control strategy which has the
function of determining the occupancy level of the air-conditioned zone [165]. By
applying this control strategy, the HVAC system works in different modes in
different situations. However, this control strategy has one limitation in practice: the
pre-measuremenis necessary [165] to obtain the correlations for different
applications before the use of this control strategy. Therefore, more researches on

control algorithm for HVAC systems should be carried out.

222 Control objectives

Living space climate regulation is a multivariate problem having no unigue solution
[166]. A number of control methods as the essential part for HVAC system have been

proposed and the basic objectives of a control system are as follois [167

High comfort level: Maintain a high comfort level (thermal comfort, air quality

and luminance) by learngrithe comfort zone from user’s preference.

Energy saving: Combine an energy saving control strategy with the comfort

conditions control.

Automatic control: The automatic control system can be utilised to operate
HVAC system instead of the amount of human labour in order to improving the

HVAC system efficiency and reduce labour costs.

Different approaches for controlling indoor building environments have been
developed to satisfy the above requirements and the control systems based on these
approaches can be classified into two categories: (1) conventional methods; and (2)

computational intelligence technologies [7].

40



223 Conventional control
2231 Classical controllers

Thermostats were used for the feedback control of the temperature [168]. In order to
avoid the thermostats to turn on and off so frequently caused by on/off controller,
thermostats with a dead zone were introduced and used. This inevitably results in
fluctuation of indoor temperature. In order to solve this problem,
Proportional-Integrate-Derivative (PID) controllers were used [168, 169]. With its
three-term functionality covering treatment to both transient and steady-state
responses, proportional- integral-derivative (PID) control, and P, Pl and PD offer the
simplest and/et most efficient solution to many real-world control problems. Since
the invention of PID control in 1910 (largely owning Himer Sperry’s ship
autopilot), and the ZiegleNichols’ (Z-N) straightforward tuning methods in 1942

[170], the popularity of PID control has grown tremendously.

» P kpe(t)
Error . Output
Ml k J e(z)dz Process >
Input - 0
ddt

Figure 2-8 Typical PID structure

A standard PID controller as shown in Figure &-8lso known as the “three-term”
controller, whoseransfer function is generally written in the “parallel form” given

by (2-3) or the “ideal form” given by (2-4) [171]

G(s)=k, +k é+kd s (2-3)
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1
G(s)=k, L+ —5tTa9 (2-4)

Where k is the proportional gain, khe integral gain, kthe derivative gain, the
integral time constant and, jKhe derivative time constant. The “three-term”

functionalities are highlighted as follows [171]:

The proportional term-providing an overall control action proportional to the

error signal through the all-pass gain factor.

The integral term-reducing steady-state errors through low-frequency

compensation by an integrator.

The derivative term-improving transient response through high-frequency

compensation by a differentiator.

It is always consided that increasing the derivative gain, keads to improved
stability and such idea is commonly conveyed from academia to industry. However,
the derivative term has been often found to behave against such anticipation
particularly when transport delsgxist [172, 173 Frustration in tuningdhas hence

made many practitioners switch off or even exclude the derivative term.

If the control action with an effective range limit is detected by the actuator, then the
integrator may saturate and future correction will be ignored until the saturation is
offset. Generally, phase lead to offset phase lag caused by integration is provided by
the derivative action that is also shortens the period of the control loop and thereby

hasten the system recovery from disturbances.
The tuning objectives of PID controller can be sumnedrés follows [171]:

controller parameters are tuned such that the closed-loop control system would

be stable and would meet given objectives associated with the following:
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stability robustnes

set-point following and tracking performance at transient, including rise-time,

overshoot, and settling time;

regulation performance at steady-state, including load disturbance rejection;
robustness against plant modeling uncertainty;

noise attenuation and robustness against environmental uncertainty.

With given objectives, tuning methods for PID controllers can be grouped according

to their nature and usage, as follow [172, 174).175

Analytical methods-Analytical or algebraic relations between a plant model
and an objective are used to calculate the PID parameters. This method can lead
to an easye-use formula and can be suitable for use with online tuningit but

easily leads to inaccurate parameters regulation.

Heuristic methods-Such methods are evolved from practical experience in
manual tuning or from artificial intelligence (including expert systems, fuzzy
logic and neural networks). The formulas or rule bases are required to regulate

the gains while using such methods that can be employed for online use.

Frequency response methed§hese use frequency characteristics of the
controlled process to regulate the PID controller (such as loop-shaping). These

are often used while the main concern of corgralesign is stability robustness.

Optimization methods-Regarded as a special type of optimal control, numerical
optimization method for a single composite objective or computerized heuristics
or an evolutionary algorithm for multiple design objectiaesused to obtain the

PID parameters using. Such type of methods is time-domain methods and mostly

appliedto offline controls.
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Adaptive tuning methodsOne or the combination of the previous methods are

applied to online tune the PID parameters automatically .

PID controllers have been widely used in buildings for controlling and operating the
HVAC equipments because of its practicality. With advances in digital technology,
wide spectrums of choices for control schemes are offered by the science of
automatic control. However, more than 90% of industrial controllers are still
implemented based around PID algorithms [L&8 no other controllers match the
PID controller that provides the simplicity, clear functionality, applicability, and ease

of use. [177].

In decades, PID controller has been widely used to control and operate different
types of HVAC systems because of such reason. One of the important classes of
HVAC systems is geothermal district heating system (GDHS) that have been
successfully installed and operated in many countries and regions of the world since
it results in great energy savings [178]. More attention has been paid on GDHS with

regard to improving their energyfiefiency and equipment operation.

The manually control and operation of such system is considered as the major
challenge. Low working éfciency is caused by manual operation due to oversight in

management and imprecise operation etc [179]. Inaccurate control is caused as a
result of manual operation that also led to poor heated or over heated and caused
energy waste. The proper control strategies should be applied in order to solve such

problems and improve energy management.

d1 d2

r u
PID Plant —>

Figure 2-9 Block diagram of novel PID-based controller [180]
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Yabanova [180] proposed a PID control strategy as presented in Figure 2-9 to
optimise energy efficiency via the flow rate control of the GDHS. This PID
controller algorithm meets objectives such as closed-loop stability, adequate
performance and robustness by tuning the PID gains to achieve a good balance
between performance and robustness. The effectiveness of the proposed control
strategy is verified under various operating conditions for a wide range of parametric
uncertainties, ambient temperatures and load disturbances. The results shown in
Figure 2-10 of their study proved that with the proposed PID controller energy
efficiency (maximum) at a spdi@d value (29.01%) is provided. It claimed that the
proposed PID controller had the potential for providing more comfortable indoor

environments while maintaining lower energy consumption.
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Figure 2-10 Comparison of controlled and manual cases of the AGDHS according to
ambient temperature, flow rate of zone 3 and energy efficiency [180]

Generally, GDHSs are controlled by PID controll§t81] in most applications
however, there is growing interest in the use of artificial neural netwaiN}

control strategies since some disadvantages are claimed to limit the use of PID

controllers.
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Firstly, designing and tuning a proportional-integral-derivative (PID) controller
appears to be conceptually intuitive, but can be hard in practice, if multiple (and
often conflicting) objectives such as short transient and high stability are to be
achieved. However, the derivative term is often misunderstood and misused [182]
For example, it has been widely perceived in the control community that adding a
derivative term will improve stability but sometimes this perceived is not always
valid. Moreover, although the traditional PID controllers improved the control
accuracy levels and control performances, setting the parameters for the controllers
are not always an easy task. Improper choice of the gains in PID controllers would
make the whole system unstable. This issue may be resolved from the adoption of
optimal, predictive, or adaptive control techniques. Finally, the HVAC PID
controllers are always needed to be designed based on the building models and
mismatch of control models can lead to poor or unstable control performance. These
may explain why the argument exists that academically proposed tuning rules do not

work well on industrial PID controllers.

Researches should be carried out to solve such problems and researchers so far focus
on automatic tuning for process control. The present trend in tackling PID tuning
problem is to be able to use standard PID structure to meet multiple design objectives
while in this project an approach of combining conventional PID controller with

intelligent algorithm is proposed.

2232 Optimal, predictive, adaptive control and others

(1) Optimal control

A model of the building is necessary while designing the optimal control systems
[183-192] or adaptive control strategies [193]. The optimal control includes a model
for future disturbances (e.g. solar gains, presence of humans, etc.), which improves
thermal comfort mainly by reducing overheating [1946]. However, mathematic
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analysis of these control algorithms always results in nonlinear models. Moreover,
these control systems are not very practical because the mathematic models differ

from one building to another.

Demand-controlled ventilation (DCV) system is often used for fresh air supply in
commercial or public buildings for improving energy efficiency while maintaining
acceptable indoor air quality [197, 198 here are some critical issues of control
optimization problems (optimizing control set points) while operating and controlling
such HVAC systems. The problems include predicting the system response, and
employing appropriate comfort indices to search for the optimal set point(s)
according to the system responses. Hence, Optimal control is widely used in HVAC
fields [199-202] as an approach to solve these critical issues. Three approaches to
predict the system response were concluded based on literatures: 1) simulate the
responses of the building and HVAC system to the changes of the control variables
based on the detailed physical models [203, 204]; 2) predict response in optimal
control applications by developing black-box models or neural network models [205,
206]; and 3) predicresponse based on the dynamic simplified models and identify
model parameters [2D7In the third approach which is most widely of congeine

indoor climate model should be reasonably simple for practicality and the reduction
of errors progressively occurred by the actually online measurements can be

achieved by using self-tuning techniques can be used td.[208

(2 Karlman Filter

It has been reported that difficulty of monitoring and controlling the indoor climate
parameters in a large air-conditioned space is considered as a major challenge in the
field of indoor environment management. Then mobile sensor networks strategy was
developedto monitor environmental variables such as temperature, RH, salinity,

toxins, and chemical plumes. Significant advances have been made in the area of
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mobile sensor networks and their applications to environmental sciences [209-216].
An environmental modeling of mobile sensor networks and the control laws
developed to maimise the sensory information of mobile sensors was presented in a
research. Reduction of uncertainty in the loega forecast by planning of
continuous paths for mobile sensors was addressed in another research [210]. In
order to improve the performance of the sensor networks, a control method based on

Kalman filter (KF) was proposed [217] and utilized in [211] the environment model.

Mahdi and Jongeun [218] presedta practical solution using K address the
problem of monitoring indoor climate in a large region by a small number of robotic
sensors. In their project, iF was developedo downsample the environmental
process in order to use the cumulative measurements over a time period. In addition,
a network of radial basis functions was used in the control processaand
continuoustime linear system was introduced. Then, system downsampled by a
Kalman filter for a small number of sensors was formulated and the optimal
sampling strategies were developed. Finally, the experimental results for monitoring
a temperature field of a large region and the proposed scheme was provided to

validate by the simulation and experimental results.

However, researches should be carried out taking into account localization errors for
the estimation and implementing the experimental setup for multiple monitor and

control objects in order to improve their controkeperformance.

©)] Adaptive control

Adaptive controllers are able to self-regulate and to be applied to the climate
conditions in the various building. More specifically, adaptive fuzzy controllers are
regarded as the most promising adaptive control systems for buildings [184, 193,
194]. A research proposed by Nesler [219] introduced an adaptive control strategy of
thermal processes in buildings. The standard PI control algorithm is adequate for the
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control of heating, ventilating, and air-conditioning (HVAC) processes.

Another application of adaptive control is to employ it to central chilled water
systems. These systems are popular for improving the thermal comfort of indoor
environment in modern commercial andioé buildings, especially in large and
high-rise buildings. The adaptive control is used as an approach to solve one of the
major challengesto improve energy efficient of complex chilled water systems
under various working conditions since such systems often contributed a large part of
the total electricity energy consumed [8]. Ma and Wang [220] introduced an adaptive
control strategy with different cigurations in complex building air-conditioning
systems to enhance energfi@éncies. In another report presented by Wang and Ma
[221] a control strategy was employed to variable speed pumps distributing chilled
water to the heat exchangers in super high-rise buildings. The results showed that up

to 16.01% of the pumps energy can be saved using this control strategy.
224 Computational intelligent control

Application of intelligent methods to the building control systems was started in
1930s and the artificial Intelligence (Al) techniques were applied to the control of
both conventional and bioclimatic buildings. Intelligent controllers were optimized
by the use of evolutionary algorithms and developed for the control of subsystems of
an intelligent building [47]. The synergy of the neural networks technology, with
fuzzy logic, and evolutionary algorithms resulted in the so-called Computational

Intelligence (Cl), which now has started to be applied in buildings.
2241 Fuzzy logic control

It is well known that the importance of the comfort of human beings gradually
increases by the development of technology [222, 223]. In response to ever
increasing in demanding for occupant comfort and energy efficiency, the studies

related to the design and control of ambient conditions of buildings has been

49



attracting interest in the last few decades. For example, the desired temperatures and
air conditions of shopping-center, offices and different usage areas in a multipurpose
building may be different. Hence, flexible design of HVAC systems supplying
different demands is substantially to decrease both the first investment cost and the
operational cost. In additionthe users’ preferences have been taken into
consideration and it drove researchers to develop intelligent systems for energy
management in buildings (Building Intelligent Energy Management Systems-
BIEMS). The intelligent systems are mainly for large buildings like office buildings,
hotels, public and commercial buildings, etc. The indoor environmental parameters
are monitored and controlled by these control systems in order to minimize the
energy consumption and operational costs and fuzzy logic control (BL@)e

control technique used for this purpose.

Recently, their practical applications for HVAC systems have been discussed aiming
for performance improvement over classical control [224-2B8ecent years, fuzzy
control has been successfully used for controlling and operating a number of physical
systems. The human decision making process is modeled and simulated by the fuzzy
controllers with a collection of rules. The selection of the membership function that
produces maximum performance as a subjective decision is strongly related to fuzzy
control performance. The fuzzy control rules and membership function are usually

found using trial-and-error method.

Many authors studied Fuzzy logic control (FLC) of HVAC systems [229, 230]. And
obtained results were compared with those of PID control and FLC was proved to
have better results in some studies. FLC is extensively used in processes where
systems are either very complex or exhibit highly nonlinear characters. FLC is one of
the schemes that can successfully control the plants while there are difficulties in
deriving mathematical models or having performance limitations with conventional

linear control methods. The variation of buildingype, structure, orientation has
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always compromised the performance and convenience of the conventional
controllers for HVAC systems as finding a universal mathematical model for such
application is extremely difficult. The intelligent systems which are model-free
controllers can avoid the issues. This fact is a general innovation in the development
of automatic control systems. Human experience is the basis of designing FLC, and
this means that mathematical models are not necessary for contrdlisystems.

Fuzzy logic-based control schemes were implemented for many industrial
applications because of such advantage [231]. Many complex industrial processes
and domestic appliances were successfully controlled using fuzzy logic control in the
recent years [232]. The first FLC algorithm implemented by Mamdani was designed

to synthesize the linguistic control protocol of an experienced operator [233].

Soyguder [234] proposed a fuzzy control strategy for an expert HVAC system and
the control performance were tested and compared to conventional controllers by
using MATLAB/SIMULINK. The obtained results indicate that the performance of
the fuzzy adaptive controller is the better than the conventional controllers, in terms
of both the steady-state error and the settling timeirTé@ntroller ensured the
considered expert HVAC system having the minimum settlings time and no

steady-state errors.

Although the FLC application has been successful compared to the classical
controllers, applications of such control methods were limited by the disadvantage of
depending on the control experience of the operator. MacVicar-Whelan first
proposed some general rules for designing the structure of fuzzy controllers [235] in
order to avoid this limitation. Better results for the same system were obtained by
using FLC with respect to PID control [236]. In addition, Genetic Algorithms and

methods coming from the theory of adaptive control are used to optimize fuzzy
controllers. Fuzzy logic control has been used in a new generation of furnace

controllers that apply adaptive heating control in order to maximize both energy
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efficiency and comfort in a private home heating system][237
2242 Fuzzy P controllers

Many different methods exist to use fuzzy logic in closed-loop control. In the

simplest structure of a fuzzy logic controller, the measurement signals from control
process are used as the inputs of the controller. The output of the fuzzy logic
controller drives the actuators of the process. This pure fuzzy logic system is called
fuzzy P controller. The inputs of a fuzzy P controller are predicted mean vote (PMV)
and outdoor temperature. Auxiliary heating (AH), auxiliary cooling (AC), and

ventilation window opening angle (AW) settings are the controller outputs [238, 239].

These outputs, which are deterministic signals, drive the process actuators.

A global P controller has six inputs (PMV, ambient temperature Tamb, CO2
concentration, change of CO2 concentration, Daylight Glare Index (DGI), and
illuminance (ILL)), and four outputs (AH/AC, SHaDowing, Artificial Lighting, and
window opening angle (AW)) [240, 241]. The input-output universe of discourse is
covered by the triangular and trapezoidal membership functions. In the rule design,
priority is given to passive techniques to obtain indoor comfort. During moderate
seasons, the fuzzy rules allow natural cooling through window openings in order to
reach thermal comfort by using natural ventilation. During winter and summer,
windows are kept closed to avoid thermal losses. The solar gains are controlled to
allow passive heating during the winter and cut off excessive heating during the

summer.
2.2.4.3 Fuzzy PID controllers

Various types of fuzzy PID (including Pl and PD) controllers have been proposed. In
the recent literatures, fuzzy PID controllers are divided into two major categories,

according to their structures [242, 243]:
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Q) Fuzzy PID controller

The first category of fuzzy PID controllers as shown in Figudd 2ivolves the
conventional PID controllers in conjunction with a set of fuzzy rules and a fuzzy
reasoning mechanism to tune the PID gains online [244]. Fuzzy PID controllers are
used as controllers instead of linear PID controller in all classical or modern control
system applications. Error between the measured and the reference variable was
converted into commands that are applied to the actuator of a process. The
information about their equivalent input-output transfer characteristics is impartant i
practical design. Development of control systems for all kind of processes with
higher efficiency of the energy conversion and better values of the control quality

criteria is considered as the main purpose of research.

r e ed| u
de/dt PID 1191 pant Y,
- controller |

L —/— ——

Figure 2411 A typical fuzzy-PID controller

Literatures of accomplished works related to applications of fuzzy-PID control
method by other researchers are reviewed in this section. Evaluation approach is used
to develop a methodology for analytical and optimal fuzzy PID controllers [245, 246].
Yame [247] analysed a simple class of Takagi-Sugeno PID controller with respect to
conventional control theory and example was presented to show an approach to
Takagi-Sugeno fuzzy PID controllers tuning. In the frame of a linear plant control
process Xu presented [248] a tuning method based on gain and phase margins to

determine the weighting coefficients of the fuzzy PID controllers. Mamdani fuzzy
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PID controllers are studied and presented by numerical simulations in report [249]
Volosencu published his theory on tuning fuzzy PID controllers at international

conferences and on journals [250].

Controllers of this type can be used in varying environments. The main drawback of
a control system of this type is that it is mainly model-dependent, since it requires
human experience with controlling the plant in order to define the range of the

proportional gain.

2 PID type fuzzy logic control

The second category of fuzzy PID controllers is composed of typical fuzzy logic
controllers (FLCs) realized as a set of heuristic control rules. In order to be consistent
with the nomenclature [250] and to distinguish from the first category of fuzzy PID
controllers, FLCs in this category are called PID-like (Pl-like or PD-like) FLCs.

Most of the research on fuzzy logic control design refers to this category [2h1-255

This type controllers are referred to as Ryipe FLC’s because; their structures are
analogous to that of the classical PID controller from input to output relationship
point of view. The equivalence of PD-type FLCs and classical PD controllers has
been established under the special conditions [256]. Different control tuning
methodologies such as auto-tuning, self-tuning, pattern recognition, artificial
intelligence, and optimization methods have been proposed in the literature [231]. In
order to tune the coefficients of PID-type fuzzy logic controllers (FLCs) Guzelkaya
proposed a new approach [234]. In addition, a self-tuning method based on
Lyapunov approach was proposed by Wei for a class of nonlinear PID control
systems [234]. The self-organizing fuzzy controller has an extension of the rule
based fuzzy controller with an additional learning capability [257]. Zhi-Wei prdpose

a new fuzzy controller structure called PID type fuzzy controller by relating to the
conventional PID control theory [258]. Fuzzy PID tuning process is starting with
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tuning a linear PID controller, then replacing the tuned linear PID controller with a
linear fuzzy controller, and in the end making the fuzzy controller nonlinear and well

tuned.

The advantage of a fuzzy PI controller is that it does not have an operating point. The
control strategy evaluates the difference between the measured value and the set
point and also evaluates the change of this difference in order to decide whether to
increment or decrement the control variables of the building. A fuzzy logic controller
can implement nonlinear control strategies. If comfort condition (PMV) =ld’ ,

the increment will be strong, regardless of its tendency, but if the PMV error is small,

the tendency is taken into account.
2244 Neural network

Neural network controllers are widely used for thermal comfort control [227] and
temperature control of hydronic heating systems [259] and such controllers do not
require the identification model of the plant. In this section, the neural network is

discussed in detail and example of its application in HVAC system control is given.

Neural networks, also known as artificial neural networks (ANNS), are information
processing systems with their design inspired by the studies of the ability of the
human brain to learn from observations and to generalize by abstractign [260
Neural networks can be trained to learn arbitrary nonlinear relationships based on the
corresponding data. Such control algorithms have been used in many areas such as
control, biomedical engineering, pattern recognition and speech processing, etc. Its
merits also drew attention of researchers with interest of HVAC and control and

ANNSs have been applied to HVAC systems problems as well.

Control strategies designed based on the artificial neural network algorithm have
been used for simulating and monitoring modern district heating system and resulted

in excellent performance. These models are data driven, adaptive, fast in response
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and have good accuracy if they are trained with proper data. Several studies
including prediction of degradation and impending fault, training of plant/system
operators and decision making support for plant/system maintenance, etc can be

simulated, monitored, controlled and analysed by the ANNg[261

ANN has been applied increasingly for advanced thermal control of plant/system.
ANN utilizes connectivity and transfer functions between input, hidden, and output
neurons, analogous to the learning process of human brain, and has been successfully
employed to non-linear systems or systems with unclear dynamics. In particular,
ANN models are different from mathematical models such as regression models or
proportional integral derivative (PID) controllers since it has adaptability through a
self-tuning process. This characteristic make ANN be able to accurately make
decisions even though there is no outside expert intervention when unusual
perturbations, disturbances, and/or changes in building background conditions occur
[262]. ANN control strategy has been proved to have advantagesrmal control

in terms of the accurate thermal control with reduced overheating and overcooling,
and the improved energyfifiency [263-26% In some studies [266, 2k &tart and

stop times for heating systems were determined using ANN models.

Neural networksvere first trained to model the electrical behaviour of passive and
active components/circuits. The trained neural networks, often referred to as
neural-network models (or simply neural models), can then be used in high-level
simulation and design, providing fast answers to the task they have learned [268,
269]. Conventional control and modelling methods with major disadvantage like
empirical models, whose range and accuracy could be limited, or numerical
modelling methods, which could be computationally expensive, or analytical
methods, which could be difficult to obtain for new devices can replaced by Neural
networks for better performance. Neural-network techniques have been used for a

wide variety of HVAC applications. Neural networks have also been used in
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impedance matching [270], inverse modelling [271], measurements [272], and
synthesis [27B An increased number of engineers and researchers of
air-conditioning field have started taking serious interest in this emerging technology.
Neural-network structural issues are introduced next, and the popularly used
multilayer perception (MLP) neural network is described in detail. Practical HVAC

examples illustrating the application of neural-network techniques to component

modelling and circuit optimization are presented.

Q) Structure

A typical neural-network structure has two types of basic components, namely, the
processing elements and the interconnections between them. The processing
elements are called neurons and the connections between the neurons are known as
links or synapses. Every link has a corresponding weight parameter associated with it.
Each neuron receives stimulus from other neurons connected to it, processes the
information, and produces an output. Neurons that receive stimuli from outside the
network are called input neurons, while neurons whose outputs are externally used
are called output neurons. Neurons that receive stimuli from other neurons and
whose outputs are stimuli for other neurons in the network are known as hidden
neurons. Different neural-network structures can be constructed by using different

types of neurons and by connecting them differently.

MLP is a popularly used neural network structure. In the MLP neural network, the
neurons are grouped into layers. The first and the last layers are called input and
output layers, respectively, and the remaining layers are called hidden layers.
Typically, an MLP neural network consists of an input layer, one or more hidden
layers, and an output layer. For example, an MLP neural network with an input layer,
one hidden layer, and an output layer, is referred to as three-layer MLP (or BH.P3)

shown in Figure 2-12.
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Input layer Hidden layer Output layer

Figure 2-12 Structure of neural network

The number of neurons in the input layer jstNat of the hidden layer is; lAnd that
of output layer is N w; is the weight of the link between the jth (j=[1,2,3N}])
neuron of input layer and the ith (i=[1,2,3,Ni]) neuron of hidden layer. wis the
weight of the link between the ith neuron of hidden layer and the Ith (I=[1,2\3)
neuron of output layer, ¥s the input and @ is the output of the jth neuron of input
layer.ini¥ represents the ith external input an® @ the output of the ith neuron of
hidden layerin” represents external input andis/the output of the Ith neuron of

output layer.

In the MLP network, each neuron processes the stimuli (inputs) received from other
neurons. The process is done through a function called the activation function in the
neuron, and the processed information becomes the output of the neuron. For
example, every neuron in hidden layer receives stimuli from the neurons of input
layer. A typical ith neuron in hidden layer processes the information in two steps.
Firstly, each of the input is multiplied by the corresponding weight parameter and the

products are added to produce a weightedisi{?wjiven as:
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in® =>" w0l (2-5)
j=1
Secondly, the weighted sum in (2-6) is used to active the nsuaotivation function

to produce the final output of the neuroff ®xpressed as:
q(i) — f(i i(i)) (2-6)

This output can in turn, become stimulus to neurons in output layer. The most
commonly used hidden neuron activation function is the sigmoid function because it
IS a smooth switch function thats bounded, continuous, monotonic, and
continuously differentiable. Other functions like the arc-tangent function,
hyperbolic-tangent function, etc. can be used as the activation function. The sigmoid

function is given as:

1
(=g es (27)

(2 Size of network

A suitable number of hidden neurons are needed to ensure the neural network to be
an accurate model to learn the targeted problem. The number of hidden neurons
depends upon the degree of nonlinearity of f and the dimensionality of input x and
output y (i.e., values of;NMind Nin the previous discussed MLRB/1ore neurons are
needed for the highly nonlinear components and systems while fewer are needed for
smoother items. However, the universal approximation theorem does not specify as
to what should be the size of the MLP network. The precise number of hidden layers
and neurons of them required for a given modeling task remains an open question.
Either experience or a trial-and-error process can be used to j udge the number of

hidden neurons. Adaptive processes, which add/delete neurons during training can be
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used to determine appropriate number of neurons [274, 275]. The degree of
hierarchical information in the original modeling problem can be reflected by the
number of layers in a MLP. In general, HVAC system applications commonly require

one or two hidden layers MLPs [276] (i.e., three- or four-layer MLPS).

3 Other Neural-Network Configurations

In addition, there are other ANN structures [277] besides the MLPs, e.qg., radial basis
function (RBF) networks, wavelet networks, recurrent networks, etc. For example,
many control strategies developed using radial basis function neural networks
(RBFNNSs) [278] as kernel methsthave been applied to various areas with success
[279-281]. The theoretical analysis of RBFNN structures and algorithms concluded
as follows: the orthogonal least square algorithm [282 approximation capability
analysis, the design of RBFNN structure using fuzzy clustering method [283], the
error-bound estimation [284], the optimization of RBFNN structure using kernel o
method or combined supervised and unsupervised learning method [285], and the use
of Fisher ratio for the selection of RBFNN centers [286]. Variables for RBFNNs [287]
and RBFNN training [288] can be selected and enhanced using Evolutionary

computation algorithms

The nature of the-y relationship should be analysed and indentified in order to
select a nea-network structure for a given application. MLP, RBF, and wavelet
networks can be applied to solve the problem of Non-dynamic modeling (or
problems converted from dynamic to non-dynamic using methods like harmonic
balance). The most popular choice is the MLP since its structure and training are
well-established. RBF and wavelet networks can be used when the problem exhibits
highly nonlinear and localized phenomena (e.g., sharp variations). Recurrent neural
networks [289] and dynamic neural networks [290] can be used to represent

time-domain dynamic responses such as those in nonlinear modeling. As one of the
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most recent research directions knowledge-based networks [291] are developed by
combining existing engineering knowledge with neural networks to be using in the

area of HVYACANN structures.
2245 Synergistic neuro-fuzzy techniques

Neuro-fuzzy systems refer to the systems in which the neural network techniques
were used in fuzzy technology. Hybrid systems like ANFIS (Adaptive Neuro-Fuzzy
Inference System) [292] have been used for prediction and control of the artificial
lighting in buildings, following variations of the natural lighting [293]. A well
designed predictive control strategy, combined with a modeling of building, users’
behavior and the prediction of climate parameters can achieve energy savings and to
maintain the indoor conditions in a high comfort level. A neural controller, equipped
with the prediction capabilities of neural networks, can be adapted to the hydronic

heating control systems and solar buildings [195].294

Kanarachos and Geramanis [259] developed and tested an Adaptive Neural Network
(ANN) controller for the control of single zone hydronic heating systems. The inputs
and outputs of this controller are parameters related to the heating device and the set
point temperature. However, this control did not show excellent control performance
since no forecasting of either weather parameters or indoor conditions was involved
in the control process. A fuzzy-PI controller adapted a neural network was proposed
by Egilegor [295] but it did not offer spectacular improvement. Then in a research of
Yamada et al. [296], an air-conditioning control algorithm that combines neural
networks, fuzzy systems, and predictive control was developed. This system included
the prediction of weather parameters and the number of occupants that predictions
are then used to estimate building performance in order to guarantee a satisfactory
comfort and achieve energy saving. It presents that better control performance can
be achieved by combining the merits of both conventional and advanced control

methods.
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2.2.4.6 Optimization of fuzzy logic controllers

The gradient-based optimization technique determines search directions for
minimization of an objective (or error) function. This technique can be used to
minimize energy consumption in distributed environmental control systems while

maintain a high occupant comfort level [297

The most widely used derivative-free techniques are: Genetic Algorithms (GAs),
simulated annealing, random search and downhill simplex method. GAs are adaptive
search and optimization algorithms that work by mimicking the principles of natural
genetics [298].These algorithms are different from traditional search and
optimization methods used in engineering design problems. Fundamental ideas are
borrowed from genetics and are used artificially to construct search algorithms that
are robust and require minimal problem related information. Alcala [299] used GAs
to develop smartly tuned fuzzy logic controllers for HVAC systems, for the purpose
of energy performance and indoor comfort improvement. Lam [300] proposed a
classifier system with GAs in on-line control for an air conditioning system in order

to make the air conditioning controller a self-learning control system.
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Figure 2-13 Fuzzy controller using genetic algorithm structure [303]
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Altinten [303] proposed a fuzzy control designed using genetic algorithm as
presented in Figure 23 for temperature control. The fitness function for GA is
chosen as the integral of the absolute value of the error (IAE) and used to define the
fuzzy membership function as shown in Figure 2-14 and Figure 2-15. By using fuzzy
parameters specified at constant temperatures, the efficiency of the fuzzy controller
with GA was examined by simulation and experimentally. It was seen as in Figure
2-16 that GA is able to tune the fuzzy controller efficiently for different situations

and therefore to control the temperature.
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Figure 2-14 The fuzzy membership functions for change in error for T [303]
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Figure 2-15 The fuzzy membership functions for change in error for Q [303]
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Figure 2-16 Genetic fuzzy temperature control [303]
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The previous discussion and examples show that intelligence control systems have
been used for building environment control and energy saving. According to these
references, the advanced control algorithms can achieve significant energy efficiency
compared with classical control systems; however, the percentage of the energy
saving depends on not only the control technology but also weather conditions,

building characteristics and user preferences.

2.3 Shortcomings of current control methods and future per spectives

The limitation of current control methods for HVAC systems can be summarised as

follows [7]:

Bespoke design. Conventional control methods like PID control need to be
designed based on the building model and the mismatch of model will cause
poor control performance. Even for an adaptive controller, such knowledge is

still required at extent.

Difficulty to put into applications. The weak points of fuzzy controllers are due
to the difficulty of defining accurate membership functions and lack of the
systematic procedure for the transformation of the expert knowledge into the
rule base. Moreover, tuning parameters consumes a lot of time. Neural network
can automatic the process of tuning parameters, significantly reduce
development time and results in a better performance. However, in neural nets,

both knowledge extraction and knowledge representation are difficult.

While using advantage controls, an expert knowledge library or operators with

specific skills are needed, and this limits the use of such controllers.

Lag behind the development of HVAC technologies. Current control algorithms
do not provide specific control for these HVAC systems and do not have

excellent control performance.
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It can be seen that the development of control technologies in the following areas is
desirable to address the shortcomings of the current control technologies for HVAC

systems [7]:

New control strategies for advanced HVAC systems like DOAS in order to make

them work more effectively and provide better performance.

Model-independent control strategies for general purpose use which can reduce
the development time for model matching and parameters tuning. This is

particularly valuable now as HVAC systems are widely used in buildings.

Inclusion of other signals which have strong link with the indoor environment
quality in the control process to improve the performance in indoor environment

quality control and energy management.
The development may be achieved from the following approaches [7]:

New control approaches may merge both the conventional and advanced control
methods. There are two possible ways: a method by which individual merits are

combined, and another by which analogies between these are overlapped.

The control algorithm which can monitor occupancy level and adapt the
variation of the air-conditioned zone in order to improve indoor air quality and

energy efficiency.

The indoor air pollutant level should be included in control process, which will
enable to control air changing rate accurately to improve the energy efficiency of

the systems.

More intelligent strategy for monitoring human behaviour, so that it can be
adapted into the control process for more accurate control response to the

requirement for occupant comfort.
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The control process which does not require intervention of the users with

specific skills or knowledge.

Closed-loop, real-time and on-line learning ability. The IEQ performance
evaluation system could be included to make a control process have the self

learning and modifying ability.
24 Summary

The peoplés living standard of indoor environment has been increasing due to the
fact that people spend most of their time indoors. Subjective comfort of persons in a
room depends on many factors: temperature, humidity and air circulation; smell and
respiration; touch and touching; acoustic factors; sight and colours effect; building
vibrations; special factors (solar-gain, ionization); safety factors; economic factors;
unpredictable risks. The heating, ventilating and air-conditioning systems have been
widely used as a result of such condition and the trend of implement of HVAC
systems lead to another major problem in the world, increasing energy cost. In order
to satisfy both occupant comfort and the requirement of energy saving, studies
related to both of the aspects have been carried out by researchers of HVAC

technologies, thermal comfort analysis, control engineering.

In this chapter, the main problems that researchers are currently trying to solve
including indoor thermal comfort, indoor air quality and energy efficiency were

introduced.

The first important concept thermal comfort is knowritas condition of mind that
expresses satisfaction with the thermal environment and is assessed by subjective
evaluation’ [10]. It is a complex concept that is affected by various parameters, both
objective and subjective. Studies have been done by both physicists and engineers
and thermal comfort indies were introduced to understand and set the international

and local indoor temperature and humidity standards. The introduction of these
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thermal comfort indies are very useful. For example, design of heating systems must
take account of nationally specified criteria, the recommended of which are given
based on widely used indies, PMV a@PBED model. Relevant studies showed that the
air-conditioning systems are able to improve the indoor thermal comfort and with
well designed control strategy, performance of the air-conditioning system can be

further enhanced.

Then, the indoor air quality referring to theair quality within and
around buildings and structures are introduced. Survey studies [39-41] showed that
indoor air quality strongly relates to the health and comfort of building occupants.
Poor indoor air quality could lead to various human diseas&JdR-The indoor air

quality can be affected by variety of gases most of which are considered asaindoor
pollutant such as monoxide, radon, and volatile organic compounds,
particulates, microbial contaminants or any mass or energy stressor that can induce
adverse health conditions. Among these air pollutants,i@lways chosen as the
control single in HVAC control strategies since when,G@©under a critical level

most of the other air pollutants are keep at acceptable levels. Studies related to indoor
air quality analysis and enhancement claimed that the HVAC systems are able to
improve the indoor air quality and with well designed control strategy, performance

of the air-conditioning system can be further enhanced.

In addition, the energy efficiency issue in buildings due to widely implement of
HVAC systems is discussed. The objective of energy efficiency in buildings is to
reduce the amount of energy required to provide an acceptable indoor environment.
The demanding caused by such condition has a significant impact on the sustainable
development as it comes with significantly increasing use of energy. This issue could
be addressed by increasing energy efficiency of these systems, and improving HVAC
control technology perhaps is one of the ways to reduce the impact. Literature of

relevant studies [161] proved the idea that proper control strategy is able improve the
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performance of HVAC systems in order to ensure better energy efficiency while
maintaining comfortable and health indoor environment for people working or living

in it.

Hence, finally the current control methods that have been or are going to be
employed for HVAC systems were introduced. There are basically two categories of
control technologies: conventional control and computational intelligent control.
Then, important controllers under both the categories that have been applied to
HVAC systems are discussed in detail and case studies were presented. Based on the
review, the most popular controllers are known as PID controller of conventional

control and fuzzy logical neural networks of intelligent control.

In order to achieve better control performance, the control object including indoor
temperature, humidity and air quality should be understood better. As the challenge
have been addressed, it is easier for HVAC control system design engineers to
choose a proper control method and to design the optimized control algorithm. The

difficulties in indoor environment controlling would be as follows:

Difficult to predict the system response, and to employ appropriate comfort

indices to search for the optimal set point(s) according to the system responses.
Complex HVAC systems are hard to be analysed and controlled
Time delay.

Disturbances always exist in control process in both thermal comfort control and

indoor air quality control.
HVAC systems always response lag behind the indoor environment change.

The existence of mismeasurement of control signal value is considered as one of

the major problems of indoor air quality.
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The fact that control signals sometimes depend on each other makes the steady

state of control performance unstable.

According to the literature researches and reported data, the performance of current
control methods on different control objects was evaluated. A summary showed that
one controller is difficult to achieve all control goals and to have excellent control
performance for all control signals. For instance, PID might be good at temperature
control, however, it has poor control performance for thermal comfort control which
includes two control signals: temperature and humidity. Hence, the controller must
be designed properly based on well analysis and understanding of both the control
technology itself and the control object. The mentioned control systems and the most
important technical issues regarding these control methods are listed and summarized
in Table 2-8. For example, in the column of IAQ control ¢ @e symbol v denotes

that the advanced control techniques can achieve significant IAQ control compared
with the classical control systems. This table can be helpful choose the proper control
method to use while designing the controller for different purposes. In addition the
drawbacks and future perspectives of current control methods are summarised in the

previous section.
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Table 2-8 Comparison of control systems [7]

Control system

ON/OFF

PID

Predictive control

Fuzzy P control

Fuzzy PI control

Fuzzy PID control

Neural network control

Optimal control

Temperature
control

\/

\/

Thermal
control

comfort 1AQ

control

Visual
control

comfort Energy

consumption

Ventilation
control

\ - the control method has excellent performance on the control objective

— - the controller needs to be modified to achieve the control goal
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The main parts that this project is focused on based on this analysis can be

summaries as follows:

New control approaches may merge both the conventional and advanced control
methods. There are two possible ways: a method by which individual merits are

combined, and another by which analogies between these are overlapped.

The control algorithm which can monitor occupancy level and adapt the
variation of the air-conditioned zone in order to improve indoor air quality and

energy efficiency.

The indoor air pollutant level should be included in control process, which will
enable to control air changing rate accurately to improve the energy efficiency of

the systems.

Multiple loop control that ensure the stable steady state of the designed

controller and this will also helpful for protect air-conditioning equipment.

The control process which does not require intervention of the users with

specific skills or knowledge.

Closed-loop, real-time and on-line learning ability. The IEQ performance
evaluation system could be included to make a control process have the self

learning and modifying ability.
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Chapter 3 Controllersdesign

In the previous chapter, the current control technologies that have been widely used
for temperature control, humidity control and indoor air quality control in built
environment to improve the indoor environment were reviewed. Then, the
shortcomings and problems of current control strategies are summarised. These
problems limit the use of control strategies for HVAC systems. In order to address
these issues, future perspectives and approaches to improve the control performance
of IEQ control are discussed and concluded IfYthis project, three controllers are
designed for different purposes: indoor temperature control, indoor humidity control,
indoor air quality control. By control indoor temperature, humidity and air quality to
the targeted level, a comfortable and healthy indoor climate can be guaranteed. The

proposed controllers are designed mainly based on the following considerations:

New control approaches may merge both the conventional and advanced control
methods. There is a possible way: a method by which individual merits are

combined.

In this research, PID control is utilized because of its practicality. But its control
performance is mainly based on the PID parameters and improper selection of
them will lead to poor control performance. Hence intelligent controller is
designed to regulate the PID parameters automatically to ensure the optimized

control output.

The indoor air pollutant level should be included in control process, which will

enable to control air changing rate accurately.

The control process that does not require intervention of the users with specific

skills or knowledge.
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Closed-loop, real-time and on-line learning ability. The IEQ performance
evaluation system could be included to make a control process have the

self-learning and modifying ability.

It is very complicated work to control indoor temperature, relative humidity and CO
by using a multiple loop controller. Three controllers, each for individual control
signal, are developed in this research instead of using one multiple controller.
Moreover, it is still difficult to design and apply model independent controller to
real-time indoor climate control based on recent researches but improving
adaptability is considered as a way to increase controleesticality. Hence, a
proper mathematical model of the controlled object is necessary while designing and
testing the control strategy. In this chapter, the mathematical models of the indoor
climate including indoor temperature model, indoor humidity model and indogr CO
level model and mathematical models of air-conditioning equipments including
heater and humidifier are discussed in detail. Then the controllers for different

purposes will be introduced.
31 Mathematical model of indoor climate

In this section, the mathematical model of indoor climate including indoor
temperature, indoor humidity, indoor air quality, heater and humidifier in a medium
size office as shown in Figure 3-1 (a) is established. The length of the room is 3m;
width is 2m; height is 2.5; the thickness of wall is 0.3m and the material is common
brick. The outdoor environment is cold and dry and the heating and humidifying
work needs to be done for improving acceptable indoor climate. The outdoor air is
heated and humidified by the heater and humidifier located at the end of the air
supply channel and then introduced to the indoor environment with the desired

temperature and humidity level as presented in Figure 3-1 (b).
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Figure 3-1 (a) Air-conditioned zone (b) Air-supply channel

311 Mathematical model of indoor temperature

The indoor temperature is affected by the air temperature of the indoor climate,
heater, volume of the room and heat loss from the wall while not considering the

influence of the humidity as presented in Figure 3-1. Hence, the indoor temperature
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can be expressed as follows based on the energy conservation principle:

dT,
.C V.=
pa P | dT

Qu-U,-A,-(T-T,) (3-1)

where p, (kg/m?) is the density of air,Cp(J/kg-OC) is the heat capacity of air, ¥

is the volume of the room; T°C) is the indoor temperature; (s) is time, Q; (W) is
the work rate of the heater, °C) is the outdoor temperature,, ff) is the area of
the wall and |} (W /m? - °C) is the overall heat transfer coefficient for the wall, U

can be calculated as [301]:

1
UW_1 d, 1 (3-2)
A Kb B

where K (W/m - °C) is the thermal conductivity of common brick work angd(ch)
is the thickness of the wallatand g (W /m? - °C) are the individual convection heat
transfer coefficients for fluids on each side of the wall. In this case, we can consider

ha=hg=h.i; and h; is the convection heat transfer coefficients of air.

Equation (3-2) can be transfer into:

V=54 (3-3)

Equation (3-1) can be transferred as follows by using Laplace transform:

e 1 ' B U, A, . 3 i
(9 8= Qule) A (1)) 34)
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Then the equation can be described as:

e YA

YA !
PV, -C, c. T.(s) (3-5)

RV

Assume UWV—Ag:-TO(S)z 0, then (3-5) can be transferred and simplified as:
Pa Vi Ly
T(s) k.

QuS) T, -s+1 (&4)

Pa \/I -C

where T, = P is the time constantk, =

is the gain of the transfer

function.

The mathematical model of indoor temperature without the influence of indoor
humidity can be described by the transfer function (3-4). Then the indoor
temperature change related to the humidity change can be removede by th

decoupling algorithm discussed in section 3.2
312 Mathematical model of indoor humidity

In this project, the indoor air humidity is affected by the humidity of the supplied air,
initial indoor air humidity and humidifier work rate as shown in Figure 3-1. The

indoor humidity can be expressed by using energy conservation principle:

PV H- = Q= p, (b -1 @7)

where H(kJ/ky is the vapor enthalpy, f (its) is the volume flow rate,ifg/kg) is the
indoor humidity, B (g/kg) is the outdoor humidity and@(W) is the work rate.

Using Laplace transform and equation (3-7) can be transferred into:
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1
H, (S)'S= m'th(s)_\T

(H,(s)-H,(s) (3-8)

And then the equation can be described

(o 39

Assume\%-Ho(s):O in order to simplify the equation (3-9) and the transfer

function of indoor humidity can be expressed as:

H.(s K;
I( ) — ih (3_10)
Qp(s) T,-s+1
Vv, . : 1 . :
where T, =T' is the time constant andk, ~ T is the gain of the transfer

a .

function.
313 Transfer matrix for indoor temperature and humidity

Since the indoor temperature change and indoor humidity change are related to each
other, it is necessary to analyse the two variables together and to establish the
transfer matrix of indoor temperature and humidity.

In this project, the control variables (system outputs) are indoor temperature and

indoor humidity, and the output matrix ¥=[T, H,[", where T, is the indoor

temperature andH; is the indoor humidity. The heater working power and

humidifier working power are the inputs. They control the temperature and humidity

controllers and also known as thentrollers’ outputs. Hence the input matrig

X=[Q, Q[ . where Q, is the heater working power (output of indoor

1



temperature controller) an€),,is the humidifier work power (output of indoor

humidity controller). The indoor temperature and humidity model is a two-input

two-output system as shown in Figure 3-2.

- Ti
J%—»TControllerth » Gu —»C}H‘

» G2

—»@—» H Controller » Gz .y
- Qn2

%T H

Figure 3-2 Indoor temperature and humidity model

The transfer matrix described the relationship between Y and Xis given as:

-ric — G11 G12 th (3_11)
Hic GZl GZZ Qh2

where G;,, G,,, G,; and G,, are the transfer functions of the matrix. Since the
flow rate of the air from the air supply channél is a constant value as shown in

Figure 3-1, the humidity level of the air from air supply chanhg] is not

influenced by heatés working power but is only affected by the humidier
working power. That means that the indoor humidity level is not affected by the

heateis working power.
G,,=0 (3-12)

Equation(3-11) can be simplified as follows:
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][ ST 613)
Hic O GZZ uh2

The detail of transfer functio5,,, G,, and G,, are discussed in section 3.2

314 Mathematical model for indoor air quality (CO»,)

There are many different types of indoor pollutant in indoor environment and it is not
possible to monitor and control all of them, so one dominant contaminant, which
requires the greatest amount of fresh air to dilute to an acceptable level, is selected as
the control signal in our control strategy and ;d® used as the indicator in this
project. By controlling C@ to the desired levels, most of the other indoor air
pollutants can be maintained at acceptable levels. The indopc@©entration can

be given as follows [165]:

dc;u:o2
\/i ? = Eco2 -4 \/| 'Cicoz -f- (C:ico2 _Cocq) (3_14)

Then it can be transferred into:

E,+f-C
C_ t —_% @ 0% 1— eit/TiDOZ +C ‘e_t/TiCUZ 3_15
|c02( ) 2\4 + f ( ) ion ( )
V, .
where T,,, =———— is time constant of the system.
RV R\VARE

3.2 Decoupling control strategy for temperature and humidity

In this project, the indoor temperature and indoor humidity are controlled by the

working power of heater and humidifier as presented in Figure 3-1. When the

temperature is different from the desired value, the h'satgrking power is going

to change as demanded; and when indoor humidity is different from the set-point, the

humidifier's working rate is going to change to meet the control requirement. The

79



indoor temperature and humidity is a complicated system that they are related to each
other as shown in Figure 3-2 and it can be seen that when the indoor humidity
changes, the indoor temperature changes as a result. Hence, single loop control
strategy for indoor temperature and humidity control cannot meet the control
requirement and will cause poor control performance and it is necessary to design a
decoupling strategy to remove the relation between indoor temperature and humidity.
Once the indoor temperature and humidity are independent to each other, the single
loop controllers can be used for indoor temperature and humidity control and
acceptable control performance can be gained with proper control method. In this

section, the decoupling strategy for this project is discussed in detail.

A typical two-input two-output system that its variables affect each other is presented

in Figure 3-3. Rand R are the system inputs; And % are the controllefutputs.

Y1 and ¥ are the system outputs. The input masiX =[Q, Q[ , where Q, is
the heater working power an€,,is the humidifier work power (output of indoor

humidity controller). Y =T, H,]", where T, is the indoor temperature anid; is

the indoor humidity.

- Y1
i»é—» Controller 1 X » Gu —»

» G2

» G2

—»@_—»Controllerz % » G —

RZT Y2

Figure 3-3 A two-input two-output system

The transfer function between system outputs and contradkeisuts is give by:
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Y2 GZl GZZ X2
We can add decoupling elements,, F,, F,; and F,, between the control

object and designed controller as shown in Figure 3-4. Then the transfer (3:dBix

becomes:

{Yl} _ {Gn Gu}{ Fiy Flz}[ Xl} (3.17)
Y2 GZl GZZ |:21 |:22 ><2

&%—»Controllerl X Gu —»@A
L F21 G21

F F12 G2
H?—v(:ontrollerl X2 » F2 Gz2 J»
R, *-

Figure 3-4 A two-input two-output system with decoupling design

If the decoupling matrix meets the following requirement:

-1
[ Fiy F12:| _ |:G11 G12:| (3-18)
Fo Fy G, Gy

Then transfer matri3-17) can be transferred into:
Y, G 0| X
1 — 11 1 (3_19)
Y, 0 G, | X,

And the two-input two-output system can be equivalent to two single-input

single-output (SISO) systems as shown in Figure 3-5. In this way, the relation
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between the two variables of the system is removed and they are independent to each

other. Then one single loop controller can be utilised for each SISO system.

Controller 1 » Gu1 >

v

- Controller 2 e » G2

Figure 3-5 Equivalent system of two-input two-output system

In this project, the indoor temperature and humidity model can be expressed by
equation(3-13) and it can be seen th&,, =0, so the flow chart of the indoor

temperature and humidity model is presented in Figure 3-6. The model has two
control loops: a temperature control loop and a humidity control loop. The indoor
humidity is only affected by the humidifisr working power. However, it is very

clear that the indoor temperature is not only affected by the Featerking power,

but also affected by theumidifier’s working power. That means single-input single
out-put control strategy is not able to control indoor air temperature properly as long
as the indoor temperature is affect by other variables other than’keatgking

power. Hence, our objective is to ensure that indoor temperature only changes based

on the heatés working power. The proposed solution in this project is to design a
decoupling strategy to remove the effect@f, in order to make indoor temperature

and humidity independent to each other.
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Figure 3-6 Indoor temperature and humidity system

In order to achieve the objective, a decoupling control element is designed as

follows:

Foo(s)= Gydls) (3-20)

Then, apply the decoupling control element to the indoor temperature and humidity
system as shown in Figure 3-7. The decoupling element is add between controller 2

and control objects and builds a connection between the two loops.

| Temperature control loop

| ri=To - X1= Qnt Yi=Ti |

| Controller 1 » Gu —> |

I |

| Fio [« » G2 |
=H

| r=ng Controller 2X2: O » G2 Y:: o :

| Humidity control loop |

Figure 3-7 The indoor temperature and humidity system with decoupling strategy
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The output T, can be calculated by using equat{@®21) based on the structure of

the indoor temperature and humidity system with decoupling control strategy

presented in Figure 3-7.
Ti :Gll'( ht — Flz'Qh2)+Glz'Qh2 :Gll'th (3-21)

Using the temperature transfer function (3-6) we can &et:= L

T, -s+1
Then, the outputH, can be calculated as follows:
Hi =G,,- Q. (3-22)
Using the humidity transfer function (3-10) we can gét, = T k2+1

.

Hence, the transfer matrix of this system with decoupling strategy can be expressed

as follows:

kit

0
|:-riC :|= -rit 'S+1 |:th:| (3_23)
H, 0 kih th
T, -s+1

Equation(3-21) and transfer matrix3-23) presents that the system output, indoor
temperature is only affected by one variable, héatsorking power and the other
system output, indoor humidity is only affected by one variable, humidifier
working power. So this system can be equivalent to one SISO indoor temperature
control loop and one SISO indoor humidity control loop. Then ipassible to
control the indoor temperature and indoor humidity by using two single loop

controllers.
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The length of the room is 3m; width is 2m; height is 2.5; the thickness of wall is

0.3m and the material is common brick; and assume the desired indoor temperature

is 20C. HenceV, =15m*, A, =25m*, d,=03m and the volume flow rate
f =00Im*/s . Then by checking the coefficient table [BO%ve can get:
p.=12kg/ ni , C, =1008)/kg-°C , K, =06W/m-°C , h,, =10N/m’-°C and

H =253&J/Kg.

Hence, by using equation (3-3):

P — 2.0
U, =g =143W/m’ C
—+
hair b
V., .C 1 .
Then T, =22 ~° _50652 | k, = ~0028 , T,-Yi-1500 and
w' UWAN f
K = -0033
p.-f-H

Therefore, the indoor temperature transfer function and indoor humidity transfer

function can be expressed by two first order SISO system:

T(s) 0028 (3.24)
Q.(s) 50652-s+1

H.(s) 0033 (3.25)
Q.,(s) 1500 s+1

The design of controllers for indoor temperature and humidity control are introduced

and discussed in the following sections.
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3.3 Fuzzy-based PID controller

An intelligent PID controller based on fuzzy logic controller (FLC) is designed for
general purpose of indoor environment quality control including temperature,

humidity and indoor air quality control in this research.

Fuzzy PID controllers can be used instead of linear PID controller in all classical or
modern control system applications. They convert the error between the measured or
controlled variable and the reference variable, into a command, which is applied to
the actuator of a process. In practical design, it is important to have information
about their equivalent input-output transfer characteristics. The main purpose of this
research is to develop control systems for all kind of processes with a higher

efficiency of the energy conversion and better values of the control quality criteria.

In this section, it introduces the structure and principle of the proposed fuzzy-PID
strategy and then the controller design and control presass described in detalil.

The fuzzy-PID controller is designed for temperature, humidity and indoor air
quality in research. Hence, in this section of these factors: temperature is going to be

used as the control signal to describe the controller.
331 Structure of fuzzy-PID controller

The self-tuning PID-type fuzzy controller contains two parts: a PID controller and a
fuzzy logic controller (FLC) as shown in Figure 3-8. The proposed fuzzy-PID
controller is an auto-adaptive controller that is designed by using an incremental
fuzzy logic controller. The PID controller is used for the indoor climate control. The
fuzzy logic controller is used for regulating the parameters of PID contrqllds, k
and kg on-line by fuzzy logic control rules for better PID control performance in

different situations.
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Figure 3-8 Structure of fuzzy-PID controller

Because the proposed fuzzy self-tuning PID controller aims to improve the control
performance yielded by a PID controller, it keeps the simple structure of the PID
controller and it is not necessary to modify any hardware parts of the original control
system for implementation. The limitation for traditional control algorithm is largely

made complete.
332 PID control algorithm

The indoor environment is controlled by a PID controller that uses the system error, e,

and the changing rate of erreg given by equatioKi3-26) and(3-27) as its inputs.

e(k) is the error between the actual output and desire output and can be expressed

as follows:
elk)=r(k)-y(k) (3-26)
edk) is the changing rate o&(k) and is given as:

edk)=ek)-ek-1) (3-27)

The output of the PID controller is the work rate of heater and the system output is

the indoor air temperature. The PID control algorithm can be expressed as follows:
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u(k) =k (elk) - ellk 1))+ kelk)+k, (e(k) - 2e(k) + e(k - 2)) (3-28)

The PID control performance mainly depends on the selection of the PID parameters,
kp, ki and kd. The Fuzzy block of the fuzzy-PID control strategy is design to

auto-tune the values of the parameters.
3.33 Fuzzy block design

The function of the fuzzy logic controller is to tune the parameters of PID controller,
ko, k and kg on-line by fuzzy logic control rules based on time-vary@@ndec as

shown in Figure 3-9 [244].

Fuzzy Block

Fuzzy rules
e 1, Y » kp
| Fuzzification » Inference » Defuzzification > ki
ec > Id

Figure 3-9 Scheme flow chart of the fuzzy block

Fuzzy self-tuning of PID parameters is to find out the fuzzy relation between three
parameters of PID argland ec. Iimeasures the system output y and then calculates e
andec based on y and input r. Then the fuzzy controller tunes three parameters by
fuzzy control rules on-line so that controlled objects achieve better dynamic steady
performance. Hence, it is necessary to understand the function of each PID
parameters. Then, it is possible to determine the relation between the fuzzy gutput, k
ki and lgand the fuzzyinput, e and eg and finally to build the fuzzy rules. The
functions of each PID parameter are discussed in Chapter 2 and how they affect the

control performance and relate to the system error are listed in table 3-1 [171].
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Table 3-1 Effects of kk and lgtuning

Closed-loop | Rise time Settling Overshoot Steady-state stability

response time error

Increasingkp | Decrease Increase Small Decrease  Degrade

increase

Increasingi | Small Increase Increase Large Degrade
decrease decrease

Increasingd | Small Decrease Decrease  Minor Improve
decrease change

Table 3-2 Fuzzy rule base of k

ke $° NB NM NS y4e) PS PM PB

e

NB PB PB PM PM PS Z0 ZO
NM PB PB PM PS PS y4o) NS
NS PM PM PM PS Z0 NS NS
Z0 PM PM PS y4o) NS NM NM
PS PS PS y4o) NS NS NM NM
PM PS Z0 NX NM NM NM NB
PB y4o) y4o) NM NM NM NB NB

Then the fuzzy rule base is established based on the discussion of PID parameters
effects as presented in Table 3-1. The fuzzy rule base contains three matrixes that
how k, kand k will change Qk,, Ak; and Ak,;) whene and ec varies as shown in

table 3-1. The fuzzy rule base is constructed by using several if-then statements and
premise and consequent of each statement which are fuzzy propositions. Table 3-2
—Table 3-4 indicates that 25 rules define the rule base for the fuzzy-PID type
controller. The fuzzy variables are defined for the rule base as: e, ec,
Ak, Ak; and Ak, = {NB (Negative Big), NM (Negative Medium), NS (Negative

Small), ZO (Zero), PS (Positive Small), PM (Positive Medium), PB (Positive Big)}.
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Table 3-3 Fuzzy rule base of k

ke €0 g NM NS ZO PS PM PB
e
NB NB NB NM NM NS ZO ZO
NM NB NB NM NS NS Z0 Z0
NS NB NM NS NS Z0 PS PS
ZO NM NM NS Z0 PS PM PM
PS NM ND ZO PS PS PM PB
PM Z0 Z0 PS PS PM PB PB
PB Z0 Z0 PS PM PM PB PB
Table 3-4 Fuzzy rule base qf k
Aka \eC NB NM NS Z0 PS PM PB
e
NB PS NS NB NB NB NM PS
NM PS NS NB NM NM NS Z0
NS Z0 NS NM NM NS NS Z0
Z0 Z0 NS NS NS NS NS Z0
PS Z0 Z0 Z0 Z0 Z0 Z0 Z0
PM PB NS PS PS PS PS PB
PB PB PM PM PM PS PS PB

Once rule base has been defined, the membership functions for e, ec,
Ak,,Ak; and Ak, are needd to be determined as shown in Figure 3-1CFigure
3-14. A membership function is a curve that defines how each point in the input
space is mapped to a membership value (on degree of membership) between 0 and 1
[234]. In this case, the combined triangular and gauss membership functions are used
for all variables. The physical domain [234]edindecis {-3, -2, -1, 0, 1, 2, 3, }; the
physical domain ofAk,, is {-0.3, -0.2, -0.1, 0, 0.1, 0.2, 0.3}; the physical domain of
Ak; is {-0.06, -0.04, -0.02, 0, 0.02, 0.04, 0.06} and that of kg is {-4, -3, -2, -1,
0,1,2 3,4
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Figure 3-13 Membership function kif
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Degree of membership

Figure 3-14 Membership function kd

Since we can get thAk,, Ak; and Ak, value based on fuzzy rule base and function

membership. Then, the,kk and k can be calculated by using the following

equations:

k, (k+1)= f, (e.e0) =k, (k)+ Ak, (K) (3-29)
k (k+1)= f,(e.ec)=k (k)+Ak (k) (3-30)
ky(k+1)= f(eec)=k,(k)+ Ak, (k) (3-31)

The desired k k and lgvalues can be gotten by using the FLC, and transferred to the
PID controller in order to operate the air-conditioning equipments properly and

obtain an comfortable indoor environment.
3.34 Summary of fuzzy-PID control

The control process of the fuzzy-PID controller can be summarised as follows as

shown in Figure 3-15:
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A

A

Collect each value at sample step k
v
e(k)=r(k)-y(K)
v
ec(k)=e(k)-e(k-1)
v
e(k),ec(k) fuzzification

v

Adjust 4kp, 4ki and 4kd by using the fuzzy logic rule

v

Calculate kp, ki and kd

v

Transfer the PID parameters to the PID controlle

=

Figure 3-15 Flow chart of fuzzy-PID controller

Collect control data at sample step k by using measurement equipment.

Calculate the system error and changing rate of the system error by using

equation(3-26) and(3-27).

Fuzzification of e andec by using the membership function as presented in

Figure 3-10 and Figure 3-11.

Get the fuzzy values ofdkp, 4ki and 4kd by using the fuzzy rule bases as

shown in Table 3-3 Table 3-4.
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Defuzzification ofdkp, 4ki and 4kd by using membership function Figure

3-12- Figure 3-14.
Calculatekp, ki andkd by using equatio(3-29)— (3-31).
kp, ki andkd are provided to PID controller for indoor temperature control.

The control performance of the proposed fuzzy-PID control strategy is verified by
simulating tests using Matlab in Chapter 4 and investigated by experiments in

Chapter 5.
34 RBFNN- PID controller

Although a fuzzy PID control is designed for general indoor climate control,
temperature, humidity and indoor air quality are different physical quantities and
have different features. Hence, in order to further analyse potential of using advanced
control method to improve the indoor environment quality, research work should be
carried out and a novel control strategy for indoor humidity is designed based on the

humidity control difficulties in this section.

The major difficulties of indoor humidity control include:
time delay,
preference of deferent people.
influence caused by temperature.

Hence, the designed controller has the following requirement: quick response, small
overshot, good adaptability and intelligent algorithm to tell whether the temperature
is hot, cold warm or else. An intelligent PID controller based on Radial Basis
Function (RBF) neural network is introduced for indoor temperature control in this
section. In this research, the performance of the RBFNN-PID controller is verified by

the computer simulation using Matlab as introduced in Section 4.2. The experimental
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test of this controller will be carried out in laboratory in further work as discussed in

Section 6.3.
34.1 Structure of RBFNN based PID controller

A novel intelligent PID control strategy based on RBFNN algorithm is designed for
indoor humidity control in this project as shown in Figure 3-16. It presents the
structure of the RBFNN-PID controller that includes two main parts: a PID controller

used for indoor humidity control and a RBF neural network used for regulating PID

parameterk , ki and k;.

PID controllers have been widely used for indoor environment control because of its
practicality and good control performance and the PID controller is selected as the
main part of the proposed control strategy for the indoor humidity control. The RBF
neuml network is used for regulating the PID parameters automatically; and it will
shoren the time cost of designing the controller and will increase the contsoller
adaptability. Hence, the principle of the novel control strategy is to combine the
advantages of the conventional control method (PID controller in this control

strategy) and advanced control technique (radial basis function neural network).

-

JRBFU‘

RBF neural |
Ym network <

S o, ki, k

y

Plant

PID controller

Figure 3-16 RBFNN based PID controller
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34.2 RBFNN algorithm for kp, ki, kd regulation

Aradial basis function (RBF) network is a three layer feed forward artificial neural
network that uses radial basis functi@ssctivation functions. The output of the
network is a linear combination of radial basis functions of the inputs and neuron
parameters. Radial basis function networks have many uses, including function
approximation, time series prediction, classification, and system control. It has the
advantage of fast learning speed and is able to avoid the problem of local minimum
in system control field. Hence the RBFNN is used for tuning the PID parameters in

the control strategy.

The Jacobian generalizes tradientof ascalar-valued function of multiple
variables, which itself generalizes the derivative of a scalar-valued function of a
single variable. In other words, the Jacobian for a scalar-valued multivariable
function is the gradient and that of a scalar-valued function of single variable is
simply its derivative. The Jacobian can also be thought of as describing the amount
of "stretching", "rotating" or "transforming" that a transformation imposes locally

[286]. Moreover, the Jacobian matrix is important for regulating the PID parameters

in this control strategy.

The designed RBF network has three layamsnput layer, a single hidden layer and
anoutput layer as shown in Figure 3-17. There are two inputs in this network and the

input vector of the RBF netwoik given as:

X =[x ] =[uy] {i=1,2} (3-32)

where u is the output of PID humidity controller, humidifisrwork power andy
is the system output, the indoor air humidity level amslthe number of the neurons

in input layer.
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Input layer Hidden layer Output laye

Figure 3-17 The RBF neural network

In a RBF neural network, the Gaussian function is used as the activation function.

The hidden neurons implement Gaussian function as the basis function and the

elements of radial basis vectoH=[hl,h2,...,hj,...,h5]T can be expressed by
Gaussian function as follows:

xel’

h-e 2 {ji=12.5) (3-33)

where X is the input vector of the neural network as given by equd8e3R),

C, =[c;;,¢j,] is the input vector of the jth node in the hidden lay®r,is the width

parameter of the jth node in hidden layer and j is the number of neurons in hidden

layer.

Thus the network output can be express as follows:

Ym(K)=wWh ..+ wh +..+wh (3-34)

where w; is the weight from hidden layer to output layer.
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Then the performance index function of the neural network is defined as follows:
Jror = y(k)_ Ym(k) (3-35)

where y(k) is the system output at sample stkp and ym(k) is the network

output.

As shown in Figure 3-16, thé.,. is used to adjust the weights of the neural

network. The weight of each neuron in network is adjusted based on the gradient

descent algorithm and the equation is given by:
W, (K)=w, (k=2)+7- Jror -, +alw, (k—2)—w, (k—2)) (3-36)

where n is learning ratea is momentum factor.

The basis width parameter of each node in network can be adjusted based on the

gradient descent algorithm by using the following equation:
b, (k) =b(k 1)+ 7Ab, +alb, (k—1)-b, (k- 2)) (3-37)

J

where Ab, is the change of the basis width parameter and can be expressed as

follows:
(3-38)

Then, the change of the hidden lageinput vector can be calculated based on the

gradient descent algorithasfollows:

AC; = Jpor W, 1 (3-39)

And the adjustment rule of the hidden lagemput vector can be expressed as
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follows:
c; (k)=c; (k—1)+nAc; +ealc;(k—1)—c; (k—2)) (3-40)

Thus, the Jacobian matrix can be gotten based on the previous calculation:

(3-41)

It has been known that the PID control performance is based on the value of PID
parameterkp, ki andkd. The PID controller can have excellent performance with
proper parameters, otherwise the controller cannot achieve desired control
requirement. Thus, the regulating the PID parameters properly is an important task
and the designed RBF network is able to tupeki andkd accurately in different

situations by using the Jacobian matrix.
Firstly, the error function of the network is defined as:
1
£ =2 (r(k)- y{K))’ (342)

Then, thekp, ki and kd auto-tuning rule is designed based on the gradient descent

iteration method as follows:

6E JE 6‘y 8u oy
Ak =-n—=-n—"n--—>- =n-ek)=—=-xc,(k 3-43
oE OE oy oau oy
Ak, =—n—=-n——"-—=n-ek)—=—- k 3-44
= = oy ok k)27 xc,(k) (3-44)
oE oE oy ou oy
Ak, =—n—=-n— 2. =7n-ek)=—=-xc,(k 3-45
=g = oy a5, ) (3-45)
where % is the Jacobian matrix given by equati(8i41). xcl(k), Xcz(k) and
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XCS(k) are the inputs of the PID controller in this control strategy and their

calculation will be give in the following section.

Therefore, the optimum PID parameters can be gained and then provided to the PID
controller in order to get the desired control performance. And the PID control

algorithm in this control strategy is introduced in the following section.

34.3 PID control algorithm

In this control strategy, the system error between the system desired output and the

system actual output as shown in Figure 3-16 is given by:

elk)=r(k)-y(k) (3-46)

The PID inputs can be expressed as follows:

xc,(k)=e(k)-ek-1) (3-47)
xc,(k)=e(k) (3-48)
xc,(k) = e(k)— 2e(k —1)+ ek — 2) (3-49)

Then the PID control algorithm is given as:
u(k)=u(k 1)+ k,(elk) - ek —1))+ kelk) + k, (elk) - 2e(k~1)+ ek -2))  (3-50)

344 Summary of RBFNN based PID control

So the control process of the RBFNN-PID control as presented in Figure 3-18 can be

summarised as follows:
collect each value at sampling step k

calculate the network output, pased on the collected data
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get the Jacobian matrix using the give equations
tune the PID parameters for the PID controller

controller send command to the HVAC equipment for humidity control and since

the indoor climate may change the control process should be carried on

set k=k-1

The control performance of the proposed RBFNN-PID control strategy for indoor
humidity is verified by simulating tests using Matlab in Chapter 4.

Collect each value at sample step k

4

Calculate network work output ym

Calculate the Jacobian matrix

Regulating kp, ki, kd

4

PID controller for indoor humidity contro

y
Set k=k+1

Figure 3-18 Flow chart of RBFNN-PID controller
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35 BPNN-based PID controller

As investigating all types of indoor air pollutants for general air quality monitoring
and control is a complicated matter [70-71], it was suggested that the measurement
and analysis of indoor carbon dioxide (CO2) concentration could be useful for
understanding IAQ and ventilation effectiveness [7R-7¢he difficulty in 1AQ
control is the time delay and measurement errors. In order to achieve an optimal
system performance in terms of response speed, systemic stability, disturbance
resistance and small overshoot, a neural network proportional-integral-derivative
(PID) controller with back-propagation based weight updating algorithm is proposed.
The structure and algorithm of the BPNN-PID control is introduced in this section.
The performance of the BPNN-PID controller is tested by computer simulation using
Matlab code as discussed in Section 4.3. The experimental test of the BPNN-PID

control will be carried out in future work as introduced in Section 6.3.
35.1 Structure of the BPNN-PID controller

Figure 3-19 presents the structure of the proposed intelligent PID controller based on
BPNN learning algorithm. It contains two parts: 1) a classic PID controller and 2)
BPNN. The PID controller is used to control the control object (indoor air quality in
building environment). The control performance depends on the setting of PID
control parameters,kk and lg which can be auto tuned by the BPNN. The BPNN
uses an on-line training algorithm based on a gradient descent approach to update
network weights and ensures that the designed neural network is able to calculate the
desired PID control parameters for the PID controller. Therefore, in this control
approach, by combining the classic PID control and the intelligent BPNN the

targeted system output can be tracked with a guaranteed stability.

103
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Figure 3-19 BPNN based PID control scheme
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352 PID control algorithm

The incremental digital PID control algorithm can be expressed as follows:

u(k)=u(k —1)+k, {error(k)—error{k — 1)} + k error(k)

+k, {error(k)—2erronk —1)+ error(k — 2)} (3-51)

where u is the output of the PID controlleg, i& the proportional term,; ks the
integral term, kis the derivative term ang is the system error that can be expressed

as follows:
e, (k)=y(k)-r(k) (3-52)
wherey is the system actual output and r is the system targeted output.

353 BPNN algorithm

If the neural network has sufficient amount of neurons, it is able to approximate any
continuous function with only one hidden layer [38@7]. Therefore, a neural
network with only one hidden layer is designed. As shown in Figure 3-20, the

proposed design is a four-input-three-output BPNN with three layers: input layer, one
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single hidden layer and output layer. In this section, the forward feed algorithm and

the back-propagation weights adjustment rule is discussed in detail.

> System output

Demvarkloput | . 1 ! ’ Network Output

signal !
BT = response
| 4
X2=u ‘
ki
X3=¢ey
| kd
\
X4=eyC ‘

Input layer  Hidden layer Output layer
") (1) ()

Figure 3-20 BPNN algorithm scheme

(1) Feed forward control

The designed neural network has four inputs as shown in both Figure 3-19 and

Figure 3-20 and they are:

X, r
X, u
= (3-53)
XS ey
X, Yo

where r, u andas defined in equation&-51) and(3-52); and ¢ is the changing

rate of system errog, that can be expressed as follows:

gck)=¢ (k)¢ (k-1) (3-54)
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Output of each neuron in the input layer is expressed as:
o¥V=x(j)  {i=1234f (3-55)

In the designed algorithm, superscript (1) stands for input layer.

Input of each neuron in the neural network hidden layer can be calculated based on

the input layer output and is expressed as follows:

4
in?(k)=>" w0 {i=12--Nj (3-56)
j=1
where superscript (2) stands for hidden Iayqu,)\i\s the weight connecting the input
layer neurons to the hidden layer neurons and N is the number of neurons in the

hidden layer.

Then, output of each neuron in the neural network hidden layer can be expressed as

follows:

0@ (k)= f(in®(k)) (3-57)

where f(x) is the activation function in the hidden layer that presents the relation
between the input and output of each neuron. Symmetrical Sigmoid function is used
as the activation function and can be expressed as follows:

£ (x) = tanH(x) = Z ;ZX (3-58)

Once the output of each neuron in hidden layer is calculated, the input of each

neuron in the output layer can be given as:

N

in®(k)=> w0 (k) =123 (3-59)
i=1

where superscript (3) stands output layef®\is the weight connecting the hidden

layer neurons to the output layer neurons.
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The number of neurons in output layer is three and the outputs of the neurons are the

PID parameters. Output of each neuron in the output layer is given by:

0®(k) = g(in®(k)) (3-60)
o (k)=k, (3-73)
O (k) =k (3-62)
O (k) =k, (3-63)

where g(x) is the activation function that presents the relation between the input and
output of each neuron in the output layer. Outputs of the output layer are the PID
parameters K k and k. Since these values cannot be negative, the non-negative

Sigmoid function is used as the activation function in output layer and it is given as:

X

9(x)=3 L+ tank(x) == (3-64)

The proposed neural network can regulate the PID control parameters automatically
and it can reduce sufficient time cost for engineers in control system design process.
However, modelling errors often exist in model based process control and
dramatically increase the difficulty to accurately control the process. Therefore, an
on-line training algorithm is applied to adjust network weights for reducing the

system errorgn the design of the BPNN controller.
2 Weight update

In this algorithm, the system output error function is defined by the given equation

(3-65):

m
<
—~
=
N
Il
N

(1) y(k)f =Ze (365)
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The training process of the neural network model must be carried out before it can be
put into use. This training process is repeated until the mean square error of the
training data reaches the desired minimum. In the present work, the training process
is based on back propagation. The basic idea of back propagation is to adjust the
neuron weights using gradient descent algorithm on the error function in an iteration

process. Generally, the adjustment of each weight from hidden-layer to output-layer

can be expressed as follows:

AW (k)= a;;f:f) (3-66)

However, in order to avoid th#docal minima which is the best known problem
associated with back-propagation algorithm; a momentum term is added to the
weight change in the proposed algorithm. This means that the weight change this
iteration depends not just on the current error, but also on previous changes. So the
adjustment of each weight from hidden-layer to output-layer is modified as follows
based on the system output error function as shown in Figure 3-21.:

oE, (k)

ow?

AW (k)= -7 + aw® (k1) (3-67)

where is  learning rate,a is momentum factor.
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System output

Network Input ;
signal_ ,vEl Network Output
Xi=r = response
kp
xX2=u
ki
X3=ey
kd
Xi=eyc

Input layer  Hidden layer Output layer
0 (0 (0

Figure 3-21 Adjustment of weight from hidden layer to output layer

O, (k) _0E,(k) oy(k) au(k) a0”(k) ain(k) (3.68)
ow?(k)  ay(k) oulk) Q7 (k) ain®(k) owi¥(k)
Z'M“(;(('k()) =01%(k) (3-69)

and based on equation (63), (73), (74) and (75), the following equations are

calculated:

=g (k)-e (k-1 (3-70)

=e, (k) (3-71)

(3-72)

I
No
—
~
|
N
o)
—
~
I
=
+
D
—
~
|
N
~
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Then, the learning algorithm of the weight update in output layer can be expressed as

follows:
W (k+1) =W (k)+ A (k) (3-73)
AW (k) = aanf® (k1) + 76702 (k) (3-74)

where 5 is the error function of the network hidden layer that is need for the

adjustment of weights from input layer to hidden layer as shown in Figure 3-22.

5% can be expressed as follows:

5 = e, (K)- oy(k) _ou k)k -g'(inl(g)(k)) (3-75)

where the first derivative of g(x) is given by:

g'(x)= g(x)1-g(x)) (3-76)

System output

Network Input s
signal El, Network Output
M= ' response
kp
xX=u
ki
X3=¢ey
kd
xi=eyc

Input layer Hidden layer Output layer
) @ U]

Figure 3-22 Error function of the network hidden layer
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€y
Network Input i 8
signal Network Output

XI=F = response

kp
X2=u

ki
X3=€y

kd

Input layer  Hidden layer Output layer
) (@) (0

Figure 3-23 Adjustment of weight from input layer to hidden layer

Then, using the similar calculation and the weight update in hidden layer is
calculated based on gradient descent algorithm and the hidden layer error function as

show in Figure 3-23. The learning algorithm can be expressed by as follows:

Wi (k+2) = W (k) + Aw? (k) (3-77)
AW (k)= caw? (k - 1)+ 75P0M (k) (3-78)
5@ = (k) 35w (K) (3-79)

Where the first derivative of f(x) is given by:

(= 1) (3-80)

2

354 Summary of the BPNN-PID control strategy

In the control process, the weights in the neural network are trained by the

back-propagation weights adjustment rule in order to obtain the best PID parameters
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ko, k and k for the PID controller. Therefore, an acceptable indoor air quality can be
provided by the control of designed system. The algorithm of the BPNN based PID

can be summarised as follows and its flowchart is presented in Figure 3-24:

1) Initialize the each weight in the neural networfAgk) and w®(k), as well as

learning rate7 and momentum factorr while k=1.
2) Collect data r(k) and y(k) and calculate the system eynasieg equation (2).

3) Calculate the input and output of each neuron and get the PID paraméensck
Kq.

4) Calculate the output of PID controller using equation (1).

5) On-line training. Adjust the weight of each neuron in the neural network with the
back-propagation learning algorithm in order to realize self-adaptive regulation of

the PID parameters,ks and k.
6) Setk=k+1 and go back to rule 1).

The control performance of the proposed BPNN-PID control strategy for indoor air

quality is verified by simulating tests using Matlab in Chapter 4.
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Initialize each weight in the neural network,
learning rate and momentum factor while k=1

A

Collect data r(k) and y(k)and calculate system grror

A

Calculate the input and output of each neuron pnd
get the PID parameters kp, ki and kd

A

Collect data the output of PID controller

A

Adjust the weight of each neuron in the neural
network

A

Set k=k+1

Figure 3-24 Flow chart of BPNN-PID control scheme

3.6 Summary

As indoor environment has significant affected occupartsalth, peopls
productivity and feeling of comfort, all important factors of indoor climate quality
including indoor temperature, indoor humidity and indoor air quality should be well
controlled for increasing demand of living standard. However, major difficulties exist
that limit the development of control technologies for indoor environment quality

control including:
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Difficult to predict the system response, and to employ appropriate comfort

indices to search for the optimal set point(s) according to the system responses.
Complex HVAC systems are hard to be analysed and controlled.
Time delay.

Disturbances always exist in control process in both thermal comfort control and
indoor air quality control. For example, opening the window or door may cause
the indoor temperature and humidity change; people entering the room may

cause the C@concentration increasing.
HVAC systems always response lag behind the indoor environment change.

The existence of mismeasurement of control signal value is considered as one of

the major problems of indoor air quality.

The fact that control signals sometimes depend on each other makes the steady

state of control performance unstable.

Hence, in order to solve these problems, in this chapter three newly designed
intelligent controllers: fuzzy PID controller for indoor temperature control, radial
basis function neural network PID controller for indoor humidity control and
back-propagation neural network PID controller for indoor air quality control. The
designs of these controllers including control structures and control algorithms are
discussed in detail. In this section, it summarises the design of each controller and
theoretically analyses their potential advantages for indoor environment quality

control.

Fuzzy-PID

Based on the difficulties of indoor climate control as sumredris Chapter 2 a

fuzzy-PID controller was designed to solve these problems and to achieve the goal of
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maintaining desired indoor environment quality. The structure of this controller
contains two main parts: a typical conventional PID control for controlling indoor air
temperature and a fuzzy logic controller to regulating the parameters for the PID
controller according to the current indoor conditions. Theoretically, based on the
discussion of the algorithm of the proposed controller, the indoor environmental

quality can be well control since:

PID controller is suitable for various control object including indoor climate

factors control,

fuzzy logic control for optimal PID parameters tuning to ensure adaptability to

different situations,

better PID control parameters selection can ensure the desired system output.

RBFNN-PID

The factors that affect the indoor rel&wumidity control can be concluded as:
time delay,
system response lag behind the indoor climate change,
influence caused by temperature.

Based on this condition, a radial basis function (RBF) neural network based PID
control was designed to solve these problems in order to achieve the goal of
maintaining desired indoor humidityhe proposed controller has two main parts: a
typical conventional PID control for controlling indoor air temperature and a radial
basis function to regulating the parameters for the PID controller according to the
current indoor conditions. Theoretically, based on the discussion of the algorithm of

the proposed controller, the indoor humidity can be well control since:
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PID controller is suitable for various control object including indoor humidity

control,

RBF neural network has fast processing speed to ensure that best PID value can
be obtained as long as there is indoor climate change, in which way the stability

and adaptability of the proposed controller can be guaranteed.

better PID control parameters selection can ensure the desired system output,

BPNN-PID

As it summarised in Chapter 2, the indoor environment control has many difficulties

and the difficulties of indoor air quality control can be concluded:
time delay,
system response lag behind the indoor climate change,
mismearsurement occurred.

Based on this condition, a BPNN-PID control was designed to solve these problems
and to achieve the goal of maintaining good indoor air quality. The proposed
BPNN-PID controller combined a typical PID controller and a neural network which

the back-propagation algorithm is applied to. This design has two main parts: a
typical conventional PID control for controlling indoor air quality and a

back-propagation neural network to regulating the parameters for the PID controller
according to the current indoor conditions. Theoretically analysis according to
literatures introduced in Chapter 2 and algorithm design described in this chapter

showed that the proposed BPNN-PID IAQ controller has the following potential
PID controller is suitable for various control object including IAQ,

neural networks for optimal PID parameters tuning to ensure quick recovery
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from disturbances,

back-propagation algorithm for adjustment of weights in neural network to

ensure the system quickly response to indoor climate change.
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Chapter 4 Simulation and Results

The detail designs of the proposed controllers were introduced in Chapters 3. |
order to achieve the goal of a comfortable and healthy indoor environment quality,
indoor temperature, indoor humidity and indoor air quality must be all controlled
properly. Therefore, three controllers: fuzzy-PID controller, radial basis function
neural network based PID controller and back propagation neural network based PID

controller were proposed in Chapter 3.

In this Chapter, the performance of the proposed controllers is presented. The
simulating tests of the control processes are based on the mathematical models of the
indoor climate that are discussed in Chapter 3. The simulations have been taken on
the platform of Matlab. The controllérperformance including over shot, response
speed, adaptability, robustness and etc. are discussed. Then iedmdigsher the

proposed controllers are suitable for their control objects and process.
4.1 Simulation of fuzzy-PID controller

The fuzzy logic based PID controller is designed for indoor temperature, humidity
and indoor air quality control in this research; and in this section, the simulation is
carried out to analyse the fuzzy-PID performance for temperature control. Based on
the difficulties of indoor temperature control discussed in Chapter 3, a fuzzy-PID
control was designed to solve these problems and to achieve the goal of maintaining
desired indoor air temperature. The structure of this design was discussed in Chapter
3 as it has two main parts: a typical conventional PID control for controlling indoor
air temperature and a fuzzy logic controller to regulating the parameters for the PID
controller according to the current indoor conditions. Theoretically analysis
introduced in Chapter 3 showed that the proposed fuzzy-PID controller has the

following potentias:

PID controller is suitable for various control object including indoor
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temperature,

fuzzy logic control for optimal PID parameters tuning to ensure adaptability to

different situations,
better PID control parameters selection can ensure the desired system output,

In order to discussed and evaluate the proposed design, the simulating tests have
been done by using the Matlab code in this section. Then the simulating results are

used to indicate the controllerperformance based on several indexes:
time delay
response speed
time constant,,
overshot,
stability,
adaptability.

Then whether the proposed controller can achieve the targeted indoor air temperature
control requirement is discussed based on the contsojperformance on the listed
indexes. The transfer function representing the control object expressed by equation

(3-24) is used in the simulating test.

T(s) 0028

Q.(s) 50652-s+1

(3-24)

4.1.1 Test using step input

In this project, the indoor temperature is controlled by the heater in air supply
channel. It is related to the heds work power and the heat loss through the .wall
An intelligent PID controller based on fuzzy logical controller is proposed for the
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indoor air temperature control in this project. The controller is designed based on the
model of an office space as discussed in Chapter 3. During the simulating tests, the
mathematical model and transfer function of the indoor temperature change as given
by equation3-24) is used to for accurately evaluating contrédlgrerformance. The
simulation was carried out using the Matlab software. A screenshot while doing the
simulation is presented in figure 4-1 and the code of the control program is given in

Appendix A.

woex
BOE S«

Figure 4-1 Screen shot of Matlab program

Assume the initial indoor temperature is uncomfortable and is needed to be changed.
Then the desired temperature is set and the controller starts working in order to bring
the indoor temperature to the wanted level. The step signal can be used to simulate
this process. Hence, a step signal is used as the reference input to test the proposed
controllers performance. Assume the temperature difference between the indoor and
outdoor temperature iS6. So the step signal (r)@) is introduced at time t=0 and
simulation result of the proposed control system output is presented in Figure 4-2. As
shown in the Figure, The time constart0.033s, settling time+0.092s and it can

be seen that the control quickly response to the input signal with fast rising speed.
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Besides the

fast response speed, there is no overshot in this control process.

Moreover, it can be observed that when the control process settles, the steady sate

error is 0. This means the proposed control has excellent performance on fast

response speed, avoiding overshot, control accuracy and stability.
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Figure 4-2 System output response to step input

In Figure 4-3, PID controller output resporieghe step input signas presented.tl

can be seen

that the controller calculated the output (control command) for the plant

(command was sent to the equipment and the change the indoor temperature quality)

Then the system out changes based on the contsolletput and the system output

can be observed in Figure 4.2. At the beginning of the control process the PID

control output is used to ensure the system output moving approaching the set-point

value fast and avoiding overshot. Then the PID output settles at O because the system

is in the steady state and the steady state error is 0.
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Figure 4-3 PID output response to step input
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Figure 4-4 PID parameters auto tuning

The auto-regulating process of the PID parametgrg land k over time can be
observed in Figure 4-4. It shows at t=0, the0k3, k=0 and k=2. Then in order to
ensure the system output changes fast and accurately, the PID parameters are tuned

and their values are kept modifying based on the fuzzy logic control rules that is
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designed in Matlab code and shown Apendix A. At last, the PID parameatus
settlesat k,=0.31, k=0 and k=1.31 and the system output is settled at the set-point
with stable steady state shown in Figure 4-2. The result shows that different from
regular PID controller, the fuzzy PID control is able to keep modifying the PID

control parameters to optimize the control performance.
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Figure 4-5 PID parameters varying based on e

Table 3-3— Table 3-5 presented the rule base matrixes that Rpk dnd k will

change 4k,, Ak; and Ak;) whene and € varies and the membership functions of e,

ec, k, kand kg are presented in Figure 3-1(Figure 3-14. In other words, the PID
parameters are regulated based on these variables: system output error (€) and the
change of system output err@c) as presented in Figure 4-S-igure 4-6. It can be

seen in Figure 4-6 that oeevalue may represent several PID parameters sometimes.
This means if only one input is applied to the fuzzy rule, the incorrect PID
parameters may be produced. Therefore, with two input variables the fuzzy logic
control algorithm can calculate and then provide the optimisel &nd ks for the

best control performance.
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Figure 4-6 PID parameters varying basedon

4.1.2 Fuzzy-PID control performance

The simulation works based on the mathematical model representing indoor
temperature change have been carried out to indicate the fuzzy-PID control
performance. etest has been done based on step input signal. As it has been shown
with simulations that the fuzzy logic technique is capable of providing suitable

parameters for PID controller and the targeted system output can be achieved. |

detail, the proposed controller has excellent performance on:

efficient auto tuning of the PID parameters only when needed,

fast response speed,

no overshot,

no steady error,

stability.

The advantages make the proposed controller suitable for controlling indoor air
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temperature and capable to solve the difficulties of indoor temperature control.
Hence, the proposed fuzzy-PID control strategy has guaranteed the desired control

performance on indoor air temperature management.
4.2 Simulating tests of RBFNN-PID control

Based the difficulties of humidity control discussed in Chapter 3, a radial basis
function (RBF) neural network based PID control was designed to solve these
problems in order to achieve the goal of maintaining desired indoor humidity. The
structure of this design was discussed in Chapter 3 as it has two main parts: a typical
conventional PID control for controlling indoor air temperature and a radial basis
function to regulating the parameters for the PID controller according to the current
indoor conditions. Theoretically analysis introduced in Chapter 3 showed that the
proposed radial basis function neural network based PID indoor humidity controller

has the following potential

PID controller is suitable for various control object including indoor humidity

control,

RBF neural network has fast processing speed to ensure that best PID value can
be obtained as long as there is indoor climate change, in which way the stability

and adaptability of the proposed controller can be guaranteed.
better PID control parameters selection can ensure the desired system output,
robustness to ensure stability.

In order to discussed and evaluate the proposed design, the simulating tests have
been done by using the Matlab code shown in Apendix B in this section. Then the
simulating results are used to indicate the contrsliperformance based on several

indexes:

response speed,
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overshot,

time constant,
steady state error,
stability,
adaptability.

Then whether the proposed controller can achieve the targeted indoor air humidity
control requirement is discussed based on the conteoferformance on the listed
indexes. The transfer function representing the control object expressed by equation
(3-25) is used in the simulating testy($) in equation3-25) is the indoor humidity
which is the system output in this simulation and use y to represept is. Qe work
power of the humidifier and is the PID output in the simulation that is represent by u.
Convert continuous-time function(3-25) to discretdime model and get
y(K)=y(k-1)+0.11u(k)+0.11u(k-1). This is a linear model calculate based on the ideal
mathematical model. But in real control the humidity is a nonlinear system and in
this simulation the following equation y(k)=[y(k-1)+ 0.11u(k-1)]/[tky1)] is used

[308].

4.2.1 Responseto step input

Assume the initial indoor humidity is uncomfortable and is needed to be changed.
Then the desired humidity is set and the controller starts working in order to bring

the indoor humidity to the wanted level. The step signal can be used to simulate this
process. Hence, a step signal is used as the reference input to test the proposed
controllers performance. After several tests, set the best initial learning+&t25

and momentum factax=0.05. With these preset values the best control performance

is obtained.

Assume the humidity difference between the indoor and outdoor temperature is 50%.

126



So the step signal (r (k)=0.5) is introduced at time t=0 and simulation result of the
proposed control system output is presented in Figure 4-7. As shown in the Figure,
time constantr=0.022s, settling times40.335s and it can be seen that the control
quickly response to the input signal with fast rising speed. Besides the fast response
speed, there is no overshot in this control process. Moreover, it can be observed that
when the control process settles, the steady sate error is 0. This means the proposed
control has excellent performance on fast response speed, avoiding overshot, control

accuracy and stability.

The Jacobian matrix has to be produced at the beginning of the simulating tests and
then keeps been modified over time based on three input variables: PID qutput u
system output y and the system output at previous sampling step y(k-1). The good
system output results including fast response speed and no overshot prove that the
processing speed of the calculating the Jacobian information is fast for getting the
targeted system output in time. Then the system output curve enters the steady stat
and the steady error is zero. It has to be clear that the steady error is zero in the

simulation work but the system error generally exists in real control.
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Figure 4-7 System output response to step input
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PID output

o
™

Figure 4-8 PID output response to step input

In Figure 4-8, output of PID controller response to the step input sgpedsented.
It can be seen that the controller calculated the output (control command) for the
plant (command was sent to the equipment and the change the indoor humidity).

With controller output the good result of system output can be ensured.
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Figure 4-9 PID parameters regulating process

128



The auto-tuning process of the PID parametgrk knd i can be observed in Figure

4-9. It shows that at the beginning of the control procgs8.63, k=0.01 and k1.

Then the value of the PID control parameters keeps being modifying based on the
control of the RBF neural network. Since the system output in Figure 4-7 shows
good results it proves that the neural network is able to automatically tung khe k

and lg parameters to optimize the control performance until the system enters the
steady state. Then when the system enters the steady state, the PID parameters settle

at k=0.03, k=0.05 and k=1.01.

In the RBF neural network, the PID output u, system output y and the system output
at previous sampling step y(k-1) are used to calculate the Jacobian value. The
Jacobian value starts being calculated at the beginning of the simulating tests and
then keeps been modified over time as shown in Figure 4-10. Then the PID

parameters are obtained based on the Jacobian as shown in Figure 4-11.
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Figure 4-10 Jacobian value
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Figure 411 PID parameters tuning related to Jacobian value

Equation(3-43) — Equation(3-45) have expressed how the neural network regulates
the PID parameters in the proposed control strategy. These equations also presents
that the values of PID terms are updated based on the system error, the change of
system error and the second differential of the system output. The Jacobian matrix is
calculated based on the PID output u, system output y and the system output at
previous sampling step y(k-1). In other words, the regulation of the PID parameters
using RBF neural network is a complex mission and the tuning process based on
Jacobian information is shown in Figureld-It presents that the,kk and k are

kept modifying for the optimised values along with change of Jacobian values.
4.2.2 Response to squareinput

The Figure 4-19 presents the PID parameters regulation during the control process.
The PID parameters value only changes at beginning of the control process. After the
system enters the steady state the PID parameters settle unchanged. Hence, another
input signal is applied to further investigate the PID parameters tuning function of
the RBF neural networlBased on the equation (3-35) and (3-@3%5), when the

output value y is suddenly changed, the PID parameters will be changed. Moreover,
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as shown in Figure 4-7, the system output can be changed rapidly response to the
input change. Hence the value of input signal needs to be able to suddenly changed
regularly. Among all of such signals, the square signal is commonly used and will be
applied in this simulation work to test the PID parameters regulation during the

control process.

A square input (sign(sinf@))) is introduced to at time t=0 to verify the performance

of the RBF neural network based PID controller. In Figure 4-25, system output
response to the square input is presented. Between time t=0 and t=0.5s, the input can
be equivalent to a step signal r=1 and the time constadi029s, settling time

ts=0.375s. This results is similar as that is presented in Figure 4-7.
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Figure 4-12 System output response to square input

The curves of system output y and network outpuang presented in Figure 4-18,

can be seen that between time t=0.4 and t=0.5 the values of y,and the same
which means the error between them is a constant value zero. Then based on
Equation(3-35) the performance index is a constant value zero and the Jacobian
value remains unchanged in the period as shown in Figure 4-14. Hence, the PID
parameters are unchanged during this period based on Eq(&#d8)— Equation
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(3-45) and the theoretical analysis is proved by the profile shown in Figure 4-15

This also explains other periods when the PID terms values are not changed.
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Figure 4-15 PID parameters regulating process

At time t=0.5 and t=1.0 when the value of the square curve changes, the system
output y is changing associate with the square signal in order to tracking the
reference input. As a result, the value of the network outpahgnges as well since

y is one of the network inputs as shown in Figure 4-13. Then the value of the
performance index keeps changing based on Equ@i88) during this square value
changing period. This leads to the fact that Jacobian value changes during the period
and the simulating result can be observed in Figure. &ibdlly the PID parameters

are modified as demand based on Equais43) — Equation(3-45) as presented in
Figure 4-15. This regulation process is occurred every time when the value of the
square signal change in this control process as shown in Figure 4-15. Hence,
different from the traditional PID controller, the RBFNN PID controller is able to

automatically tune the PID parameters to meet the control requirement.

Equation(3-43) — Equation(3-45) have expressed how the neural network regulates
the PID parameters in the proposed control strategy. They have showed that the

regulation of the PID parameters using RBF neural network is a complex mission
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and the tuning process based on Jacobian information is shown in Figure 4-16. It
presents that the,kk and kg are kept modifying for the optimised values along with
change of Jacobian values. It can be also that seen in these figures that one variable
Jacobian value may represent several values of PID terms sometimes. This means
that if only one input is applied to the neural network, the incorrect PID parameters
may be produced. Hence, beside Jacobian value the PID parameters are also
regulated based on the system error, the change of system error and the second

differential of the system output to ensure the best values.
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Figure 4-16 PID parameters tuning related to Jacobian value

4.2.3 RBFNN-PID control performance

The simulating tests based on the indoor humidity varying model hase be
conducted in order to evaluate the performance of the proposed RBF neural network
based PID controller. Two reference inputs have been applied to the control process:
step signal and square signal. The step input is used to simulate indoor humidity
change and to test the controlerperformance. The square input is used to

investigate the PID parameters regulation function of the RBF neural network. As it
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has been shown with simulations, the RBF neural network technique is capable of
providing suitable parameters for PID controller and the targeted system output can
be achieved. In detail, the proposed controller has excellent performance on: online
training for the PID parameters, fast response speed, high control accuracy, coping
with the time varying parameter, stability and adaptability. The advantages make the
proposed controller suitable for controlling indoor humidity and capable to solve the
difficulties of indoor humidity control as discussed in Chapter 3. Hence, the
proposed RBFNN-PID control strategy has guaranteed the desired control

performance on indoor humidity management.
4.3 Simulating tests of BPNN-PID control

A BPNN-PID control was designed to solve the difficulties of indoor air quality
control and to achieve the goal of maintaining good indoor air quality. The proposed
BPNN-PID controller combined a typical PID controller and a neural network which
the back-propagation algorithm is applied to. The structure of this design was
discussed in Chapter 3 as it has two main parts: a typical conventional PID control
for controlling indoor air quality and a back-propagation neural network to regulating
the parameters for the PID controller according to the current indoor conditions.
Theoretically analysis according to Chapter 3 showed that the proposed BPNN-PID

IAQ controller has the following potentsal
PID controller is suitable for various control object including IAQ,
neural networks for optimal PID parameters tuning to ensure stability,

back-propagation algorithm for adjustment of weights in neural network to

ensure the system quickly response to indoor climate change.

In order to discussed and evaluate the proposed design, the simulating tests have

been done by using the Matlab code shown in Appendix C in this section. Then the
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simulating results are used to indicate the contrsliperformance based on several

indexes:
response speed,
overshot,
time constant,
stability,
adaptability.

Then whether the proposed controller can achieve the targeted indoor air quality
control requirement is discussed based on the contsjperformance of the listed
indexes. Thus simulations are used to conduct and results are analysed to discuss the
performance including of the proposed control strategy in IAQ control. During the
simulating tests, the accurate mathematical model of the real control objects that in
this case is the CQOconcentration in a monitored indoor environment. Thus, the
mathematical model and transfer function for the IAQ control in this project was
introduced in Chapter 3. Slightly change has been made to the theoretical transfer

function to make it more accurate to the real environment and it is given as:

a(k)- y(k-1)

): B _ _
1oy (D) +u(k—1)+ 02u(k - 2) (4-1)

y(k)=

where a(k) is a parameter varying over time and it is given as a(k):1.4(‘1§b.9e

The biggest change is to add a time varying parameter represented to the ingoor CO
concentration change to the uncertain and unpredictable parameters. For example,
doors opening while people entry or leave the room may cause disturbance to the
system. Hence, functiofd-1) is used to assess the effectiveness of the proposed

neural PID control with on-line learning approach. As the process paramete
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becomes time variant, it causes difficulties to the system reference tracking control.
4.3.1 Responseto step input

As usual, the step signal is used to for simulation test. After several tests, set the best
initial learning ratey=0.28 and momentum factaer0.04.The weights in the neural
network are initialized in the range [-0.8.5] randomly. The randomly preset
weights may cause a little unstable to the control process but the back-propagation
algorithm is able to quickly response to any uncertain parameters and the weights of

neural network are updated in relative short time to ensure the targeted output.
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Figure 4-17 System output response to step input

The step signal (r(k)=1) is introduced at time t=0. The simulation result of the

proposed control system output is presented in Figure 4-17. As shown in the Figure,
the system has very fast rising speed as well as very small overshot. The time
constantt=0.003s, settling timest0.007s and the maximum percent overshot

o = 4%. The uncertainness might be caused by randomly preset weight values of
neural network have not significant disturbed control process at the beginning of

response as the curve rising fast. Then it is brought back to the set-point before the
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overshot is still very small, 4% in this simulation work and the control process is
brought to the steady state, the steady error of which is zero as shown in grofile. |
has to be clear that the steady error is zero because the control object function is
calculated based on an ideal model of the indoor climate and the system error

generally exists in real control process.

In Figure 4-18, PID controller output response to the step input sgypie@sented.tl

can be seen that the controller calculated the output (control command) for the plant
(command was sent to the equipment and the change the indoor air quality). The
system output results in Figure 4-17 prove that the controller is able to obtain

required output to ensure good performance on fast and accurate control.
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Figure 4-18 PID output response to step input
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Figure 4-19 PID parameters auto regulating

The auto-tuning process of the PID parametgrk knd k can be observed in Figure

4-19. It shows thatyk 0.25, k=0.23 and k=0.05 at the beginning of the control
process and the PID parameters are tuned by the neural network during the control
process. The system output results in Figure 4-17 shows good control performance.
This means that the proper PID parameters can be obtained using the online training
algorithm based neural network control scheme. The value of the PID control
parameters are kept modifying to optimize the control performance until the system
enters the steady state. Then after the system enters the steady state the PID

parameters are settled g£10.33, k=0.0.42 and &0.14 and kept stable.
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Equation(3-53) presented the input of the neural network in the proposed control
strategy. In other words, the PID parameters are regulated based on these variables:
system output error (e), change of system output ee®y PID controller output

error (u) and system output (u) as presented in Figure-4FR3§ure 4-39. It can be

seen in Figure 4-37 and Figure 4-38 that ewevalue or u value may represent
several PID parameters sometimes. This means if only one input is applied to the
neural network, the incorre®ID parameters may be produced. Therefore, with four
input variables the design BPNN algorithm can calculate and then provide the

optimised k, k and l for the best control performance.
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4.3.2 BPNN-PID control performance

In order to evaluate the BPNN-PID control performance, the simulating tests based
on the indoor C@concentration varying model have been carried out. Two reference
inputs have been applied to the control process: step signal and sine signal. As it has
been shown with simulations that the back-propagation neural network technique is
capable of providing suitable parameters for PID controller and the targeted system
output can be achieved. In detail, the proposed controller has excellent performance

on:
tuning PID parameters as demand,
fast rising speed and settling speed,
small overshot,

small steady error,
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coping with the time varying parameter,
stability and adaptability.

The advantages make the proposed controller suitable for controlling indoor air
quality and capable to solve the major problems of indoarco@trol including time

delay, existence of mismeasurement and disturbances like more people suddenly
enters the indoor space since L6 very sensitive to occupancy level. Hence, the
proposed BPNN-PID control strategy has guaranteed the desired control performance

on indoor air quality management.

4.4 Summary

In this Chapter, simulating tests were carried out to evaluate the proposed controllers:
fuzzy-PID controller for indoor temperature, radial basis function neural network
based PID controller for indoor humidity control and back propagation neural
network based PID controller for indoor air quality control. The simulating results
were discussed to analyse the controll@erformances on the indexes including
response speed, stability, overshot and time constant. At last the potential of the
designed controllers for indoor environment quality control is discussed based on the

simulating results.

Fuzzy-PID control

Simulation vascarried out for indicating the proposed fuzzy-PID controller. The step
and input signalis used as the control reference. The results have proved the
proposed controller has excellent performance on efficient auto tuning of the PID
parameters only when needed; fast response speed; small overshot; small steady error
and stability and adaptability response to uncertain factors. In other words the
proposed intelligent temperature controller may have excellent performance on

indoor temperature control as:
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indoor temperatureanbe well controlled by PID controller,
PID parameters auto tuning can ensure better PID control performance,

PID parameters regulation based on fuzzy logic rule to ensure adaptability to

different situations in temperature control process,
robustness to ensure stability.

These advantages make the proposed controller suitable for solving the major
difficulties in indoor temperature control including time delay, influence caused by

humidity andetc.
RBFNN-PID control

The newly radial basis function neural network based PID controller is evaluated by
simulating tests based on the indoor humidity model. Two reference inputs have been
applied to the control process: step signal and square signal. As it has beelinshown
simulation results the proposed controller has excellent control performances on:
online training for the neural network; auto tuning of the PID parameters; high
control accuracy; coping with the time varying parameter; stability and adaptability.
These may ensure good indoor humidity control performance since the proposed

RBFNN-PID controller is able to:

obtain the best PID values as long as there is indoor climate change since the

RBF neural network has fast processing speed;
guaranteed adaptability because of fast response speed,;
ensure stability and quick recovery from disturbances;

These advantages make the proposed controller suitable for solving the major
difficulties in indoor humidity control including time delay, influence caused by

temperature anelc.
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BPNN-PID control

The simulating tests based on the indoor €@ centration varying model have been
carried out to indicate the BPNN-PID control performance. As it has been shown
with simulations that the back-propagation neural network technique is capable of
providing suitable parameters for PID controller and the targeted system output can
be achieved. In detail, the proposed controller has good control performance as
follows: online training of the controller as demand; fast rising speed and settling
speed; small overshot; small steady error; coping with the time varying parameter;

stability and adaptability.

These make the proposed controller suitable for controlling indoor air quality and
capable to solve the major problems of indoor,@® discussed in Chapter 3 since

discussion of the performance indexes has proved that:
PID controller is suitable for various control object including IAQ,

neural networks for optimal PID parameters tuning to ensure contoller

stability,

back-propagation algorithm for adjustment of weights in neural network to

ensure the system quickly response to indoor climate change.
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Chapter 5 Experimental investigation

The experimental investigation of the novel designed fuzzy-PID controller for indoor
environment quality improvement including temperature, humidity and, CO
concentration control is introduce in the chapter. Experiments for investigating the
performance of the RBFNN-PID controller and BPNN-PID controller are introduced
in Section 6.3: Future work. Firstly, the experimental setup and the control process of
the experiments are introduced in detail. Then, the data collected from the
experiments are shown in curves or processed with signal processing methods. A

last, the controllers are evaluated based on the experimental investigation.

51 Experimental setup
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Figure 5-1 System schematic graph

In this section, the design of test rig on which the experiments are carried out is
introduced. As it discusses in previous chapters, the control parawfeigssproject
are the temperature, relative humidity and carbon dioxide concentration in a medium

office. The test was carried out in the rig as shown in Figures 5-1 and 5-2.
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Air duct Eurotherm 3504 Environmental chamber

Wire connect to the far

Sensor Wire connect to heater Serial port connec
to computer

Figure 5-2 Photos of test rig

It can be seen in this figure that the test rig contains the following parts:

The environmental chamber: used to represent the controlled indoor space as shown

in Figure 5-1- Figure 5-3.

Air duct: used to supply the air-conditioned air with certain temperature and humidity

and its design is shown in Figure 5-3.
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Figure 5-3 Schematic diagram of environmental chamber and air duct

Thermal couple: used to measure the indoor temperature as shown in Figure 5-4.

Humidity sensor: used to measure the indoor relative humidity as shown in Figure

1-8 and itsvspecifications are also listed in Table 5-1.

Thermocouple type K
Max temperature sensed  250°C
Min temperature sensed -50°C

Figure 5-4 Photo of thermocouple
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Figure 5-5 Photo of humidity sensor

Table 5-1 Specification of humidity sensor

Humidity sensor type

HIH-4000 Series

Operating temperature| -40°C — 85°C

Operating humidity 0- 100 (%RH)

Supply voltage 4-5.8 (Vdc)

Current supply 500 (A)

\oltage output Vo=V0.0062RHs+0.16)
Accuracy 3.5%

CO, sensor: used to measure the indoor, el as shown in Figure 5-6 and Table

5-2 where its important specifications are also listed.

Table 5-2 Specification of CG&ensor

Model No.

CDM4161

Operating temperature

-10°C - 40°C

Operating humidity

5 70 (%RH)

Supply voltage

5.0+0.2 (Vdc)

Warm up time

2 hours

CO, concentration signa

0~4V DC = 0~4,000ppm

Accuracy

+20%
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Figure 5-6 Photo of C{sensor

Eurotherm 3504 Controller [309] shown in Figure 5-7 and table 5-3: used as signal
input/output device and to send control command to equipments. Since the software
LabVIEW can be used to program the Eurotherm 3504 controller and is a very
convenience and powerful software for controller design and implement, it is utilized

in this research. The program used operate the controller is introduced in Section 5.2

Figure 5-7 Photo of the controller [309]
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Table 5-3 I/O module of controller

I/O module Connected device

Input

Built in module Thermal couple

Analog module Humidity sensor
CO; senor

Output

Relay module Heater

Logic module Humidifier

DC module Fan

Heater, humidifier and fans: used to change the indoor climate inside the chamber

based on the control command.

Alr Supply o
o Al
IR I
b A/D
_85 K ‘
PL
|

=S :

Et

Chamber

Control Sysfem

T1- Thermocouple; HZX Humidity sensor; Ct CO2 sensordD — Humidifier; TD- Heater; F1
— Fan; F2- Fan; x1- Air supply; x2— Air supply; DAQ- Data acquisition system; A/D Analog to
digital converter; PG Computer program; € Controller.

Figure 5-8 Structure of control system

The structure of the control system and as shown in Figure 5-8 and the control

process can be concluded as:

Firstly, the sensors are used to collect the physical quantities: thermal couple to

measure temperature, humidity sensor to measure relative humidityse@€br
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to measure C@concentration. The actual physical quantity that humidity sensor
and CQ sensor collectes voltage. Voltage is known & analog signal that

cannot be processed by computational application and programs directly.

Hence, secondly, the analog signals are transferred into digital signals. Then they

can be analysed and processed by designed control algorithm.

Then, since the current control signals are collected a transmitted into digital
signals, which and other relevant parameters will be processed by the control

algorithm.

At last, the controller output equaled to the command will be sent to the
air-conditioning equipments which in this project are heater, humidifier and fan.
Based on the controller command, the indoor environment of the controlled

space is modified to meet desired requirement.

The experiments are carried out in October, November, December, January, February
and March. During this period of time, the indoor condition needs to be heated and
humidified since it is colder and drier then the targeted indoor climate, so the heater
and humidifier are utilized in the experiments. The,@Meeded to be controlled at

the acceptable level as long as the air-conditioned is occupied. In the following
sections, the experiment results of indoor temperature, humidity ang CO

concentration are presented.

52 Program of controller

The experiments were carried out on the test rig shown in Figure 5-1 and Figure 5-2.
All the important components are introduced in Section 5.1. The PID control

program of the Eurotherm 3504 is used for the experiments. Since the software
LabVIEW can be used to program the Eurotherm 3504 controller and is a very

convenience and powerful software for controller design and implement, it is utilized
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in this research. The LabVIEW driver and program for operationg the Eurotherm
3504 PID controller can be downloaded from internet [310]. My work includes the
design of the fuzzy logic control program using LabVIEW and then combining the
fuzzy controller with the PID control program. In this way the fuzzy logic controller

is applied to and combined with the PID controller. Hence, in this section, the
program work of the fuzzy logic controller and how it connects to the PID control

program is introduced in detail.

The users interface is shown in Figure 5-9 and its program diagram is presented in
Appendix D. On this interface panel, set-point of the control signal can be set and the

measured values can be observed in the chart and the measured value box.

[ Vishrosourcename  SelpomtVaive Measured vaiue
[T 28- Measured Value - Chart Plot0 Yavd
{ UnnAddre;s(1) = 7
91 25—:
Controller Mode 24':
o Auto 252
Acknowledge All Alarms 20-
@ 13{
ALARM! 15'5 s
4 4= &
2 =5
i 2 E
a2 <
Processor Utilisation in % 10.:
75- 8
50~
6
25
0= — 4=
Key Lock >
UnlockGll®® | ock
0 228
0
E;II—‘—‘—*-1 2 i Time

Figure 5-9 User interface of the controller

In the following part of this section, my work of fuzzy logic control program

development and its connection to the PID controller are introduced in detail. Firstly,
the membership functions of the input and output variables of the fuzzy logic
controller are designed using the fuzzy system designer as shown in Figure 5-10

Figure 5-12. The inputs of the fuzzy system are e (error between the set-point value

153



and measured value can be observed in Appendix D)ear{dhange of e). The
outputs are theAkp, Aki and Akd (the value change of PID parameters). SiAce
can not be typed in the software thp, ki and kd are typed in to represent

Akp, Aki and Akd and it has to be cleared to avoid any misunderstanding.

File Operate Help

Variables l Rules I Test System ]

Inputvariables Inputvariable membership functions

ec

VRS

Output variables Output variable membership functions
N - . -
Ki 08 N =~
g @ 5" - =
E Ps IX
g 04 on =
= 0.2 )

Close

Figure 5-10 Membership functions of error d&pd
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Figure 5-11 Membership functions @ andki

154



File Operate Help

Variables \ Rules | Test System ]

Inputvariables Input variable membership functions
error > 5
N
s »
f=3
o z
g
a PS
3
£ P
o
- -]
Qutput variables Output variable membership functions
z IO »
: ] "
a
= = z
[ x ] £08
b} es
£ 0.4+ 2N
g P
0.2
9 |
-4 4

WO

FERRERE

Close Help

Figure 5-12 Membership function kd

The rule base design of the fuzzy system is shown in Figure 5-13 and there are 49

rules designed. For example, rule 32: when the fuzzy valuearadecare PS and Z,

the fuzzy value okp is NS, which oki is PS and that & is Z.

File Operate Help

Variables | Rules | TestSystem

Rules

27.1F 'error IS"Z AND "ec’ 1S 'PM' THEN 'kp’ IS ‘NI ALSO 'ki' IS 'PW’ ALSO kd' IS ‘NS’
28.IF 'error IS"Z AND ’ec’ 1S 'PB' THEN 'kp' IS ‘NI’ ALSO ki IS 'PM' ALSO 'kd' IS 'Z'
29.1F "error IS"PS’ AND ‘ec’ IS 'NB' THEN 'kp’ IS 'PS'ALSO 'Ki' IS ‘NM' ALSO 'kd' IS 'Z'
30.IF "error IS’PS’' AND ‘e’ IS NI THEN ‘kp’ IS 'PS’ ALSO ki’ IS 'NS' ALSO 'kd' IS 'Z/
31.1F 'error IS’PS’ AND ‘e’ IS NS THEN 'kp’ IS 'Z" ALSO ki’ IS 'Z' ALSO 'kd' IS 'Z'
32.IF "error IS 'PS’ AND ’ec’ IS 'Z THEN 'kp' IS 'NS' ALSO ki’ IS 'PS’ ALSO kd' IS Z/
33.IF "error IS 'PS’ AND ’ec’ IS 'PS' THEN 'kp'1S ‘NS ALSO 'ki' IS 'PS' ALSO kd' IS 'Z

24 1C 'aren £1Q DO AMN ‘n s 1C DA TUCA ! 10 KIS AL GO L 10 "DEY AL QO L 10 771

HERHE

[m]

Defuzzification method

| consequents

Center of Area =l
Antecedents IF THEN
error [« = =]z [=] | ke [«] = |Ps
. ec [=]| = [=]|ns [« | & [=] = [ns
kd [=] = |ns
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Figure 5-13 Fuzzy rule base
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File Operate Help
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Figure 5-14 Test of fuzzy system

Then the developed system can be tested as shown in Figure 5-14. It shows when the
actual value of e andc are -1 and 1 after the fuzzy calculation process including
fuzzification of inputs, getting outputs using the fuzzy rules and defuzzification of
outputs, the resultakp = —0.01,Aki = 0.02 and Akd = —1.40 can be obtained.

In Figure 5-14, it also shows the input/output relationship. The x axis and y axis are

inputs e aneécand the z axis is the outpkd.

Then load the load the designed fuzzy system using the fuzzy system load virtual
instruments (VI) as shown in Figure 5-15. After loading the fuzzy system,
modifications can be made and saved in the front panel of the fuzzy system load VI
as shown in Figure 5-16. On the left top part of Figure 5-16, the designed fuzzy
system file can be chosen and loaded. On the right part, the information of the input
variables, output variables and the fuzzy rules are presented and can be modified and

changed.
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Figure 5-16 Front panel of fuzzy system load VI

The next step is to implements a multiple input multiple output (MIMO) fuzzy logic
controller for the designed fuzzy logic system as shown in the Figure 5-17. The
information of the introduced fuzzy system is transmitted to the MIMO fuzzy
controller and its program is shown in Figure 5-18. As the full information of the
fuzzy system is loaded to the fuzzy logic controller, the outputs can be obtained
based on the inputs and fuzzy information. As presented in Figure 5-18, firstly, the
inputs e anceec are fuzzified by their membership function and their fuzzy values are
obtained. Then the fuzzy values of the outputs are determined by the fuzzy rules.
Finally the outputs are defuzzified by their membership functions and the

Akp, Aki and Akd values are obtained.
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Figure 5-17 MIMO fuzzy controller
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Figure 5-18 Program diagram of fuzzy controller
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Figure 5-19 Program of sendifg, ki andkd to the PID controller



Using the equationskp = kp + Akp, ki = ki + Aki,and kd = kd + Akd and the
values of the PID parameters can be calculated. Then the PID parameters are
provided to the Eurotherm PID controller for improving the performance and indoor
climate quality as shown in Figure 5-20. Hence, the novel indoor climate quality
control strategy based on PID control and fuzzy logic control technology is proposed
and used in the experiments in this research. The full program diagrams of the fuzzy
logic controller and the fuzzy based PID controller are presented in Appendix D. The
PID program can be used to control the Eurotherm 3504 PID controller for the
temperature, humidity and GQcontrol. The fuzzy logic controller is used to
automatically tune the PID parameters and in this way, the proposed fuzzy PID
controller is investigated by the experiments. The experimental results are presented

and analysed in the following sections.
5.3 Temperature control

The experiments are carried out in the introduced test rig during and using the
program introduced in Section 5.2 the period from Oct-2012 to Mar-2013. When the
outdoor temperature is low, the chamber needs to be warmed. Hence, in the

temperature tests:

the environment chamber (shown in Section 5.1) is used to simulate the

air-conditioned zone;
the thermal couple (see Figure 5-4) is used to measure the indoor temperature;

the heater is used to heat the air to certain temperature and which is supplied to

the indoor space through the air duct;
the heates working power is controlled by the fuzzy-PID controller;

the set-point of indoor temperature is chosen to B€ 2hich is a middle value

of comfortable temperature in the period when the outdoor temperature is under
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10°C according to ASHRAE 55-2010 [3[11

the working hour (when the office is occupied) is selected between 9:30 to

19:00.

In order to simulate any conditions that this controller may encounter in real

buildings, the following adjustments were taken:
The starting temperatures are different based on the outdoor temperature.

The door and windows (the door of chamber is used to simulate the door and
windows of office) are open in different frequency as people may open the

windows and walk in or out the office through the door.

The measurements as shown in Figure 5-20 indicate that it takes about from fifty to
seventy minutes to bring thentrolled zone’s to the set-point from various starting
temperature values by the proposed fuzzy-PID controtiéledomes shorter if the
starting temperature is higher and the air-conditioned zone is sealed well (door and
windows are not open). If the starting temperature is lower and the door and
windows are frequently opethe controller takes longer time to get the chamber’s
temperature to the set point. All measurements indicate that the controller did not
take more than sixty minutes to bring the indoor temperature up°@® wWhich is

within the 80% satisfaction bandwidth according to ASHRAE 55-2010 [311] in any
conditions (the condition that the door and windows are open all the time is not
considered in our experiments since it is unlikely to happen). Hence, the fuzzy-PID
control is started to control and operate the heater at 8:30 when is one hour before the

selected working hours in our experiments.
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Figure 5-20 Indoor temperature measurement

Figure 5-21 presents the measurement of indoor temperature change in one working

day in October 2012. The starting temperature is abdi@ &4d it can be seen that

the indoor temperature is quickly raised to the set-point with heating. During the

working hours from 9:30 to 19:00 the indoor temperature is generally kept between

20°C and 21C. It can be observed that the curve of indoor temperature is relative

stable and there is no sharp change during the working hours. This means that the

indoor temperature is well controlled by the proposed fuzzy-PID controller.
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Figure 5-21 Indoor temperature monitored in Oct-2012

161



25

g A" VA~ A

@/20

=

©

o 15

=/ L\_

L 10

p—

3

gl 5

£

0

O O O O O O O O O O o oo o o o
S el e e R B B
S 6 6 6688868886 6 &
NN doomnm T aon N d9o n oA
00 O O d . N N < 10D O NN OW OO O
O O ™H ™ ™ = ™= ™Y ™ ™= = = «— «—«

Figure 5-22 Indoor temperature monitored in Nov-2012

Figure 5-22 presents the measurement of indoor temperature variation in one
working day in November 2012. The starting indoor temperature is abitiasthe
outdoor temperature is lower than that in October. The system starts at 8:30 and the
indoor temperature is raised fast and brought to set-point at first. Then indoor
temperature is varying around°Zlduring working hours and there is no big over
short and sharp change. This means the controller has good control accuracy and

adaptability.
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Figure 5-23 Indoor temperature monitored in Dec-2012
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Figure 5-23 presents the measurement of indoor temperature variation in one
working day in December 2012. The starting indoor temperature is abOub8
simulate December’s outdoor temperature. The system starts at 8:30 and the indoor
temperature is raised fast and brought to set-point at first. Then the indoor
temperature is relative steady and kept around the set-point. However, there are two
periods: one between 10:00 and 11:30 and the other one between 14:10 and 14:50
when the indoor temperature is even lower thal€2dnd around &. These large
temperature fluctuations were due to the windows of the office being open for a
while. Even though the indoor temperature is strongly affected by the outdoor cold
air, acceptable indoor temperature (that is lower than the set point in this experiment
but is within the comfortable bandwidth) is still provided. This shows that the

proposed temperature controlisrobust and stabil the disturbances.

The indoor temperature variation during one working day in January 2013 is
presented in Figure 5-2Zhe indoor temperature starts at abol@ @nd the system

starts at 8:30. The curve clearly presents that at the beginning of the control process,
the indoor temperature is quickly brought up to aboG€1#nd then there is a drop
which might be caused by opening the windows or the door. Then the indoor
temperature is back on track of rising up until reaching the set-point and the indoor
temperature is varying around the targeted temperature until 19:00 when the system

is shut down.
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Figure 5-24 Indoor temperature monitored in Jan-2013
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Figure 5-25 Indoor temperature monitored in Feb-2013

Figure 5-25 presents the indoor temperature monitored in one working day in
February 2013 and the profile of indoor temperature measurement in one working in
March 2013 is shown on the curve in Figure 5-26. Two curves show similar results:
during the working period between 9:30 and 19:00 the indoor temperature is kept
around the desired temperature. There are some variations due to disturbances but the
proposed intelligent temperature controller is able to bring the indoor temperature

back to the set-point and there is no unstable condition occurred based on our
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observation.
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Figure 5-26 Indoor temperature monitored in Mar-2013
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Figure 5-27 Monthly mean indoor and outdoor temperature during the experimental
period

In Figure 5-27, monthly mean indoor and outdoor temperatures during the
experiments period from October 2012 to March 2013 are presented. As it is shown

in the figure, the symbol * represents the monthly mean indoor temperature during
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the whole control hours between 8:30 and 19:00 and they varies betwe¥n drd8
20.4C. They are about’C lower than the desired indoor temperature because at the
beginning of control process in each day, the indoor temperature is similar to the
outdoor temperature and the average of which is also presented in Figuren5-27. |
this figure, the symbol + represents the monthly average of the indoor temperature
measured after the control process enters the steady state (that can be considered as
starting when the indoor temperature reaches the set-point for the first time). It can
be observed that the monthly mean indoor temperatures in steady state are lying
between 208 and 21.3C. The lowest monthly mean indoor temperature is
measured in December 2012. The major reason causes such result is that during this
month the controller is tested in the conditions that the windows are opened for
relative long time or with high frequency. Hence, the mean indoor temperature is
affected by the outdoor temperature more easily and is lower than those in other
months. Such results prove that the proposed fuzzy-PID temperature controller has

good control performance that the steady error is small.
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Figure 5-28 Monthly standard deviation of indoor temperature

Besides mean of the collected data as presented in FigureaBe#i¥er characteristic

feature, standard deviation of the measured temperature is calculated to investigate

166



the proposed temperature controller. The monthly standard deviations of indoor
temperature in steady state are presented in Figure 5-28. The highest standard
deviation of the indoor temperature is gotten in December 2012 because during this
month the controller is tested in the conditions that the windows are opened for
relative long time or with high frequency (the same reason that causes lower indoor
temperature). Hence, the disturbances occurred in the indoor environment are more
often and this leads to higher standard deviation since standard deviation shows how
much variation or dispersion from the average exists. Generally, according the results,
the monthly standard deviations are all small and this means the controlled indoor
temperature data collected in the experiments tend to be very close to the mean and
are spread over a small range of values. Therefore, the experimental results show that
the fuzzy-PID temperature controller has good control performance of stability and
adaptability on indoor temperature control and comfortable indoor temperature can

be provide to the air-conditioned zone by the control of the proposed controller.
54 Relative humidity

In the experiments, the indoor relative humidity is controlled by the fuzzy logic

based PID controller. The experiments are carried out on the test rig introduced in
Section 5.1 using the program introduced in Section 5.2. The control performance of
the proposed indoor humidity controller is investigated by series of the experiments
that are introduced in this section. The experiments are carried out in the test rig
during the period from Oct-2012 to Mar-2013 when the outdoor environment is dry
and the indoor climate is needed to be humidified. Hence, following preparations

should be done for the humidity tests:

the environment chamber (shown in Section 5.1) is used to simulate the

air-conditioned zone;

the humidity sensor (see Figure 5-5 and Table 5-1) is used to measure the indoor
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relative humidity; the output of the sensor is direct current voltage value that can
be transferred in to relative humidity value by the give equation as shown in
Table 5-1; and in this section, all the profiles of relative humidity are presented

in RH(%);

the humidifier is used to humidify the air to certain humidity level and the air is

supplied to the indoor space through the air duct;

the humidifier’s working power is controlled by the control program shown in

Section 5.2;

the recommended indoor relative humidity range is between 30%-60%
according to the ASHRAE studies [7]; as it is a wide range and to test the control
accuracy, the set-point of indoor relative in this research is chosen to be 55%;
and the indoor relative humidity is controlled to be varying between 50% and

60%;

the working hour (when the office is occupied) is selected between 9:30 to

19:00.

In order to simulate any conditions that might happen in real application of our

controller in real buildings, the following work has been done:

The starting relative humidity in each day is different based on the outdoor

environment.

The door and windows (the door of chamber is used to simulate the door and
windows of office) are opened in different frequency as people may open the
windows and walk in or out the office through the door. Such activities may

introduce disturbances to the control process.

The tests are to investigate the indoor relative humidity rising speed in 2 typical
conditions:
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The indoor space is sealed well (windows and door are kept closing).

The disturbances were introduced to the indoor environment by door and

windows being frequently opened (and close).

Based on our measurements, it takes about 60 minutes to 90 minutes to bring the
indoor RH to the set-point. It takes shorter to bring indoor relative humidity to the
set-point if the starting value is higher and the air-conditioned zone is sealed well
(door and windows are not open). On the other hand, it takes longer if the starting
relative humidity is lower and the door and windows are frequently open. In addition,
all of our measurements prove that control system is able to bring the relative
humidity in the medium office area up to 30% which is the lower limit of acceptable
relative humidity range within 30 minutes in any conditions (the condition that the
door and windows are open all the time is not considered in our experiments since it
is unlikely to happen). Therefore, the radial basis function neural network based PID
controller is started to control and operate the humidifier at 9:00 when is thirty

minutes before the selected working hours in our experiments.
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Figure 5-29 Indoor RH monitored in Oct-2012

Figure 5-29 presents the measurement of the indoor relative humidity change in one
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working day in October 2012. The starting relative humidity level is about 20% and

it can be seen that the indoor relative humidity level is quickly raising upper than
30% and then is brought to the set-point. During the working hours from 9:30 to
19:00 the indoor relative humidity is generally kept between 50% and 60%. It can be
observed that the curve of indoor temperature is relative stable and there is no sharp
change during the working hours. This means that the indoor relative humidity is

well controlled by the proposed humidity controller.

Figure 5-30 presents the measurement of indoor relative humidity variation in one
working day in November 2012. The starting indoor temperature is about 19% as the
environment is drier. The system starts at 9:00 and the indoor relative humidity is
increasing fast and is then brought to set-point at first. Then the indoor relative
humidity is relative steady and kept varying within the targeted range. However,
there is a period between 15:00 and 16:20 when the indoor relative humidity is
varying sharply. Because, during this period, the windows of the office are open for a
while and the indoor environment is influenced by the outdoor dry and cold air that
the caused the indoor relative humidity level changed frequently and sharply.
However, although the disturbances lead to the sharply variation in the humidity
control process, there is no unstable state occurred and the indoor relative humidity is
varying within the desired range. This shows that the proposed temperature controller
has good robustness and stability when the disturbances keep being introduced to the

system.
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Figure 5-30 Indoor RH monitored in Nov-2012
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Figure 5-31 Indoor RH monitored in Dec-2012

The indoor relative humidity variation curve based on the experimental test taken in
one working day in December 2013 is presented in Figure 5-31. It presents that the
indoor relative humidity level is 20% at time 9:00 when the control system starts
working. At the beginning of the control process, the relative humidity level keeps
increasing towards the desired output. After that the indoor relative humidity is
varying within the targeted range. Then it can be observed that the indoor relative
humidity level is lower that 50% which is the lower limit of the targeted range at

12:30 and 13:30. The sudden change of the indoor environment caused by windows
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opening ortemperature change may lead to such results. Then the system quickly
reacts to this change and brings the indoor relative humidity back to the desired
range. During other time of the working hours, the relative humidity is well

controlled.
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Figure 5-32 Indoor RH monitored in-Jan 2013

Figure 5-32 shows the curve of indoor relative humidity change in one working day
in January 2013. In order to test adaptability and stability of the newly designed
humidity controller, the disturbances are kept introducing to the indoor environment
during the work period in this day. In the experiment, the disturbances are simulated
by opening the door of chamber (as the windows and door of the office) and bringing
in dry air into the chamber. Hence, the variation in this day is bigger than the
previous tests and there is a period the indoor relative humidity is lower than 50%.
However, the control performance is acceptable in general since the indoor humidity
level is controlled within the targeted range except one period of time. Moreover, in
most of the time, the indoor relative humidity is change smoothly and is spread with
in a small range. The stable steady state and good adaptability of control process is

guaranteed by the novel humidity controller.
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Figure 5-33 Indoor RH monitored in Feb-2013

70

60

vy
<
R 40
N—r
T
v 30 \
20
10
0_
O O O 0O O 0O 0O 0O 0O 0O 0O OO0 O o o o o o
2999999999099 99e999¢9¢9
O O O O OO O OO0 000 OO0 OO OO o oo o
Ao INAdOoTINSITISI AT
0 AN O o A N < <D O O 0 O OO
O O O 1 ™ v v = o =+ o o = = = NN

Figure 5-34 Indoor RH monitored in Mar-2013

Figure 5-33 presents the indoor relative humidity monitored in one working day in
February 2013 and the profile of indoor relative humidity measurement in one
working in March 2013 is shown on the curve in Figure 5-34. Two curves show
similar results: during the working period between 9:30 and 19:00 the indoor relative
is kept around the desired range. There are some variations due to disturbances but
the proposed intelligent humidity controller is able to bring the indoor relative
humidity back to the targeted range and there is no unstable condition occurred based

on our observation.
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Figure 5-35 Monthly mean indoor humidity

In Figure 5-35, monthly mean indoor relative humidity levels during the experiments
period from October 2012 to March 2013 are presented. As it is shown in the figure,
the symbol * represents the monthly mean indoor relative humidity during the whole
control hours between 9:00 and 19:00 and they varies between 51.1% and 53.0%.
They are about 2%-4% lower than the set-point because at the beginning of control
process in each day, the indoor relative humidity much lower than the set-point due
to the outdoor environment. In this figure, the symbol + represents the monthly
average of the indoor relative humidity measured after the control process enters the
steady state (that can be considered as starting when the indoor relative humidity
level reaches the set-point for the first time). It can be observed that the monthly
mean indoor relative humidity levels in steady state are lying between 53.0% and
54.8%. The lowest monthly mean indoor temperature is measured in January 2013.
The major reason causes such result is that during this month the controller is tested
in the conditions that the windows are opened for relative long time or with high
frequency as discussed in previous paragrdjpdmce, the mean indoor relative
humidity level is affected by the outdoor climate more easily and is lower than those

in other months.
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Besides mean of the collected data as presented in Figure 5-35, standard deviation of
the measured relative humidity level is calculated to investigate the proposed
temperature controller. The monthly standard deviations of indoor relative humidity
level in steady state are presented in Figure 5-36. The highest standard deviation of
the indoor temperature is gotten in October 2012 and January 2013 because during
these months the controller is tested in the conditions that the windows are opened
for relative long time or with high frequency (the same reason that causes lower
indoor temperature). Hence, the disturbances occurred in the indoor environment are
more often and this leads to higher standard deviation since standard deviation shows
how much variation or dispersion from the average exists. Generally, according the
results, the monthly standard deviations are all small and this means the controlled
indoor relative humidity data collected in the experiments tend to be very close to the
mean and are spread over a small range of values. Therefore, the experimental results
show that the RFBNN-PID humidity controller has good control performance of
stability and adaptability on indoor humidity control and comfortable indoor
environment can be provided to the air-conditioned zone by the control of the

proposed controller.
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Figure 5-36 Stand deviation of indoor relative humidity
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55 Carbon dioxide concentration

Indoor air quality improvement using advanced control method is investigated by
experiments in laboratory. As it introduced in Chapter 1, during the experimental
work, the indoor C@ concentration is controlled by the fuzzy logic controller. The
experiments are carried out in the test rig by using the introduced program during the
period from Oct-2012 to Mar-2013. The outdoor Clevel is about 300ppm -

400ppm and preparations of the £18sts are as follows:

the environment chamber (shown in Section 5.1) is used to simulate the

air-conditioned zone;

the carbon dioxide monitoring module (see Figure 5-6 and Table 5-2) is used to
measure the indoor G@oncentration; the measured value is voltage that can be

transferred into ppm according to the voltage-ppm relation shown in Table 5-2.
the fan is used to bring the fresh air into indoor space through the air duct;

the working power (speed) of the fan is controlled by the proposed fuzzy-PID

controller in experiments;

the CQ concentration in this project is kept below 1,000 ppm which is
suggested as the upper limit of healthy indoor @&l [7]; some studies prafe
650 ppm but that set-point may require the ventilation system working all the

time;

the working hour (when the office is occupied) is selected between 9:30 to

19:00.

The chamber is used to test the controller for, €antrol. In order to simulate any
conditions that might happen in real implement of our controller in real buildings, the

following conditions has been simulated:
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The door and windows (the door of chamber is used to simulate the door and
windows of office) are opened in different frequency as people may open the

windows and walk in or out the office through the door.

The office is unoccupied sometimes, for example people working in the office
may go for lunch. To simulate this condition, people would leave the laboratory

and make sure no one is near to the chamber.

The occupancy level may increase and be higher than normal for a while, for

example people from other places may enter this office for work or business.
People may come to work earlier or later than regdagdule.
People may leave earlier or later than regular schedule.

The CQ is known as a type of occupant-related indoor air pollutant and it is only
generated by human beings in an office area. Hence, when the air-conditioned space
is unoccupied there is nBO, generated. This means that the indoor, C&vel

should be the same or similar as the outdoos @@l at the beginning of each day.
Then when people come to work and the office is reoccupied thes@@s to
increase mainly based on the indoor occupancy level. As the indopte@€) is

moving towards the C{Oset-point the fan will starts working to bring fresh air into

the indoor environment in order to keep the indoor, @0acceptable level. Thus, in

the experimental tests, the control system does not need to be triggered before the
working period (9:30 in the morning). The controller will decide when to turn on the

ventilation based on its algorithm.
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Figure 5-37 Indoor C@level monitored in Oct-2012
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Figure 5-38 Indoor C@level monitored in Nov-2012

The indoorCQO; level variation during one working day in October 2012 is presented

in Figure 5-37. The test was carried out in the experimental chamber. It can be
observed that at the beginning of the day the indoos IE@el is 343ppm that is
similar to the outdoor C&evel. Then, starting at 9:30 the indoor £€ncentration

is increasing rapidly as there are people working in the indoor space based on the
regular schedule. To simulate this condition, the researcher would start breathing into
the chamber. The rising speed of £€ncentration starts to slow down after it

reaches 840ppm in this experiment. This means the fan is switched on by the control
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command and fresh air is supplied in to the office area (chamber). Then the curve of
CO; is varying around 1000ppm within small range. Then, people leave the office at
12:10. In this case, make sure no one is near to the experimental chamber. As a result
the indoor CQ begins to decrease and is brought down to 838ppm at 12:30. In the
following period, the C@level begins to increase again as people come back to the
monitored room. Then between 14:00 and 14:50, the condition that people from
other place enter this office area and stay for a relative long period is introduced to
the control process. Since the occupancy level is higher than regular the indoor CO
level keeps increasing and being higher than the set-point. In order to simulate the
condition that the occupancy level is higher than regular, researcher would breathe
into the chamber in higher frequency or breathe directly to thesgé@sor. But this
situation does not last for long as the novel indoor air quality controller learns the
situation and modifies the control parameter and then, the I©@Il starts to
decrease before people leaving. After people leave the office, theleR€) is

brought down to the set-point.
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Figure 5-39 Indoor C@level monitored in Dec-2012

The profile of indoor C@variation based on the control of the proposed controller in
one working day in November 2012 is presented in Figure 5-38 and Figure 5-39

shows the C@change in December 2012. The figures show similar results as that of
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the experiment in October. The g@@vel starts to increase at 9:30 when people
come to work and then varies spread in small range near the set-point. During the
lunch break time, the COlevel keeps dropping as there is no person in the
air-conditioned space. In addition, there is a period in each day when the indoor
occupancy is higher than normal. At the beginning of this period, the indogr CO
maintains high level but later the controller is able to bring the indogr&@Il back

to the right track and people are not exploring in the undesired environment for long.
Moreover, the condition that people leaving the office at about 17:00 that is much
earlier than the schedule time is simulated in the experimental test. Results show that
the CQ level starts decreasing when people leave and the dropping speed is fast at
first because of the ventilation and then slower. It means no over ventilation is

occurred.

The indoor CQ concentration observation of one working day in January 2013 and
another in February 2013 are shown in Figure 5-40 and Figure 5-41. Similar results
are collected that the GQroncentration begins to increase at about 10:10 in the
morning since the air-conditioned zone is occupied later than usual. During the
whole working hours, the indoo€O, level is controlled well lying within the

acceptable range near 1000ppm and there is not any unstable situation occurred.
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Figure 5-40 Indoor C@level monitored in Jan-2013
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Figure 5-41 Indoor C@level monitored in Feb-2013

The curve in Figure 5-42 represents the variation of indoard@@centration in one
working day in March 2013. Different from the previous four experiments, the
occupied period is based on the regular schedule from 9:30 to 19:00 and there is
lunch break between 14:00 and 14:30. The experimental results prove that the
proposed indoor air quality controller is able to provide the acceptable indoor air

quality by keeping C@concentration at acceptable level.
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Figure 5-42 Indoor C@level monitored in Mar-2013
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Figure 5-43 Mean indoor CQevel

In Figure 5-43, monthly mean indoor g@vels during the experiments period from
October 2012 to March 2013 are presented. As it is shown in the figure, the symbol *
represents the monthly mean indoor Q€vel during the scheduled occupied hours
between 9:30 to 19:00 and they varies between 875ppm and 944ppm. They are about
125ppmm to 60ppm lower than the set-point because at the beginning of control
process in each day, the indoor &@uch lower than the set-point due to the outdoor
environment. In this figure, the symbol + represents the monthly average of the
indoor CQ measured after the control process enters the steady state (that can be
considered as starting when the indoor,d&¥el reaches the set-point for the first
time). It can be observed that the monthly mean indoor relative humidity levels in
steady state arlying between 939ppm and 994ppm. Hence, the indoop CO
concentrate is kept at acceptable level and the small steady error could also mean that

no over ventilation is caused during the controller working hours.
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Figure 5-44 Maximum indoor CQevel

Moreover, different from temperature and relative humidity that are needed to be
controlled within a range, the indoor @@®vel is needed to be control under a
certain level. Hence, when the windows are open or the air-conditioned zone is
unoccupied, the indoor GQevel goes down and in this case the indoog €&h be a

lot lower than the set-point. For this reason, the values of indogrc@@entration

are spread in a relative range and the standard deviation is not suitable to understand
the performance of indoor air quality controller. Therefore, maximum is used to
investigate the proposed temperature controller. The monthly maximum values of
indoor CQ level in steady state are presented in Figure 5-44. Generally, according
the results, the biggest maximum value in each day is 1088ppm which is not harmful

to human body if such level does not maintain for long period.
5.6 Summary

In this chapter, the experimental investigation has been carried out to test the
performance of the fuzzy-PID controllers for indoor temperature control, indoor
humidity control and indoor C{evel control. In the experimental investigation, the

controlled indoor space is an environmental chamber used to simulate a medium
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office area for four to six people; the control signals are: temperature, relative

humidity CQ.

In order to get more accurate results, the experimental tests were carried out over a
wide range of period for October 2012 to March 2013. The selection of this period is
that in the summer season, indoor temperature is within the thermal comfort
bandwidth according to ASRHAE [311]; therefore, the control for this period is not
necessary. During the environments period the indoor environment is needed to be
heated and humidified and ventilation is also needed when indoor space is occupied.
For this reason, this is good timing to investigate the performance of the introduced
controllers. The experiments are carried out in working days and the scheduled

working hours are chosen as between 9:30 and 19:00.

The experimental tests are carried out on the test rig as shown in Figure 5-1. The
main part of the test rig is an environmental chamber as shown in Figure 5-2 used to
simulate the indoor office area. Three types of sensors: thermal couple, humidity
sensor and CPsensor are installed inside the chamber. Then, designed control
program of the three novel controllers will be used to analyse the collected signals
and other relative information. The control command will be sent to the
air-conditioning devices: heater, humidifier and fans through the controller and
drives. Finally, the indoor climate is changed by the work of the air-conditioning
devices. As the control circle keeps running, the indoor environment quality is
modified according to the desired requirements and the experimental results are

concluded in this section.

Temperature

The tests of indoor temperature control are carried out through the period from
October 2012 to March 2013. In this thesis, the temperature measurements from six

working days, one from each month are drawn in curves as shown in Section 5.2.
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Moreover, the characteristic features: mean and standard deviation of the collected

data are calculated to help to analgeetroller’s performance. The results show that:

At the beginning of each day when the indoor temperasugenerally 16C to

15°C lower than the set-point, the controller is able to bring the indoor
temperature to the desired level rapidly. Hence, the indoor temperature is well
controlled during thisime. The controller is proved to have fast rising speed and

small overshot.

When the control process enters the steady state, the indoor temperature settles,

stays relative stable and varies without big and sharp change.

The monthly mean temperature as presented in Figure 5-27 shows the controller
has small steady error that control accuracy can be guaranteed. The maximum

error percentage is 9.4% and average control accuracy is 4.4%.

When there are disturbances (opening the windows or door that causes the
indoor condition suddenly changed) introduced to the indoor environment, the
response of the controller to the disturbances is quick and there is no unstable
situation occurred. This proves the fuzzy logic control rule has excellent

performance on enhancing the PID temperature control.

The standard deviation as shown in Figure 5-28 prove that the indoor
temperature is controlled to be varying close to the set-point and spread over
small range. This result shows that the control has excellent stability and
adaptability. Hence, the indoor temperature can be well controlled in any

situations.

Humidity

Indoor relative humidity is investigated by the experimental tests taken between

October 2013 to March 2013 when then indoor environment needs to be humidified.
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The profiles of the indoor relative humidity variation in six working days one in each
month are presented in Section 5.3. Moreover, the characteristic features: mean and
standard deviation of the collected data are calculated. They can help to analyse

controllers performance. The results show that:

At the beginning of each day, the indoor relative humidity is about 30% lower
than the set-point range. The controller is able to raise the indoor relative
humidity to the desired level rapidly. Hence, the indoor relative humidity is well

controlled during this time.

When the control process enters the steady state, the indoor relative humidity is
brought towards the set-point. Then it varies around the set-point without big

and sharp change.

The monthly mean relative humidity as presented in Figure 5-35 shows that
mean values are all very close the set-point. Hence, the controller has small
steady error that control accuracy can be guaranteed. The control accuracy is

about 3.2%

The situations that the disturbances (opening the windows or door that causes the
indoor condition suddenly changed) introduced to the indoor environment are
simulated. Response of the controller to the disturbances is quick and there is no
unstable situation occurred. This proves the neural network algorithm has

excellent performance on enhancing the PID humidity control.

The standard deviation as shown in Figure 5-36 prove that the indoor
temperature is controlled to be varying close to the set-point and spread over
small range. This result shows that the controller has excellent stability and
adaptability. Hence, the indoor relative humidity can be well controlled in any

situations.
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CO;

In this thesis, the data of indoor g©hange collected in six working days, one in
each month (October 2012 ~ March 2013) are presented in Section 5.3. Moreover,
the characteristic features: mean and maximum of the collected data are calculated to

help to analyse controlle&rperformance. The results show that:

At the beginning of each day, when the CO2 level is increasing towards
1000ppm, the controller starts to control the fan to supply fresh air into the

indoor zone. Results show that the CO2 is well controlled during this period.

When the control process enters the steady state, the indoor CO2 is varies around
the set-point without big and sharp change. This shows the controller has good

performance of stability.

The monthly mean CO2 level as presented in Figure 5-43 shows that mean

values are all very close the set-point.

The maximum CO2 levels in each month are shown in Figure 5-44 and the
biggest maximum value is under 1100 ppm which means thec@@entration

is kept within the acceptable level.

These two characteristic features show that the indoor air quality is maintained

well when there is no over ventilation.

When the situation that the indoor occupancy level suddenly increases, the
controller is able to quickly modify its control parameters. The results show that

the CO2 level is well under control and there is no poor air quality provided.

When the occupancy level suddenly decreases, the controller also quickly reacts

to the situation and there is no over ventilation occurred.
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Chapter 6 Discussion, conclusion and futurework
6.1 Discussion

In this section, the performance of the proposed controllers is firstly discussed based
on the theoretical analysis, simulating test and experimental investigation. Then, the
improvement of indoor climate because of the novel controllers is descried. Finally,
the concept of controller design introduced in this thesis for indoor environment

quality control development is discussed.

6.1.1 Performance analysis based on theoretical and ssmulation analysis
Fuzzy-PID

A fuzzy-PID controller is designed for the indoor environment quality control

because:
PID controller is suitable for various control object including indoor climate,

fuzzy logic control for optimal PID parameters tuning to ensure adaptability to

different situations,
better PID control parameters selection can ensure the desired system output,
robustness to ensure stability.

In order to optimize its capability of indoor environment quality control before
putting into real implement simulating tests are carried out to investigate the
controllers performance. In Section 4.1, temperature is used as the control signal to
test the fuzzy-PID control performance by simulation. The step input sgnaéd

as the control reference for the test. The simulating results show that proposed
intelligent temperature controller may have excellent performance on indoor

temperature control as:
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Simulating results show that the optimized i and kg can be gained based on
the system output error (e) and the change of system output egrdyy(the
fuzzy rules. The obtained PID parameters are suitable for keeping or bringing the

control process to the steady state.

The robustness shows good control accuracy and there is no overshot and steady

state error.

Different k, k and k values are obtained in different situations. The time
constant is 0.033s and the settling time is 0.092s while the sampling interval is

0.001s.

Simulate results prove that to apply the fuzzy logic rule to a PID control process
can improve the performance of both the PID controller and the fuzzy control

itself.

Then the experiment investigation is carried out and the improvement of indoor

environment is discussed in next section.

RBFNN-PID

A RBFNN-PID control could be excellent to deal with the humidity control problems

The indoor humidity can be well control since:

PID controller is suitable for various control object including indoor humidity

control,

RBF neural network has fast processing speed to ensure that best PID value can
be obtained as long as there is indoor climate change, in which way the stability

and adaptability of the proposed controller can be guaranteed.

better PID control parameters selection can ensure the desired system output,
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robustness to ensure stability.

In order to optimize its capability of humidity control before putting into real
implement simulating tests are carried out to investigate the consoller

performance.

RBF neural network has fast processing speed and this ensures that the controller

quickly reacts to the indoor environment change,

The regulation of the PID parameters using RBF neural network is a complex
mission and the tuning process based on Jacobian informationy, Thand k

are kept modifying for the optimised values along with change of Jacobian
values in different situations or when disturbances introduced to the control

process.

Simulating results show that the Jacobian matrix is able to ensure the best PID
parameters obtained especial when there is disturbance or the change of the
reference value. PID parameters are quickly modified to meet the control

requirement and good control performance is guaranteed.

Control system has fast response speed while using step input. The time constant
is 0.02s and settling time is 0.335s while the sampling interval is 0.001s.
Moreover, zero overshot and steady state error show good control accuracy and

stability.

BPNN-PID

Recent studies claim that indoor air quality can significantly affect the psople
health and productivity. There are many types of indoor air pollutants and it is
impossible to control all of them. Hence, in this project, the GGelected as the
control signal since when G@s controlled at the acceptable level, all the others can

be considered to be kept at the safe level. A BPNN-PID control was designed to
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achieve the goal of maintaining good indoor air quality. Theoretically analysis
according to literatures and its algorithm shows that the novel controller has the

following advantages for CQrontrol:
PID controller is suitable for various control object including IAQ,

neural networks for optimal PID parameters tuning to ensure quick recovery

from disturbances,

back-propagation algorithm for adjustment of weights in neural network to

ensure the system quickly response to indoor climate change.

The simulating tests based on the indoor €@ centration varying model have been
carried out to indicate the BPNN-PID control performance. The simulating results

show that the proposed controller has good control performance as follows:

Control system has fast control speed response to step input. The time constant is
0.02s and settling time is 0.007s while the sampling interval is 0.001s. Moreover,
overshot percentage is 4.2% and steady state error is zero. This shows fast

response speed, good control accuracy and stability.

Back-propagation algorithm helps to update the weights in the network ensures
that the proper weight is updated as the condition change especially when
disturbances are introduced to the control system or the reference signal value

changes.

With the proper weights in the network, the best PID parameters can be obtained

quickly response to any change of the control process.

Hence, simulating results prove that the propose controller can be coping with
time varying parameter since the control strategy can keep optimizing the PID

parameters when there are changes to the control process.

191



6.1.2 Indoor environment improvement

The temperature, humidity and @@oncentration are controlled by fuzzy-PID
controller in the experiments. In this section, the improvement of the indoor
environment as a result of implementing the fuzzy-PID controller is discussed based

on the experimental results.

Temperature

The tests of indoor temperature control are carried out through the period from
October 2012 to March 2013. If the indoor temperature is not proper controlled
during the experiments period, the indoor temperature would be either similar to the
outdoor temperature which is cold or too hot due to overheated. Additionally, the
indoor environment would be not only uncomfortable but also unhealthy for
occupants. The temperature measurements from six working days, one from each
month are drawn in curves as shown in Section 5.3 in this thesis. The results show

that the indoor temperature is well improved by using the proposed controller.

The indoor temperature is similar to the outdoor temperature and is needed to be
heated. The heater starts one hour (this time is chosen based on our
pre-measurement) before the scheduled working hours based on the fuzzy-PID

control. The indoor temperature is brought to the set-point rapidly.

When the control process enters the steady state, the indoor temperature settles,
stays relative stable and varies without big and sharp change. The monthly mean
temperature as presented in Figure 5-27 shows the controller has small steady

error that control accuracy can be guaranteed.

When there are disturbances that cause the indoor environment suddenly change,
the fuzzy logic control rule can quickly learn the situation and modify the

control parameters for better control performance. The disturbances in the
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experiments include 1) open the windows or door (modeled by the door of the
environmental chamber) for long period or frequently; 2) more people enters the
indoor environment (increase the heat source). Results show there is no

unacceptable temperature and overheating happened.

The standard deviation as shown in Figure 5-28 prove that the indoor
temperature is controlled to be varying close to the set-point and spread over
small range. This result shows that the control has excellent stability and
adaptability. Hence, the indoor temperature can be well controlled in any

situations.

Relative humidity

The experiments are carried out in an environmental chamber (used to simulate the
office area) during the period from the October 2013 to March 2013. The indoor
environment needs to be humidified with proper control. Otherwise, the indoor
environment would be too dry or over humidified and it is not a comfortable and
healthy environment for occupants inside buildings. The profiles of the indoor
relative humidity variation in six working days one in each month are presented in
Section 5.4. Moreover, the characteristic features: mean and standard deviation of the
collected data are calculated. The results show that the indoor relative humidity is

well improved by using the proposed controller.

At the beginning of each day, the indoor temperature is much lower than the
set-point. The humidifier starts thirty minutes (based on our measurement since
it generally takes 30 minutes to bring the indoor relative humidity up to the

acceptable level) before the scheduled working hours.

Then the indoor relative humidity level is brought to the set-point and settled

within the acceptable range. The monthly mean relative humidity as presented in
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Figure 5-35 shows that mean values are all very close the set-point. Hence, the

controller has small steady error that control accuracy can be guaranteed.

The situations that the disturbances (opening the windows or door that causes the
indoor condition suddenly changed) introduced to the indoor environment are
simulated. Response of the controller to the disturbances is quick and there is no

unstable situation occurred.

The standard deviation as shown in Figure 5-36 prove that the indoor
temperature is controlled to be varying close to the set-point and spread over
small range. This result shows that the controller has excellent stability and

adaptability.

Hence, the indoor environment is significantly improved by properly controlling

the relative humidity in any situations.

CO;

The tests of indoor C{control are carried out to investigate the indoor air quality
improvement by using the proposed controller. The experiments are carried out
during the period between October 2012 and March 2013. Hence, the indgor CO
level is impossible to bring down to the acceptable level by nature ventilation. The
ventilation with proper control strategy is needed to maintain the indoor air quality
for occupantscomfort and health. The data of indoor £éhange collected in six
working days, one in each month are presented in Section 5.5. Moreover, the
characteristic features: mean and maximum of the collected data are calculated to
help to analyse the indoor environment improvement. The results show that the

indoor air quality is well improved by using the proposed controller.

At the beginning of each day, the indoor €vel is similar to the outdot and

there is no need to start ventilating when it is occupied. Then when thieveD
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is increasing towards 1000ppm, the controller starts to control the fan to supply
fresh air into the indoor zone. Results show that the SQwell controlled
during this period since the rising trend of Q6vel is stopped before it is over

the set-point.

When the control process enters the steady state, the indgeas €fies around
the set-point without big and sharp change. Proper indoor air quality is proved

and it is good to improve peofgeworking efficiency.

The monthly mean COlevel as presented in Figure 5-43 shows that mean
values are all very close the set-point. In addition, the maximum mean CO
levels in each month are shown in Figure 5-44 and the big maximum value is

within the acceptable level.

In order to further test the indoor environment improvement, the disturbances are
introduced to the control process. When the situation that the indoor occupancy
level suddenly increases, the controller is able to quickly modify its control
parameters. The results show that the &@el is well under control and there is

no poor air quality provided. When the occupancy level suddenly decreases, the
controller also quickly reacts to the situation and there is no over ventilation

occurred.

The experimental results show that the indoor air quality is properly controlled
during the working hours. It is maintain at the acceptable level and even when
there are sudden situations happened the indoor I&@I is still controlled

within acceptable level. Moreover, there is no poor indoor air quality and over

ventilation observed in the experiments.
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6.1.3 Discussion of the concept of controller design

The proposed control has been proved to have excellent performance and to be able
to improve the indoor environment quality. Hence, the strategy of designing the

introduce controllers is discussed in this section.

The drawbacks of the current HVAC control technologies are summarized in Section
2.3. These drawbacks limit the use of controllers for indoor environments comtrol. |
order to solve these problems, researchers and engineers are studying on how to
improve the controllefsperformance. Hence, researches have been carried out to
overlap between different categories of controllers for developing control strategies
for different purpose. These studies are based on both the advantages and
disadvantages so that newly designed controllers can have the merits from different

technologies.

Hence, in this thesis, a strategy of designing controller for the purpose of improving
indoor environment quality is introduced: combining the conventional controller and
intelligent control technique to develop novel control strategy. There are three
controllers introduced: a fuzzy-PID controller, a RBFNN-PID controller and a
BPNN-PID controller. The proposed controllers are all designed based on
conventional PID controller and intelligent controllers. The main structure of the
controllers is shown in Figure 6-1. The PID controller is used to control plant
because it is practical and can be used for variety of controls. The PID control is
most widely used control technology even though lots of researchers claim that it has
many disadvantages. The intelligent control is used to tune the PID parameters

automatically for the best PID control performance.
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Figure 6-1 Structure of controller combined PID control and intelligent algorithm

The purpose of using such concept of controller design is to use the merits of each

control method and to avoid the drawback of them.

The advantages and disadvantages of the current control methods are
summarized in Section 2.2 and 2.3. The PID controller is very practical and
widely use for indoor climate control. The performance of PID controller is
mainly based on the selection of the three term parameters and the PID
parameters tuning is based on fleeigners’ experience. Hence the regulation of
PID parameters is a time cost work and incorrect selections may lead to poor
control performance. In addition, the PID controller needs to be designed based
on the building model and mismatch of control object model may lead to poor
control performance. This fact shows that PID controller doses not have very
good adaptability and when there are disturbances the required control
performance cannot be guaranteed. Hence intelligent controller is designed to
regulate the PID parameters automatically to ensure the optimized control output.
Thus, the adaptability and stability of PID controller can be improved by
applying proper designed FLC and NN to the control strategy. In this way, th
control performance of conventional PID controllers can be significantly

improved by working associate with intelligent control technologies.
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The advantages of intelligent controllers compared to conventional control
methods are better adaptability and the robust steady state in any situations.
Intelligent controllers like fuzzy logic control and neural network are suitable for
analyzing complicated indoor conditions such as when there are sudden changes
to the indoor environment. However, their major disadvantage as discussed in
Section 2.3 is difficult to put into real applications. Thus, the PID controller

improves the practicality of the fuzzy logic and neural network.

Combining the conventional PID controller and intelligent controllers has improved
the control performance of both these two types of controllers. The results shown in
Chapter 4 prove the proposed controfiggerformance can be guaranteed by this

type of control concept.

6.1.4 Contribution to knowledge

Q) Summary of shortcomings of current control method for IEQ control

In this research, the current control technologies for indoor environment quality
improvement are reviewed. Moreover, the advantages and shortcomings of these
control technologies are summarized in this research as discussed in Section2.3 and
this is a novel review work in the research area of IEQ control technddaggd on

the review work, the possible ways to improve current IEQ control technologies are

introduced.

(2 Novel control strategy for controller design

In this research, the controllers are developed based on the novel control strategy of
combining the conventional and intelligent control technologies. The principle of the
control strategy is to merge the advantages of both conventional and intelligent
control technologies and avoid their disadvantages. The conventional control selected

in this research is PID control. The intelligent controllers chosen are fuzzy logic
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control and neural net work. By combining with the intelligent controller, the PID
parameters can be automatically tuned for better control performance. By combining
with PID controllers, fuzzy logic control and neural networks can be easily

implemented to applications.

©)] Fuzzy-PID controller for IEQ improvement

In order to analyse improvement of indoor environment quality by using advanced
control method, a fuzzy-PID controller is designed by combing conventional PID
control and intelligent fuzzy logic control. There are some studies related to
fuzzy-PID control [244] but applied this control strategy to indoor environment
quality control is a novel work. The fuzzy-PID control is developed for indoor
climate control including temperature, humidity and indoor air quality control in this
research. Fuzzy-PID controllers can be used instead of linear PID controller in all
classical or modern control system applications. They can convert the error between
the measured or controlled variable and the reference variable, in to a command,
which is applied to the actuator of a process. In this research, the performance of
fuzzy-PID controller is firstly tested by the computational simulation. While using
step signal as the input reference the controller shows good control performance
since the time constant is 0.033s and settling time is 0.092s with sampling interval of
0.001s. Not only fast response speed, the proposed controller also has good control
accuracy and stability since the overshot and steady state error is zero. Then the IEQ
improvement with fuzzy-PID control method is investigated by experiments. In the
experiments, the fuzzy-PID controller is useéa control indoor temperature,
humidity and CQ concentration. The fuzzy-PID control performance is analysed by
the experimental results. The results of temperature control show that the temperature
is controlled to be varying around the set-point and control accuracy is about 4.4%.
The humidity control shows similar results that the control accuracy is about 3.2%.

For the IAQ control the maximum indoor concentration is kept lower than 1100ppm
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which is acceptable and health £@vel although it is slightly higher than the
set-point of 1000ppm. The experimental results show that the proposed fuzzy-PID
controller has good control performance and is able to improve indoor environment

quality.

4) RBFNN-PID control strategy for indoor humidity control

The purpose of this research is to analyse the potential of using advanced control
method to improve indoor climate quality. Hence a novel humidity controller based
on RBFNN-PID control is developed besides the fuzzy-PID controller. The
advantage of RBF neural network is fast processing and learning speed. Hence, the
RBFNN-PID controller is designed for humidity control in order to solve its major
problem as discussed in Chapter 2. The performance of RBFNN-PID controller is
indicted by the computational simulation. While using step signal as the input
reference the controller shows good control performance since the time constant is
0.002s and settling time is 0.335s with sampling interval of 0.001s. Not only fast
response speed, the proposed controller also has good control accuracy and stability
since the overshot and steady state error is zero. The experimental investigation of
RBFNN-PID controller is not included in this research and will be carried out in

future work.

(5) BPNN-PID control strategy for indoor |AQ control

The CQ is chosen as the control signal of IAQ control since when E@ept at
acceptable level most other indoor air pollutants are kept at acceptable levels. The
major difficulties of indoor C@ concentration control include existence of
mismeasurement and disturbances. The disturbance is caused mainly becaigse CO
very sensitive to occupancy level. Hence a novel IAQ controller using BPNN-PID
control technology is developed in this research. The PID controller is used for
indoor CQ concentration control. The neural network is used of PID parameters
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tuning and the back-propagation algorithm is used for updating the weights of the
neural network. The advantage of this control strategy is disturbances resistance and
it is suitable forCO, control. The control performance is verified by simulation using
Matlab code. While using step signal as the input reference the controller shows good
control performance since the time constant is 0.002s and settling time is 0.335s with
sampling interval of 0.001s. The overshot percentage is about 4.2% and the steady
state error is zero. The results show the controller has fast response speed, good
control accuracy and stability. The experimental investigation of BPNN-PID

controller is not included in this research and will be carried out in future work.
6.2 Conclusion
The main works that have been done in this research are concluded in this section.

Firstly, the studies about the current control methods used for HVAC systems have
been reviewed. Then the drawbacks of the current HVAC control methods are
summarized based on the literature review. Since this research aims to analysis the
potential of improving indoor occupantsomfort using novel control strategies, the
future perspectives and approaches that might solve the current control problems are

discussed.

Then, based on the discussion of the advantages and disadvantages of current control
technologies, novel controllers are developed. In this research, three controllers are
developed. Fuzzy PID control is designed for indoor climate control including
temperature, humidity and indoor air quality control. Its principle is introduced in
Section 3.2. The performance of fuzzy-PID controller is investigated by
computational simulations in Chapter 4 and experimental tests in Chapter 5.
RBFNN-PID is designed for indoor humidity and BPNN-PID control is designed for
indoor CQ. Their principles and detailed designs are introduced in Chapter 3. These

two controllers are only tested by computational simulation in this research and the
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experiments to indicate their performance will be carried out in future work. Then the
theoretical analysis is carried out to discuss the control performance. In this way, the

advantages and disadvantages of each proposed controller are understood in advance.

In addition, computational simulations are used to conduct the performance of the
control strategies. This work is necessary because the indexes to evaluate the
controllers can be observed and discussed. This create a way understand the develop
technologieslf there are dissatisfied indexes, the control technologies have to be
modified before applied to real applications. The simulating tests are studied on the
platform of Matlab. The programming codes have been developed to simulate the
control strategies and the indoor environment model for testing the controllers

performance.

Finally, the experiments are carried out in an environmental chamber to indicate
fuzzy-PID controllets performance of indoor temperature, indoor humidity and
indoor air quality in buildings. The environmental chamber is used to represent the
control object, a medium office area. The experiment is carrying out in a wide period
from late fall to early spring. Hence, the indoor environment requires the HVAC
operation of heating and humidifying. A heater, a humidifier and fans are controlled
to manage the indoor climate and the control signals are temperature, humidity and
CO;, concentration. Several conditions that might happen in real buildings have been
simulated to help to test the control performance. The results prove that the indoor

environment has been improved by the fuzzy-PID controller.
6.3 Futurework

The major work of this research is to discuss the potential of improving the indoor
environment quality by using novel controllers. The results show that excellent
control performance and occupantemfort improvement have been achieved. But

there are future works need to be carried out.
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The experimental investigation of RBFNN-PID controller and BPNN-PID controller
will be carried out since they are only tested by computer simulations in this

research.

The indoor environment including temperature, relative humidity and indoor air
quality in a medium office area could be significant improved by using the proposed
controllers based on the experimental results. According to current studies, there are
no model independent HVAC controllers that are suitable for all type of buildings.
Hence, one of the major future works is to improve the contsdfyeacticality and to

apply the proposed controllers to other type of indoor environment. Experimental

investigation should be carried out to study this subject.

In this research, the temperature, relative humidity and &trol are studied
separately. However, in real buildings, the three parameters are affected by each other,
and the change of one parameter may cause other parameters changed. Hence, future
work should be carried out to develop a control strategy that combines the three

controllers together.

According to the experimental results of £€ntrol, the actual indoor occupancy
level can be determined by observing the variation of indoard@@centration. The

CQ;, variation curves in Figure 5-37 Figure 5-42 show that the actual occupancy
level can be different from the scheduled occupancy level (based on the scheduled
work hours). Hence, in order to improve the performance of indoor occupants
comfort control and to avoid over working of the equipments, it is necessary to
include the algorithm of occupant determination in the control strategy. Usiag CO
concentration change can be an efficient way to do this work and studies should be

carried out in future work.
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Appendix A Matlab code of fuzzy-PID control

%Fuzzy Tunning PID Control
clearall;
closeall;

a=newfis(fuzzpid);

a=addvar(anput,'e}[-3,3]); %Parameter e
a=addmf(dinput,1,NB','’zmf\[-3,-1]);
a=addmf(dinput,1,NM','trimf",[-3,-2,0]);

a=addmf(dinput,1,NS' 'trimf',[-3,-1,1]);
a=addmf(dinput,1,Z','trimf',[-2,0,2]);
a=addmf(dinput,1,PS,trimf',[-1,1,3]);

a=addmf(dinput,1,PM", 'trimf',[0,2,3]);
a=addmf(dinput,1,PB''smf,[1,3]);

a=addvar(anput,'ec,[-3,3]); %Parameter ec
a=addmf(dinput,2,NB','’zmf'[-3,-1]);
a=addmf(dinput,2,NM",'trimf',[-3,-2,0]);
a=addmf(dinput,2,NS\'trimf',[-3,-1,1]);
a=addmf(dinput,2,Z','trimf",[-2,0,2]);
a=addmf(dinput,2,PS,trimf',[-1,1,3]);
a=addmf(dinput,2,PM','trimf',[0,2,3]);
a=addmf(dinput,2,PB','smf,[1,3]);

a=addvar(ayutput,'kp',[-0.3,0.3]); %Parameter kp
a=addmf(adputput,1,NB',’zmf\[-0.3,-0.1]);
a=addmf(dputput,1,NM",'trimf',[-0.3,-0.2,0]);

a=addmf(aputput;1,NS' 'trimf',[-0.3,-0.1,0.1]);
a=addmf(aputput,1,Z','trimf',[-0.2,0,0.2]);
a=addmf(aputput,1,PS;'trimf',[-0.1,0.1,0.3]);
a=addmf(aputput,1,PM''trimf',[0,0.2,0.3]);
a=addmf(aputput,1,PB'smf,[0.1,0.3]);

a=addvar(ayutput,'ki',[-0.06,0.06]); %Parameter ki
a=addmf(dputput;2,NB','zmf"[-0.06,-0.02));
a=addmf(dputput,;2,NM",'trimf',[-0.06,-0.04,0]);
a=addmf(dputput;2, NS’ 'trimf',[-0.06,-0.02,0.02));
a=addmf(dputput;2,Z','trimf',[-0.04,0,0.04]);
a=addmf(adputput;2,PS;'trimf',[-0.02,0.02,0.06));
a=addmf(aputput,2,PM', 'trimf',[0,0.04,0.06]);
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a=addmf(adputput;2,PB''smf,[0.02,0.06]);

a=addvar(ayutput,'kd',[-3,3]); %Parameter kp
a=addmf(dputput,;3,NB',’zmf'[-3,-1]);
a=addmf(adputput,3,NM",'trimf',[-3,-2,0]);

a=addmf(adputput,3,NS' 'trimf',[-3,-1,1]);
a=addmf(adputput;3,Z','trimf',[-2,0,2]);
a=addmf(adputput,3,PS;'trimf",[-1,1,3]);

a=addmf(aputput;3,PM', 'trimf',[0,2,3]);
a=addmf(adputput,3,PB'smf'[1,3]);

rulelist=" [1171511;
1271311;
1362111;
1462111;
1553111;
1644211,
1744511,

2171511,
2271311,
2362111,
2453211,
2553211,
2644311,
2734411,

3161411,
3262311,
3363211,
3453211,
3544311,
3635311,
3735411,

4162411;
4262311;
4353311;
4444311,
4535311;
4626311;
4726411;
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5152411,
5253411,
5344411,
5435411,
5535411,
5626411,
5727411,

6154711,
6244511,
6335511,
6425511,
6526511,
6627511,
6717711,

7144711,
7244611,
7325611;
7426611;
7526511,
7617511,
7717711];

a=addrule(a,rulelist);
a=setfis(dPefuzzMethod'centroid);
writefis(a,fuzzpid);

a=readfisfuzzpid);

%PID Controller
ts=0.001;
sys=tf(0.028,[506.52,1));
sysl = 10"6;

SysS = sys*sys1;
dsys=c2d(sys,ts$,istin);
[num,den]=tfdata(dsys;);

u_1=0.0;u_2=0.0;u_3=0.0;

y _1=0;y 2=0;y_3=0;
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x=[0,0,0]}

error_1=0;

e 1=0.0;

ec_1=0.0;

ec = gradient(error);

kp0=0.3;
kd0=2.0;
ki0=0.0;

for k=1:1:500
time(k)=k*ts;

rin(k)=5;

%Using fuzzy inference to tunning PID
k_pid=evalfis([e_1,ec_1],a);
kp(k)=kpO+k_pid(1);
ki(k)=kiO+k_pid(2);
kd(k)=kdO+k_pid(3);
u(k)=kp(k)*x(1)+kd(k)*x(2)+ki(k)*x(3);

if u(k)>=10
u(k)=10;

end

if u(k)<=-10
u(k)=-10;

end

yout(k)=-den(2)*y_1+num(1)*u(k)+num(2)*u_1;

error(k)=rin(k)-yout(k);

%%%%%%%%%%%Return of PID parameters%%6%%%%%%%%%
u_3=u_2;
u_2=u_ 1,
u_1=u(k);

y_3=y_2;
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y 2=y 1;

y_1=yout(k);

x(1)=error(k); % Calculating P
x(2)=error(k)-error_1; % Calculating D
X(3)=x(3)+error(k); % Calculating |
e 1=x(1);

ec_1=x(2);

error_2=error_1;
error_1=error(k);

end

showrule(a)
figure(1);plot(time,rinfp’,time,yout'r");
xlabel(time(s));ylabel(T(C));
figure(2);plot(time,errofr’);
xlabel(time(s));ylabel(error(C));
figure(3);plot(time,ur’);
xlabel(time(s));ylabel(PID output);
figure(4)

subplot(3,1,1);

plot(time,kp;r);
xlabel(time(s));ylabel(kp?);
subplot(3,1,2);

plot(time,ki,b);
xlabel(time(s));ylabel(ki');
subplot(3,1,3);

plot(time,kd'g);
xlabel(time(s));ylabel(kd);
figure(5)

subplot(3,1,1);

plot(error,kpy’);
xlabel(error);ylabel(kp);
subplot(3,1,2);

plot(error,ki;b’;
xlabel(error);ylabel(ki’);
subplot(3,1,3);

plot(error,kdg);
xlabel(error);ylabel(kd);
figure(6)
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subplot(3,1,1);

plot(ec,kpy");
xlabel(ec);ylabel(kp);
subplot(3,1,2);

plot(ec,ki;b";
xlabel(ec);ylabel(ki");
subplot(3,1,3);

plot(ec,kdg);
xlabel(ec);ylabel(kd);
figure(7);plotmf(ajnput,1);
figure(8);plotmf(ajnput,2);
figure(9);plotmf(aputput;1);
figure(10);plotmf(aputput,2);
figure(11);plotmf(aputput,3);
plotfis(a);

fuzzyfuzzpid
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Appendix B Matlab code of RBFNN-PID control

%PID control based on RBF neural network
clearall;
closeall;

xite=0.25;
alfa=0.05;
belte=0.01;
x=[0,0,07;

ci=30*ones(3,6);
bi=40*ones(6,1);
w=10*ones(6,1);

h=[0,0,0,0,0,0]};

ci_1=ci;ci_3=ci_1;ci_2=ci_1,;
bi_1=bi;bi_2=bi_1;bi_3=bi_2;
w_1=w,w_2=w_1;w_3=w_1;

u_1=0;y_1=0;
xc=[0,0,0]";
error_1=0;error_2=0;error=0;

%kp=rand(1);
%ki=rand(1);
%kd=rand(1);
kp0=0.3;
ki0=0.01,;
kd0=1,;

kp_1=kp0;
kd_1=kdo0;
ki_1=kiO;

xitekp=0.20;
xitekd=0.20;
xiteki=0.20;

ts=0.001;
for k=1:1:2000
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time(k)=k*ts;

if S==1

rin(k)=0.5;

elseif S==2
rin(k)=1.0*sign(sin(2*pi*k*ts));
end

yout(k)=(y_1+0.11*u_1)/(1+y_1"2); %Nonlinear humidity model

forj=1:1:6
h(j)=exp(-norm(x-ci(:,j))*2/(2*bi(j)*bi(j)));

end

ymout(k)=w'*h;

d_w=0*w;
for j=1:1:6
d_w(j)=xite*(yout(k)-ymout(k))*h(j);
end
w=w_1+d w+alfa*(w_1-w_2)+belte*(w_2-w_3);

d_bi=0*bi;
forj=1:1:6
d_bi(j)=xite*(yout(k)-ymout(k))*w(j)*h(j)*(bi(j)*-3)*norm(x-ci(:,j))"2;
end
bi=bi_1+ d_bi+alfa*(bi_1-bi_2)+belte*(bi_2-bi_3);
for j=1:1:6
fori=1:1:3
d_cii,j)=xite*(yout(k)-ymout(k))*w(j)*h(j)*(x(i)-ci(i.j))*(bi(j)"-2) ;
end
end
ci=ci_1+d_ci+alfa*(ci_1-ci_2)+belte*(ci_2-ci_3);

%%%% %% %% %% %% % %% %% % Jacah% %% % %% % % %% % %% %% % % %%

yu=0;

for j=1:1:6
yu=yu+w(j)*h(j)*(-x(1)+ci(1.))/0i()"2;

end

dyout(k)=yu;
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%%%%%%% %% % %0 %% %Start of Control system%%%8880%%%%%%%
error(k)=rin(k)-yout(k);
kp(k)=kp_1+xitekp*error(k)*dyout(k)*xc(1);
kd(k)=kd_1+xitekd*error(k)*dyout(k)*xc(2);
ki(k)=ki_1+xiteki*error(k)*dyout(k)*xc(3);
if kp(k)<O

kp(k)=0;
end
if kd(k)<O
kd(k)=0;
end
if ki(k)<0
ki(k)=0;
end

du(k)=kp(k)*xc(1)+kd(k)*xc(2)+ki(k)*xc(3);
u(k)=u_21+du(k);

%Return of parameters
X(1)=du(Kk);
X(2)=yout(k);
X(3)=y_1;

u_1=u(k);
y_1=yout(k);

ci_3=ci_2;
ci_2=ci_1,
ci_1=ci;

bi_3=bi_2;
bi_2=bi_1;
bi_1=bi;

w_3=w_2;
w_2=w_1;
w_1=w;

xc(1)=error(k)-error_1; %Calculating P
xc(2)=error(k)-2*error_1+error_2; %Calculating D
xc(3)=error(k); %Calculating |
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error_2=error_1;
error_1=error(k);

kp_1=kp(K);

kd_1=kd(k);

ki_1=ki(k);
end

figure(1);
plot(time,rin,b',time,yout;";
xlabel(time(s));ylabel(H%);
figure(2);

plot(time,u);
xlabel(time(s));ylabel(PID outpuf);
figure(3); %Plot Jacobian
plot(time,dyout);
xlabel(time(s));ylabel(Jacobian valug'
figure(4);

subplot(311);
plot(time,kpir);
xlabel(time(s));ylabel(kp?);
subplot(312);
plot(time,ki,b?;
xlabel(time(s));ylabel(ki");
subplot(313);
plot(time,kd\g);
xlabel(time(s));ylabel(kd);
figure(5);

subplot(311);
plot(dyout,kpy?;
xlabel(Jacobian,ylabel(kp);
subplot(312);
plot(dyout,ki,b?;
xlabel(Jacobian;ylabel(ki");
subplot(313);
plot(dyout,kd'g);
xlabel(Jacobiarn),ylabel(kd?);
figure(6);
plot(time,youty',time,ymoutb);
xlabel(time(s));ylabel(y,ym);
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Appendix C Matlab code of BPNN-PID control

%PID Control based on BPNN
clearall;
closeall;

xite=0.28;
alfa=0.04;

IN=4;H=5;0ut=3; %NN Structure

%wi= random [-0.5,0.5];
wi=[-0.4394 -0.2696 -0.3756 -0.4023,;
-0.4603 -0.2013 -0.3024  -0.2596;
-0.4749 0.4543 -0.3820 -0.2437;
-0.3625 -0.4724 -0.3463 -0.2859;
0.1425 0.4279 -0.2406 -0.4660];

wi_1=wi;wi_2=wi;wi_3=wi,
w0=[0.3576 0.2616 0.2820 -0.1416 -0.1325;
-0.1146 0.2949 0.1352 0.2205 0.4508;
0.3201 0.4566 0.3672 0.4962 0.3632];
%wo= ramdom[-0.5,0.5];
wo_1=wo;w0_2=wo0;W0_3=WO0;

x=[0,0,0];

du_1=0;
u_1=0;u_2=0;u_3=0;u_4=0;u_5=0;
y_1=0;y_2=0;y_3=0;

Oh=zeros(H,1); %Output from NN hidden layer
[=0h; %Input to NN hidden layer
error_2=0;

error_1=0;

ts=0.001;

for k=1:1:1000

time(k)=k*ts;
rin(k)=1.0;
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%nonlinear model
a(k)=1.4*(1-0.8*exp(-0.1*k));
yout(K)=a(k)*y_1/(1+y_172)+u_1;

error(k)=rin(k)-yout(k);
xi=[rin(k),yout(k),error(k),1];

x(1)=error(k)-error_1,
x(2)=error(k);
x(3)=error(k)-2*error_1+error_2;

epid=[x(1);x(2);x(3)];
I=xi*wi";
for j=1.1:H
Oh(j)=(exp(1())-exp(-1()))/(exp(1()) +exp(-1()));%ehidden Layer
end

K=wo*Oh; %Output Layer
for [=1:1:0ut

K()=exp(K(D)/(exp(K(l))+exp(-K())); %Getting kp,ki,kd
end

kp(K)=K(1);ki(k)=K(2);kd(k)=K(3);
Kpid=[kp(K),ki(K),kd(K)];

du(k)=Kpid*epid;
u(k)=u_1+du(k);

dyu(k)=sign((yout(k)-y_1)/(du(k)-du_1+0.0001));

%Output layer

for j=1:1:0ut
dK(j)=2/(exp(K())+exp(-K({))"2;

end

for I=1:1:0ut
delta3(l)=error(k)*dyu(k)*epid(l)*dK(l);

end

for I=1:1:0ut
fori=1:1:H
d_wo=xite*delta3()*Oh(i)+alfa*(wo_1-wo_2);
end
end
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wo=wo_1+d_wo+alfa*(wo_1-wo_2);
%Hidden layer
fori=1:1:H
dO(i)=4/(exp(I(i))+exp(-1()))"2;
end
segma=delta3*wo;
fori=1:1:H
delta2(i)=dO(i)*segmay(i);
end

d_wi=xite*delta2"xi;
wi=wi_1+d_wi+alfa*(wi_1-wi_2);

%Parameters Update

du_1=du(k);

u 5=u_4;u 4=u_3;u_3=u_2;u_2=u_1;u_1=u(k);
y_2=y_Lyy_1=yout(k);

wo_3=wo_2,;
wo_2=wo_1,;
wo_1=wo;

wi_3=wi_2;
wi_2=wi_1;
wi_1=wi;

error_2=error_1;
error_1=error(k);
end

ec = gradient(error);

figure(1);
plot(time,rin;r',time,yout,p);
xlabel(time(s));ylabel(CO2);
figure(2);

plot(time,errory’);
xlabel(time(s));ylabel(error);
figure(3);

plot(time,uy";
xlabel(time(s));ylabel(PID outpuf;
figure(4);
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subplot(311);
plot(time,kp;);
xlabel(time(s));ylabel(kp);
subplot(312);
plot(time,ki,g);
xlabel(time(s));ylabel(ki');
subplot(313);
plot(time,kd:b";
xlabel(time(s));ylabel(kd);
figure(5);

subplot(311);
plot(error,kpy?);
xlabel(error);ylabel(kp);
subplot(312);
plot(error,ki,g);
xlabel(error);ylabel(ki');
subplot(313);
plot(error,kdp);
xlabel(error);ylabel(kd);
figure(6);

subplot(311);
plot(ec,kpy);
xlabel(ec);ylabel(kp);
subplot(312);
plot(ec,ki,g);
xlabel(ec);ylabel(ki");
subplot(313);
plot(ec,kdb);
xlabel(ec);ylabel(kd);
figure(7);

subplot(311);
plot(u,kp;r);
xlabel(u’);ylabel(kp);
subplot(312);
plot(u,ki,g);
xlabel(u’);ylabel(ki');
subplot(313);
plot(u,kd;b);
xlabel(u’);ylabel(kd);
figure(8);

subplot(311);
plot(yout,kp;r);
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xlabel(yout);ylabel(kp);
subplot(312);
plot(yout,ki,g);
xlabel(yout);ylabel(ki’);
subplot(313);
plot(yout,kd;b";
xlabel(y");ylabel(kd);

240



Appendix D LabVIEW program diagram of fuzzy-PID control strategy

connects to Part 2

(1). Part 1: part of the Eurotherm PID program

Instrument Mode (0: Normal) Channel 1 Control Type (0: Off)

_Oosmo:;&o: 4_ E

Unit Address (1)

Channel 2 Control Type (0: Off)
Type of Limit (False:Low) E

ype of Limit (False:Low

-

Instrument Mode (0: Normal)

flarm Number (1) E_EE Hysteresis (0) E'

Type of Limit (False:Low)

Type of Limit (False:Low) (&8l

Autotune {False: Disable)
Displayed Units (0: Degrees ¢) [}
| Degrees C ~|

Alarm Number (1)
Threshold (0)  [4]

h

Range Limit Value (0)
-10]

Range Limit Value (0)

Alarm Type (0: No Alarm)

_>umo_c»m High ~]
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1. Eurotherm part 1

Latching mode (0: No Latch)

Display Delay (0)

Reference Value (0}

E|

Alarm Inhibit (False: No)

[F}—

Alarm Blocking Mode (False: Disable

Setpoint Limit Value (0)
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(2) Part 2: part of the Eurotherm PID program; connects to Part 1 and Part 3

Selected Setpoint (0: Setpoint 1)
Number pf PID (1) 100 @ Setpoint 1 ¥]
[l

2. Eurotherm part 2



(3) Part 3: fuzzy logic control program; connects to Part2
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