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Abstract 
 

3D electromagnetic modelling and simulation of various Printed Circuit Board 

(PCB) components is an important technique for characterising the Signal Integrity 

(SI) and Electromagnetic Compatibility (EMC) issues present in a PCB. However, 

due to limited computational resource and the complexity of the integrated circuits, it 

is currently not possible to fully model a complete PCB system with 3D 

electromagnetic solvers. An effort has been made to fully model the PCB with all its 

components and their S-parameters has been derived so as to integrate these S-

parameters in 1D, 2D static or quasi-static field solver or circuit solver tool. The 

novelty of this thesis is the development and verification of active circuit such as 

Input and Output buffers and passive channel components such as interconnects, via 

and connectors and deriving their S-parameters in order to model and characterise 

the complete PCB using 3D full field solver based on Transmission Line Matrix 

modelling (TLM) method. 

An integration of Input/Output (I/O) port in the 3D full field modelling method 

allows for modelling of the complete PCB system without being computationally 

expensive. This thesis presents a method for integration of Input/Output port in the 

3D time domain modelling environment. Several software tools are available in the 

market which can characterise these PCBs in the frequency as well as the time 

domain using 1D, 2D techniques or using circuit solver such as spice. The work in 

this thesis looks at extending these 1D and 2D techniques for 3D Electromagnetic 

solvers in the time domain using the TLM technique for PCB analysis. The 

modelling technique presented in this thesis is based on in-house developed 3D TLM 

method along with a developed behavioural Integrated Circuit (IC) – macromodel. 
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The method has been applied to a wide variety of PCB topologies along with a range 

of IC packages to fully validate the approach. The method has also been applied to 

show the switching effect arising out of the crosstalk in a logic device apart from 

modelling various discontinuities of PCB interconnects in the form of S11 and S21 

parameters. 

The proposed novel TLM based technique has been selected based on simplification 

of its approach, electrical equivalence (rather than complex mathematical functions), 

time domain analysis for transients in a PCB with an increased accuracy over other 

available methods in the literature. On the experimental side two, four and six 

layered PCBs with various interconnect discontinuities such as straight line, right 

angle, fan-out and via and IC packages such as SOT-23 (DBV), SC-70 (DCK) and 

SOT-553 (DRL) has been designed and manufactured. The modelling results have 

been verified with the experimental results of these PCBs and other commercial 

software such as HSPICE, CST design studio available in the market. While 

characterising SI issues, these modelling results can also help in analysing conducted 

and radiated EMC/EMI problems to meet various EMC regulations such as CE, FCC 

around the world. 
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CHAPTER 1 
 

 

 

INTRODUCTION  

 

In the year 1965 Gordon Moore, the founder of Intel first proposed the idea about 

doubling the Integrated Circuit (IC) complexity every two years [1]. His ideology 

has been followed till now with a slight correction where the functional density 

seems to reach a saturation point. Driven by the need for improved cost and 

performance, the recent advancement of the microprocessor technology as shown in 

Fig. 1.1 has created newer types of products with ever complex ICs such as System 

on Chip (SoC), System in Package (SiP) with cheaper production cost and extended 

Moore’s law. The smaller ICs with improved performance means a higher 

Input/Output (I/O) density at the periphery of the chip and it creates an increased 

demand in the complex routing constraint where a significant space of the Printed 

Circuit Board (PCB) is confined by interconnects for connecting these various ICs. 

Although there has been a dramatic shift over the last decade from its old parallel 

bus towards serial single ended and differential bus such as PCIE, HDMI, SATA, 

USB, Fibre Channel 16G, XFI etc. for interconnecting ICs, it has created a new set 

of issues for its routing constraint and signal quality in its transmission.  The 

severely stressed PCB design - process can provide a poor yield and an increase in 

the PCB manufacturing cost. 

At the same time the consumer electronics market of present years is driven by ever 

decreasing small, portable, flexible and cost effective consumer electronics products 
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such as smart watch and it is likely to continue for the next few decades till the 

complete integration of many of the functionality such as internet browsing, 

networking, memory application, display, audio, various type of sensing applications 

and power - on time is successfully achieved. The sizing of the IC and PCB board 

can create tremendous pressure on the functionality and reliability of product.  

 

 

 

Fig. 1.1 Microprocessor architecture trends 
(Source: http://royal.pingdom.com/2012/02/29/the-single-atom-transistor-is-here-the-amazing-evolution-of-
microprocessors-infographic/) 
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In addition, an increased competition in the consumer electronics market has made it 

necessary to design the product first time right and manufacturable within a very 

short design cycle time. A typical product design cycle consists of specification 

preparation as per the intended function of the product, schematics capture, pre-

layout simulation, component placement and routing, post layout simulation, 

prototyping and testing, manufacturing, and finally system integration. Because of 

the tighter constraint of the board space, the most critical path is the pre-layout 

simulation, component placement and routing and post layout simulation. Although 

an analytical or Spice models in some instances may be used to model these 

interconnects and packages but a poor mathematical representation of these 

interconnects over a wide range of frequencies can create an inaccurate result and 

thus can lead to an incorrect simulation output. These all issues have heightened to 

model and simulate the design in a full field solver before releasing the PCB for 

fabrication so as to minimise the market lead time, commercial loss and resource 

wastage. 

With the edge rate or signal switching well beyond GHz range and higher IC density 

in the portable devices within a limited design cycle, these high performance designs 

require a high quality and critical point – to – point connections between various ICs 

within its design cycle time frame. While a digital signal is based on low and high 

voltage thresholds but with increased switching rate and timing issue these same 

digital domain signal can behave as analogue signal. The analogue signal is much 

more susceptible to signal quality issue creating Signal Integrity (SI) issues during 

signal transmission. Poor signal quality such as Inter Symbol Interference (ISI), 

crosstalk, non-monotonic behaviour, noise coupling, overshoot, undershoot, ringing 

effect and timing issues such as timing delay, jitter, skew and change in slew rate 
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can sometimes produce an incorrect logic state resulting in unintended functionality. 

The Electromagnetic Compatibility (EMC) is defined where a product does not 

cause any external interference or get affected by any external interference. Since SI 

deals with the unintended signal behaviour, this can be one of the sources for EMC 

arising in PCBs. Hence SI and EMC are all interconnected and a concurrent 

methodology to address these issues needs to be applied. If the approach for solving 

the interaction of SI and EMC is applied at the earlier stage, it becomes simpler and 

cost effective in alleviating the issue arising out of SI and EMC. However as the 

design stage progresses and gets advanced, the SI and EMC issues become more 

complex and costly wherein it requires a crisis management approach and might not 

have any solution except for the revision of the board. Simulation is required to 

assist a designer in making a right decision, optimising the board space for its 

various design rules and constraints, innovating new design rules and verifying 

existing interconnects at the earliest possible stage in the process. 

With increased complexity of PCBs, modelling and simulating the ICs and 

interconnects is becoming more and more important. The simulation of these 

components can only be achieved if a numerical model could be developed so as to 

integrate and run it in computer environment. The history of macromodel generation 

goes about three decades back. In 1980s, macromodel was proposed by T. G. K. 

Chen and James J. Whalen for speeding up the simulation and handling the complex 

integrated circuits within reasonable accuracy [2]. In the year 1991, S. Graffi from 

Univ. of Bologna published a study on 741 Operational amplifiers for 50 MHz signal 

[3] and the correlation between simulation based on macromodel and experimental 

result was used to integrate the macromodel in a simulation environment for its 

accuracy. Based on these contributions, an Input Output Buffer Information 
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Specification (IBIS) format was developed by Intel Corporation in early 1990s with 

an IBIS open forum group. The first behavioural model as an IBIS specification [4] 

was published as IBIS version 1.1 under the acronym ANSI/EIA-656. The IBIS 

specification has subsequently been ratified with several modifications including the 

high frequency noise on power supply pins, package and pin’s [RLC]. An alternative 

to IBIS, the macromodel technique was proposed by Canavero et al. in the year 2001 

[5]. 

In 1985 the effect of the EMC on a microprocessor 8085 was published by J. G. 

Tront [6]. Subsequently lots of journal papers for EMC and SI effects on ICs and its 

packages between 1990 and 1995 were published. While working in Nanyang 

Technological University, Singapore in 1990s H. K. Tang showed that 

Electromagnetic Interference (EMI) could cause counting inaccuracies and byte swap 

issues [7]. In the early 1990s many books were also published describing effects of 

SI and EMC in a PCB. Martin Robinson et al. modelled the effect of EMC on the 

propagation delay of an IC for the first time at a higher frequency of more than 200 

MHz [8].  

Transmission Line Matrix modelling (TLM) is a numerical technique, primarily 

developed for solving electromagnetic field wave propagation in the time domain 

[9], but some work has also been accomplished for solving the TLM in frequency 

domain [10]. The TLM method has been implemented and used for solving complex 

electromagnetic behaviours over the last few decades. Today a vast set of literature 

apart from many books exist for solving variety of problems such as analysis of 

microstrip structures [11, 12], analysis of microwave structures for its EMC [13-15]. 

Johns and Beurle from University of Nottingham first suggested the idea of solving 

two dimensional scattering parameters in a computer environment using the TLM in 
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1971 [16]. A review of TLM in 1985 was given by Hoefer [17]. Although TLM was 

developed for solving electromagnetic field propagation, there has been little work in 

solving the PCB domain interconnects and IC packages in a full field environment 

using this technique. On the other hand, the simulation of PCB domain components 

can be achieved by 1D, 2D or hybrid tools but the accuracy of the result is often 

jeopardised in comparison to a 3D tool. 3D tool can take into account of its 

surrounding effect while representing the complete geometry which can help in an 

accurate analysis of complex interacting signals similar to a physical model. 

However a major limitation with a 3D toolset lies in its computational resource 

requirements and timescale of the simulation for a complete system or subsystem. 

With a due recognition to the requirement where higher risk is concerned, 3D tool 

can be used to simulate a subsystem by subdividing the system into active circuits 

such as ICs and passive circuits such as IC packages, interconnects, via and 

connectors. A 3D full field solver tool can also help in modelling via, sockets, 

connectors and various package dies, post-layout verification with a very high 

accuracy. 

 

1.1 Organisation of the thesis 

The research focus of the thesis as described in Chapters 5 and 6 is the TLM method 

for the simulation and verification of various interconnect traces and different IC 

packages of the PCB along with the development of macro-model as an alternative 

to IBIS. The generated simulation data is verified with the experimental 

measurement data and other commercial software packages. A typical end-to-end 

transceiver link can be accurately designed if the PCB materials such as dielectric 

and conductor behaviour and their intrinsic properties and channel design such as IC 
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breakout region, interconnect topologies, via, discrete components and interface 

connectors’ behaviour could be completely described at a range of frequency. As a 

background of the original work presented in chapters 5 and 6, chapter 2 describes 

about frequency behaviour of various individual components used in a typical PCB 

such as discrete components [RLC], dielectric and conductor, the PCB 

manufacturing technique, the underlying principle of transmission line, various 

effects such as skin depth, Maxwell’s equation, various boundary conditions for 

terminating the signal, Bewley lattice diagram and description of various 

discontinuities in PCB interconnects and extraction of their S-parameters. Chapter 3 

briefly talks about the need of numerical solution and different electromagnetic 

numerical methods such as Finite Difference Time Domain (FDTD), Method of Moment 

(MoM), Finite Element Method (FEM) and Boundary Element Method (BEM) and 

development. A short comparison of these methods is also described. 

Chapter 4 discusses TLM principles in 1D and 3D domains which is the basis of the 

research work as developed in chapter 5 and 6. It also discusses about modelling 

techniques of inhomogeneous media while applying different boundary conditions. 

This chapter concludes with different PCB dielectric materials and its behaviour over 

a range of frequencies. A novel 3D time domain modelling tool for I/O ports and 

interconnects in the PCB, PCB fabrication and experimental setup along with 

equivalent circuits for the discontinuity has been described in chapter 5 and 6. 

Chapter 5 talks about the I/O port macromodelling technique and the simulation 

result of the time domain technique has been compared against the experimental 

result and other available software while chapter 6 discusses about the result, its S-

parameters for different IC packaging, trace configurations using time domain 
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modelling technique. Finally the conclusions and future scope have been described 

in chapter 7. 
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CHAPTER 2 
 

 

 

High Frequency PCB methodology and Analysis 

 

With the increased complexity and higher frequency of operation of various devices 

inside PCBs, it is not uncommon for any board to go through more than two or three 

revisions before releasing it into the market. PCB revisions may arise because of the 

failure to meet the expectation of its functionality due to its incorrect layer stack-up, 

complex routing over the constrained PCB space, density and placement of its 

components and IC interconnects, wide frequency behaviour of these components 

and interconnects, cost target of PCB manufacture. These set of issues can be 

avoided if there could be some pre-layout simulator which could produce result 

during its design phase well before the physical translation of its electronics design. 

A full field solver which can take into account of its surrounding effects along with 

physical component integration can be a perfect fit for providing the solution. Since 

the result of a PCB component and IC lies in the time domain, it becomes important 

for the field solver to present a time domain analysis. This time domain analysis has 

been part of my research work and has been presented in the subsequent chapters. In 

order to show the complexity of cad design in the present time, a typical six layer 

Intel chip based densely routed and complex motherboard has been shown in Fig. 

2.1. As shown in this Figure, the motherboard consists of a high density single 

socket dual core Intel Central Processing Unit (CPU) for processing the 

instruction/data, an I/O Controller Hub (ICH) for connecting and controlling various
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I/O interfaces such as the Peripheral Component Interface (PCI), Peripheral 

Component Interface Express (PCIE), Universal Serial Bus (USB) and Serial 

Advanced Technology Attachment (SATA) and a Graphics and Memory Controller 

Hub (GMCH) for memory and graphics devices. These ICs are available in BGA 

and LGA package with a pin count of 400 to 700 pins and a pitch of 200 µm. With 

the separation of 200 µm, the trace routing in the vicinity of its periphery becomes 

quite complex, leading to a multi-layered and complex board. 

 

 

 

 

 

                                    Fig. 2.1 A typical six layered motherboard (source Intel) 
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The operation of this high density PCB depends on SI between its components, and 

EMC. SI is often inseparable from the EMC issue and therefore a solution of the SI 

issue can lead to EMC fulfilment. Hence a good design and its pre-design analysis 

require an in-depth understanding of the signalling between each of the components 

lying on the board. The complete PCB system as shown in Fig. 2.1 can be classified 

by its discrete components (e.g. resistors, capacitors, inductors etc.), transmission 

lines (various types of single and differential traces) and integrated circuits. For a 

low operating frequency, the passive components work as expected per the 

manufacturer provided datasheet, however as the frequency increases these 

component lose their characteristic. For a PCB designer it becomes important to 

know the limitation of these passive components. 

Further various PCB traces can be designed to create these passive elements and due 

to space constraints and reliability reasons the latest trend has been to embed these 

elements in the PCB itself. The EMC of a PCB design is dependent on the behaviour 

of these PCB elements. Once the behaviour is analysed completely, the SI issue and 

hence the EMC issue can be solved. The high frequency behaviour of these various 

elements of the PCB is described in the following sections. 

 

2.1 Analysis of Discrete components 

2.1.1 Lumped Resistors  

A resistor is often manufactured in three different types: Metal film resistors (these 

come in different packages, 01005, 0201, 0402, 0603, 0805 etc.), wire wound and 

carbon resistors (these are inexpensive resistors, made of low conductive carbon).  

Wire-wound and metal film resistors can carry high current and usually have tighter 

tolerances and lower temperature coefficients. An equivalent circuit for a metal film 
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resistor is shown in Fig. 2.2 while its frequency dependant behaviour using Pspice is 

shown in Fig. 2.3. As seen in Figs. 2.2 and 2.3, the parasitic inductance and 

capacitance value dominates the resistance value at a higher frequency, increasing 

the effective impedance. In Fig. 2.2, R is the resistor’s value while L1, L2 and C1, C2 

are the stray capacitances and inductances respectively. 

 

 

 

 

 

 

 

Fig. 2.2 Metal film resistor  

 

 

Fig. 2.3 Frequency dependent impedance plot for a typical thin film resistor 
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An equivalent circuit for the resistor model can be defined by Figs. 2.2 and (2.1) [1]. 

Z(っ) = (((R+  Xଵ) || Xେଵ )  +  Xଶ +  Xଶ) || Xେଶ                                       െ (2.1) 

Here  Xଵ = j2ヾfLଵ and   Xଶ = j2ヾfLଶଵ and   Xେଵ =
ଵ୨ଶヾେభ    and    Xେଶ =

ଵ୨ଶヾେమ 
Based on the packaging of the resistor, C2 can be ignored. The impedance plot of a 

typical metallic film resistor is shown in Fig. 2.3. 

A general guideline as described by equation (2.2) can be used for selecting an 

effective chip resistor [2], here f is the frequency of operation and R is the resistance 

in ohms. 

 
f

3 X 10ଵ Hz
 R

50
 3 X 10ଵ Hz

f
                                                                        െ (2.2) 

 
 

The above formula can be applied for the best usage of resistor without a loss of 

signal quality arising out of a chip resistor. 

 

 

2.1.2 Lumped Capacitors   

Capacitors are usually associated with a power supply and are often used for 

bypassing noise, dc-decoupling or power supply source. However in a signal 

environment, it can be used for AC-coupling, integrators, filtering as well. These 

capacitors are not a perfect component but it includes resistive and inductive 

components and hence it does not show its pure capacitive nature throughout its 

operating frequency but it can describe its pure capacitive nature only up to a certain 

frequency range. The extra components affecting its property are defined as the 

Equivalent Series Resistance (ESR), and the Equivalent Series Inductance (ESL). 

The ESR value is based on manufacturer, package type and capacitance value. For a 
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10 nF X7R/X5R package, ESR can vary from 1.7 mっ (for 1210 type) to 20 mっ (for 

0402). Similarly the ESL value is based on the manufacturer, package type and 

capacitance value. For a 10 nF X7R/X5R package, this can vary from 1070 pH (for 

1210 type) to 450 pH (for 0402). Other package types like Y5V, Z5U have 

significantly higher ESR and ESL. The ESL causes the capacitor to stop behaving 

like a true capacitor at high frequencies as the impedance starts to increase rather 

than keep decreasing. The ESL has a more undesirable value when a capacitor has its 

lead in its package, rather than a surface mount or leadless capacitor. As the lead 

inductance increases, the high frequency impedance limitation also increases. Hence 

a higher frequency design should avoid a lead component and instead leadless 

components should be used in critical designs. When multiple capacitors are placed 

in parallel, the combinational effect of these capacitors plays a role, and a resonance 

can cause relatively higher impedance. 

A capacitance’s equivalent model can be represented by Figs. 2.4 and (2.3) [3]. Here 

Rhysteresis and Rinsulation can be ignored for any reliably manufactured capacitance and 

hence a capacitor can be represented by its ESR, ESL and its capacitive reactance. 

Z(っ) = Xୗୖ  +  Xୗ +  Xେ                                                                                  െ (2.3) 

Here the XESL and XC can be described using Xୗ = j2ヾfL  and  Xେ =
ଵ୨ଶヾେ 

 

 

 

 

 

Fig. 2.4 Equivalent capacitance model  
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Similar to a resistor’s behaviour, the capacitor’s typical impedance plot for a 10 nF 

capacitance using Pspice has been shown in Fig. 2.5. 

 

 

Fig. 2.5 Frequency dependant impedance plot for a capacitor 

 

2.1.3 Lumped Inductor  

Like a capacitor, inductors also have other parasitic elements. This includes the DC 
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stops behaving like a capacitor at high frequencies, an inductor also stops behaving 

like an inductor at high frequencies. The high frequency causes a resonance effect in 

the circuit and is decided by its inductance and its associated parasitic capacitance. 

At the resonance point, an inductor will have a substantial rise in its impedance and 

above the resonance the inductor altogether stops behaving as an inductive element 

and instead it becomes a capacitive element. This resonance can cause issues in 

signal transmission and interference in its operation and should not be ignored. 
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Fig. 2.6 Equivalent inductance model  

 

An inductor’s equivalent model can be represented by Figs. 2.6 and (2.4) [4] and can 

be described by its Inductive value, DCR and IWC, where X = j2ヾfL  and X୍େ =

ଵ୨ଶヾେి, RDCR is the DC resistance. 

Z(ȳ) = (Rୈୈ + X)ԡ X୍େ                                                                                  െ (2.4) 

The impedance plot of a typical 1.2 ߤH inductor with 20 mΩ DCR and 20 pH IWC 

using Pspice is shown in Fig. 2.7. 

 

 

Fig. 2.7 Frequency dependant impedance plot for an inductor 
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2.2 PCB technology and its high frequency behaviour 

2.2.1 Overview of a manufactured PCB 

On a PCB the components are soldered through interconnect traces which convert an 

electrical design into a physical form. These traces and components are connected 

through a multi-layer prepreg with conductors. Normally a typical motherboard for a 

PC/server has four to twelve layers stack-up, while a telecom board has twelve to 

twenty-eight layers stack-up. The consumer electronics board is defined in four to 

eight layers. Interconnects among layers are made using via which is drilled holes 

and can be plated with copper. There are different types of via in a PCB. These via 

can be classified as plated through holes, blind and buried. These layers are 

described by its following manufacturing elements. An example of a six layered 

PCB is shown in Fig. 2.8. 

 

 

 

 

 

 

 

 

Fig. 2.8 A six layered PCB overview 
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dielectric strength, coefficient of thermal expansion and cost of the core play an 

important role in selecting the core for PCB design. 

2. Prepreg: The prepreg is made of a material similar to core material but is 

uncured. It behaves as an adhesive to bond the copper layers. When heated and 

pressed, the prepreg will cure (harden) holding the copper layers firmly, hence it 

is used to stick the core layers together. 

3. Copper foil and traces: Copper foil is a thin sheet of copper that bonds to the 

prepreg layer. Traces are formed by etching the copper foil. The usual thickness 

of copper layer is 16.25 µm, 32.5 µm and 65 µm, depending on the impedance, 

current carrying capacity and thermal effect of the trace. The trace width is a 

design parameter, depending on the required impedance of the trace. 

4. Copper plating: Copper plating is primarily used only on the finished board, on 

the external layer, and provides an additional thickness of copper to the board. 

The external plating is only done after the board is drilled and etched. 

5. Drill: This layer defines the location and sizes of drill holes and via on the 

board. 

6. Solder flow/paste: This layer is used to apply solder over exposed copper to 

prevent it from oxidation and also forms the base for surface mount devices. In a 

related process called Solder Mask over Bare Copper (SMOBC), the board is 

‘masked’ and only exposed copper (usually pads or areas that have surface 

mount components) can be coated with solder. 

7. Solder mask: This coating is done on the top and bottom layers of the PCB, 

which prevents solder from freely flowing on the board. It also insulates the 

board electrically, and protects the board from the environment. This layer 

provides the characteristic green, red or other colours in the most PCB boards. 
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8. Silkscreen: This is the documentation layer containing component references, 

pin numbers and PCB details like lot number, manufacturer logo etc. 

 

2.2.2 Behaviour of the PCB media at higher frequency  

At lower frequency, the wave mode supported by various PCB traces are somewhat 

straightforward but with the increased operating point of frequency, other conductor 

and media specific properties play a significant role. Hence the field description on a 

stripline/microstripline requires some correction based on the conductor behaviour 

and losses associated with it. These behaviours are described in the following 

subsections. 

 

2.2.2.1 Lossy behaviour of the conductor 

At higher operating frequencies there is some resistive loss in the conductor itself 

and this loss is frequency dependent. Main component of a lossy line can be defined 

using the series resistance of the trace and dielectric loss of the prepreg. The loss can 

be represented using two distinguishable parts, DC resistance Rdc as defined in (2.5) 

and AC resistance Rac as defined in (2.6). Hence the resistive loss of a conductor at 

higher frequencies can be defined using (2.7) [5].  

Rୢୡ =  
ݐݓ݈ߩ                                                                                                                   െ (2.5) 

Rୟୡ =  
݈ඥとɎた୰たf   ݓ                                                                                                  െ (2.6) 

ܴ(߱) =  ඥ(ܴௗ)ଶ +  (ܴ)ଶ                                                                                  െ (2.7) 

R is a function of the signal frequency and the resistance per metre of 1 oz. (35 µm 

thick) copper (with its resistivity of 1.68e-06) for a 150 µm microstrip trace width 

has been plotted using Matlab and is shown in Fig. 2.9. 
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Fig. 2.9 Resistive behaviour of copper used in PCB traces 

 

2.2.2.2 Skin depth 

With an increase in frequency, the current is forced to flow nearer its surface rather 

than penetrating inside the conductor and flowing uniformly across the cross section 

of the conductor. As a Matlab plot shown in Fig. 2.10, this skin depth for a copper 

layer (with its conductivity, j = 5.95e05 Sm-1) falls exponentially with increasing 

frequency. The skin depth is an important property because of the copper pouring in 

the PCB especially in the situation where the current demand is significant. A careful 

selection of the copper weight can save some PCB cost. The skin depth is 

analytically derived as in (2.8) [6 - 7] and depends on the conductor’s conductivity 

‘j’ and the frequency ‘f’ of the signal.  

ߜ =  ඨ ߪ݂ߤߨ1                                                                                                            െ (2.8) 
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Fig. 2.10 Frequency dependant skin depth 

 

The skin effect also causes frequency dependence of the strip line inductance; 

inductance of the trace is higher at low frequencies and falls noticeably at the 

transition frequency where skin depth becomes comparable with conductor 

dimensions. With the increase of operating frequency although the flux density 

between the microstrip trace and reference conductor remains constant, the magnetic 

flux of the microstrip trace keeps reducing, hence the inductance at higher frequency 

becomes low. These effects produce altogether different copper characteristic 

impedance than originally designed for.  

 

2.2.2.3 Dielectric loss 
 

Dielectric loss occurs when the propagating field interacts with the dielectric 

material of the PCB and hence it is an intrinsic property of a dielectric material. The 

wave propagation in microstrip line and even in strip line is not a pure TEM mode 
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and the electromagnetic wave can interact with the substrate underneath. The 

microstrip line trace forms a parallel plate (filled with an insulator) structure with 

ground plane, hence it can be considered as a capacitor. Because of imperfect 

medium (air on one side while dielectric on the other side), an out of phase current 

does exist. Dielectric material can be defined by its two important parameters such 

as dissipation factor (also known as loss tangent, tan hd) and relative dielectric 

constant (ir). The frequency dependant behaviour of these parameters is necessary 

for characterising a PCB dielectric. The effective relative permittivity can be defined 

using a combination of real and imaginary terms as defined in (2.9), the relationship 

between imaginary and real term can be defined using dielectric loss tangent in 

(2.10) while the propagation constant ‘け’ can be defined using (2.11) [8]. ɂ୰ =  ɂ୰ᇱ െ  j ɂ୰"                                                                                                           െ (2.9) 

tan(ߜௗ) =  
"ɂ୰ᇱߝ                                                                                                            െ (2.10) 

ߛ =  ߱ ට൫たߝ൯(ɂ୰ᇱ െ ݆ɂ୰" )                                                                                       െ (2.11) 

 

Based on the above equations, the attenuation factor for a homogenous quasi-TEM 

line as symmetric strip line can be determined using (2.12) under low loss condition 

(ܰ)ఌߙ .[9] = ݂ߨ  tan(ߜௗ) ඥߝ                                                                                      െ (2.12) 

 

The amount of the dielectric loss is dependent on generated electric field density of 

the structure apart from the nonlinearity of the polarisation. While taking into 

account of this effective dielectric constant and capacitance of the microstrip line 
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(assuming filled with air) Cempty, the effective capacitance Ceff of the microstrip line 

can be defined by (2.13) and effective dielectric loss by (2.14) [9]. 

Cୣ  =  ൫ɂ୰ᇱ െ  j ɂ୰"൯Cୣ ୫୮୲୷                                                                                       െ (2.13) 

Gୣ  =  ჯɂ୰" Cୣ ୫୮୲୷                                                                                                    െ (2.14) 

 

Apart from conductor and dielectric characteristics, the conductor is often coated 

with an anti-oxidant material such as nickel/gold/silver to protect the trace from 

oxidation and corrosion. This can also affect the performance of the transmission 

line. 

 

2.2.3 Transmission Line requirement on trace 

With higher frequencies of operation, falling power level of these ICs and increased 

edge rate (rise and fall time) of the signal, the interconnection link between different 

devices can become a transmission line and as part of its function can produce a 

reduced noise margin. A transmission line is a conducting medium which can be 

used to guide energy from one position to another position in the form of an 

electromagnetic field. The transmission line contains transverse electric and 

magnetic fields. The voltage difference between the transmission line trace and the 

surrounding planes is a measure of the strength of the electric field. The magnitude 

of current flowing in a transmission line is a measure of the strength of the magnetic 

field. Hence a PCB trace can be seen as a flow of electromagnetic fields from one 

point to another point. Electromagnetic waves travel at the speed of light, ‘c’ (that is 

3x108 m/s) in free space. However, the dielectric medium has a relative dielectric 

permittivity, ir. Hence the speed of electromagnetic wave in the presence of 

dielectric media is guided by its effective dielectric constant and the speed of 
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propagation for a strip line trace is represented by c ඥiୣൗ  where ieff is the effective 

permittivity. The effective dielectric constant of effective permittivity is dependent 

on surrounding media (homogenous or inhomogeneous) and its dielectric constant. 

Assuming ‘w’ being the width of the metal plate and ‘h’ being the height of 

dielectric slab, ieff of a wide microstrip trace (where electric field can be considered 

to be located at the centre of the strip) can be defined by the (2.15) [10] while ieff can 

be approximated to ir for w >> h. 

 

ୣߝ =  
ɂ୰ +  1

2
+  
ɂ୰ െ  1

2
1ට1 +  

ଵଶ୦୵      for 
w
h
 1                                            െ (2.15) 

 

Similarly for a thin microstrip trace (which have its electric field throughout its metal 

strip) ieff can be defined by the (2.16) [11] while ieff can be approximated to 0.5(ir + 

1) for h >> w.  

 

ୣߝ =  
ɂ୰ +  1

2
+  
ɂ୰ െ  1

2 ێێۏ
ۍ

1ට1 +  
ଵଶ୦୵ +   0.004 ቀ1െ w

d
ቁଶۑۑے
ې
     for 

w
h
 1    െ (2.16) 

 

Hence the effective dielectric constant of a Microstrip line can have a range of 0.5(ir 

+ 1) ≤ ieff ≤ ir. However the effective dielectric constant for Fr4 dielectric with its 

dielectric constant of 4.4 becomes 3.25 and varies with frequency. The frequency 

dependant plot can be plotted using Matlab and is shown in Fig. 2.11. 
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Fig. 2.11 Effective dielectric constant for a microstrip line 

 

The transmission line can also be represented by its characteristic impedance Zo in 

an electrical parlance, which is the ratio of the voltage to current. Whenever there is 

an impedance mismatch between the transmission line impedance and the load 

impedance, there is a reflection of current and voltage. In some cases where the 

frequency of operation is less than 30 MHz, the lumped circuit theory is appropriate 

in analysis and design and there is no need to solve the classic Maxwell equations of 

electromagnetic theory. Electrical theory techniques, such as Ohm's law and 

Kirchhoff’s laws and superposition theorems nicely serve to determine the 

waveforms. However if a digital system is being designed for a wide frequency of 

operation, the question arises when the system should be judged as lumped or as 

distributed. The primary factors that determine whether SI should be considered are 

interconnect length and signal slew rate (minimum of the rise and fall time). Logic 

levels, dielectric material, and conductor resistance are among the secondary 
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determinants. A transmission line contains inductance, resistance and capacitance 

effects distributed in it. Hence an analysis of the unit length of this transmission line 

trace can be a true representation for presenting a combined effect of the 

transmission line. This unit length can be defined using a lumped parameter model 

using [RLGC] parameters and its unit propagation delay, ɒ =  ඥLC  . The time 

needed for a signal to travel to the end of the line, the one way transmission time, 

can be designated by the symbol tpd. However this propagation delay tpd can be 

represented as (l/u), where ‘l’  is the length of the transmission line and ‘u’ is the 

velocity of signal propagation (can also be defined as (1/)). Hence one way 

transmission time can alternately be described as tpd = (l). If 2tpd<< tr/f, the two way 

transmission time is shorter than the signal’s transition time, and hence no significant 

time delay is involved. In this case, the circuit is considered lumped. If 2tpd>>tr/f, the 

signal delay can’t be neglected and hence the circuit can be considered as a 

transmission line [12]. In deciding the exact relations for distributed and non-

distributed component modelling, the rise/fall time of the signal plays a major role 

than its natural frequency. The following equations (2.17) – (2.19) can be used to 

determine propagating line effects for a PCB trace [12, 13]. When the delay from 

one end to the other end (defined as propagation delay, tpd) as represented in (2.17) is 

greater than the “minimum of (rise time, tr or fall time, tf)/2”, the line is considered 

electrically long. However if the delay as defined in (2.18) is less than (rise time)/4, 

the line is electrically lumped while if the delay is in-between these two relationships 

as represented in (2.19) the line can be considered short line. Lumped and short lines 

can be modelled using lumped circuits while an electrically long line requires 

distributed circuit consideration. 
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t ୰
t୮ୢ  2                                                                                                                      െ (2.17) 

t ୰
t୮ୢ  4                                                                                                                      െ (2.18) 

4 >
t ୰

t୮ୢ > 2                                                                                                             െ (2.19) 

Based on these equations, if twice of the trace length delay is greater than the rise 

time of the signal, the trace can be considered as a transmission line and hence there 

could be identifiable voltage and current reflection, otherwise the trace is considered 

as short or lumped component and can be solved using lumped electrical circuit 

theory. The circuit theory of the transmission line is described in section 2.3. Apart 

from the circuit theory, the transmission line can also be solved using (electrical and 

magnetic) field propagation and this is particularly required when the frequency of 

the interest is in GHz range and/or the transmission line requires an accurate 

characterisation. The field mode propagation is described in section 2.4.  

 

 

2.3 Transmission line theory using circuit analysis 

Transmission line behaviour in a guided medium can be described using a 

distributed electrical circuit theory of a two conductor line for representing up to a 

few hundred MHz frequencies. A higher frequency operation needs to be defined 

using a field theory in order to capture its complete behaviour. The general solution 

of solving a two conductor line is to divide the complete line into a number of very 

small cascaded segments in representing each segment by R, L, G and C 

components. The boundary condition or termination can be represented using a 

desired linear/nonlinear load in time/frequency domain. Then an entire line can be 
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represented using matrix parameters, R, L, G and C and a mathematical model can 

be established to represent its behaviour. After representing it using matrix 

parameters, one can apply a suitable analytical/numerical equation to solve this 

mathematical model while taking care of boundary conditions.  Figs. 2.12 and 2.13 

show a generic equivalent circuit, consisting of R, L, G and C (per unit length) for 

one space - step. Any interconnect can be modelled using infinite numbers of these 

small sections, making ∆x     0. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.12 Transmission line representation using circuit equivalence 

 

 

 
 
 
 
 
 

 
          Fig. 2.13 RLGC equivalent of an interconnect unit of a transmission line 
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Transmission Line equations in its time - domain can be defined using telegrapher 

equation by (2.20) and (2. 21). μv(x,t)μx
=  െRi(x,t) െ  L

hi(x,t)
ht

                                                                         െ (2.20) μi(x,t)μx
=  െGv(x, t) െ  C

hv(x, t)
ht

                                                                        െ (2.21) 

 

Because of simplicity of mathematical operators in frequency domain, a frequency – 

domain behaviour of (2.20) and (2.21) can be represented using (2.22) and (2.23) by 

applying frequency transformation. 

dV(x)
dx

=  െ(R+ jɘL)I(x)                                                                                      െ (2.22) 

dI(x)
dx

=  െ(G+ jɘC)V(x)                                                                                      െ (2.23) 

 

We can solve (2.22) and (2.23) to obtain the relation of (2.24) and (2.25). 

dଶV(x)
dxଶ െ けଶV(x) =  0                                                                                            െ (2.24) 

dଶI(x)
dxଶ െ けଶI(x) =  0                                                                                              െ (2.25) 

Where け =  ඥ(R+ jɘL)(G+ jɘC)    = jɘξLCට1 +  
ୖ୨ன is the complex propagation 

constant while the characteristic impedance is defined using (2.26). 

Z୭ =  ඨ(R+ jɘL)
(G+ jɘC)

                                                                                                   െ (2.26) 

Assuming the dielectric loss is zero at the frequency of interest (unless the signal is 

in GHz range), the propagation constant け can be represented as (2.27) and 

expanding (2.27) for the real g and imaginary く term, and we can rewrite it as (2.28) 

and (2.29). 
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け ؆ R
2
ඨC

L
 + ݆߱ξLCቈ1 +  

1
8
൬ RɘL

൰ଶ െ 5
128

൬ RɘL
൰ସ                                          െ (2.27) 

ߙ =  
R
2
ඨC

L
                                                                                                                 െ (2.28) 

ߚ = ߱ξLCቈ1 +  
1
8
൬ RɘL

൰ଶ െ 5
128

൬ RɘL
൰ସ                                                           െ (2.29) 

 

Solving these voltage and current equations (2.24) and (2.25) using a second order 

differential equation method, we can obtain (2.30) and (2.31). 

V(x) =  V୭ାeିけ୶ +  V୭ି eାけ୶                                                                                     െ (2.30) 

I(x) =  
V୭ା
Z୭ eିけ୶ െ V୭ି

Z୭ eାけ୶                                                                                      െ (2.31) 

 

The impedance can be derived using (2.30) and (2.31) for any point between its 

boundary points [-l, 0]. The reflection coefficient at the boundary point, x=0 can be 

defined using (2.32). Hence at length l, voltage and current can be derived using 

(2.33) and (2.34) leading to characteristic impedance of (2.35).  

d =  
V୭ି
V୭ା                                                                                                                     െ (2.32) 

V(݈) =  V୭ାeାけ +  V୭ି eିけ =  V୭ା(eାけ +   eିけ)                                            െ (2.33)  

I(݈) =  
V୭ା
Z୭ eାけ െ V୭ି

Z୭ eିけ =  
V୭ା
Z୭ (eାけ െ  eିけ)                                             െ (2.34) 

ܼ =  ܼ (eାけ +   eିけ)
(eାけ െ  eିけ)                                                                                     െ (2.35)  

Expanding numerator and denominator using mathematical functions and replacing 

l by [(Zl – Zo)/(Zl – Zo)] we get (2.36). Simplifying (2.36) further it can be 

expanded to (2.37).   
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ܼ =  ܼ (cosけ݈ + jsinけ݈) +  ቌ(Z െ Z)
(Z +  Z)൘ ቍ (cosけ݈ െ jsinけ݈)

(cosけ݈ + jsinけ݈) െ ቌ(Z െ Z)
(Z +  Z)൘ ቍ (cosけ݈ െ jsinけ݈)   െ (2.36) 

ܼ =  ܼ Z +  ݆ Z tan (け݈)
Z +  ݆ Z tan (け݈)                                                                                   െ (2.37)  

 

As mentioned previously, lossy line け is equal to the sum of real g and imaginary く 

part. Hence a lossless transmission line can be defined by its R and G being zero and 

the propagation constant will have only imaginary component as defined in (2.38) 

while the characteristic impedance can be defined using (2.39). 

け =  ඥ( jɘL)(jɘC) = jɘξLC                                                                                െ (2.38) 

Z୭ =  ඨL
C

                                                                                                                   െ (2.39) 

 

Similarly the reflection coefficient can be defined as in (2.40). 

d(z) =  deାଶく୶                                                                                                        െ (2.40) 

 

 

 

 

Fig. 2.14 Cascading of RLC network 

 

Fig. 2.14 can be represented in a matrix form where the transfer characteristic for the 

transmission line segment can be represented by a matrix relationship using (2.41) 

[14] where ‘け’ is the propagation constant and ‘l’  is the line segment. 
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[்] = cosh(݈ߛ) jZ୭sinh(݈ߛ)
jsinh(݈ߛ)ܼ cosh(݈ߛ)                                                                         െ (2.41) 

Hence once transfer characteristic is known, the matrix can be expanded and solved 

for the complete structure of the transmission line. The above equation works 

completely for a generic transmission line. However when there is an initial 

condition/termination (either at source or load or anywhere in the path) in the 

network, these initial conditions need to be suitably included in the generic 

transmission line equations. Assuming the transmission line of length ‘l’  with a 

source signal applied at x = 0 and a termination network connected at length ‘l’ , a 

suitable boundary condition at source and load point can be rewritten as (2.42) and 

(2.43), respectively.  

[V(0)] =  [Vୱ] െ [Zୗ][I(0)]                                                                                   െ (2.42) 

[V(݈)] =  [V୭ୟୢ] െ [Z୭ୟୢ][I(݈)]                                                                         െ (2.43) 

 

Here [Vs] and [VLoad] are the open circuit voltages at source and load respectively 

while [Zs] and [ZLoad] are the circuit impedance at source and load of the network.  

If there is any discontinuity in the transmission line, the entire transmission line can 

be conveniently broken into different pieces while the discontinuity can be 

represented by a suitable formula which can be found out using its S-parameter or 

through measurement using vector network analyzer. This cascade of the 

transmission line can be represented as in Fig. 2.15 using an impedance matrix 

defined in (2.45) and (2.46) for transmission line, apart of a matrix derived out of S – 

parameters for the discontinuity. For the transmission line, Zc, ߛ, l are the 

characteristic impedance, propagation constant and length of the transmission line 

while T21 is the T – parameter representation of various discontinuities and can be 
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obtained after the computation of S-parameters of (2.44). The S-parameters help in 

defining the discontinuity and its direct multiplication with other transfer functions. 

Hence the entire transmission line can now be defined using (2.47). 

 

 

 

 

Fig. 2.15 Cascade representation of transmission line with discontinuity 

 

 

 ଵܵଵ ଵܵଶܵଶଵ ܵଶଶ൨ = ێێۏ 
ۍ ଵܶଶଶܶଶ ଵܶଵ ଶܶଶ െ ଵܶଶ ଶܶଵଶܶଶ

1ଶܶଶ െ ଶܶଵଶܶଶ ۑۑے
ې
                                                              െ (2.44) 

[்ଵ] =  cosh(ߛଵ݈ଵ) Z୭ଵsinh(ߛଵ݈ଵ)
sinh(ߛଵ݈ଵ)ܼଵ cosh(ߛଵ݈ଵ)                                                           െ (2.45) 

ൣ௦௧௨௧௬൧ =  [ ଶܶଵ]                                                                                         െ (2.46) 

[்ଶ] =  cosh(ߛଶ݈ଶ) Z୭ଶsinh(ߛଶ݈ଶ)
sinh(ߛଶ݈ଶ)ܼଶ cosh(ߛଶ݈ଶ)                                                           െ (2.47) 

[்] =  [்ଵ]ൣ௦௧௨௧௬൧[்ଶ]                                                                 െ (2.48)  

 
 
2.3.1 Lattice diagram for transmission line 

The reflection coefficients can be used to determine the reflected and incident waves 

along a transmission line as in Fig. 2.16.  
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           Fig. 2.16 Transmission line for circuit simulation 

 

A Lattice diagram [15] is the most commonly used technique to calculate incident 

and reflected voltages along the transmission line – discontinuity using circuit 

theory. Assuming the reflection coefficient at the end A and B of the transmission 

line be defined using (2.49) and (2.50) while the propagation delay for this 

transmission line is described using tpd, the reflection voltage and current at various 

points of time in the transmission line can be described using Figs. 2.17 and 2.18, 

respectively. The Lattice diagram has been used to calculate the crosstalk at the far 

end and near end of the transmission line as described in the appendix, hence a 

background of the theory has been provided here in order to develop and simulate 

the crosstalk for a transmission line. 

d =  
(Rୱ െ Z୭)
(Rୱ +  Z୭)                                                                                                      െ (2.49) 

d =  
(R െ Z୭)
(R +  Z୭)                                                                                                      െ (2.50) 

As discussed in the previous section, the velocity of the propagation can be defined 

by (2.51). This velocity is used to calculate the distance of the load and source 

termination. However at t = 0, the incident voltage and current at the end ‘A’ of the 

transmission line can be defined using circuit theory as in (2.52) and (2.53) 

respectively, while the final steady value of the voltage and current in the 

transmission line can be defined using (2.54) and (2.55), respectively [16]. 
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ݒ =  
ܿඥߝ                                                                                                              െ (2.51) 

V =  Vୱ୰ୡ כ ൬ Z
Rୱ + Z୭൰                                                                                           െ (2.52) 

I =
Vୱ୰ୡ
Z୭                                                                                                                     െ (2.53) 

V୲ ՜ஶ =  Vୱ୰ୡ כ ൬ R୭ୟୢ
Rୱ + R୭ୟୢ൰                                                                                െ (2.54) 

I୲ ՜ஶ =  ൬ V୲ ՜ஶ
Rୱ + R୭ୟୢ൰                                                                                            െ (2.55) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.17 Lattice diagram for voltage 
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                                      Fig. 2.18 Lattice diagram for current 

 

The Lattice diagram for the voltage and current reflection in the transmission line is 

shown in Figs. 2.17 and 2.18 while Matlab plots of the voltage and current lattice 

diagram are shown in Figs. 2.19 and 2.20. Here the voltage source is assumed to 

generate a trapezoidal signal with 3 V amplitude and 0.2 ns rise/fall time with a 

period of 10 ns. The source series resistor Rs is assumed to be of 25 っ while load 

resistor is assumed to be of 150 っ for 88 mm length transmission line of 50 っ 

characteristic impedance.  
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Fig. 2.19 Voltage in transmission line for Rs = 25 っ, RL = 150 っ 

 

 

 

Fig. 2.20 Current in transmission line for Rs = 25 っ, RL = 150 っ 

0 5 10 15
-0.5

0

0.5

1

1.5

2

2.5

3

3.5

Time (ns)

A
m

pl
itu

de
 (

V
ol

t.
)

Lattice Diagram for 50 ohm, 88 mm transmission line

 

 
Vtran(Src)

Vtran(S)

Vtran(Load)

0 5 10 15
-30

-20

-10

0

10

20

30

40

50

Time (ns)

C
ur

re
nt

 (
m

A
)

Lattice Diagram for 50 ohm, 88 mm transmission line

 

 
Itran(Source)

Itran(Load)



Chapter 2 – High Frequency PCB methodology and Analysis 
 

-39- 
 

2.4 Wave propagation in PCB using field theory  

Before solving a transmission line using field theory some basic background of the 

theory (Maxwell’s equation and boundary conditions) is required. Similar to the 

distributed network theory, the field theory can be applied at each of the segment of 

this transmission media before integrating for the whole area and applying suitable 

boundary conditions for limiting its problem space. 

 

 

2.4.1 Maxwell’s equation 

Maxwell differential equations, which define magnetic field as B, magnetic flux 

density as H, electric flux density as D and electric field as E can be expressed using 

(2.56) - (2.59) in the time domain and its constitutive relations of (2.60) and (2.61) 

where と, J and 朕 are charge, electric and magnetic current density. 

X HሬሬԦ  =
μDሬሬԦμt

+ JԦ                                                                                                        െ (2.56) 

X EሬሬԦ   = െμBሬሬԦμt
െ  朕ሬሬሬԦ                                                                                                 െ (2.57) 

DሬሬԦ. = െ                                                                                                                     ߩ BሬሬԦ. (2.58) = 0                                                                                                                     െ (2.59) 

BሬሬԦ =   た HሬሬԦ                                                                                                                    െ (2.60) 

DሬሬԦ =   i EሬሬԦ                                                                                                                     െ (2.61) 

(2.56) - (2.59) can also be correspondingly defined with respect to integral equations 

using (2.62) - (2.65) for providing alternate mathematical solutions. Another 

fundamental equally important equation is the equation of continuity which can be 

written as (2.66). 
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ර HሬሬԦେ .݈݀ሬሬሬԦ =  
ݐ߲߲  න ሬሬԦௌܦ .݀ܵሬሬሬሬԦ െ  න Ԧௌܬ .݀ܵሬሬሬሬԦ                                                                െ (2.62) 

ර EሬሬԦେ .݈݀ሬሬሬԦ =  െ  
ݐ߲߲  න ሬԦௌܤ .݀ܵሬሬሬሬԦ   െ  න 朕ሬሬሬԦௌ .݀ܵሬሬሬሬԦ                                                        െ (2.63)   

ර DሬሬԦୗ .݀ܵሬሬሬሬԦ = න ߩ ܸ݀                                                                                              െ (2.64)     

ර BሬሬԦୗ .݀ܵሬሬሬሬԦ = 0                                                                                                           െ (2.65) 

JԦ. =  െμߩμt
                                                                                                               െ (2.66) 

 

For a linear isotropic material characterised by its permittivity i, permeability ߤ and 

conductivity ߪ the constitutive relations can be defined using (2.67) - (2.69).         

DሬሬԦ = EሬሬԦߝ  + ሬܲԦ                                                                                                               െ (2.67)     

BሬሬԦ = HሬሬԦ)ߤ  +  MሬሬሬԦ )                                                                                                       െ (2.68)                

JሬሬԦ = EሬሬԦߪ                                                                                                                       െ (2.69) 

 

Here i and ߤ are the permittivity and permeability of the medium while ߪ is the 

electric conductivity. The permeability of the medium is defined by 4ヾߤr x 10-7 H/m 

while the permittivity of the vacuum is selected as 8.85ir x 10-12 F/m. The electric 

and magnetic flux can be defined by D and H, while E and B are the electric and 

magnetic field vector and Jc is the conduction current vector. Similarly P, electric 

polarisation vector describes how the material is polarised when an electric field is 

present while M, the Magnetisation vector describes how the material is magnetised 

when a magnetic field H is present. For linear materials, the polarisation as defined 

by (2.70) is directly proportional to the electric field, where ぬe is the electric 
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susceptibility. Similarly in linear materials, the magnetisation is directly proportional 

to the magnetic field as defined by (2.71), where ぬm is the magnetic susceptibility. 

DሬሬԦ =  i൫1 +  ぬୣ൯EሬሬԦ =  ii୰EሬሬԦ =  iEሬሬԦ                                                                       െ (2.70) 

BሬሬԦ =  た൫1 +  ぬ୫൯HሬሬԦ =  たた୰HሬሬԦ =  たHሬሬԦ                                                                   െ (2.71) 

The parameters ir and ߤr are the relative permittivity and permeability of the material 

respectively. Usually these are scalar properties but these can be defined in a vector 

form to account for the variation in all three directions as in (2.72) and (2.73) by a 

3x3 tensor for a general isotropic material. 

た୰ =  た୰୶ 0 0
0 た୰୷ 0

0 0 た୰                                                                                            െ (2.72) 

i୰ =  i୰୶ 0 0
0 i୰୷ 0
0 0 i୰                                                                                              െ (2.73) 

 

(2.69) - (2.71) can be generalised as (2.74) - (2.76). 

JԦୣ =  jEሬሬԦ + JԦୣ                                                                                                             െ ሬሬԦܦ (2.74) =  ii୰EሬሬԦ +  D୰ሬሬሬሬԦ                                                                                                      െ ሬԦܤ (2.75) =  たた୰HሬሬԦ +  M୰ሬሬሬሬሬԦ                                                                                                    െ (2.76) 

Here Dr is the remnant displacement, which is the displacement when no external 

electric field is present while Br is the remnant magnetic flux density when no 

external magnetic field is present. 
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2.4.2 Boundary condition 

The boundary condition at material interfaces and physical boundaries require 

special attention in order to describe any electromagnetic problem and often an 

infinite boundary condition can be simulated using a finite suitable boundary 

condition. This limits the problem space for the existing problem. Based on the 

permittivity (i), permeability (ߤ), surface current density (Js) and charge density (とs), 

the field components, E, B, D and H continuity is defined. If there are two different 

media where i, ߤ and ߪ are different, a boundary condition can be suitably applied. 

The tangential and normal components arising out of integral from Maxwell’s 

equations of these fields can form an equation for these continuous media. At 

interfaces between two media, the boundary can be described mathematically using 

(2.77) - (2.80) [17]. 

nଶ x ൫EሬሬԦଶ െ  EሬሬԦଵ൯ =  0                                                                                               െ (2.77) 

nଶ .൫DሬሬԦଵ െ  DሬሬԦଶ൯ =  とୱ                                                                                               െ (2.78) 

nଶ x ൫HሬሬԦଵ െ  HሬሬԦଶ൯ =  JԦୱ                                                                                              െ (2.79) 

nଶ .൫BሬሬԦଵ െ  BሬሬԦଶ൯ =  0                                                                                                െ (2.80) 

 

Of these four equations (2.77) - (2.80), only two are independent. Hence these 

equations can be combined to form two independent conditions. Further the current 

density at the interface can be obtained as (2.81). 

nଶ .൫JԦଵ െ  JԦଶ൯ =  െμとୱμt
                                                                                           െ (2.81) 

Various special conditions for (2.77) to (2.80) can be derived. Assuming no surface 

current, (2.77) and (2.79) can be reduced to (2.82) and (2.83), respectively. The 

electrical field pattern of a travelling wave can be defined as in (2.84) [18]. 
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nଶ x ൫EሬሬԦଶ െ EሬሬԦଵ൯  =  0                                                                                               െ (2.82) 

nଶ x ൫HሬሬԦଵ െ HሬሬԦଶ൯ =  0                                                                                               െ (2.83) 

x ቆ  1
た୰ x E(x,y,z)ቇ  െ kଶᖡ୰E(x,y,z) =  0                                                    െ  (2.84) 

 

Depending on the solution for electric and magnetic field, these conditions can be 

analysed separately. Like, while solving for E the tangential component of the 

electric field has to be always continuous and thus (2.82) always gets satisfied. But 

(2.83) can be represented using (2.82) and hence it can be defined as (2.85). െ nଶ x ቂ൫た୰ି ଵ x EሬሬԦ൯ଵ െ ൫た୰ି ଵ x EሬሬԦ൯ଶቃ = nଶ x jჯた൫HሬሬԦଵ െHሬሬԦଶ൯ =  0            െ (2.85) 

 

Similarly when solving for H, the tangential component of the magnetic field has to 

be always continuous and thus (2.83) always gets satisfied. (2.82) can be represented 

using (2.83) and hence it can be defined as (2.86). െ nଶ x ቂ൫i୰ି ଵ x HሬሬԦ൯ଵ െ ൫i୰ି ଵ x HሬሬԦ൯ଶቃ = nଶ x jჯi൫EሬሬԦଵ െ EሬሬԦଶ൯ =  0              െ (2.86) 

 

2.4.2.1 Interface between a dielectric and perfect conductor 

A perfect conductor has infinite electric conductivity and thus no internal electric 

field, otherwise it could produce an infinite current density. At the dielectric – metal 

interface as shown in Fig. 2.21, the boundary condition for the electric field E and 

field displacement D can be simplified. Assuming the perfect conductor in region 1, 

then E1 and D1 can be considered as zero. For a general time varying case, B1 and D1 

becomes zero. Now using equations (2.77) - (2.80) with these imposed conditions, 

(2.87) - (2.90) can be obtained. െ nଶ x EሬሬԦଶ   =  0                                                                                                       െ (2.87) 
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െ nଶ .DሬሬԦଶ    =  とୱ                                                                                                       െ (2.88) െ nଶ x HሬሬԦଶ  =  JԦୱ                                                                                                        െ (2.89) െ nଶ .BሬሬԦଶ   =  0                                                                                                         െ (2.90) 

 

 

 

 

 

 

Fig. 2.21 Boundary condition for a microstrip line 

 

The magnetic and electric field at any point in the space can be defined by its 

tangential as well as normal components; electric and magnetic field in the region 1 

can be defined as (2.91) and (2.92), respectively. 

EሬሬԦଵ =  EሬሬԦଵ୲ +  jEሬሬԦଵ୬                                                                                                      െ (2.91) 

HሬሬԦଵ =  HሬሬԦଵ୲ +  jHሬሬԦଵ୬                                                                                                     െ (2.92) 

 

Similarly electric and magnetic field in the region 2 can be defined by (2.93) and 

(2.94) respectively. 

EሬሬԦଶ =  EሬሬԦଶ୲ +  jEሬሬԦଶ୬                                                                                                      െ (2.93) 

HሬሬԦଶ =  HሬሬԦଶ୲ +  jHሬሬԦଶ୬                                                                                                    െ (2.94) 

 

Here field uniformity is assumed for the microstrip line trace and core configuration. 

As we know, any tangential component of the electric field is continuous and 

uniform across a structure, E1t = E2t while surface charge current, Js is defined by the 
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difference of the surface charge current and hence H2t – H1t = Js x  ݊ො where ݊ො is the 

normal vector. Similarly the normal component of the magnetic field is the same 

across its boundary and hence B1n = B2n while the difference of the normal 

component of the flux density is equal to the surface charge density and hence D2n – 

D1n = ɏs. Applying these derived boundary conditions for the region 2 and using 

(2.91) - (2.94), we can calculate electric and magnetic field as defined by (2.95) and 

(2.96) in the media 2 using components of media 1 [19]. 

EሬሬԦଶ =  EሬሬԦଵ୲ +  ൫とୱ + iଵEሬሬԦଵ୬൯                                                                                      െ (2.95) 

HሬሬԦଶ୲ =  HሬሬԦଵ୲ + JԦୱ x nො                                                                                                   െ (2.96) 

 

A boundary can be defined by either of the conditions, Perfect Electric Conductor 

(PEC), Perfect Magnetic Conductor (PMC), Absorbing Boundary Condition (ABC), 

and scattering boundary condition. These boundary conditions are explained in the 

following sections. 

 

2.4.2.2 Perfect Electric Conductor (PEC) 

A perfect electric conductor has i = 1 and 1 =ߤ and as shown in Fig. 2.22 it can be 

defined as perfectly conducting metal surface. If ∂/∂s and ∂/∂n are assumed as the 

tangential derivative and normal derivative for a surface, the boundary condition for 

a perfect conducting metal surface defines its tangential electric field as zero 

(represented as (2.97) - (2.100)) [20] and since the total electric field being the sum 

of tangential electric field and normal electric field, the incident electric field gets a 

complete reflection. Hence the reflection coefficient at PEC is ‘-1’ with its absolute 

magnitude of incident and reflected signal being the same while the phase difference 

of reflected signal is 180 degree out of phase with the incident signal. This creates a 
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perfect reflecting wall for a PEC media and is also called as short circuit in electrical 

parlance.  

 

 

Fig. 2.22 Perfect Electric Conducting surface 

 

nො x EሬሬԦ  = 0                                                                                                                  െ (2.97) 

nො .BሬሬԦ = 0                                                                                                                    െ (2.98) 

nො .DሬሬԦ = とୱ                                                                                                                   െ (2.99) 

nො x EሬሬԦ = JԦୱ                                                                                                                   െ (2.100) 

In the transient case under PEC, the tangential component of the magnetic vector 

also becomes zero. Whenever the initial condition is not zero, the PEC condition can 

be used and hence a general magnetic potential boundary condition can be obtained. 

 

2.4.2.3 Perfect Magnetic Conductor 

Here the tangential magnetic field is zero and since total magnetic field is the sum of 

tangential and normal magnetic field, the incident magnetic field gets a complete 

reflection. This boundary condition is defined by its reflection coefficient of ‘1’ and 

hence the absolute magnitude of the reflected signal is the same as the incident 

signal while the phase difference being zero. This condition can be achieved by open 

circuit in electrical parlance and can be defined using (2.102) - (2.104) [21]. A 

perfect magnetic field surface is shown in Fig. 2.23. 

 

 

Fig. 2.23 Perfect Magnetic Conducting surface 

Perfect Electric Conducting 

Perfect Magnetic Field surface 
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nො x HሬሬԦ = 0                                                                                                                  െ (2.102) 

nො .DሬሬԦ = 0                                                                                                                    െ (2.103) 

nො .BሬሬԦ = JԦୱ                                                                                                                     െ (2.104) 

 

2.4.2.4 Absorbing Boundary Condition 

This allows the field modelling in an unbounded space. Total flux-vector contained 

inside the boundary – area as shown in Fig. 2.21 can be defined as (2.105). 

 නܦሬሬԦଵ .dݏԦ  +  නܦሬሬԦଶ .dݏԦ    =  නݒ݀ߩԦ                                                                      െ (2.105) 

Here ܦሬሬԦଵ  denotes the value of ܦሬሬԦ  in medium 1, and ܦሬሬԦଶ  denotes the value of ܦሬሬԦ  in 

medium 2. For a boundary condition, interface line – width ‘dl’ can be considered to 

be very small. Assuming Dn to be the normal component of ܦሬሬԦ and ds is the area of 

each base while ො݊ is the normal unit. Hence the outward flux can be approximated 

by (2.106). ൫ܦሬሬԦଵ – ܦሬሬԦଶ൯ds =  ൫ܦሬሬԦଵ െ .ሬሬԦଶ൯ܦ  ො݊݀ݏ                                                                    െ (2.106)  

 

By taking the limit over its boundary, (2.105) can be rewritten as (2.107). ො݊.൫ܦሬሬԦଵ െ ሬሬԦଶ൯ܦ  = ௦ߩ                                                                                                   െ (2.107) 

The above equation shows that the flux density on a surface is changed by its surface 

charge density. The magnetic field can be also established using Gaussian theorem 

and hence (2.108) needs to get satisfied [22]. ො݊.൫ܤሬԦଵ െ ሬԦଶ൯ܤ =  0                                                                                                    െ (2.108) 

Here the incident signal gets completely absorbed and hence the reflection 

coefficient becomes zero.  
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2.5 Discontinuities in a transmission line trace 

Any transmission line can be defined by its mode of propagation and these modes 

can be classified as Transverse Electromagnetic (TEM) modes, Transverse Electric 

(TE) mode, Transverse Magnetic (TM) mode and hybrid (a combination of TE and 

TM mode) mode. The discontinuity in the transmission line causes a change in the 

TEM/TE/TM mode and signal would create multitudes of TE, TM modes (known as 

local fields) to satisfy the boundary conditions arising out of these discontinuities. 

Hence discontinuities can change the transmission line characteristics and deteriorate 

the signal. The characteristics of a discontinuity also changes with the increase of 

frequency as the wavelength becomes comparable to the dimension of the 

discontinuous structure. This discontinuity can be defined using parasitic elements of 

the structure. The discontinuity arising out of straight line, right angle bend, fan-out 

and via will be extensively described in chapter 5. Apart from these there are many 

more other types of discontinuities which are discussed in the subsequent sections. 

These discontinuities can be characterised by their S-parameters either using a field 

or circuit solver. The S-parameter in its simplest form can be generated using a 

circuit solver using the impedance parameters of the circuit. S-parameters help in 

noise analysis, transmission characteristic and resonance associated with all these 

trace discontinuities/configurations. A device can be accurately modelled using 

frequency response such as S-parameters; hence the S-parameters have been 

calculated and plotted in this chapter and chapter 6 using 3D field solver. For a 2-

port network as shown in Fig. 2.24, the Z-parameter in an electrical circuit can be 

defined using (2.109) - (2.110). 

ଵܸ =  ܼଵଵܫଵ +  ܼଵଶܫଶ                                                                                                 െ (2.109) 

ଶܸ =  ܼଶଵܫଵ +  ܼଶଶܫଶ                                                                                                െ (2.110) 
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Fig. 2.24 Z-parameter for a two port network 

 

 

 

 

 

 

 

Fig. 2.25 S-parameter for a two port network 

 

Similarly using Fig. 2.25 the S-parameter can be defined using (2.111) and (2.112), 

where a1, a2 are incident voltage at the port 1 and 2 respectively while b1 and b2 are 

reflected voltage at the port 1 and 2 respectively. ܾଵ =  ଵܵଵܽଵ +  ଵܵଶܽଶ                                                                                               െ (2.111) ܾଶ =  ܵଶଵܽଵ +  ܵଶଶܽଶ                                                                                               െ (2.112) 

Using (2.111) and (2.112), we can obtain the reflection and transmission coefficient 

as (2.113) for input reflection coefficient, (2.114) for forward transmission 

coefficient, (2.115) for output reflection coefficient and (2.116) for reverse 

transmission coefficient while applying the condition ZL = Zs = Zo. 

ଵܵଵ =
ܾଵܽଵฬమୀ                                                                                                            െ (2.113)  

ܵଶଵ =
ܾଶܽଵฬమୀ                                                                                                            െ (2.114) 

V1 Vs 

 

2-port network 
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V2 

a1 a2 b2 
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I1 
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I2 
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ଵܵଶ =
ܾଵܽଶฬభୀ                                                                                                            െ (2.115)  

ܵଶଶ =
ܾଶܽଶฬభୀ                                                                                                            െ (2.116) 

S-parameters can be expressed in terms of Z11, Z12, Z21 and Z22 impedance 

parameters in (2.117) to (2.120) [23]. This can be conveniently implemented using a 

Spice program or Matlab software.  

 

ଵܵଵ =
(ܼଵଵ െ  1)(ܼଶଶ +  1) െ ܼଵଶܼଶଵ
(ܼଵଵ +  1)(ܼଶଶ +  1) െ ܼଵଶܼଶଵ                                                                 െ (2.117) 

ଵܵଶ =
2ܼଵଶ

(ܼଵଵ +  1)(ܼଶଶ +  1) െ ܼଵଶܼଶଵ                                                                 െ (2.118) 

ଵܵଶ =
2ܼଶଵ

(ܼଵଵ +  1)(ܼଶଶ +  1) െ ܼଵଶܼଶଵ                                                                 െ (2.119) 

ܵଶଶ =
(ܼଵଵ +  1)(ܼଶଶ െ  1) െ ܼଵଶܼଶଵ
(ܼଵଵ +  1)(ܼଶଶ +  1) െ ܼଵଶܼଶଵ                                                                 െ (2.120) 

 

Minisolve has been used to generate S-parameters using following procedure. The 

time domain signal is used as a source for various structures of section in the present 

chapter and chapter 6. This signal generates a 5 GHz bandwidth signal if its Fast 

Fourier Transform is obtained. This can be verified using a Matlab script for Fast 

Fourier Transform (FFT). A matching lumped component, which is available in 

Minisolve tool, corresponding to the characteristic impedance of the structure is used 

to terminate at its input and output. The structure definition using metal plate and 

dielectric material has been provided in discontinuity block description. The 

equivalent structure has been defined in Minisolve using its inbuilt library. The time 



Chapter 2 – High Frequency PCB methodology and Analysis 
 

-51- 
 

generated signal as shown in Fig. 2.26 has been used as its voltage source from its 

Minisolve library. 

 

Fig. 2.26 Gaussian source signal 

 

The incident voltage is obtained from that of an infinitely long microstrip line, while 

the reflected voltage is obtained from the difference of the open-end voltage and the 

incident voltage. The infinitely long microstrip line helps in avoiding higher modes 

of the generated signal near its discontinuity so that these higher modes could not 

have any effect on S11 and S21 parameter calculation. Any voltage and current 

response, i.e. incident/reflected signal can be represented as (2.121) and (2.122). 

Here ak and bk are residues while sk and pk are poles of the function which can be 

used to describe a transient signal. Here n is 0, 1, …. N-1 while M and L are number 

of poles and 〉t is the sampling interval used to define the function. 
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ܸ =  ܽெ
ୀଵ ݁ୱౡ୬〉୲                                                                                                   െ (2.121) 

ܫ =  ܾ
ୀଵ ݁୮ౡ୬〉୲                                                                                                   െ (2.122) 

Applying Fourier transform for (2.121) and (2.122) of these voltages and currents, 

the frequency domain current and voltage response can be obtained as (2.123) and 

(2.124). The time domain to frequency domain conversion has been obtained using a 

Matlab script. ܸ(݂) =  
݆ܽ2ᤀ݂ െ s୩ 

                                                                                                 െ (2.123) 

(݂)ܫ =  
ܾ݆2ᤀ݂ െ p୩                                                                                                  െ (2.124) 

 

After obtaining the frequency response of voltage and current for incident and 

reflected signal, S11, S21 parameter is calculated using (2.125) and (2.126).  

ଵܵଵ =  
ଵܸ(݂)ଵܸ(݂)

                                                                                                        െ (2.125) 

ܵଶଵ =  
ଶܸ(݂)ଵܸ(݂)

 ඨܼଵ(݂)ܼଶ(݂)
                                                                                     െ (2.126) 

Here Vinc and Vref are the incident and reflected voltages at the corresponding ports 

while Z01 and Z02 are the characteristic impedances of microstrip lines at port 1 and 

port 2. These S-parameters are generated for a number of times based on different 

time steps. The passivity of the response is checked (wherever the passivity violation 

arises and can generate an unstable and erroneous data) and can be modified using 

interpolation of its data at all of its frequency while maintaining its causality. If all of 

the S11 and S21 parameter converges within a defined error - range, then S11 and S21 

parameters are accepted as correct. After obtaining the converged S11 and S21 
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parameter, vector fitting algorithm with number of poles in the range of 10 - 12 

available from Matlab is applied for correctly defining the characteristic. Similarly 

S22 and S12 parameters are obtained and since all the structures are symmetric, a 

sanity check is performed for S11 = S22 and S21 = S12. As a reference, the S-

parameters for these structures using Ansoft based HFSS [24] has been obtained so 

as to verify these results. 

 

2.5.1 Trace over split plane  

A typical split plane [25] as shown in Fig. 2.27 arises in a complex multi layered 

board which has a number of power/ground planes. For maintaining signal spacing 

and length of the trace in the signal bus it is not possible to route an impedance 

controlled signal entirely on one plane and instead it is routed across various 

reference planes, sometimes crossing two different power or ground planes. The S11 

and S21 parameters of a 250 µm width and 7.5 µm thick microstrip line trace routed 

over 125 µm Fr4 prepreg of the dielectric constant 4.4 with a split reference plane of 

30 µm gap has been shown in Figs. 2.28 and 2.29 respectively. 

 

 

 

 

 

 

 

Fig. 2.27 Trace configuration in split – plane 
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Fig. 2.28 S11 parameter for a trace routed over split – plane  

 

 

 

Fig. 2.29 S21 parameter for a trace routed over split – plane 
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2.5.2 Tee-junction  

This type of discontinuity is often found in fan-out IC configuration, impedance 

matching network, stub filters and directional coupler. As shown in Fig. 2.30, its 

main arm’s characteristic impedance can be defined using Zo1 while the side arms’ 

impedance can be defined using Zo2. The S11 and S21 parameters of a T-junction with 

250 µm width and 7.5 µm thick microstrip line trace routed over 125 µm Fr4 prepreg 

of the dielectric constant 4.4 are shown in Figs. 2.31 and 2.32 respectively. The 

perpendicular edges contribute surplus capacitance while additional inductance is 

contributed by its additional current flowing through its perpendicular length. The 

parameters involving the circuit representation of a T – junction can be defined using 

(2.127) - (2.130) [25]. 

 

 

 

 

 

 

 

        Fig. 2.30 – a Tee – junction                         Fig. 2.30 – b Equivalent circuit 

 

dଵ
Dଶ = 0.055 1െ 2 

Z୭ଵ
Z୭ଶ  ቆ f

f୮ଵቇଶ൩ Z୭ଵZ୭ଶ                                                                 െ (2.127) 

d2

D1
= 0.5 െ  0.05 + 0.7 exp൬െ1.6 

Zo1

Zo2
൰ + 0.25 

Zo1

Zo2
 ቆ f

fp1
ቇ2 െ  0.17 ln

Zo1

Zo2
൩  Zo1

Zo2
          െ (2.128) 

݊ଶ = 1െ ቆ ߨ  f
f୮ଵቇଶ  ቈ 1

12
 ൬Z୭ଵ

Z୭ଶ൰ଶ  +  ൬0.5െ dଶ
Dଵ൰ଶ                                          െ (2.129) 
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B
Y୭ଶ  

そଵ
Dଵ  = 5.5 

i୰ + 2
nଶi୰ ێێۏ 

ۍێ 1 + 0.9 ln
Z୭ଵ
Z୭ଶ +  4.5 

Z୭ଵ
Z୭ଶ  ቆ f

f୮ଵቇଶെ 4.4 exp ൬െ1.3 
Z୭ଵ
Z୭ଶ൰ െ  20 ቆZ୭ଶ

さ ቇଶۑۑے
ېۑ
 
dଵ
Dଶ               – (2.130) 

 

Here di, fp and そ are the equivalent parallel plate line width, first higher order mode 

cut-off frequency and the guide wavelength of the microstrip line. Subscripts 1 and 2 

represent series and shunt lines respectively. In the above equations, Di and fpi are 

defined using the relation (2.131) and (2.132) where さ0 is characteristic impedance in 

air, 377 っ and h is the thickness of the substrate in mm. 

D୧ =   ൬ さబ୦ඥi౨൰                                                                                                            െ (2.131)             

f୮୧ =  0.4Z୭
hൗ         in GHz                                                                                     െ (2.132) 

 

 

Fig. 2.31 S11 parameter for Tee – junction trace 
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Fig. 2.32 S21 parameter for Tee – junction trace 

2.5.3 Open end  

This situation as shown in Fig. 2.33 usually arises when a trace terminates at a test 

pad for signal testing. Here the TEM field does not stop at the boundary but gets 

carried away for a while (〉l) due to its fringing field effect. The electric field in an 

open end trace configuration penetrates some distance out of the trace length once 

the trace is excited. The magnetic field generated out of the excited signal gets 

decayed at some distance within its trace length. Fig. 2.34 shows the S11 parameter 

of a 250 µm width and 7.5 µm thick microstrip line trace routed over 125 µm Fr4 

prepreg of the dielectric constant 4.4. 

 

 

 

 
           Fig. 2.33 – a Open end trace              Fig. 2.33 - b Equivalent circuit 
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Fig. 2.34 S11 parameter for open end trace 

 

As shown in Fig. 2.33, the open end impedance can be defined using (2.133) where 

w is the width of the trace, h is the height of the substrate, ir is the relative 

permittivity of the substrate, k is a multiplier constant and Cp is the capacitance of 

the open end trace. Additional formulas (2.133) - (2.139) [26] provide a relationship 

between additional length 〉l and substrate height. 

ܼ = ݇ 
〉݈ ξi୰ܥ                                                                                                         െ (2.133) 

௱ =  
కభకయ కఱకర                                                                                                                 െ (2.134)            

ଵߦ = 0.434907 
଼.ߝ ଵ  +  0.26 ቀݓ ݄ൗ ቁ.଼ ହସସ

+ ଼.ߝ0.236  ଵ െ  0.189 ቀݓ ݄ൗ ቁ.଼ ହସସ
+  0.87

                                     െ (2.135) 

ଶߦ = 1 +  
ቀݓ ݄ൗ ቁ.ଷଵ
ߝ2.35 +  1

                                                                                            െ (2.136) 
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ଷߦ = 1 +
ଵି݊ܽݐ 0.5274 ቈ0.084ቀݓ ݄ൗ ቁଵ.ଽସଵଷ కమൗ ߝ.ଽଶଷ                                                െ (2.137)  

ସߦ = 1 + ଵି݊ܽݐ 0.037  0.067 ቀݓൗ݄ ቁଵ.ସହ൨  x [6െ 5 exp{0.036(1െ [{(ߝ          െ (2.138)  

ହߦ = 1െ 0.218 ݁ ݓቀെ7.5ݔ ݄ൗ ቁ                                                                          െ (2.139) 

The open end becomes particularly significant at higher frequency of operation 

where it behaves like antenna. 

 

2.5.4 Steps in width  

Because of space constraint near Ball Grid Array (BGA)/Land Grid Array (LGA) 

balls or space constrained area, this situation often arises however this creates a 

mismatch in the characteristic impedance. The trace shown in Fig. 2.35 can be 

considered as open circuit end with junction inductance at the discontinuity. The 

junction capacitance Cs and junction inductance Ls can be defined as (2.140) and 

(2.141) which in turn defines L1, L2 as (2.142) and (2.143) [27].  Lwi is the 

inductance per unit length of the microstrip for width wi as defined using (2.144) and 

(2.145). The S11 and S21 parameters of a 150 µm and 250 µm width and 7.5 µm thick 

connected microstrip line trace routed over 125 µm Fr4 prepreg of the dielectric 

constant 4.4 are shown in Figs. 2.36 and 2.37 respectively. 

 

 

 

 

 

 

  Fig. 2.35 – a Step discontinuity in trace width     Fig. 2.35 - b Equivalent circuit 
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Cୱ = ඥwଵwଶ (10.1 logi୰ +  2.33)
wଵ
wଶ െ  12.6 logi୰ െ  3.17൨   pF         െ (2.140) 

 Lୱ =  0.000987h ቆ1െ  
భ మ 

 ටi౨భ
i౨మቇଶ                                                                  െ (2.141) 

Lଵ =  
௪ଵܮ௪ଵܮ + ௪ଶܮ   Lୱ                                                                                                െ (2.142) 

Lଶ =  
௪ଵܮ௪ଶܮ + ௪ଶܮ   Lୱ                                                                                                െ (2.143) 

L௪ଵ =  ܼଵ 
ඥi୰ୣଵ

Cୱ                                                                                                    െ (2.144) 

L௪ଶ =  ܼଶ 
ඥi୰ୣଶ

Cୱ                                                                                                    െ (2.145) 

 

 

 

Fig. 2.36 S11 parameter for the step discontinuity 
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Fig. 2.37 S21 parameter for the step discontinuity 

 

 

2.5.5 Discontinuity by gaps  

This situation often arises when two different traces lie at a close space and this 

becomes a source of crosstalk. This gap can be represented by a capacitor circuit as 

shown in Fig. 2.38. For a narrow gap structure, Cg can be reduced to zero. A useful 

and intentional application is the gap coupled antenna design, e.g. bow-tie antenna. 

Assuming s being the spacing between two traces and w being the width of the trace, 

the equivalent capacitances Cp and Cg are related to Ceven and Codd using (2.146) and 

(2.147), respectively. However, Ceven and Codd can be defined using (2.148) and 

(2.149) which in-turn can be defined using (2.150) - (2.153) [28, 29]. 
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         Fig. 2.38 – a Gap in trace                          Fig. 2.38 - b Equivalent circuit 

௩ܥ  = ܥ2                                                                                                              െ ௗௗܥ (2.146) = ܥ2 + ܥ                                                                                                      െ ݓௗௗܥ                           (2.147) ൭pF
mൗ ൱ = ቀ ߝ

9.6
ቁ.଼

 ቀ ቁబݓݏ
 ݁ (݇)ݔ                                                       െ (2.148) 

ݓ௩ܥ ൭pF
mൗ ൱ = 12ቀ ߝ

9.6
ቁ.ଽ

 ቀ ቁݓݏ
 ݁ (݇)ݔ                                                െ (2.149) 

Here   m =  
୦  ൣ0.619 log൫w hൗ ൯ െ  0.3853൧                                                   െ (2.150) 

And   k =  4.26െ 1.453 log൫w hൗ ൯                                                                   െ (2.151) 

mୣ = 0.8675 ;  kୣ =  2.043ቀ݄ݓቁ.ଵଶ
        for 0.1  S

w
 0.5                     െ (2.152) 

mୣ =  
1.565

(w hΤ ).ଵ െ  1  ;  kୣ = 1.97െ 0.03
w hΤ         for 0.5  S

w
 1.0          െ (2.153) 

 

The S11 parameter for 250 µm trace width and 7.5 µm thick microstrip line trace 

routed over 125 µm Fr4 prepreg of the dielectric constant 4.4 is shown in Fig. 2.39 

while its corresponding S21 parameter can be shown in Fig. 2.40. 
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Fig. 2.39 S11 parameter for a gap in trace 

 

 

 

Fig. 2.40 S21 parameter for a gap in trace 
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2.5.6 Shorted end  

This is used to provide EMI, EMC protection in PCBs by the use of a metallic plate.  

A shorted trace configuration and its electrical equivalent circuit are shown in Fig. 

2.41. Assuming the width ‘w’, height ‘h’ and thickness ‘t’ of the bonding material in 

mm, the equivalent circuit can be defined by a simple junction inductance as (2.154) 

[30]. The S11 parameter for 250 µm width and 7.5 µm thick microstrip line trace 

routed over 125 µm Fr4 prepreg of the dielectric constant 4.4 has been shown in Fig. 

2.42. 

 

Lୱ = 0.2h ln 2h
w + t

 + 0.2235 
w + t

h
 + 0.5൨     in nH                                  െ (2.154) 

 

 

 

 
                
 
 
 
               
 
 
                Fig. 2.41 – a Shorted end trace         Fig. 2.41 - b Equivalent circuit 
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Fig. 2.42 S11 parameter for shorted end trace  

 

 

2.6 Conclusion 

The PCB manufacturing technique with the high frequency characteristic of its 

various components has been described here. The PCB can be divided into its major 

components such as ICs, traces, dielectric media, cable, case etc. All these individual 

components in a typical PCB have been simulated for its wide band of frequency. As 

is the case in a PCB environment, it is important to simulate the PCB for its 

behavioural accuracy, this chapter reviewed different approaches such as circuit and 

field theory to produce simulation outputs. For limiting the problem space and hence 

efficient resource usage, different boundary conditions have also been described. 

Based on the frequency of operation and its required accuracy and resource 

availability, either the circuit or field theory or a hybrid approach can be selected to 
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obtain its result. The S-parameters of various configurations have also been obtained 

and shown here in order for the completeness of the PCB modelling. After obtaining 

the S-parameter of the circuit, it can be embedded in the system solution for its 

completeness. As PCB design and manufacturing is a complex, time consuming task 

with significant production cost, even a very slight change in the range of millivolt 

of the expected signal behaviour can cause a new revision of the PCB because of 

many EMI, EMC, ESD regulations conducted by several national bodies such as CE, 

FCC, UL around the world, and it often brings cost implication, lost capitalisation of 

the timely delivery in the market, a delay in product - release puts enormous amount 

of pressure on the product designer. Hence it becomes quite important to know the 

behaviour of their individual PCB components over a range of frequency, that too in 

a 3D environment during its design phase well before producing a physical board. 

The full field solver described in the next chapter can offer these solutions in 

advance.  
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CHAPTER 3 
 

 

 

COMPUTATIONAL ELECTROMAGNETIC METHODS 

 

The core of the modern electromagnetic engineering for solving 3D problems 

directly or indirectly is based on Maxwell’s equations as defined in (2.56) – (2.59) 

and their constitutive relations of (2.60) and (2.61) [1]. The numerical solution to 

these equations is known as Computational Electromagnetic (CEM) [2]. Full-wave 

CEM methods approximate these Maxwell equations numerically, when no initial 

physical approximation have been made. The performance of interconnects in PCBs 

can be obtained accurately only by solving it through Maxwell’s equation in three 

dimension, this is often known as full field solver. The full field solver is 

computationally expensive tool and is potentially very accurate for its possibility to 

simulate 3D objects while considering metallic interconnect and dielectric 

components, but it requires an enormous amount of resources for simulating a large 

sub-circuit or an entire board. At the expense of accuracy to reduce the 

computational resource, the three dimensional representation can be reduced to a two 

dimensional field solver by considering strips or slots of uniform and finitely thin 

cross-section. The majority of the commercial software tools fall in this category. 

However a hybrid technique, 2.5D has been applied without compromising on 

accuracy and yet yielding an optimum use of computational resources. Here the 

complete structure is discretized using an approach based on its maximum frequency 

(minimum wavelength) of the operation, required accuracy and computational 
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resource availability. This discretization of the problem space is also termed as 

meshing. It subdivides the complete geometry into a large number of fine/coarse 

elements. The meshing may be achieved either as one-dimensional or two-

dimensional surface elements (often triangles), three-dimensional tetrahedral 

elements, a regular polyhedral or hexahedral grid, depending on the problem and the 

method applied. Each element of the meshed geometry assumes a simple functional 

dependency on its neighbourhood for its completeness. In general, the accuracy of 

the method is related to its resolution of discretization (i.e. mesh size). The finer is 

mesh, the better is accuracy of these methods and hence is its simulation result. 

However the largest mesh size (alternatively, the finest geometrical resolution) is 

limited by the available computational resources. The CEM solution is based on 

dividing the structure by a multiple of around ten segments per wavelength for 

one/two or three dimensions [3]. For curved surfaces, this guideline can become 100 

segments or more per unit square area. When very accurate field data is required, a 

finer mesh may be used at least near the inhomogeneity or the discontinuity of the 

problem space e.g. via, bend, edge etc. Although full-wave methods share the basic 

idea of discretization, and have been able to provide a very general framework, there 

have been developed different implementations based on the required accuracy, the 

total simulation time, the type of results required, and the frequency bandwidth. The 

electrical characteristics of a physical structure of the system are affected by the 

frequency of operation. If the frequency of operation is small, the simulation is quite 

straightforward and the physical or dielectric structure does not have any bearing 

while the complete structure can be simulated by assuming a single lumped 

component or at the maximum of a number of lumped components. However for 

large frequency of operation (e.g. in 100s of MHz or GHz range which leads to a 
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wavelength of fraction of mm), every structure and component of the PCB has its 

own effect and here distributed circuit (with R, L, G, C Parameters) [3] comes into 

picture. The electromagnetic field can be primarily solved, either by the frequency or 

the time domain approach and methods. The frequency domain method works on the 

principle of generating the frequency response of the system up to the maximum 

effective frequency. In order to obtain transient (time) response, this entire range of 

frequency response has to be Fourier transformed. However this approach requires a 

significant amount of computational resource. This becomes less efficient when 

system is wideband, since a frequency domain response provides a solution only on 

the frequency of interest. In the time domain method, the required data is calculated 

directly in the time domain and hence it is valid over a wideband frequency. This 

approach is only limited by its computer resource requirement apart from the 

bandwidth of the incident pulse and the time sampling used in developing the model.  

 

3.1 Computational Electromagnetic modelling approach 

Verification of the EMC compliance for a product involve building the prototype of 

the PCB and testing them as per various regulatory bodies such as CE and FCC 

regulations, however sometimes a system can be simulated and these field solver 

methods can be applied for modelling, verification and testing purposes. Typical 

simulation methods simulate the design at high frequency for electromagnetic 

behaviour and simulate the surrounding effect of physical and dielectric structure. In 

general, these methods should deal with following requirements: 

1. Geometrical features - The software and its application should be capable of 

modelling various types of objects and shapes, including open, enclosed, semi-

enclosed regions that are commonly found in a PCB environment. 
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2. Material properties - EMC problems have a wide range of materials and the 

software and its application must be capable of dealing with non-uniform, nonlinear, 

lossy and anisotropic materials. 

3. Physical scale - It is not unusual in a PCB design to have a problem that is infinite 

in extent or very long trace length passing through many types of discontinuities and 

modelling these fine features available in a PCB (e.g., thin and densely routed trace 

on a multi-layered board or thin wires or narrow planes). The software and its 

application must have adequate facilities to deal with fine as well as coarse features 

and open/closed boundaries. 

4. Time scale – The developed application should provide output over a wide range 

of time or, conversely, a wide range of frequencies. These tools should have an 

adequate and efficient coverage over a broad band for its SI and EMC purposes 

within an accuracy limit.  

Based on these requirements, following field solver methods have been deployed 

across industries, academia. 

1. Finite – Difference Time Domain modelling method [4] 

2. Method of Moments modelling [5] 

3. Finite Element Modelling method [6] 

4. Boundary Element Modelling method [7] 

 

The principal application for these methods dealing with electromagnetic problems 

lies in calculating and solving guided waves, scattering and antenna modelling. 

However microstrip, stripline and other embedded transmission lines can also be 

simulated through these tools.  
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3.1.1 FDTD modelling  

The Finite Difference Time Domain (FDTD) technique starts with a discretization of 

the entire space based on finite difference in space and time domain. A pair of 

differential equations (Maxwell [8] or Telegrapher [9]) is converted to a group of 

differential equations that needs to be solved for staggered time and space intervals. 

These segmentations can be performed using cells of equal and/or different sizes, in 

different directions, and of regular or arbitrary shapes. It directly approximates the 

differential operators in the Maxwell curl equations, on a grid staggered in time and 

space. E and H fields are interleaved by ∆s/2 relative to each other while propagating 

in discrete time ∆t, where ∆s and ∆t are the spatial and temporal discretization. The 

E-field is updated at (n+1)∆t using the previous E-field at t = n〉t and H-field at t = 

(n+1/2)〉t while H-field is updated at t = (n+1/2)〉t using the previous H-field at t = 

(n-1/2)〉t and E-field at t = n〉t. A 3D representation of FDTD (also known as Yee’s 

diagram [10]) is shown in Fig. 3.1. 

 

 

 

 

 

 

 

 

Fig. 3.1 Yee’s diagram 
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In a 3D FDTD, each electric field is encircled by four magnetic field components 

and is only defined at a whole number of time step; similarly each magnetic field is 

encircled by four electric field components and is only defined at a multiple of half 

time step. For a uniform, isotropic and homogenous media with no conduction 

current the field components in the x-direction can be obtained as in (3.1) and (3.2) 

using Maxwell’s equation and finite difference approximation [11, 12]. Similarly 

other field components can be obtained. 

௫ܧ ฬ݊ + 1݅,݆,݇ = ௫ܧ ฬ ݊݅,݆,݇  +  
ȟtɂȟݕ ቈܪ௭ ቤ ݊ + 1

2ൗ݅,݆ + 1,݇ െ ௭ܪ ቤ݊ + 1
2ൗ݅,݆,݇ 

െ ȟtɂȟݖ ቈܪ௬ ቤ ݊ + 1
2ൗ݅,݆,݇ + 1
െܪ௬ ቤ݊ + 1

2ൗ݅,݆,݇                                       െ (3.1) 

 

௫ܪ อ݊ +
1
2݅,݆,݇   = ௫ܪ อ݊ െ 1

2݅,݆,݇  +  
ȟtɊȟݖ ቂܧ௬ ቚ ݊݅,݆,݇ െ ௬ܧ ቚ ݊݅,݆,݇ െ 1ቃ 

                         െ ȟtɊȟݕ ቂܧ௭ ቚ ݊݅,݆,݇ െ ௭ܧ ቚ ݊݅,݆ െ 1,݇ቃ                                               െ (3.2) 

In comparison of other frequency domain based method, FDTD is quite efficient 

because of its time domain response and its simplicity of its application with lesser 

memory requirement however FDTD technique unlike TLM technique samples the 

electric and magnetic field components at staggered space and time which can 

decrease the accuracy of simulation results. 

 

3.1.2 MoM modelling 

 
The Method of Moments (MoM) was developed in the early 1960s for the simulation 

of electromagnetic fields and interconnects in the frequency domain. This method is 
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theoretically based on the volume integral equation derived from Maxwell’s 

equations and divides a complete system into a number of interconnected nodes. If 

the solution for these nodes can be calculated then the entire region can be solved 

using tangential field components at the interface between these nodes’ subsection. 

The simulation with the MoM method employs a frequency domain mixed potential 

integral equation (MPIE) [13] or Electric Field Integral Equation (EFIE) [14] and 

Rao - Wilton - Glisson (RWG) basis functions [15] for the mathematical formulation 

prior to the discretization. Since surface currents on the conductor are unknown to be 

solved by the numerical method, these surface currents are discretized by the rooftop 

expansion [16] and with the help of integral equation and the boundary condition on 

the surface, these integral equations are solved. Here a mesh represents a primitive 

grid like cell of triangles and rectangles for discretization.  

The underlying integral equations (either MPIE or EFIE) using Green’s function can 

be used to solve a wide range of electromagnetic problems. Green’s function G [17] 

can be defined as (3.3) where h is dirac delta function and its solution can be 

obtained as (3.4). 

G± (rԦ,rԦᇱ) =  
e± ୨୩ሬሬԦห୰ሬԦି୰ሬԦᇲห
|rԦ െ rԦᇱ|                                                                                              െ (3.3) 

ଶ) +  ߱ଶɊɂ) G(rԦ,rԦᇱ) =  െ4ɎɁ(rԦ െ rԦᇱ)                                                              െ (3.4) 

The general solution for electric field and magnetic field using Green’s function can 

be obtained as (3.5) and (3.6). 

 E(r) =  E(r) +  ݆ ɘɊන J(r ᇱ)  G(rԦ,rԦᇱ) dܸᇱ                                                        െ (3.5) 

 H(r) =  H(r) + න J(r ᇱ) dܸᇱ  [x G(rԦ,rԦᇱ) ]                                                      െ (3.6) 
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The MoM method can be applied to a microstrip line with a superconducting strip of 

finite thickness. In order to guarantee field continuity, the appropriate boundary 

condition must be enforced through a selection of suitable Green’s function. The 

efficiency and accuracy of the momentum simulation, which are a trade-off 

relationship, directly depends on the operating frequency and mesh density. The 

MoM incorporates a radiation condition that is based on its distance, i.e. the correct 

behaviour of the field far from the source is proportional to 1/r where ‘r’ is the radial 

distance. The method is important when developing the solution for radiation or 

scattering problems. The working variable is the current density, from which many 

important antenna parameters (impedance, gain, radiation patterns etc.) may be 

derived. However using Somerfield potential [18], efficient formulations may be 

derived for stratified (layered) media. Some examples are printed circuit board 

components, antennas, and feed networks (e.g. microstrip technology). 

 

3.1.3 FEM modelling 

The Finite Element Modelling (FEM) is one of the methods for solving 

electromagnetic partial differential equations and can handle inhomogeneous 

materials and complex geometries with ease. In general a structure (assuming a 

structure with constant permittivity, permeability and conductivity) is divided into 

finite elements which can completely define the surface. After its division, an 

approximate function can be defined. With a suitable basis function, unknown 

approximate coefficient and its linear combination (or a non-linear combination if 

necessary) the whole structure can be analysed. This reduces the solution to a single 

equation with some unknown approximate coefficients. Since these are approximate 
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coefficients, a residual function or a special variational function can be used. Based 

on the obtained solution from an approximate coefficient, the nature of the function 

can vary. A more appropriate residual or variational function can be weighted 

function (function multiplied with a number of proper weighting functions). While 

exploiting a properly weighted function as much as the approximate coefficients, a 

set of simultaneous linear functions can be obtained which can uniquely provide a 

solution of the problem space at every point in the finite element. Next integrating 

over the area of interest, a global approximation of the solution can be obtained. 

Typically triangular elements are used for surface meshes and tetrahedrons for 

volumetric meshes, although many other types of elements are available. Triangles 

and tetrahedrons have certain attractive properties that can be best summarized as 

having the simplest geometrical forms with which two-dimensional and three-

dimensional regions can be meshed. 

 

 

 

 

 

Fig. 3.2 Triangular meshing of a microstrip line 

 

As shown in Fig. 3.2, the entire microstrip line can be divided into quadrilateral or 

triangular or any suitable sized finite elements where electric field and magnetic field 

over the microstrip line can be defined by (3.7) and (3.8) using x-dependent 

electric/magnetic field. Here ‘け’ is the propagation constant. After deriving the 
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electric and magnetic field at a particular element, integration can be performed to 

obtain the solution for the entire space. The size of these elements should be less 

than one-tenth of the smallest wavelength for the signal of interest. 

(ݐ,ݖ,ݕ,ݔ)ܧ = (ݖ,ݕ)ܧ  ݁ ன୲ି ௫                                                                             െ (ݐ,ݖ,ݕ,ݔ)ܪ (3.7) = (ݖ,ݕ)ܪ  ݁ ன୲ି ௫                                                                            െ (3.8) 

 

The FEM method is based on Helmholtz equation [19] which can be represented by 

electric Field, ܧሬԦ as defined in (3.9). 

X ቀ    ଵఓೝ X EሬሬԦቁ  െ  ɘଶɂୡEሬሬԦ =  െ݆ɘܬԦ୧                                                                    െ (3.9) 

Here ߤr and ic are the relative permeability and the complex permittivity of the 

medium respectively, ܬԦ୧  is the applied current, and の is the angular frequency in 

radians per second. ic = i – jߪ/の includes the result of the induced conduction 

current (ɐܧሬԦ ), with ߪ being the conductivity of the medium. Assuming the 

computation is performed at a large distance from the signal source then ܬԦ୧ becomes 

zero. At a large distance located from the source, the Helmholtz equation can be 

redefined as (3.10). 

  × ൬ ߤ1   × ሬԦ൰ܧ  െ  ݇ଶߝܧሬԦ = 0                                                                            –(3.10) 

 

Here ߤr and ir are the relative permeability and permittivity of the medium, and the 

free space wave number, k0 is defined as ݇ =  ߱ ඥ(ߝߤ) . In order to solve a 

problem using the FEM method, the equivalent variational problem as described in 

(3.10) can be solved by satisfying (3.11) [8].  

ሬԦ൯ܧ൫ ܨ  =  
ଵଶ   ቂ ଵఓೝ  ൫  × ሬԦ൯.൫ܧ   × כሬԦ൯ܧ  െ  ݇ଶߝܧሬԦ .ܧሬԦכቃπ                               െ (3.11) 
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Assuming a wave - propagation in x-direction and using (3.10), (3.11) can be 

rewritten as (3.12).  

ሬԦ൯ܧ൫ܨ =
1
2
ඵێێۏ

ۍ ߤ1 ൫୲ × ୲ሬԦ௧൯.൫ܧ × כሬԦ௧൯ܧ െ ݇ଶߝܧሬԦ .ܧሬԦכ
+

ߤ1 ൫୲E୶ +  jk୶ܧሬԦ௧൯ .൫୲E୶ +  jk୶ܧሬԦ௧൯ۑۑےכ
ې

π                              െ  (3.12) 

 

These above expressions contain transverse component of the electric field (Ey and 

Ez) while Ex defines the longitudinal field component of the propagating wave.  

FEM can handle two different types of problem, Eigen analysis (source-free) and 

deterministic (driven) problems. Problems without any internal (or external) field 

source falls into the category of Eigen analysis problems. Eigen analysis applications 

are neither time nor frequency but rather Eigen value domain solvers; using a simple 

transformation, it is possible to include operating frequency in a waveguide 

simulation, to compute dispersion curves. The FEM method provides an efficient 

solution when dealing with a large number of ports. Deterministic problems analysed 

using FEM involve a source and then the response of the structure to this excitation 

is computed. This represents a very large class of electromagnetic engineering 

applications of the FEM, including antenna, radar cross-section, microwave circuit 

and periodic structure analyses. Traditionally, the FEM has been formulated in the 

frequency domain, although the time domain formulation can also be used for 

specialized applications. Based on the FEM theory, several companies have been 

marketing their commercial products e.g. Ansoft based HFSS package, Field solver 

from Ansys, Femlab, Comsol multiphysics from Comsol etc. 
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3.1.4 BEM modelling 

Boundary Element Method (BEM) is a numerical technique for obtaining 

electromagnetic solution and this method has a history of about six decades. Similar 

to other electromagnetic numerical techniques, creating volume or surface meshing 

is the first step in solving the problem. For solving the problem using boundary 

element method, the geometry of the problem needs to be meshed at its surface to 

define the problem. Hence a mechanism is required to create an artificial boundary 

and then the model can be defined using a wired mesh or surface mesh. The basis 

and principle of the boundary element method lies in the FEM method and this often 

becomes the starting point for creating a mesh. Because of BEM matrices being 

based on surface meshing, the BEM technique is quite efficient in computational and 

memory resource usage and has been used in commercial software such as Hailey 

Simulation Program with Integrated Circuit Emphasis (HSPICE). In translating a 3D 

model into 2D surface meshing, it is assumed that the problem domain is 

homogeneous. However if an inhomogeneous domain need to be defined, the 

complete problem space can be divided into several smaller sub domains, having 

different material properties. The field potential in a 3D space can be defined using 

(3.13) while equivalence can be obtained in 2D space as defined by (3.14). 

 =  
1

ݎߨ4                    in a 3D space                                                                      െ (3.13) 

 =  
1

ߨ2 ln൬1ݎ൰          in a 2D space                                                                      െ (3.14) 

 

To perform the integrations over the entire surface, the boundary is divided into a 

number of elements with k nodes in an element. Maintaining the inter-element 

continuity of the slope requires cubic spline or some suitable function describing the 
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boundary [20]. As mentioned previously the whole problem space can be discretized 

using tetrahedron, rectangular and triangular prisms. The problem in the discretized 

space can be defined using the relationship of its excitation to its Laplace operator as 

߶ߞ .(3.15) = ݂                                                                                                                       െ (3.15)  

Here ߞ is the Laplace differential operator, 思 is the unknown quantity and f is the 

excitation applied on the function. The total electric field in the external space of the 

boundary can be solved using boundary integral equation of (3.16) where G(r) is the 

Green’s function as defined in (3.17) [21]. 

௧்ܧ =  න ൬߲߲݊ܧ (ݎ)ܩ െ ܧ  ߲݊(ݎ)ܩ߲  ൰ௌ ݀ܵ                                                          െ (3.16)   

(ݎ)ܩ =  
݁ି
ݎߨ4                                                                                                            െ (3.17)  

(3.16) is the starting point for the boundary element method. Once the function E 

and its normal derivative are known at the boundary, then the solution at any point in 

its interior can be calculated. However for a defined problem, either E or its normal 

derivative should be known but both are difficult to calculate. The advantage of the 

BEM method over FDTD, MoM and FEM method lies in its less computational 

resource consumption even with an approximately equal accuracy because of small 

and dense matrix. This makes BEM more suitable for 2D or simple 3D problems. 

 

3.2 Conclusion 

Various numerical methods involving CEM techniques for its use as full field solver 

have been described here to characterize a 3D TEM problem space. The advantage 

of the CEM technique over circuit theory solution such as Spice or analytical 
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approach lies in generating an accurate behaviour, taking into account of its 

surrounding effect that can be relied for proper functioning of the system apart from 

developing a solution for various EMI/EMC regulatory purposes. The circuit theory 

on the other hand provides a solution at the basic modelling for verifying the 

function at a higher level and the solution being independent of its operating 

frequency can have some error while an analytic solution can provide a quasi TEM 

solution that is a hybrid of the circuit and field theory. In this chapter various 3D 

methods such as FDTD, MoM, FEM, BEM have been described which are often 

used for 3D modelling and simulation of PCB components. Each of these methods 

has their own strengths and weaknesses. FDTD is used to solve the problem in time 

domain while MoM, FEM and BEM solve the problem in the frequency domain at a 

specific frequency in one iteration. FDTD is widely used in the PCB characterisation 

for its time domain apart from its simplicity and lesser resource requirement for the 

analysis over a wide frequency range. MoM and FEM are used for far field 

modelling in the frequency domain. Apart from these used techniques, the finer 

meshing plays a significant role in an accurate solution. Depending on the problem 

requirement and resource availability, time domain techniques have an edge for PCB 

solution due to its unlimited frequency band simulation. TLM method which is based 

on time domain and is a perfect alternative of FDTD is described in the next chapter. 

TLM was selected because of its simplicity to solve Maxwell’s equations in 

electrical domain where all electrical theorems can be applied. The TLM method has 

the advantages of sampling electrical and magnetic fields at the same position unlike 

the staggered position of FDTD technique, its inherent stability due to the passive 

circuit definition and a wide bandwidth simulation. 
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CHAPTER 4 
 

 

 

Transmission Line Matrix Method 

 

The TLM [1] is a numerical technique for simulating an electromagnetic field 

through an equivalent circuit model. The method is based on the equivalence 

between Maxwell’s equations and the equation for voltage and current on a mesh of 

two-wire transmission lines.  In this thesis, the TLM based in house developed 

software Minisolve has been widely used for simulating a crosstalk and its effect on 

logical behaviour in a true PCB environment using the integration of I/O buffer with 

interconnects, various trace configurations and IC packaging. The TLM method has 

been selected due to its wide bandwidth operation, its ease of numerical 

implementation (particularly for anisotropic media and boundary conditions over 

existing FDTD methodology), inherent stability because of passive circuit structures, 

in-house developmental expertise. Unlike the FDTD, the TLM method allows 

sampling of the electric and magnetic field at the same point, this can provide an 

accurate result for some conditions such as fine meshed structure in addition to the 

advantage of TLM for its calculation simplicity and time domain usage. In 1971, 

Johns and Beuerle [2] first described the TLM method based approach to solve a two 

dimensional scattering problem. Since then, the method has been extended to a three 

dimensional scattering problems (making a basis for 3D field solver tool) for a range 

of inhomogeneous, non - linear or frequency dependant materials [3]. Any 

transmission line can be discretized over a number of small step-size so as to make 



Chapter 4 – TLM Methods 
 

-87- 
 

the distributed RLC parameter lumped. The TLM method uses a mesh (consisting of 

transmission line segments and nodes) mechanism based on the segment length (〉x) 

vs. the maximum signal frequency of interest which is provided by (4.1). As 

illustrated in (4.1) the finer is mesh 〉x, the higher would be the accuracy of the TLM 

method. 

 ȟݔ <  
ౝหౣ ଵ                                                                                                             െ (4.1) 

Here そg is the wavelength for the media consisting of dielectric constant ir.  

The segmentation of a transmission line based on the unit length has been shown in 

Fig. (2.12) and its derivation have been described in section 2.3. 

 

4.1 Development of 1D TLM model 

The TLM can be related to the wave propagation [4] using physics. The propagation 

of the electric/magnetic field and its equivalence to electrical circuit parameters has 

already been explained in section 2.3. Using (2.30) and (2.31), the solution can be 

thought of as two waves, one propagating in the positive x - direction and the other 

in the negative x - direction. A transmission line with its source and load can be 

represented as in Fig. 4.1. 

 

 

 

Fig. 4.1 Transmission line analysis using [RLGC] 

 

In the TLM, the entire space is discretized and hence it can be equivalently 

represented as in Fig. 4.2 in its pictorial form while its electrical equivalent is shown 
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in Figs. 4.3 - 4.5. Here a time step for the wave to propagate can be defined as 〉t = 

(LC)1/2, while L and C are time dependant parameters and R, G are not dependant on 

time. Hence Rn-1 = Rn = Rn+1, Gn-1 = Gn = Gn+1. In a TLM discrete form [5], (2.30) 

and (2.31) can be written as a sum of two different voltage/current waveforms at 

time step k and can be represented as (4.2) and (4.3) where ଵܸ  is the incident (ݔ)

wave voltage from the left on the xth node at the kth time step while ଶܸ  is the (ݔ)

incident wave voltage from the right on the xth node at the kth time step. 

(ݔ)ܸ =  ଵܸ (ݔ) +  ଶܸ (ݔ)                                                                                െ (4.2) 

(ݔ)ܫ = ଵܸ (ݔ) െ  ଶܸ ܼ(ݔ)                                                                                  െ (4.3) 

As per TLM equations, kV(x) can be represented as the sum of its incident voltage Vi 

and reflected voltage Vr, hence its reflected voltage can be defined using (4.4) and 

(4.5). 

ଵܸାଵ (ݔ) = (ݔ)ܸ െ  ଵܸ (ݔ)                                                                             െ (4.4) 

ଶܸାଵ (ݔ) = (ݔ)ܸ െ  ଶܸ (ݔ)                                                                             െ (4.5) 

Using (4.2), (4.4) and (4.5), the reflected voltage can be represented by its incident 

voltage as (4.6) and (4.7). 

ଵܸାଵ (ݔ) = ଶܸ (ݔ)                                                                                                െ (4.6) 

ଶܸାଵ (ݔ) = ଵܸ (ݔ)                                                                                                െ (4.7) 

In Fig. 4.2, ZC for representing the impedance associated with Csegment and ZL for 

representing the impedance associated with Lsegment can be defined using (4.8) and 

(4.9) [6] where Zo is the characteristic impedance of the transmission line. 

Cୱୣ୫ୣ୬୲ =  
ȟt

2Z୭                                                                                                        െ (4.8) 
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Lୱୣ୫ୣ୬୲ =  
୲ଶ                                                                                                        െ (4.9) 

 

 

 

 
Fig. 4.2 TLM representation of a transmission line 

 

Fig. 4.2 can be subdivided into three separate sections for clarity, circuit 1 with 

source voltage as represented in Fig. 4.3, circuit 2 with only [RLGC] component as 

represented in Fig. 4.4 and circuit 3 with load resistor as represented in Fig. 4.5. 

 

 

 

Fig. 4.3 Equivalent circuit for source circuit 

 

 

 

Fig. 4.4 Equivalent circuit for [RLGC] circuit 

 

 

 

Fig. 4.5 Equivalent circuit for load circuit 
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Applying Kirchhoff’s voltage and current’s law in Fig. 4.3, we can write (4.10) and 

(4.11). Solving (4.10) - (4.12), voltage and current can be found out as in (4.13) and 

(4.14). 

௦ܸ െ ܫ  ଵܴ௦ =    ܸ ଵ                                                                                             െ (4.10) ܸ ଵ =  2 ܸܴ ଵ + ܫ ଵ(ܴ + ܼ)                                                                             െ (4.11)   ܸ ଵ െ  ܸܴ ଵ െ ܫ  ଵܴ =  0                                                                                   െ (4.12) 

ܸ ଵ =  

ೞೖோೞ +
ଶ ோೖ భோା  ଵோೞ +  
ଵோା                                                                                                 െ (4.13) 

ܫ ଵ =
ܸ ଵ െ 2 ܸܴ ଵ  
(ܴ + ܼ)

                                                                                             െ (4.14)   

 

Similarly (4.15) and (4.16) can be derived and the incident voltage at the next time-

step can be described as (4.17). ܸܴଵ =   2 ܸܴ ଵ + ܫ  ଵܼ                                                                                      െ (4.15) ܸܴ ଵ =  ܸܴଵ െ  ܸܴ ଵ                                                                                        െ (4.16)    ܸܴାଵ ଵ   = ܮܸ  ଶ                                                                                                    െ (4.17) 

 

Similarly applying Kirchhoff’s voltage and current laws in Fig. 4.4, we can write 

(4.18) and (4.19).  

ܸ  =  

ଶ ೖ  +
ଶ ோೖ ோା  ଵ +  

ଵோା +  ܩ
                                                                                           െ (4.18) 

ܫ  =
ܸ  െ 2 ܸܴ   
(ܴ + ܼ)

                                                                                            െ (4.19) 
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Assuming an ideal transmission line, the total voltage at the left side of the segment 

kVLn is the same as kVn. This can be represented as in (4.20). Similarly the right side 

voltage in the segment can be represented as in (4.21). 

ܮܸ  =  ܸ                                                                                                              െ (4.20)  

ܸܴ  =  2 ܸܴ  + ܫ  ܼ                                                                                    െ (4.21) 

The reflected voltage can be derived using (4.22) and (4.23). 

ܮܸ  = ܮܸ   െ ܮܸ                                                                                          െ (4.22) 

ܸܴ  =  ܸܴ  െ  ܸܴ                                                                                        െ (4.23) 

 

The voltage incident at the node n from its left at the time step k+1 is the same as the 

voltage reflected at the node n-1 to its right at its time step k. Similarly the voltage 

incident at the node n from its right at the time step k+1 is the same as the voltage 

reflected from left of its node n+1 at the time step k. These can be written as in 

(4.24) and (4.25). 

ାଵܮܸ  =  ܸܴ ିଵ                                                                                                 െ (4.24) 

ܸܴାଵ  = ܮܸ  ାଵ                                                                                                 െ (4.25) 

Applying Kirchhoff’s voltage and current law in Fig. 4.5 for its load, we can write 

(4.26) and (4.27). Solving these equations we can derive voltage as (4.28) and 

current as (4.29). 

2 ܮܸ ାଵ െ ܫ  ܼ െ  ܸ ାଵ  = 0                                                                     െ (4.26)  
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ܸ ାଵ = ܫ    ൬ ܴܴܩ + 1
൰                                                                                      െ (4.27)   

ܸ ାଵ =  

ଶ ೖ శభ  ଵ +  
ଵோಽ +  ܩ

                                                                                           െ (4.28)  

ܫ ାଵ =  
ܸ ାଵܴ                                                                                                        െ (4.29)  

TLM modelling is based on the current and voltage equivalence for magnetic and 

electric field where Maxwell’s equations deal with the magnetic and electric field. 

Using TLM the propagation of current and voltage can be easily defined at a spatial 

time and space and after a scalar multiplication of these components electric and 

magnetic field can be obtained. Any propagation medium and its electromagnetic 

property can be modelled by unitary circuit or cell network - transmission lines and 

their interconnections - called TLM nodes, which can render the problem discrete in 

space and time. Voltage (which is an analogous form of electric field) and current 

(which is an analogous form of magnetic field) signal propagates from node to node 

in the scatter and connect method until it reaches its boundary condition. As 

proposed by P. B. Johns any TLM propagation can be defined using its scattering 

and connect matrix and hence a complete TLM propagation can be solved using 

matrix equations which are appropriate for a computational solution. The complete 

scatter and connect (for all nodes in its mesh) can be defined by its corresponding 

(4.30) and (4.31) using a derived relationship of its incident and reflected signal in 

time and space domain. 

[V୩୰] =  [S]ൣV୩୧ ൧                                                                                                          െ (4.30) 

ൣV୩ାଵ୧ ൧ =  [C][V୩୰]                                                                                                     െ (4.31) 
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Here [S] and [C] are the scattering and connect matrices respectively while ܸ and 

ܸ are the reflected and incident voltage at time step k. TLM can be considered as a 

time-stepping method, which is similar to the FDTD method but has been derived in 

an entirely different manner. The TLM is generally applied in a truncated region 

(with a particular consideration of discontinuity) in the full electromagnetic domain 

and a suitable boundary condition can be used to represent the region beyond this. 

Like other field solver techniques, TLM can also be applied to simulate 

electromagnetic fields in the coupling of discrete and lumped components making it 

ideal for a complete electrical solution. In the subsequent section, the 3D TLM 

theory which is the founding principle of 3D problem analysis is described. 

 

4.2 Development of 3D TLM method 

A 3D structure can be meshed using various methods; one convenient technique of 

meshing is using 3D cubes as shown in Figs. 4.6 and 4.7 [7], where the complete 

structure can be represented using finite number of nodes based on meshing 

mechanism of (4.1).  

 

 

 

 

 

Fig. 4.6 Cubical meshing of microstrip line         Fig. 4.7 A typical SCN node 
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Out of various TLM method for solving field propagation in a medium, the most 

commonly used node in the TLM for a homogeneous structure is the Symmetrical 

Condensed Node (SCN). However its generalisation can be extended to Hybrid 

Symmetrical Condensed Node (HSCN) or General Symmetrical Condensed Node 

(GSCN) [6] for a heterogeneous structure. The node is represented by six 

transmission lines of length ∆l/2, having the same characteristic impedance and 

propagation velocity with 12 ports consisting of E-field and H-field components. E-

field is defined as the field which is parallel to the polarisation of incident pulse, 

while the H-field is perpendicular to the polarisation of incident pulse. As seen from 

its representation in Fig. 4.8, a pulse appearing at port 1 of a SCN node takes 2〉t to 

travel to a distance 〉l while the propagating wave in free space is defined by its 

speed of light, c. Hence the velocity of propagation in a space of 3D SCN node 

becomes c/2. The propagation of the wave in a 3D structure can be solved using 

charge and energy conservation theorem. Johns et. al [8] have determined the 12 x 

12 scattering matrix relating Vr (reflected voltage) to Vi (incident voltage) 

heuristically as in (4.32). All the elements of a scattering matrix can be obtained by 

understanding the coupling path of a three dimensional cubical node. Assuming an 

incident voltage pulse ଵܸ (ݖ,ݕ,ݔ)  of 1 V in the x-direction (resulting in field Ex) with 

current in the z-direction because of the loop P1-P11-P12-P3 (resulting in field Hz), this 

incident voltage can couple to port 2, 9 and 12 (the x-directed electric field and the z-

directed magnetic field). Similarly this incident voltage can also couple to port 3 and 

11 (y-directed electric field and z-directed magnetic field). An amount ‘a’ may get 

reflected out of this incident voltage. Because of the symmetrical positioning of the 

port P2 and P9, an amount ‘b’ may get coupled to these ports (P2 and P9) while an 
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amount ‘c’ can get coupled to port, P12. Similarly an amount ‘d’ may get coupled to 

P3 and ‘-d’ to port P11. Hence the scattering matrix can be defined using (4.32). 

 

 

 

 

 

 

 

Fig. 4.8 A symmetrical condensed node with field ports 

 

 

 

 

 

 

 

The values a, b, c and d needs to be known for the scattering matrix of (4.32) by  

 

x 

y 

z P5 

P3 

P6 

P1 

P10 

P11 

P12 

P7 

P4 

P2 

Vଵ୧ (x,y,z) ଵܸ (ݖ,ݕ,ݔ) 
P9 

P8 

-  (4.32) 

     a       b       d      0      0      0       0     0      b      0      -d       c 

     b       a       0      0      0      d       0     0      c     -d       0       b 

     d       0       a      b      0      0       0     b      0      0       c      -d 

     0       0       b      a      d      0      -d     c      0      0       b       0 

     0       0       0      d      a      b       c     -d      0      b       0       0 

     0             d       0           0            b            a              b           0           -d            c              0           0 

     0             0             0           -d          c             b             a           d            0             b             0            0 

     0             0             b           c            -d          0              d           a             0            0             b            0 

     b             c             0           0            0           -d             0           0             a            d             0            b 

     0             -d           0            0           0            c              b           0             d            a             0            0 

     -d           0             c            b            0            0             0           b             0            0             a            d 

     c             b             -d          0            0            0             0           0             b            0             d            a 

S = 
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Considering the fact that for a lossless network, total incident power is equal to the 

total reflected power, hence STS is equal to I, identity matrix while ‘T’ is the 

transpose of the matrix. Now solving the matrix for a lossless network, the following 

equations (4.33) - (4.36) can be derived. 

ܽଶ +  2ܾଶ + 2݀ଶ + ܿଶ = 1                                                                                   െ (4.33) 

2ܾ(ܽ + ܿ) =  0                                                                                                        െ (4.34) 

2݀(ܽ െ ܿ) =  0                                                                                                        െ (4.35) 

2ܽܿ +  2ܾଶ െ 2݀ଶ = 1                                                                                           െ (4.36) 

The expressions of (4.33) - (4.36) do not provide an unique solution and hence an 

additional constraint (based on Kirchhoff’s current and voltage law or Maxwell’s 

electric and magnetic field theorem) should be imposed to uniquely solve the 

coefficients. Considering Kirchhoff’s current law for the x-directed port of the 

condensed node and that there is no storage of charge in the node, Ix can be 

considered as zero. Further I1, I2, I9 and I12 can be represented in terms of applied 

voltage, V1 (assuming V1 = 1 V) and its impedance, Zo. Considering these 

parameters, (4.37), (4.38) and (4.39) can be derived.  

௫ܫ = ଵܫ  + ଶܫ  + ଽܫ  + ଵଶܫ                                                                                         െ (4.37) 

௫ܫ = ௫ܥ ߲ ௫ܸ߲ݐ                                                                                                                െ (4.38) 

ଵܫ =  
(1െ ܽ)ܼ , ଶܫ =  

െܾܼ ଽܫ   ,  =  
െܾܼ ଵଶܫ   ,  =  

െܼܿ                                    െ (4.39)  

Using (4.37) and substituting the values of I1, I2, I9 and I12, we get (4.40). 
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(1െ ܽ) = 2ܾ + ܿ                                                                                                    െ (4.40)  

Similarly applying Kirchhoff’s voltage law on the voltage loop consisting of port 1 

and assuming no storage of magnetic flux in the node, we can get (4.41) - (4.43). 

௭ܸ =  െ ܸ ଵ +  ଷܸ +  ଵܸଶ െ  ଵܸଵ                                                                               െ (4.41) 

௭ܸ = ௭ܮ ݐ௭߲ܫ߲                                                                                                                 െ (4.42) 

ଵܸ =  (1 + ܽ), ଷܸ =  ݀  ,   ܸ ଵଶ =  ܿ  ,   ܸ ଵଵ =  െ݀                                       െ (4.43)  

Solving (4.41) and (4.43) can result in (4.44). 

(1 + ܽ) = 2݀ + ܿ                                                                                                   െ (4.44) 

Using (4.40) and (4.44), unknowns of (4.33) - (4.36) can be solved, and the solution 

of unknowns is obtained as a = 0, b = 0.5, c = 0 and d = 0.5. Thus a voltage scattered 

at a port can be simply achieved using the matrix (4.32) and based on the value of 

these parameters, we can rewrite the scattering matrix for a symmetrical condensed 

node as (4.45) [9].  

 

 

 

 

 

 

 

 

-  (4.45) 

     0       1       1      0      0      0       0      0      1      0     -1       0 

     1       0       0      0      0      1       0      0      0     -1       0       1 

     1       0       0      1      0      0       0      1      0      0       0       -1 

     0       0       1      0      1      0       -1      0      0      0       1       0 

     0       0       0      1      0      1       0     -1      0      1       0       0 

     0             1       0           0             1            0            1            0           -1            0             0             0 

     0             0            0           -1            0            1             0           1            0             1             0            0 

     0             0            1            0            -1           0             1           0            0             0             1            0 

     1             0             0           0            0            -1            0           0            0             1             0            1 

     0             -1           0           1             0            0             1           0            1             0             0            0 

     -1            0            0           1             0            0             0           1            0             0             0            1 

     0             1            -1          0             0            0             0           0            1             0             1            0 

S = 1/2  
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As per Huygen’s theorem [7], these scattered voltages become incident voltages for 

adjacent ports at the next time step. 

 

  

 

 

 

 

 

 

 

 

 

 

Fig. 4.9 Wave propagation in 3D TLM node 

 

The incident voltage at next time step for a 3D TLM node located at coordinate (x, y, 

z) can be obtained from Fig. 4.9. Based on this figure, the incident voltage equations 

containing 12 x 12 matrix can be represented using a mathematically solvable matrix 

k+1[V
i] = [C] k[V

r]. These connect voltages at each of their 12 - ports have been 

defined in matrix (4.46). Once we know these [S] and [C] matrix, one can find the 

incident voltages at the next time step for these 12 ports from their last time step 

incident voltages. 

 

(x, y-1, z) 

(x, y, z+1) 

(x-1, y, z) (x+1, y, z) 

(x, y+1, z) 

(x, y, z-1) 
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4.2.1 Field solution using SCN node  

The electric and magnetic field at any point in the mesh can be defined using 

incident wave voltage and current. Considering the x - directed voltage Vx or field 

Ex, this can be obtained as (4.47) or (4.48) using its Thevenin equivalent voltage in x 

- direction as in Fig. 4.10. Here 〉l is the unit cell length. Similarly y - directed and z 

- directed voltages Vy and Vz can be obtained as (4.49) and (4.50) [10].  

 

 

 

 

 

 

Fig. 4.10 Equivalent Thevenin configuration for SCN node in x – direction 

=  

ܸାଵ ଵ(ݖ,ݕ,ݔ)  ܸାଵ ଶ(ݖ,ݕ,ݔ)  ܸାଵ ଷ(ݖ,ݕ,ݔ) ܸାଵ ସ(ݖ,ݕ,ݔ) ܸାଵ ହ(ݖ,ݕ,ݔ) ܸାଵ (ݖ,ݕ,ݔ) ܸାଵ (ݖ,ݕ,ݔ)  ܸାଵ ଼(ݖ,ݕ,ݔ) ܸାଵ ଽ(ݖ,ݕ,ݔ)  ܸାଵ ଵ ାଵܸ (ݖ,ݕ,ݔ) ଵଵ (ݖ,ݕ,ݔ)  ܸାଵ ଵଶ  (ݖ,ݕ,ݔ)

ܸ ଵଶ ݕ,ݔ) െ ܸ (ݖ,1 ଽ(ݖ,ݕ,ݔ െ 1) ܸ ଵଵ ݔ) െ ܸ (ݖ,ݕ,1 ଼(ݖ,ݕ,ݔ െ 1) ܸ (ݕ,ݔ െ ܸ (ݖ,1 ଵ ݔ) െ ܸ (ݖ,ݕ,1 ହ(ݕ,ݔ + ܸ (ݖ,1 ସ(ݖ,ݕ,ݔ + 1) ܸ ଶ(ݖ,ݕ,ݔ + 1) ܸ (ݔ + ܸ (ݖ,ݕ,1 ଷ(ݔ + ܸ (ݖ,ݕ,1 ଵ(ݕ,ݔ +  (ݖ,1

-  (4.46) 
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Electrical superimposition theorem can be used to solve the electrical circuit of Fig. 

4.10. Applying Kirchhoff’s voltage law in Fig. 4.10, we can write the following 

electrical equations as defined in (4.47) - (4.50). Since total current in a loop is zero, 

we can write the closed loop current equation of (4.51). 

V୶ = 2Vଵ୧ െ  IଵZ୭                                                                                                      െ (4.47)  

V୶ = 2Vଶ୧ െ  IଶZ୭                                                                                                      െ (4.48) 

V୶ = 2Vଽ୧ െ  IଷZ୭                                                                                                      െ (4.49)  

V୶ = 2Vଵଶ୧ െ  IସZ୭                                                                                                    െ (4.50) 

Iଵ +  Iଶ +  Iଷ +  Iସ = 0                                                                                           െ (4.51)  

Using (4.47) - (4.51), the voltage Vx in (4.52) can be derived. 

V୶ =
(Vଵ୧ +  Vଶ୧ +  Vଽ୧ +  Vଵଶ୧ )

2
                                                                                െ (4.52) 

E୶ = െ 
(Vଵ୧ +  Vଶ୧ +  Vଽ୧ +  Vଵଶ୧ )

2ȟ݈                                                                            െ (4.53) 

Similarly other field components can be obtained as (4.54) and (4.55),  

E୷ = െ 
(Vଷ୧ +  Vସ୧ +  V଼୧ +  Vଵଵ୧ )

2ȟ݈                                                                            െ (4.54) 

E = െ 
(Vହ୧ +  V୧ +  V୧ +  Vଵ୧ )

2ȟ݈                                                                            െ (4.55) 

 

For calculating the output current in the SCN node, Fig. 4.8 can be segmented and 

represented in their individual plane as Fig. 4.11. 
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  Fig. 4.11 Scattering in x-y plane                         Equivalent Thevenin network 

 

The magnetic component can be obtained by the current flowing through the circuit. 

These x, y and z - directed current can be obtained from Fig. 4.11 and their 

equivalent Thevenin network. Applying Kirchhoff’s current law in Fig. 4.11, we can 

solve for the loop current Ix from (4.56) as defined in (4.57). The obtained current 

equation can be used to derive the equivalent magnetic field and hence these 

magnetic field can be defined by (4.58) - (4.60).  

൫2Vସ୧ െ I୶Z୭൯ + ൫2V୧ െ I୶Z୭൯ െ ൫2V଼୧ + I୶Z୭൯ െ  ൫2Vହ୧ + I୶Z୭൯ = 0          െ (4.56)     

I୶ =  
(Vସ୧ െ  V଼୧ +  V୧ െ  Vହ୧)

2Z                                                                                   െ (4.57)  

H୶ = (Vସ୧ െ  V଼୧ +  V୧ െ  Vହ୧)
2Zȟ݈൘                                                                     െ (4.58) 

Hଢ଼ = (V୧ +  Vଽ୧ െ  Vଶ୧ െ  Vଵ୧ )
2Zȟ݈൘                                                                   െ (4.59) 

H = (Vଵ୧ െ  Vଵଶ୧ +  Vଵଵ୧ െ  Vଷ୧ )
2Zȟ݈൘                                                                  െ (4.60) 
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4.2.2 Stub modelling 

Any inhomogeneous media with cubic node grid i.e. media 1 (i1, 1ߤ) and media 2 

(i2, 2ߤ) results in different speeds of propagation and can be solved using appropriate 

open or short circuited stub to its node [8]. The same procedure can be applied to a 

non cubic node. This propagation speed variation can be modelled by changing 

either i or ߤ. However, changing these parameters results in a change in electrical 

capacitance and inductance. Hence the line impedance (in media 2) can be replaced 

by its parallel impedance combination of media 1 impedance Zo and stub impedance 

Zs. By arranging the stub to length 〉x/2 ensures that signal gets returned to the 

network after one time-step. Any propagation media is characterized by its phase 

velocity vp and characteristic impedance Zp. Assuming a homogeneous media with 

its dielectric permittivity i and magnetic permeability ߤ, its velocity and 

characteristic impedance can be defined in terms of its capacitance Clink and 

inductance Llink. Figs. 4.12 - 4.14 illustrate the electrical equivalence for various 

types of stub. The stub length is set to 〉l/2 (and time step is set as 〉t/2), the round-

trip time from the node to stub and back to node becomes 〉t. When a pulse enters a 

node, it scatters into the link-lines and its stub, however the signal can be assumed to 

be processed only after a time step because of its stub and thus it can account a time 

delay to the node. 

 

 

 

 

Fig. 4.12 Open circuit stub   Fig. 4.13 Short circuit stub     Fig. 4.14 Lossy circuit stub   
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Similarly the inductive stub can be defined using a stub length of 〉l/2. A lossy stub 

can be defined using a resistive element while the length of this resistive element (in 

the form of a lossy transmission line) is infinitely long so that the incident signal 

never gets reflected and assumed to be absorbed. The capacitance Cx for x-directed 

node is defined as in (4.61). 

௫ܥ = ߝ  ݀ ܣ = ߝ  ȟݕ ȟݖ  ȟݔ = ȟ݈                                                                              െߝ  (4.61)  

As mentioned previously, the capacitance and inductance of any segment can be 

defined by (4.62) and (4.63) respectively [6].  

Cୱୣ୫ୣ୬୲ =  
ȟt

2Z୭                                                                                                        െ (4.62) 

Lୱୣ୫ୣ୬୲ =  
ȟtZ୭

2
                                                                                                     െ (4.63) 

 

Cx, segment, x-directed capacitance and Lx, segment, x-directed inductance for the 3D node 

is defined by the combined capacitance and inductance of the link lines P1, P12, P2, 

P9 as in (4.64) and (4.65) [6].  

௫,   ௦௧ܥ = 4 xܥ௧        = 4 ൬ ȟݐ
2ܼ൰ =  

2ȟܼݐ                                                     െ (4.64) 

௫,   ௦௧ܮ = 4 xܮ௧        = 4 ൬ȟܼݐ
2

൰ = (2ȟݐ ܼ )                                          െ (4.65) 

The capacitance of the stub can be deduced from its total capacitance/inductance as 

seen from its node, hence the stub capacitance becomes (4.66). 

௫௦ܥ = ȟ݈ ߝ  െ ௫ܥ  = ȟ݈ ߝ  െ  
2ȟܼݐ                                                                           െ (4.66) 

Similarly the stub inductance can be defined as (4.67). 

௫௦ܮ = ȟ݈ ߤ  െ ௫ܮ  = ȟ݈ ߤ  െ  2ȟܼݐ                                                                      െ (4.67) 
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Now the capacitive stub can be defined using an equivalent admittance while the 

inductive stub is defined using an equivalent impedance for its mathematical 

representation and calculation convenience, hence the admittance for a capacitive 

and impedance for an inductive stub have been defined in (4.68) and (4.69) [11]. 

௫ܻ =  
௫௦ȟtܥ 2

 = ȟ݈ȟt ߝ2
െ  

4ܼ                                                                                    െ (4.68) 

ܼ௫ =  
௫௦ȟtܮ 2

 =  ߤ2
ȟ݈ȟt
െ  4ܼ                                                                                  െ (4.69) 

The additional parameters in a free space media has an impedance of Zo and velocity 

vo and its velocity and characteristic impedance can be defined as (4.70) and (4.71). 

ݒ =  
1ඥߝߤ                                                                                                               െ (4.70) 

ܼ =  ඨߤߝ                                                                                                                  െ (4.71) 

For easier calculation, it becomes convenient to define the characteristic of any 

propagating medium with respect to free space. Hence the stub capacitance and 

inductance can be normalized against the air medium. Hence (4.68) and (4.69) using 

(4.70) and (4.71) can be represented as its normalized component of (4.72) and 

(4.73) respectively [12]. 

ܻ௫ =  
௫௦ȟtܥ 2 ܻ  = ܼ ȟ݈ ߝ2 ȟt

െ  4 =  
୭ȟtݒ ୰ȟ݈ߝ2

െ  4                                                     െ (4.72) 

መܼ௫ =  
௫௦ܼȟtܮ 2

 =  ߤ2
ȟ݈ܼȟt

െ  4  =  
୭ȟtݒ ୰ȟ݈ߤ2

െ  4                                                   െ (4.73) 

Similarly capacitive and inductive stub can be derived in y - and z - direction and 

these can be represented as (4.74) - (4.77) [6]. 
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ܻ௬ =  
ଶఌ౨ ௩୲ െ  4                                                                                                       െ (4.74)   

ܻ௭ =  
ଶఌ౨ ௩୲ െ  4                                                                                                       െ (4.75)   

መܼ௬ =
୭ȟtݒ ୰ȟ݈ߤ2

െ  4                                                                                                     െ  (4.76) 

መܼ௭ =
୭ȟtݒ ୰ȟ݈ߤ2

െ  4                                                                                                     െ (4.77) 

These stub calculations enable an inhomogeneous media to be modelled with ease. 

 

4.2.3 Heterogeneous media modelling with HSCN node using stubs  

By adding inductive, capacitance and resistive elements it is possible to model an 

inhomogeneous media. The HSCN node has six extra ports apart of the usual 12 

ports when representing an inhomogeneous media and the scattering matrix can be 

defined as (4.78). These extra ports, 13, 14, 15 (representing capacitive stubs), 16, 17 

and 18 (representing inductive stubs) can be represented by the additional coupled 

electric and magnetic fields Ex, Ey, Ez, Hx, Hy and Hz. The time step taken by a pulse 

along the segment length 〉l/2 towards condensed node is set as 〉t/2 where 〉t is the 

TLM time step. Similar to SCN node, all the elements of 18x18 scattering matrix can 

be obtained by understanding the coupling path of a three dimensional cubical node. 

Assuming an incident voltage pulse ଵܸ (ݖ,ݕ,ݔ)  of 1 V in x-direction (resulting in 

field Ex) an amount ‘a’ may get reflected out of this incident voltage at port 1. 

Because of symmetrical positioning of the port P2 and P9, an amount ‘b’ may get 

coupled to these ports (P2 and P9) while an amount ‘c’ can get coupled to port, P12. 

Similarly an amount ‘d’ may get coupled to P3 and ‘-d’ to port P11. Because of the 

incident signal at port 1 and port 1 generating Ex and Hz components, there would be 
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some coupling for x-directed capacitive stub (with amount ‘e’) at port 13 and z-

directed inductive stub (with amount ‘f’) at port 18.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Using Kirchhoff’s law and energy conservation, these unknowns can be solved [6]. 

ܽ =  
െ ܻ 

2൫4 +  ܻ൯ +  
መܼ

2൫4 +  መܼ൯                                                                             െ (4.79) 

ܾ =  
ܻ

2(4 +  ܻ )                                                                                                        െ (4.80)  

ܿ =  
െ ܻ

2(4 +  ܻ) െ  
መܼ

2(4 +  መܼ)                                                                              െ (4.81)   

݀ =  
4

2(4 +  መܼ)                                                                                                        െ (4.82) 

݁ = ܾ                                                                                                                          െ (4.83) 

     a      b     d       0      0      0       0      0      b      0      -d         c        g        0        0        0        0         i 

     b      a     0       0      0    d       0     0      c     -d       0         b        g        0        0        0       -i          0 

     d      0     a       b      0      0       0      b      0      0       c        -d        0        g        0        0        0        -i 

     0      0     b       a      d      0      -d     c      0      0       b         0        0        g        0        i         0         0 

     0      0     0       d      a      b       c    -d      0      b       0         0        0        0        g       -i         0         0  

     0      d     0       0      b      a       b     0    -d       c       0         0        0        0        g        0        i          0  

     0      0     0      -d      c      b       a     d      0      b       0         0        0        0        g        i         0         0 

     0      0     b       c     -d      0       d     a      0      0       b         0        0        g        0       -i         0         0   

     b      c     0       0      0     -d       0     0      a      d       0         b        g        0        0        0        i          0 

     0     -d    0       0      b       c       b     0      d      a       0         0        0        0        g        0       -i          0  

     -d     0     c       b      0      0       0     b      0      0       a         d        0        g        0        0        0         i 

     c      b    -d      0       0      0       0     0      b      0       d         a        g        0        0        0        0        -i 

     e      e      0      0      0      0       0     0      e      0        0         e       h        0        0        0        0         0 

     0      0     e       e      0      0       0     e      0      0        e         0       0        h        0        0        0         0   

     0      0     0       0      e      e       e     0      0      e        0         0       0        0        h        0        0         0 

     0      0     0       f      -f      0       f      -f      0      0       0         0        0        0        0        j         0         0 

     0     -f     0       0      0       f       0      0      f      -f       0         0        0        0        0        0        j          0 

     f       0    -f       0      0      0       0      0     0       0       f         -f        0        0        0        0        0         j    

 - (4.78)  S = 
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݂ =  መܼ  ݀                                                                                                                   െ (4.84) ݃ =  ܻ  ܾ                                                                                                                   െ (4.85) 

݄ =  
( ܻ െ  4)

( ܻ +  4)
                                                                                                         െ (4.86)   

݅ = ݀                                                                                                                          െ (4.87) 

݆ =  
(4െ  መܼ)
(4 +  መܼ)                                                                                                           െ (4.88) 

 

4.2.4 Field solutions using HSCN node  

The electric and magnetic field at any point in the mesh can be defined using 

incident wave and output fields and can be obtained using the process similar to 

output of a SCN mesh with an addition of stub in its each of the direction.  

 

 

 

 

 

 

 

Fig. 4.15 Equivalent Thevenin configuration for HSCN node in x - direction 

 

Each of the transmission line segments can be represented by its equivalent 

Thevenin circuit. After normalising the stub impedance with Zo, we can obtain 

normalized stub impedance and its inverse as normalized stub admittance. The 
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electrical equivalent circuit of Fig. 4.15 then can be solved using equivalent 

Kirchhoff’s law to find the voltage in its x-direction as obtained in (4.89) using the 

methodology of (4.56). Electric field along x - direction can be obtained as in (4.90). 

௫ܸ =  
2൫ ଵܸ +  ଶܸ +  ଽܸ +  ଵܸଶ +  ܻ௫ ଵܸଷ ൯

4 +  ܻ௫                                                            െ (4.89)  

௫ܧ =  െ  
2൫ ଵܸ +  ଶܸ +  ଽܸ +  ଵܸଶ +  ܻ௫ ଵܸଷ ൯ȟ4) ݔ +  ܻ௫)                                                      െ (4.90) 

Similarly the electric field along the y - and z - directions can be obtained as in 

(4.91) and (4.92). 

௬ܧ =  െ  
2൫ ଷܸ +  ସܸ +  ଼ܸ +  ଵܸଵ +  ܻ௬ ଵܸସ ൯ȟ4) ݕ +  ܻ௬)                                                      െ (4.91) 

௭ܧ =  െ 
2൫ ହܸ +  ܸ +  ܸ +  ଵܸ +  ܻ௭ ଵܸହ ൯ȟ4) ݖ +  ܻ௭)                                                      െ (4.92) 

For calculating the output current in the HSCN node, the HSCN node can be 

segmented in the x-, y- and z- directions and using the circuit in Fig. 4.16, current 

along x - direction can be obtained and defined in (4.93). 

Hence the magnetic field Hx can be obtained using (4.94). Similarly Hy, Hz can be 

obtained as in (4.95) and (4.96). 

௫ܫ =   
2൫ ସܸ െ  ହܸ +  ܸ െ  ଼ܸ െ  ଵܸ ൯

(4ܼ +  ܼ መܼ௫)
                                                                 െ (4.93) 

௫ܪ =   
2൫ ସܸ െ  ହܸ +  ܸ െ  ଼ܸ െ  ଵܸ ൯ȟ4ܼ)ݔ +  ܼ መܼ௫)                                                                െ (4.94) 

௬ܪ =   
2൫െ ଶܸ +  ܸ +  ଽܸ െ  ଵܸ െ  ଵܸ ൯ȟ4ܼ)ݕ +  ܼ መܼ௬)

                                                          െ (4.95) 

௭ܪ =   
2൫ ଵܸ െ  ଷܸ +  ଵܸଵ െ  ଵܸଶ െ  ଵ଼ܸ ൯ȟ4ܼ)ݖ +  ܼ መܼ௭)                                                             െ (4.96) 
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   Fig. 4.16 Scattering in y-z plane                   Equivalent Thevenin network 

 

In order to completely define the media in TLM, the dispersion present in the 

dielectric media needs to be integrated in the TLM method. The dispersion 

relationship for TLM can be expressed in (4.97) [13]. After obtaining its scattering 

matrix from (4.99), the connection matrix C containing the plane wave propagation 

constants can be derived using (4.97). Here k0 is the propagation constant along the 

transmission lines, d is the node spacing, I is the identity matrix, while S is the 

scattering matrix and C is the connection matrix.  

detൣCSെ  e୨୩బୢI൧ = 0                                                                                             െ (4.97) 

Because of its characteristic polynomial containing exponential term as ね = exp(jし) 

of (4.97), the relationship (4.97) can be solved as an Eigen value solution. Hence if 

the coefficient くi, i = 1...N is known for an Nth order polynomial (defining all the N 

numbers of port nodes), (4.97) can be written as (4.98) [13 - 14]. 

C() (ɗ) =  ɗ +  Ⱦ୧
୧ୀଵ ɗି୧   = 0                                                                   െ (4.98) 
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S =  - (4.99)  

1      

2      

3      

4      

5      

6      

7     

8     

9     

10   

11   

12   

13   

14   

15 

16 

17 

18  

19 

20 

21 

22 

23 

24   

     1     2      3      4     5      6        7      8      9      10    11      12      13     14      15      16      17      18  
  
     ayx   byx   dyx   0     0       0       0      0      byx     0     -dyx     cyx      gx      0        0         0       0         iyx 
         
     bzx   azx   0      0     0  dzx     0      0      czx    -dzx    0        bzx      gx      0        0        0       -izx      0 
 
     dxy   0      axy   bxy  0       0       0       bxy   0       0       cxy     -dxy     0        gy      0        0        0      -ixy 
 
     0     0      bzy   azy   dzy    0      -dzy    czy    0        0      bzy      0        0       gy       0        izy      0         0 
 
     0     0      0     dyz   ayz    byz     cyz   -dyz    0        byz    0        0        0       0        gz      -iyz      0        0 
 
     0     dxz    0     0     bxz    axz     bxz     0     -dxz     cxz    0        0        0        0       gz        0       ixz       0  
 
     0     0      0    -dyz   cyz    byz     ayz     dyz   0        byz    0        0        0       0        gz       iyz       0        0 
 
     0     0      bzy   czy  -dzy   0        dzy     azy   0        0      bzy      0        0       gy       0       -izy      0        0 
 
     bzx   czx    0     0     0     -dzx     0       0      azx     dzx     0       bzx      gx      0        0        0        izx       0 
 
     0    -dxz   0      0     0      cxz      bxz    0      dxz     axz     0       0        0        0        gz       0      -ixz       0  
 
    -dxy  0      cxy    bxy  0      0        0       bxy   0        0      axy     dxy      0        gy      0        0        0        ixy 
 
     cyx   byx  -dyx   0     0      0        0       0      byx     0      dyx     ayx      gx       0       0        0        0       -iyx 
 
     eyx   ezx   0      0     0      0        0       0      ezx     0      0        eyx      hx      0        0        0       0         0 
 
     0     0      exy   ezy   0      0        0       ezy   0        0      exy      0        0       hy       0        0       0        0 
 
     0     0      0      0      eyz   exz     eyz    0      0        exz    0        0        0       0        hz       0        0        0 
 
     0     0      0      fx     -fx    0        fx     -fx     0        0      0        0        0        0        0        jx       0        0 
 
     0    -fy     0      0      0     fy       0       0      fy      -fy      0        0        0        0       0        0        jy        0 
 
     fz     0    -fz      0      0     0        0       0      0       0       fz      -fz        0       0        0        0        0        jz 
 
     kyx   kzx    0     0      0      0       0       0      kzx      0      0        kyx     lx        0        0        0       0        0 
  
     0     0      kxy   kzy    0      0       0       kzy    0        0      kxy     0        0        ly        0        0       0        0 
  
     0     0      0      0      kyz   kxz     kyz     0      0        kxz    0       0        0        0        lz        0        0        0 
 
     0     0      0     mx   -mx   0       mx   -mx    0        0      0       0        0        0        0        nx      0        0  
 
     0    -my   0      0      0     my     0       0      my    -my    0       0        0        0        0        0       ny       0 
 
     mz    0   -mz    0      0     0       0       0      0        0      mz    -mz      0       0        0        0        0        nz     
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4.2.5 Discontinuity in transmission line using field theory  

Any discontinuity in TLM can be defined and solved based on its type and location. 

Fig. 4.17 shows the connecting boundary at two nodes [15]. 

 

 

 

 

 

 

 

Fig. 4.17 Connecting boundary condition for TLM simulation 

 

For a linear media, the total electric and magnetic field can be defined by the sum of 

its incident and reflected wave and hence (4.100) and (4.101) can satisfy these 

conditions. Using the incident electric and magnetic field, its magnetic current and 

electric current can be derived as (4.102) and (4.103).  

ሬԦ௧௧ܧ = ሬԦܧ  + ሬԦܧ                                                                                            െ ሬሬԦ௧௧ܪ (4.100) = ሬሬԦܪ  + ሬሬԦܪ                                                                                             െ ሬሬԦ௦ܯ (4.101) =  nො x E୧୬ୡ                                                                                                           െ Ԧ௦ܬ (4.102) =   nො  x E୧୬ୡ                                                                                                           െ (4.103) 

However, magnetic current and electric current can be represented in the vector form 

as (4.104) and (4.105) which can define the magnetic and electric field. Magnetic 
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and electric current of the previous expression can be obtained using (4.106) and 

(4.107). 

ሬሬԦ௦ܯ = ௬yොܯ  + ௭zොܯ                                                                                                    െ  (4.104) 

Ԧ௦ܬ = ௬yොܬ + ௭zොܬ                                                                                                           െ  (4.105) 

െMሬሬሬԦ୷ =  EሬሬԦଵ െ  EሬሬԦଶ =  
1ȟ݈ ൣ൫ Vଵ ଵ୰ +  Vଵ ଵ୧ ൯ െ  ൫ Vଶ ୰ +  Vଶ ୧൯൧                    െ (4.106) 

െJԦ =  HሬሬԦ୷ଵ െ  HሬሬԦ୷ଶ =   ȟ݈ ቈ൫ Vଵ ଵ୰ െ  Vଵ ଵ୧ ൯
Z െ  

൫ Vଶ ୰ െ  Vଶ ୧൯
Z                       െ (4.107) 

 

Mz and Jy can also be obtained similar to (4.106) and (4.107) as defined in (4.108) 

and (4.109). 

MሬሬሬԦ = EሬሬԦ୷ଵ െ  EሬሬԦ୷ଶ =  
1ȟ݈ ൣ൫ Vଵ ଵଵ୰ +  Vଵ ଵଵ୧ ൯ െ  ൫ Vଶ ଷ୰ +  Vଶ ଷ୧൯൧                          െ (4.108) 

JԦ୷ = HሬሬԦଵ െ  HሬሬԦଶ =   ȟ݈ ቈ൫ Vଵ ଵଵ୰ െ  Vଵ ଵଵ୧ ൯
Z െ  

൫ Vଶ ଷ୰ െ  Vଶ ଷ୧൯
Z                           െ (4.109) 

 

Solving (4.106) and (4.107) for scattered voltages while normalising length to unity, 

we can get (4.110) and (4.111) 

Vଵ ଵ୰ =  െ 1
2
൫MሬሬሬԦ୷ +  Z JԦ൯ +  Vଶ ୰                                                                       െ (4.110) 

Vଶ ୰ =  
1
2
൫MሬሬሬԦ୷ െ  ZJԦ൯ +  Vଵ ଵ୧                                                                            െ (4.111) 

Similarly solving (4.108) and (4.109) for scattered voltages, we can get (4.112) and 

(4.113) 
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Vଵ ଵଵ୰ =  
1
2
൫MሬሬሬԦ െ  Z JԦ୷൯ +  Vଶ ଷ୧                                                                            െ (4.112) 

Vଶ ୰ =  െ 1
2
൫MሬሬሬԦ +  ZJԦ୷൯ +  Vଵ ଵଵ୧                                                                        െ (4.113) 

 

4.3 TLM modelling with a boundary condition 

As with any other three dimensional field solver, TLM method defines its boundary 

condition through its PEC (short circuit) element, PMC (open circuit) element and 

ABC (matched) element using following equations of (4.114) - (4.116). 

ܸାଵ =   0                                                                                                              െ (4.114) ܸାଵ = െ ܸ                                                                                                        െ (4.115) ܸାଵ = ܸ                                                                                                           െ (4.116) 

If the media is non-dispersive and the angle of the incident wave is known, then 

lumped impedance can be used to terminate the signal otherwise ABC needs to be 

applied at its terminating port [16]. Applying the boundary condition in 3D SCN-

TLM node requires it to be applied at its two associated field pertaining to its port. 

Like a voltage incident on port 1 of Fig. 4.8 has Ex and Hz as its field quantities, 

hence the incident impulse on the boundary, normal to port 1 would be the function 

of both electric and magnetic field. However a wave equation can be written using 

either electric or magnetic field, hence one field can be sufficient to define its 

boundary condition. The 3D TLM in this boundary condition can be defined using a 

simple 1D wave propagation by its electric field, Et which is transverse to the wave 

propagating direction. For a dispersive media while implemented with SCN 

meshing, the frequency behaviour of the material property also needs to be 

considered [17]. These are discussed in the following sections. 
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4.4 Modelling dispersive media 

A PCB material can be defined as a dispersive media because of its frequency 

dependant behaviour of the material’s permittivity and permeability. Hence an 

accurate behaviour of the wave propagation can only be achieved when this 

frequency dependant material characteristic is accounted for. This becomes 

especially true at the higher frequency of operation. The material contains molecules 

which possess certain dipole moments. Whenever an electric field is applied, they 

get aligned towards the direction of the applied electric field. Based on transient 

pulse application, which is often the case in TLM simulation; these molecules align 

for the direction of applied field. This time - varying alignment consumes energy and 

hence they are termed as dispersive media. The behaviour in these types of media 

can be represented by various models such as the Debye [18], Lorentz [19] and 

Drude models [20]. Losses often can influence the transmission line characteristics, 

shifting its operating frequency. Hence accurate modelling can only be achieved with 

well defined material characteristics. Electromagnetic fields in the frequency domain 

can be described by Maxwell’s curl equations while the relationship between 

dielectric displacement current, the electric field and the polarisation can be defined 

as (4.117). In the time domain modelling, the dielectric loss arising out of the 

material characteristics can be related as the sum of an equivalent time varying 

polarisation current, ipol(t) as (4.118). 

ሬሬԦܦ = ሬԦܧߝ  +  ሬܲԦ                                                                                                           െ (4.117) 

ଓԦ(ݐ) =  ඵ߲ ሬܲԦ ߲ݐ Ԧܣ݀.   = ݂൫ ሬܲԦ,ܧሬԦ൯                                                                       െ (4.118) 

Using Maxwell’s equation, the above equations can be further expanded as (4.119). 
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න HሬሬԦப  .dSሬԦ =  ɐ ඵHሬሬԦ .dAሬሬԦ  + ݐሬԦ߲ܧඵ߲ߝߝ  Ԧܣ݀.  +  ଓԦ                                      െ (4.119) 

 

4.4.1 Debye model 

A medium can be characterized by its frequency dependant permittivity as (4.120) 

where i0 is the permittivity of free space while ߝƸ(߱)  is complex permittivity 

defined by (4.121) [21]. The commonly dielectric material, Flame Retardant 4 (Fr4) 

used in the PCB manufacturing can be characterized completely using Debye model 

[22].  

DሬሬԦ =  ɂɂො୰(ɘ)EሬሬԦ                                                                                                          െ (4.120)  

(߱)Ƹߝ = (߱)ߝ  െ  ݆
ߝ߱(߱)ߪ  = (߱)ஶߝ  െ  ݆

ߝ߱(߱)ߪ +  ߯ (߱)                              െ (4.121) 

 

Here ir(の) and ߪ(の) are the frequency dependant relative permittivity and 

conductivity respectively, i∞ is the permittivity as の s ∞, and ぬ(の) is the dielectric 

susceptibility. For a medium with a Debye dispersion relation, the dielectric 

susceptibility is given by (4.122) where is is the static permittivity when a static field 

of zero frequency is applied and k0 is the relaxation time. 

߯(߱) =  
௦ߝ െ ஶߝ 
1 + ݆߱߬                                                                                                    െ (4.122) 

Frequency dependant complex permittivity of (4.121) can be segregated by its real 

and imaginary part as in (4.125) and (4.126) when (4.123) can be expanded to 

(4.124). 

(߱)Ƹߝ = (߱)ஶߝ  െ  ݆
ߝ߱(߱)ߪ +  

௦ߝ െ (߱)ஶߝ 

1 + ݆߱߬                                                        െ (4.123) 
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(߱)Ƹߝ  = ஶߝ  െ  ݆
ఙ(ఠ)ఠఌబ +  

ఌೞି ఌಮଵାఠమఛబమ  (1 െ ݆߱߬) = ஶߝ +
ఌೞି ఌಮଵାఠమఛబమ െ  ݆ ߱߬ ఌೞି ఌಮଵାఠమఛబమ   –(4.124)  

(߱)Ƹߝ = (߱)ஶߝ  +  
௦ߝ െ (߱)ஶߝ 

1 + ߱ଶ߬ଶ                                                                       െ (4.125) 

(߱)Ƹߝ =  െ݆߱߬  
௦ߝ െ (߱)ஶߝ 
1 + ߱ଶ߬ଶ                                                                         െ (4.126) 

Another important property to measure the loss introduced by the frequency 

dependence of the material is the loss tangent or loss angle h, defined by (4.127). As 

shown in Fig. 4.18, it has been plotted using Matlab to illustrate the frequency 

dependence behaviour of Fr4 dielectric with its dielectric constant, 4.4 in PCB. 

Similarly the behaviour of the real and imaginary part of dielectric constant, 4.4 can 

be shown in Figs. 4.19 and 4.20. 

tan Ɂ =  
(߱)Ƹߝ(߱)Ƹߝ

                                                                                                  െ (4.127) 

 

Fig. 4.18 Tangent loss of dielectric for Fr4 using Debye model 
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Fig. 4.19 Real part of dielectric for Fr4 using Debye model 

 

 

Fig. 4.20 Imaginary part of dielectric for Fr4 using Debye model 
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This angle h defines the phase angle between the vector of the electric field E and the 

vector of the dielectric displacement D.  

4.4.2 Lorentz model 

Another method to represent the dielectric property is using a Lorentz model. This 

model can be considered as the equivalence of a second order electromechanical 

mass - spring damper equation. Assuming an electron mass M, stored charge q, 

friction coefficient c and spring constant k, a second order system can be described 

by (4.128), while using a Fourier transform it can be written in the frequency domain 

as (4.129). 

ଶݐ݀ݔଶ݀ܯ = (ݐ)ܨ െ  ܿ
ݐ݀ݔ݀ െ  ݇ െ                                                                                ݔ (4.128) 

(߱)ܨ = െ߱ܯଶݔො(߱) +  ݆ (߱)ොݔ߱ܿ +  ݇ (߱)ොݔ                                                     െ (4.129) 

 

The applied force can be defined using electric field as (4.130). Using (4.129) and 

(4.130), we can derive (4.131). 

FሬԦ(ɘ) = qEሬሬԦ(ɘ)                                                                                                          െ (4.130) 

(߱)ොݔ =  
ܯݍ EሬሬԦ(߱)

(݇ ൗܯ +  ݆ ܿ ൗܯ ߱ െ ߱ଶ)                                                                    െ (4.131) 

 

This displacement can be related to the polarisation vector through PሬሬԦ =  ො whileݔݍܰ

its susceptibility can be defined as PሬሬԦ =  ሬԦ. Hence (4.131) can be rewritten asܧߝ߯ 

(4.132) or (4.133). 

Ƹ߯(߱) =  
ቀ݇ߝܯଶݍܰ ൗܯ + ݆ ܿ ൗܯ ߱ െ ߱ଶቁ                                                                 െ (4.132) 
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Ƹ߯(߱) =  
߱௨ଶ߱௨ଶߝ +  2݆ܿ߱ െ  ߱ଶ                                                                                  െ (4.133)  

 

Here のu is the undamped resonant frequency, il is the relative permittivity at zero 

frequency and cl is the damping coefficient. Using the inverse Laplace transform of 

(4.133), its time domain function can be derived as (4.134). 

 

(ݐ)߯ =  
߱௨ଶඥ߱௨ଶߝ  െ  ܿଶ ݁ି௧sinቆݐ ට߱௨ଶ  െ  ܿଶቇ (ݐ)ݑ                                           െ (4.134)  

 

The Matlab plot of imaginary and real part behaviour of a material’s susceptibility 

for a material with N = 1028 cm-3, のu = 18.56 x 109 rad/sec and cl = 1.856 x 109 

rad/sec using Lorentz model can be shown in Fig. 4.21. 

 

Fig. 4.21 Susceptibility behaviour of a Lorentz model 
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4.4.3 Drude model 

The Modelling of a material using a Drude model can be represented by a second 

order equation as defined in (4.135) with its spring constant, k being zero. Hence 

(4.135) can be represented as (4.136). 

ሷݔ݉ (ݐ) +  ܿ ሶݔ (ݐ) = (ݐ)ܧݍܰ                                                                                     െ (4.135) 

 

Here c is the friction coefficient, m is the reduced mass, q is the charge and N is the 

charge density. But the plasma frequency のp can be defined using (4.137). If の >> のp 

then (4.136) can be rewritten as (4.138).  

(߱)ߝ = 1െ  
߱ଶ߱ଶ +  ݆ ߱ܿ ݉Τ                                                                                    െ (4.136) 

߱ଶ =
݉ߝଶݍܰ                                                                                                                  െ (4.137) 

(߱)ߝ = ஶߝ െ  
߱ଶ߱ଶ +  ݆ ߱ܿ ݉Τ                                                                                 െ (4.138) 

 

The Matlab plot of imaginary and real part behaviour of a material’s dielectric 

(material with 計∞ = 4.5, ɘp = 1.34x1016 and  = 6.95x10-15) using a Drude model of 

(4.138) can be shown as (4.139) and (4.140) and can be plotted in Fig. 4.22. 

(߱)ߝ = ஶߝ െ  
߱ଶ߱ଶ߱ସ +  (߱ܿ ݉Τ )ଶ                                                                       െ (4.139) 

(߱)௬ߝ =  
߱ଶ߱ܿ ݉Τ߱ସ +  (߱ܿ ݉Τ )ଶ                                                                       െ (4.140) 
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Fig. 4.22 Drude model of a material with 計∞ = 4.5 
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dependant dielectric behaviour, field propagation in an inhomogeneous medium has 

been described in this chapter. Based on the homogeneous or inhomogeneous media, 

various nodes such as SCN, HSCN and GSCN have been described and the 

application of these nodes for solving the wave propagation in a homogenous or 

inhomogeneous medium can be developed. The description based on 3D TLM 

approach has been used to model and simulates these PCBs, its various components 

and configurations. Modelling of dispersive media for its application in prepreg and 

core in PCB can be defined using the selection of appropriate material modelling 

method. The comparison between these different materials - modelling approach has 

also been described here. In a PCB environment where frequency is limited to GHz 

range, the Debye model can be used quite well to model these PCB materials 

because of its frequency dependant, simple and causal behaviour representation and 

its accuracy in comparison of the physical model.  
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CHAPTER 5 
 

 

 

I/O PORT MACROMODELLING 

 

The SI and EMC behaviour at PCB level can be accurately defined using a careful 

observation, measurement and experimental setup. However an accurate setup 

requires a costly measuring instrument and an expertise skill apart from time 

consumption, potential cost of damage. The modelling and simulation of a PCB in its 

equivalence can be an excellent alternative which can generate an equal behaviour 

and sometimes predict the signal response for a densely complex board. The first 

phase of the selection lies in an accurate 3D behaviour describing field solver tool 

such as the TLM simulator. The TLM software should integrate the IC with PCB 

interconnects in its entirety for representing the complete PCB simulation and its 

intended function. The description and behaviour of RLC components, 

interconnects, dielectric, various discontinuities over a range of frequency, TLM 

modelling methods can provide a physical-electrical representation of the complete 

PCB system including intrinsic details of IC. Model measurements are expensive 

and time consuming task due to many devices being fragile for its ESD and pin 

density. In addition finding the suitable model within a limited time cycle of the 

board design can sometimes become quite expensive. Integrated Circuits (ICs) 

continue to become increasingly complex and representing their behaviour without 

the knowledge of internal architecture is a challenging task. Due to intellectual 

property privacy, the internal architecture can-not be revealed. The Spice library
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models have all these details for accurate simulation, however as the IC size 

becomes larger, the Spice model becomes quite complex and it is often encrypted so 

that reverse engineering could not be achieved. Even for the simulation of one signal 

of the IC, the entire IC needs to be simulated and needs to integrate within the other 

constraint of design as per requirements. A good trade - off between entire IC 

simulation speed vs. memory usage can be obtained with the alternate development 

of IC macromodels or IBIS models where the transfer function of the IC or its 

input/output buffer could be represented using some empirical formula without 

delving into the detail of the IC’s internal architecture. On the functionality side only 

input/output port information is necessary for obtaining the simulation of the 

sensitive SI and EMC effects in fast digital circuits. Thus an IBIS or macromodel 

perfectly satisfies the requirement. Further a solution is sought from behavioural 

models (macromodel or IBIS model) of the IC with the selection of a suitable 

simulation tool to simulate these SI/EMC effects in PCB environment at various 

process corners (minimum, typical and maximum). These process corners are 

necessary to show the extreme application of the physical IC at the simulation level. 

The I/O behaviour from these IBIS/macromodel is represented by mathematical 

expressions so as to be easily imported into circuit simulation such as Spice, 

Verilog/VHDL, empirical tools and can be portable, accurate in a standard 

simulation environment. These behavioural IC models can also be combined with a 

1D, 2D, 2.5D field solver tool for the analysis of field coupling effects. Many times 

the IC model does not work, it requires some design fix and these create a necessity 

for an in-house development of macromodel or IBIS model which can be used to 

solve the unavailability or inaccuracy issue. 
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5.1 IC modelling 

With time to market and printed circuit board-size becoming smaller and smaller, 

system designers are struggling to release a product from concept to reality in a 

tightly budgeted time and within the constraint of good SI and EMC. The need to 

simulate before prototyping has become essential and the ability to simulate 

accurately is even more heightened. But in order to simulate a system - level board, 

all components on the board need to be modelled. A macromodel [1] is a step 

towards defining these components as input-output buffer before releasing the PCB 

for its functionality. It consists of building blocks for every component of the system 

with a mathematical model that can accurately present its behaviour. The prefix 

macro emphasizes that just the macroscopic behaviour of the system as seen from its 

inputs/outputs is described, while no information is retained on its internal working 

and composition. While working at PCB level, each of the components can be 

broken down into an individual component, defined by its own macromodel whether 

it is IC or its connecting trace. The combination of different macromodel can lead to 

a complete system model of its PCB. One method of developing the macromodel is 

based on Mpilog [2]. However a macromodel design based on Mpilog involves 

various steps. Firstly the component is characterized with a measurement or a 

numerical evaluation of its behaviour, either in the time or in the frequency domain. 

In either of domains, the output response is found for input waveforms. The obtained 

characteristic can be used to create the macromodel. This step is called identification 

and aims to minimize the error between the given data and the macromodel response 

with a suitable choice of the model coefficients. The generated model can then be 

used in a simulation environment to perform the analysis required by the PCB 
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design.  Fig. 5.1 shows the modelling of the IC with a nonlinear response function 

defined as i = F(e, v) where e is parametric vectors and v is the voltage.   

 

 

 

Fig. 5.1 Modelling of a device 

 

 

5.2 IC port macromodelling 

IC ports can be classified into input (receiver), output (transmitter) and power supply 

ports. The modelling of input ports is rather straightforward because their operation 

is scarcely correlated to the IC’s internal operation and other stage except input 

buffer plays the role. For this reason the input buffer port can be assumed as simple 

dynamic one-port, that can be characterized just by the observation of their external 

behaviour, i.e., from the external port current and voltage waveforms. Input ports of 

the circuit are hardly influenced by the logical activity of the IC that follows, and can 

be considered as simple one-port dynamic element modelled by the relation iinput = 

Fi(vinput). A macromodel for an input buffer is shown in Fig. 5.2 where Vcc and Vss 

are the supply voltage for powering the IC. 

 

 

 

 

                          Fig. 5.2 Macromodel for a generic input buffer 
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Internal 

IC level 

However, the modelling of output ports and power supply ports is not trivial, 

because their operation is strongly influenced by internal signals of IC. The 

evolution of an output port signal is decided by the load and port characteristics 

because these characteristics depend on various internal signals controlling the port 

logic state. An output buffer of digital integrated circuits, for any kind of 

technology/architecture, is composed of cascaded stages of buffers with growing 

driving capabilities. Such circuits provide the interface between the fast low-energy 

internal parts of ICs and the off-chip interconnects, that require higher energy 

signals. Output buffers, therefore, must increase the power of transmitted signals as 

much as possible with an added delay and the rise/fall times. The structure of a 

generic output buffer is shown in Fig. 5.3, where vinput denotes the buffer input 

voltage of the last stage (i.e., the output of the functional part of the integrated fast 

digital circuit) and Vcc and Vss are the power supply voltage. 

 

 

 

 

 

 

Fig. 5.3 Macromodel for a generic output buffer 

 

Current at the output port can be defined as i = Fo(vpin, vinput) where Fo is a suitable 

nonlinear dynamic operator while vpin is the output voltage at its output and vinput can 

be replaced by any other variable controlling the logic state of the buffer, e.g., the 

input voltage of the penultimate stage of the buffer, vi.  
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5.2.1 IC port macromodelling and its procedure 

The macromodel behaviour which is similar to an IBIS model can be obtained using 

freely available Mpilog [2] tool if the current can be defined as a function of its 

voltage and its port behaviour can be divided into its static and dynamic behaviour. 

Obtaining a static behaviour in macromodel is very much similar to the process for 

obtaining the static behaviour from an IBIS model. A condition of high ‘1’ or low 

‘0’ input with a DC sweep at its output is applied while measuring the current at its 

output port defines the method for obtaining the static behaviour. However the 

dynamic behaviour is obtained through various curves - fitting mathematical - 

functions, such as Spline [3], Radial basis function [4, 5], Sigmoidal basis function 

[6, 7], Recurrent Neural Network modelling [8]. The port behaviour of a digital 

buffer can be characterized using (5.1) and (5.2) [7] where the current i1 is the output 

port current flowing out of the buffer (e.g, the current can be defined as iH, L(t) = 

(v1(t)-v2(t))/Zo, where Zo is the impedance of the circuit, v1(t) and v2(t) are two 

different state conditions), iH and iL are current submodels accounting for the device 

behaviour in the logic high and low state respectively, and the time-varying weight 

functions wH(t) and wL(t) provide the multiplying transition between the two 

submodel, i.e., the switching between the two logic states. 

݅ଵ(ݐ) =  wୌ(ݐ)  ݅ ୌቀvଵ(ݐ),v(ݐ),݀ ൗݐ݀ ቁ +  w(ݐ)  ݅ ቀvଵ(ݐ),v(ݐ),݀ ൗݐ݀ ቁ  െ (5.1) 

 

These two submodels iH and iL can be written as (5.2) with the combination of their 

static and dynamic current function, multiplied with some factor. 

݅ୌ, =  ݅ୱୌ, (v,vୡୡ) +  ݅ୢୌ, (v,vୡୡ,d/ dt)                                                          െ (5.2) 
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Here isH,L is the static level of the output current of the buffer at high or low output 

state, while idH,L is the parametric model describing the nonlinear dynamic behaviour 

of the output current. The model parameters, like the static level isH,L and the 

weighting signal wH,L can be obtained for the supply voltage vcc rather than its 

behaviour at a wide range of voltages for simplification. The effect of the large 

variation of the vcc can be possibly included a-posteriori in the model equation by 

using simplified analytical formulae describing the effect of the vcc on the device 

characteristic. The model structure described in this section is used to define an input 

or output buffer’s modelling procedure and can be divided into the following steps. 

The data can either be obtained experimentally or through accurate full field 

simulation of the known internal circuit.  

 

5.2.1.1 Estimation of the buffer static, isH,L and dynamic,  idH,L characteristics 

The static behaviour is defined when the variation in the voltage and current signal is 

small, otherwise it is defined as dynamic behaviour. The static and dynamic 

behaviour and its combination of the driven signal can be used to obtain a complete 

IC buffer characteristic. These behaviours can be obtained using Mpilog and plotted 

using Matlab when a buffer is driven using an ideal source in high-low-high or low-

high-low pattern on its output or its input and noting its voltage and current value. 

As shown in Figs. 5.4 - 5.7 the buffer behaviour can be divided into static and 

dynamic characteristic so as to define each of these behaviours using suitable 

analytical expressions.  
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Fig. 5.4 Buffer’s voltage response for extracting the static characteristics isH and isL 

 

 

Fig. 5.5 Buffer’s current response for extracting the static characteristics isH and isL 
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Figs. 5.4 and 5.5 show the static mode voltage and current behaviour when the 

device is driven to produce a bit pattern “010” on its load. The flat response of these 

figures provides the static characteristic of the buffer in terms of data for voltage and 

current pair. The highlighted portion is used to extract the static characteristic of its 

port behaviour. The response out of the analytical expression is validated using 

HSPICE model to verify and validate its accuracy.  

Figs. 5.6 and 5.7 show the dynamic mode voltage and current behaviour using the 

same set of signal response of a static mode. Where the variation of signal with 

respect to time is non-trivial, it can be considered as dynamic mode while the 

remaining mode of the system can be a static one. Hence the dynamic response can 

also be obtained with its signal behaviour minus its static mode behaviour. 

 

Fig. 5.6 Buffer’s voltage response for extracting the dynamic characteristics idH and    

              idL 
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Fig. 5.7 Buffer’s current response for extracting the dynamic characteristics idH and  

              idL 

 

5.2.1.2 Computation of the weighting coefficients 

As defined in (5.1), the weighting coefficients can be defined as a nonlinear function 

after comparing the port behaviour response from its measurement or Spice 

simulation. Once the current, i1 and voltage, v1 responses are recorded in the 

transition period under a normal operating condition, WH can be approximated by a 

nonlinear function. WL can be obtained from its WH function using (1-WH) for 

simplicity. However in a general case while the port behaviour transitions in high-to-

low, WH can be obtained and while the port behaviour transitions in low-to-high, WL 

can be obtained. The behaviour of the weight – coefficient is shown in Figs. 5.8 and 

5.9. 
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Fig. 5.8 Driving a buffer for obtaining weight coefficients for static condition 

 

 

Fig. 5.9 Driving a buffer for obtaining weight coefficients for dynamic condition 
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5.2.1.3 Model implementation and validation 

After obtaining all the parameters, the model can be implemented either in American 

Standard Code for Information Interchange (ASCII) file or Verilog or Spice based 

model. Here the model obtained from transistor level simulation or real experiment 

can be used to validate these models. 

 

5.2.2 IBIS modelling and its procedure 

Another popular method for I/O buffer modelling is the IBIS [9] that produces 

simple equivalent circuits representing the chip behaviour at ports. Due to its 

industry wide acceptance, the IBIS model is commonly used in the simulation 

environment. The IBIS model can be extracted using the transistor model of the 

device or using the experimental measurement while driving the input/output of the 

device high and low and collecting the voltage and current response at its 

output/input. The IBIS model library can be obtained in house if the transistor model 

is available or it can also be obtained from the device manufacturer. The IBIS is a 

standard for describing the analogue behaviour of a buffer in a human readable 

ASCII format. The specification provides a standard parsed file format consisting of 

current-voltage (I-V) and voltage-time (V-t) characteristics for its rising and falling 

transients, device package parasitic, input capacitance, and timing measurement 

information for several types of I/O structures without revealing proprietary 

information about the circuit’s structure or fabrication process unlike a SPICE model 

of the circuit. All the input and output in the IBIS model are independent. Various 

data tables such as I-V (current versus voltage) and switching (output voltage versus 

time) characteristics at various conditions present in an IBIS file is used to construct 
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an input/output buffer model for performing SI simulations and timing analysis in a 

PCB. The information and specification of the IBIS model make these models 

component-centric, that is, an IBIS file represents an entire component, not just a 

particular buffer. In addition to the electrical characteristic of a component’s buffers, 

an IBIS file includes the component’s pin-to-buffer mapping, and the electrical 

parameters of the component’s packages and parasitic. The behaviour of input and 

output buffer of an IBIS model can be plotted using Matlab and its circuit 

representation is shown in Figs. 5.10 and 5.11 respectively. Here Ccomp indicates 

component capacitance of the pin, Cpkg, Lpkg and Rpkg indicates the package 

capacitance, package inductance and package resistance of the buffer. Depending on 

the IC manufacturer, the clamp voltage Vdd can be set differently than the power 

supply Vcc of the IC. A typical IBIS model is represented using package and pin 

[RLC] values apart from its power clamp, ground clamp, rising, falling waveform, 

pull up and pull down of its transistor behaviours. 

 

 

 

 

 

 

Fig. 5.10 Equivalent circuit of an input buffer in an IBIS model 
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Fig. 5.11 Equivalent circuit of an output buffer in an IBIS model 

 

These waveform - behaviours can be tabulated for a typical and worst case operation, 

so that the complete operating range of the IC can be defined. The ground and power 

clamp characteristics for an inverter input buffer, SN74AHC1GU04 are shown in 

Figs. 5.12 and 5.13 while pull up and pull down of transistor – behaviours for an 

output buffer are shown in Figs. 5.14 and 5.15. 

 

Fig. 5.12 Ground clamp characteristic for a typical input buffer 
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Fig. 5.13 Power clamp characteristic for a typical input buffer 

 

 

Fig. 5.14 Pull down characteristic for a typical output buffer 
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Fig. 5.15 Pull up characteristic for a typical output buffer 
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termination. The standard Newton-Raphson method can be used to solve the voltage 

V and current I, using the IBIS I-V table as described by a nonlinear function of I to 

V. The process of calculating I, given the voltage incident upon the IBIS load is 

complex, and requires some operation of the currents from various active I-V 

behaviour (power clamp, ground clamp, pull up, pull down, rising and falling 

waveform as shown in Figs. 5.12 - 5.15) to create a single current source for 

representing the clamp diodes and pull up/pull down transistors. Having solved for 

the voltage and current data out of the above mentioned operation, the incident 

voltage returned to the 1D TLM section can be defined. This simple technique 

successfully embeds a behavioural IC model into TLM using small number of TLM 

nodes. The Newton-Raphson method is used at each TLM time-step and because 

convergence is typically within 5-10 iterations, this creates a minimal computational 

impact. Using Figs. 5.10 and 5.11 for IBIS buffers, the interface of TLM node and 

non linear IBIS port can be defined using TLM technique while the Rpkg, Lpkg, Cpkg 

and Ccomp of the IBIS can be obtained using 1D TLM approach. The IBIS package 

interface for its I/O buffer and its TLM interface has been shown in Fig. 5.16 while 

the electrical equivalent circuit has been represented in Fig. 5.17.  

 

 

 

 

 

 

 

Fig. 5.16 Interface between IBIS and TLM for I/O buffer 
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Fig. 5.17 Electrical equivalent circuit of IBIS and TLM 
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Fig. 5.18 Electrical equivalent of section A 

 
As described in Fig. 5.11 and its electrical equivalence using TLM in Fig. 5.17, the 

IBIS – TLM interface for the buffer can be represented in Fig. 5.18. The kV and I in 

the circuit have nonlinear relationship as defined from V-I table present in the IBIS 

and can be defined in (5.3). Using the Newton-Raphson theorem with the help of the 

Package IBIS 

Section A Section B Section C 

Zେ_ୡ୭୫୮ =  〉t
2Cୡ୭୫୮ൗ  Zୡ୮୩ = ඨL୮୩

C୮୩  

Rpkg 

ଶܸ 
ଶܸ 

ଵܸ 
ଵܸ 

ସܸ 
ସܸ 

ହܸ 
ହܸ 

S/C ଷܸ 
ଷܸ 

Z୮୩ =  
2L୮୩

〉tൗ  

்ܸ ெ  ்ܸ ெ  

TLM Nodes 

+ 

2kV
r
1 

I  

ZC_comp 

kV  

kVsrc 

+ 



Chapter 5 – I/O Port Macromodelling 
 

-144- 
 

electrical theorem applied in Fig. 5.18, (5.4) and (5.5) can be obtained which can 

produce kV1
r.  ܫ = ݂൫ ܸ ൯                                                                                                                 െ (5.3) 

௦ܸ  െ 2 ଵܸ െ _ܼܫ  െ ܸ = 0                                                               െ (5.4)  

ଵܸ  = ܸ െ ଵܸ                                                                                                    െ (5.5) 

 

 

 

 

 

Fig. 5.19 Electrical equivalent of section B 
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ସܸ =  ସܸ െ   ସܸ                                                                                          െ (5.13) 

Similarly using the relationship of reflected wave to incident wave as defined in 

section 4.2, (5.14) can be obtained. 

ହܸାଵ  =  ସܸ                                                                                                           െ (5.14) 

 

 

 

 

 
Fig. 5.20 Electrical equivalent of section C 
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5.3.2 Input buffer 

Fig. 5.21 can be used for Input buffer representation except at its IBIS and TLM 

interface. 

 

 

 

 

Fig. 5.21 Electrical equivalent of section A 
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V and I have nonlinear relationship from V-I table present in the IBIS and can be 

defined as in (5.18). Using Newton-Raphson theorem with the help of electrical 

theorem applied in Fig. 5.21, (5.19) and (5.20) can be obtained which can produce 

V1
r.  ܫ = ݂൫ ܸ ൯                                                                                                                 െ (5.18) 

2 ܸ ଵ െ _ܼܫ  െ  ܸ = 0                                                                              െ (5.19)  ܸ ଵ  = ܸ െ ܸ ଵ                                                                                                   െ (5.20) 

 

The process of calculating voltage and current for other interfaces, 1D TLM and 3D 

TLM for the input buffer remains the same as defined previously. This approach 

removes the dependability on using an external circuit solver and associated libraries 

such as Spice [10], apart from the inclusion of an IBIS model [11 - 12] of the IC 

while it is embedded in few TLM nodes.  

 

5.4 Experimental and simulation setup for macromodel  

The first experimental task characterised the single inverter IC (sn74ahc1gu04, SOT-

23 package [13]) from Texas Instrument. The experimental PCB has two inverter 

ICs connected in series with a power supply sourced through an external supply of 

either 3.3 V or 4.4 V. A square wave input with 3.3 V/4.4 V peak voltage with two 

different frequencies, 10.0 MHz and 25.0 MHz was generated using an Agilent 

waveform generator, 81150A to feed the input of the PCB. Fig. 5.22 shows the PCB 

used for the macromodel validation. 
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Fig. 5.22 PCB used for the measurement 

 

The PCB consists of a driver IC (sn74ahc1gu04, SOT-23 package, 5 pin) and a 

receiver IC (sn74ahc1gu04, SOT-23 package) with a microstrip PCB trace of 100 

mm length. The microstrip is of 0.8 mm width with dielectric thickness of 0.4 mm so 

as to obtain 49.5 っ characteristic impedance of the PCB trace. The dielectric has a 

relative permittivity, ir of 4.5 and dielectric loss, tan (h) of 0.01 at 1 MHz. The PCB 

trace of 100 mm leads to trace delay of 0.6 ns. It is a two layer board with bottom 

layer as a solid ground plane while the top layer has the routed signals. The ICs have 

input, output, power supply and ground pins connected to other components. The 

trace length connecting these two ICs has a length of 100 mm. The circuit is supplied 

by an external power supply with a provision of decoupling capacitors (as well as a 

bulk capacitor for the power supply) at the power supply pin to bypass the noise at 

the power supply pin.  
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5.4.1 Measurement setup 

The measurement using a high bandwidth probe (Agilent, 1158A with 4.0 GHz BW, 

0.8 pF Ci) and MSO8104A, Agilent scope (1 GHz scope with 4 GSa/s) at the IC1-

OP1 (driver side measurement) and IC2-IP1 position (receiver side measurement) 

measurement of the PCB is shown in Fig. 5.23.  

                                              

 

                      

 

Fig. 5.23 Setup for experimental measurement 

 

The Agilent, 1158A probe has an impedance of 100 kっ while the Agilent 

MSO8104A, Infiniium scope has 1 Mっ or 50 っ settable input impedance. The scope 

input impedance is set at 50 っ. 
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5.4.2 Simulation setup 

The experimental setup was converted in an equivalent model using 

libraries/macromodel for ICs, equivalence of microstrip trace. The equivalent setup 

is shown in Fig. 5.24 where two inverters are connected through 100 mm microstrip 

trace.  

 

 

 

 

 

Fig. 5.24 - a Top view of the simulation setup for transmitter - receiver 

 

 

 

 

 

Fig. 5.24 - b Lateral view of the simulation setup for transmitter - receiver 

 

5.4.2.1 HSPICE simulation 
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signal to the source of the HSPICE netlist. The microstrip line was modelled using 

‘U’ element and HSPICE based code was written.  The HSPICE and IBIS library 

model of the IC, SN74AHC1GU04 (DBV package) has been used for its simulation 

in place of the physical IC while connecting the trace from its source signal supply to 

IC. These libraries are available from the IC manufacturer, Texas Instruments. The 
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source signal was interfaced through SMA connector on the board. The equivalence 

of SMA connector has been used in the HSPICE simulation. The equivalent SMA 

connector has been simplified by 50 っ characteristic impedance transmission line 

with a propagation time of 66.745 ps. 

 

5.4.2.2 Minisolve simulation 

The in-house developed Minisolve software integrated along with Mpilog tool was 

used in the simulation. While Mpilog can create macromodel, TLM based Minisolve 

can be used to simulate a structure in 3D domain. As mentioned previously, 

macromodel is an equivalence of IBIS except of its representation in static and 

dynamic behaviour tables for its voltage and current and their weight functions. 

Hence the development of TLM-macromodel interface can be described using the 

methodology described in section 5.3.   

  

5.5 Results comparison for macromodel using TLM 

The Minisolve [14], HSPICE simulation result with the vendor supplied IBIS and 

HSPICE library model is compared against the experimental data to verify the 

macromodelling result at 10 MHz and 25 MHz.  

 

5.5.1 Under the condition of 10 MHz square wave input, 4.4 V 

A 10MHz square signal is applied at the input of IC1. Fig. 5.25 shows the 

measurement at the first IC output while Fig. 5.26 shows the measurement at the 

second IC input and is compared with HSPICE and Minisolve simulations. 
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Fig. 5.25 Comparison at the output of first IC (IC1-OP) 

 

 

                     Fig. 5.26 Comparison at the input of second IC (IC2-IP) 
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Except for a change in the edge rate in Minisolve data, all these (Minisolve and 

HSPICE) results seem to be in excellent agreement with the experimental data. 

Hence the macromodel (which was the basis for generating Minisolve results) may 

be used to model the physical IC. 

 

5.5.2 Under the condition of 25 MHz square wave input, 4.4 V 

Fig. 5.27 shows the measurement at the first IC output while Fig. 5.28 shows the 

measurement at the second IC and these experimental results are compared with 

HSPICE and Minisolve simulations. 

 

 

 

Fig. 5.27 Comparison at the output of first IC (IC1-OP1) 
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Fig. 5.28 Comparison at the input of second IC (IC2-IP1) 

 

Apart from a slight edge rate shift during falling time in the Minisolve result, there is 

a very small difference in the overshoot, undershoot and ringing effect. This small 

difference in experimental results might be caused by the Leff and Ceff of the solder 

deposit at the IC pin in comparison of the simulation result of the Minisolve and 

HSPICE. The effect seems to be more pronounced at the input of the second IC. 

Parameter identification methods provide a rigorous framework to handle the 

problem and to build IC models from actual measurements. In conclusion the 

MPilog Macromodel can work as a substitute for Spice and physical model within a 

reasonable accuracy. 
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5.6 Experimental and simulation setup for IBIS 

To demonstrate the interaction of the 3D TLM solver integrated with IBIS models, 

the experimental task was accomplished to characterize the performance of a NAND 

gate IC (SN74AHC1G00DCK, SC-70 TI Package) [15] during interference from an 

external Radio Frequency (RF) source.  

The schematic for the circuit was drawn using Cadsoft Eagle tool and is shown in 

Fig. 5.29. After tying one of the input to VCC and second input to open circuit, the 

NAND gate was configured for inverter. The 0.8 mm width strip of the PCB trace 

has been routed over Fr4 dielectric with its thickness of 0.4 mm so as to obtain 49.5 

っ characteristic impedance. The dielectric’s relative permittivity ir is 4.5 and the 

dielectric tangent is 0.02 at 1 GHz. It is a two layer board with bottom layer as a 

solid ground plane while the top layer has the routed signals. The IC has two inputs, 

one output, power supply and ground pins. 

 

Fig. 5.29 Eagle schematic for crosstalk configuration 
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As shown in Fig. 5.30 the PCB has two NAND gate IC connected with two different 

spacing of 2.8 mm and 7.2 mm between its input and output traces and Sub Miniature 

Version A (SMA) connectors at its outputs for the measurement of its behaviour. The 

circuit is powered (VCC) through 3 V Li-Ion coin-cell battery (fitted inside battery 

holder) of CR2032H with a provision of decoupling capacitors at the power supply 

pin. The battery is mounted on the bottom side of the PCB in order to escape any 

EMI problems because of the battery and its holder. The PCB is kept inside a box as 

shown in Fig. 5.31 so as to excite the input of the circuit with its maximum field 

generated inside a Gigahertz Transverse Electromagnetic (GTEM) cell. The required 

external interfering signal is a RF signal generated from a RF signal generator, 

E4438C and amplified through a RF amplifier at frequencies 1.83 GHz and 1 GHz.  

 

 

                     

                          Top Side PCB                                  Bottom Side PCB 

               Fig. 5.30 PCB used for the measurement 

 

The PCB is placed in the centre at the bottom of a metal enclosure of 140 mm by 

101.2 mm by 29.2 mm, with a centre slit of size 72 mm by 5.2 mm in the top. Fig. 

5.30 shows the front and back of the PCB while Fig. 5.31 shows the PCB attached to 

the base of the metal enclosure. Copper tape is used to seal the joint between the two 

halves of the enclosure for avoiding the field leakage out of the box. 

IC2-OP1 

IC1-OP1 
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Fig. 5.31 PCB attached to the box for the measurement 

 

An external source of fixed frequency 1.83 GHz and 50 V/m excites the metal 

enclosure at resonance through the slit at the top. The resonance frequency is 

obtained using the minimum cut-off frequency of (5.21) [16] for an electric field 

wave propagation inside the box. The electric field wave propagation mode can be 

defined as TEmnp. Since the minimum propagation mode that can be theoretically 

supported inside this box enclosure is the TE110 mode (where m = 1, n = 1 and p = 0) 

and the resonance frequency fc was calculated to be 1.83 GHz for this mode for the 

given box dimension (l = 140 mm, w = 100 mm), this frequency was used for the RF 

field generation through the experimental setup. Additional dimensions of the 

structure are shown in Figs. 5.32 and 5.33. 

݂ =  
1
2

 ඩቀ ቁଶ +  ቀ௪ቁଶ +  ቀቁଶߤᖡ                                                                          െ (5.21) 

 

 

 

 

Fig. 5.32 Side view of the PCB (all units in mm) 
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Fig. 5.33 Top view of the PCB 

 

5.6.1 Measurement setup  

The measurements are taken inside a GTEM cell. The GTEM cell was developed as 

an alternative to using an open area test site for the electrical radiation measurement 

from the equipment under test. A GTEM cell is a large pyramidal cone shape that 

consists of five major parts as follows. Part 1 can be described as four sides of 

triangular shaped walls and a rectangular back wall while part 2 can be defined as a 

50 っ input port. Similarly part 3 and part 4 can be defined using a pyramid shaped 

radio absorbing material on the back wall and internal triangular shaped septum 

respectively. To absorb the applied signal completely, a 50 っ resistive termination is 

used inside its walls. In this experiment, the GTEM cell ETS-Lindgren 5407 is used 

which has field uniformity of +/-3 dB up to 1 GHz, and +/-4 dB above 1 GHz. The 

PCB is placed below the offset septum within the cross section of the GTEM cell 

and a vector signal generator (Agilent E4438C with -136 dBm to 17 dBm output 

power and 250 kHz to 6 GHz output frequency) along with a broadband RF power 

amplifier (Amplifier Research 25SIG4A with 30 W power output and a frequency 
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range of 0.8 GHz to 5.2 GHz) was used to supply an RF signal at the 50 っ input port 

of the GTEM cell.  The complete setup is shown in Fig. 5.34.  

 

 

 

 

 

 

 

 

 
 
 
 

 

 

 

 

 

Fig. 5.34 Experimental setup for the circuit exposed to RF signal at 1 GHz/1.83 GHz 

 

To ensure the electric field inside the GTEM had the same peak voltage as for the 

simulation, an RF sensor probe (Dare Development, CTR1001A) was placed beside 

the PCB to measure the field amplitude. Although it is expected to have a good 

agreement in the electric field generated and measured with respect to the 

simulation, there could be a small difference because of the RF probe placement. A 
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high bandwidth active probe (Agilent 1158A with a bandwidth of 4.0 GHz, 0.8 pF Ci 

and Agilent N1022A adapter) was used for the measurement along with the Agilent 

86118B mainframe and the Agilent 54754A TDR scope (20 GHz bandwidth, 1 ps 

resolution). Because of the measurement requirement of crosstalk, only the IC 

outputs are measured. The probe has an impedance of 100 kっ while the scope has an 

input impedance of 50 っ. Thus the signal is measured at 50 っ (in parallel with 100 

kっ of the probe).  

 

5.7 Results comparison for IBIS using TLM 

The simulation results obtained from TLM are compared with experimental 

measurements and have been plotted. The schematic representation of simulation has 

been shown in Fig. 5.35.  

 

 

 

 

 

Fig. 5.35 - a Lateral view of the crosstalk configuration 

 

 

 

 

 
Fig. 5.35 - b Cross-sectional view of the crosstalk configuration 
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The first set of tracks is separated by dl = 2.8 mm and the second set is by dl = 7.2 

mm. In each set, one track is connected to the output of an IBIS model of NAND 

74LVC1G00 (DCK package with SC-70 footprint), and the second track is connected 

to a single input of the gate that is tied at Vcc of 3 V.  

The second gate input of each NAND is assumed high, so that the NAND gate 

Integrated Circuit acts as an inverter. Since the IBIS model - buffers are independent, 

it is not necessary to model the unused gate input, however the input and output 

buffer of the IBIS model is connected through a low value inductor of 2 nH. The 

TLM model of the tracks and external source model both the crosstalk and the effect 

of the geometry on the source, while the embedded IBIS model simulates the 

complex NAND IC behaviour. The complete measurement can be divided into 

following three conditions so as to clearly define the IC behaviour in completeness. 

 

5.7.1 Condition 1 

Voltage is observed at the output with the application of external 1.83 GHz 

frequency and amplitude 70 V/m plane wave noise source at the input without an 

attached wire antenna. The measurement was taken using Fig. 5.34 where two 

different trace separation has been defined using dl = 2.8 mm and dl = 7.2 mm. 

These corresponding results with these trace separation of 2.8 mm and 7.2 mm are 

presented in Figs. 5.36 and 5.37.  
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Fig. 5.36 Switching behaviour for dl = 2.8 mm with 1.83 GHz, 70 V/m field 

 

 

 

Fig. 5.37 Switching behaviour for dl = 7.2 mm with 1.83 GHz, 70 V/m field 
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As expected the crosstalk observed between the source and load tracks when the 

tracks are separated by 2.8 mm is increased in comparison to that of the track 

separations with 7.2 mm.  

 

5.7.2 Condition 2 

Here the voltage is observed at the output while no external source is applied. This 

ensures that there is no inconsistency in the measurement and simulation.  

 

 

 
 
 

Fig. 5.38 Output response for dl = 2.8 mm with no external source 
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Fig. 5.39 Output response for dl = 7.2 mm with no external source 
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voltage level incident at the gate input. The additional vertical wire of 6.5 cm length 

attached at the source input increases the coupling of the external source voltage on 

the load microstrip track, and when this gets combined with the crosstalk, the voltage 

level at the gate input is increased above the gate trigger threshold of 1.365 V for the 

smaller separation of 2.8 mm, causing the gate output to switch. The switching effect 

has been observed and shown in Fig. 5.40. The experimentally measured voltage 

confirms the simulation result, and as can be seen in Fig. 5.41, the wider track 

separation of 7.2 mm does not generate sufficient crosstalk to cause a gate transition. 

However, the noise level at the gate output for the experimental measurement is 

increased in comparison to the simulation. The IBIS models representing the gate 

load and gate source are physically separated in the simulation, so the high 

frequency noise cannot propagate through the IC. However the experimental and 

Minisolve model shows some coupling between the input and output. Further the 

effect of noise in the power supply because of high frequency signal at the input 

should be included to measure the effect at output. Hence the physical board in 

comparison to the simulation has a high frequency noise at its output, and the reason 

for this behaviour is the crosstalk between traces at high frequency of 1 GHz and 

coupling between input and output because of 45 nm die and power supply ripple 

effect. This cross talk is higher when the amplitude of the supplied voltage at its 

input has increased due to the vertical wire attachment at its source. It should also be 

noted that simulation does not take account of the delay through the IC, since this 

information is unavailable in the IBIS specification. 
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Fig. 5.40 Switching behaviour for dl = 7.2 mm with a thin wire attached to input 

 
 

 

 

Fig. 5.41 Switching behaviour for dl = 2.8 mm with a thin wire attached to input 
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5.8 Conclusion 

A complete physical equivalence in the form of Spice is required for the simulation of 

a PCB board. However Spice model of an IC is the proprietary of the vendor and it is 

not convenient to obtain the Spice models from its vendor in time apart from it being 

slow and resource consuming for a complete simulation. The development of the 

macromodel in this chapter would help the board designer in getting its pre-layout 

simulation output with an alternative to these spice models. Apart from the developed 

macromodel, a behavioural model such as existing IBIS model can be used in place 

of an encrypted HSPICE model. These behavioural models have been embedded into 

TLM as a method to include complex IC behaviour using only a small number of 

TLM node and have been described and demonstrated in this chapter. The generated 

macromodel and IBIS model have been validated against the HSPICE model and 

experimental result for its acceptance. The crosstalk and electromagnetic interference 

from the external geometry is modelled in the TLM, while the embedded IBIS model 

simulates the NAND behaviour. The simple structure of the interface between IBIS 

and TLM allows for efficient operation, and only a slight increase in simulation time 

was noted when using embedded IBIS models. This technique greatly enhances the 

generality to use TLM to model digital circuits at high frequencies that require the 

inclusion of field effects in its IC behaviour which is often a case in a complex PCB.  
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CHAPTER 6 
 

 

 

MODELLING OF PCB INTERCONNECTS AND IC 

PACKAGES 
 

 

Due to tighter board space and high speed switching devices, a complete board 

design cycle involves an iteration of schematic creation, its timing analysis, 

modelling of IC libraries, pre-layout simulation, routing and post layout simulation. 

As design proceeds to the physical stage it becomes costly to change the layout and 

still complying with the EMC requirement arising out of the SI issue.  Although a 

costly EMC testing at a later stage provides some value for mitigating the EMC issue 

however the board is already fabricated and it is not easy to provide a fix at this 

stage. Hence the field simulation at the initial stage could provide a representation of 

the cause for an EMC failure. The simulation phase is quite important to accurately 

represent the physical behaviour of the netlist in the PCBs while providing a safety 

margin in design layout issues if it arises after the board is fabricated. However the 

simulation phase is quite resource intensive and time consuming apart from 

challenging because of adjacent PCB traces. Further with the increase of the 

operating frequency of systems above the Gigahertz frequency range, the decreased 

shorter rise time of IC signals require interconnects to be treated as transmission 

lines (TL). Based on the rise time of the signal, interconnect between two 

components can be defined as a lumped component, short line and a transmission 

line. Hence simulation requires a critical approach and an accurate and 
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efficient modelling methodology of packaging, PCB board, VLSI, and RF has to be 

adapted. With the increased data rate in serial buses and routing density along with a 

reduced timing/voltage margin, early TL pre-layout simulation and its co-designs are 

proposed, optimising products for cost, performance and reliability with accurate TL 

models. Although differential signalling has been developed and implemented in 

recent years to reduce EMI and noise issues in order to improve the signal quality, it 

also requires lower supply voltage to save the power of overall system and hence the 

margin of the operation becomes narrower. The increased clock frequencies, shorter 

rise time, decreased voltage supply (and hence decreased noise margin) means that 

crosstalk and EMI, timing issue such as propagation delay, setup and hold time of 

the logics are major concerns for the high speed digital design systems. It is 

necessary for circuit designers to characterize time-domain signals to validate 

complete layout of a board and its circuit packages. Electronic design automation 

(EDA) tools should execute simulations with accurate equivalent circuit model 

parameters with an efficient usage of resources. In this chapter, TL electrical 

behaviours are described with an accurate definition of the transmission line using a 

proposed in-house, efficient three-dimensional full-wave field solver. The result of 

this 3D field solver is compared against the experimental output, HSPICE analysis 

[1] with the HSPICE and IBIS library of the IC and Computer Simulation Tool 

(CST) design studio [2]. The methodology presented here is more convenient and 

effective for board/circuit designers to observe TL behaviour in the time domain 

before prototyping of the board. This would help in identifying the worst trace 

behaviour and its impact on the surrounding netlist. 
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6.1 PCB schematics and stack-up for PCB manufacturing  

Various PCBs have been manufactured to obtain the experimental results. Fig. 6.1 

shows the power supply board for powering all these boards while the schematic 

drawn using Cadsoft Eagle tool for one package, DBV (SOT-23) type with different 

trace configurations of the PCBs are shown in Figs. 6.2 - 6.4. Since schematics 

involve two/three ICs (transmitter gate and receiver gate) with similar connection, 

the schematics (except IC package being different) remain the same. Here the 

schematics for one package, DBV has been shown. Two different types of layer 

stack-up are used to layout 50 っ impedance controlled track for these boards. 

 

 

 

Fig. 6.1 Eagle schematics for power supply board 
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Fig. 6.2 Eagle schematics for DBV package with straight line configuration 

 

 

Fig. 6.3 Eagle schematics for DBV package with fan-out configuration 
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Fig. 6.4 Eagle schematics for DBV package with via configuration 

 

6.1.1 Four layer stack-up for straight line, fan-out and right angle configurations 
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Fig. 6.5 Four layer stack-up 
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Four - layer stack-up was used to design straight line, right angle and fan-out 

configuration PCBs while six – layer stack-up was used to design via configuration 

PCBs. Further three different types of the inverter IC packages have been used in 

these PCBs. The layer stack-up of a 4 layer board is shown in Fig. 6.5, while the 

layer stack-up of a 6 layer board is shown in Fig. 6.6. 

 

6.1.2 Six layer stack-up for via configuration 
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Fig. 6.6 Six layer stack-up 
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6.2 PCB trace configurations and its S-parameters 

To study the performance of simulated models against experimental results, various 

PCBs were designed and manufactured for testing against Minisolve (In-house 

developed software) and HSPICE tool (with the HSPICE and IBIS library model), 

CST design studio (with the IBIS library model). Each of these PCBs consists of a 

range of package types; DBV, DCK, DRL packages of the Texas Instruments 

manufactured ICs SN74AHC1GU04 [3]. All of these packages (DCK, DBV, DRL) 

has been routed in four different configurations (straight line, right angle, fan-out 

and via). Details of these configurations are discussed in the subsequent sections. S-

parameter is one of the methods to accurately describe the behaviour of a component 

or a transmission line. Since these manufactured PCBs have various type of 

discontinuity, their S-parameter has been extracted. The length of the trace in all of 

these configurations (from source signal to the input of the IC) is about 120 mm. 

These PCBs are powered through a specially made power supply add-on card. This 

add-on card as shown in Fig. 6.7 has two options for generating a 3 V power supply 

for various input circuits. It can generate this 3 V power supply for the circuit either 

through an on-board adjustable linear regulator or through a Li-Ion coin cell battery. 

 

 

Fig. 6.7 Power supply board to power all the PCB configurations 
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6.2.1 Straight line configuration 

 

 

 

 

Fig. 6.8 DBV package, Straight line                 Fig. 6.9 DCK package, Straight line  

 

The straight line configuration has the receiving IC mounted on the top layer of the 

board and connected through a stripline trace of 88 mm length. While the physical 

circuit is shown in Figs. 6.8 and 6.9, its equivalence can be shown in Fig 6.10 

 

 

 

 

 

Fig. 6.10 Straight-line configuration equivalent model 

 

The S11 and S21 parameter of 88 mm straight line for a symmetric stripline structure 

with 150 µm width and thin trace symmetrically submerged in 450 µm thick 

dielectric material with Fr4 of 4.4 using Minisolve as described in section 2.5 have 

been calculated up to 5 GHz frequency and are shown in Figs. 6.11 and 6.12. While 

S21 parameter shows the transmission coefficient or transmission loss, the S11 
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parameter shows the reflection coefficient or reflection loss. For the simplicity of S-

parameters calculation, only 88 mm straight line internal trace of the physical PCB 

has been considered. As seen in Fig. 6.12, with an increase of frequency the 

transmitted signal gets smaller whilst Fig. 6.11 shows that there are various parallel 

anti-resonance at different frequencies for its signal reflection. A straight line trace 

can work as an antenna at these resonating frequencies. The cutoff frequency for a 

transmitted signal is about 1.8 GHz. In general a loss in a two port system can be 

defined using (6.1) or (6.2) and can show the power loss out of the transmission line. 

This loss is the power that is neither reflected, nor transmitted. 

ݏݏܮ  =  ඥ1െ | ଵܵଵ|ଶ െ |ܵଶଵ|ଶ                                                                               െ (6.1) 

ௗݏݏܮ = 20logଵ ቀඥ1െ |Sଵଵ|ଶ െ |Sଶଵ|ଶቁ                                                       െ (6.2) 

 

 
 

Fig. 6.11 S11 parameter of a straight line configuration 
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Fig. 6.12 S21 parameter of a straight line configuration 
 
 
 
 

6.2.2 Right Angle configuration 

 

             

 

Fig. 6.13 DBV package, Right Angle           Fig. 6.14 DCK package, Right Angle  
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PCBs with right angle trace for DBV and DCK package are shown in Figs. 6.13 and 

6.14. The ICs as shown are mounted on the top layer of the board and connected 

through a right angle trace with 88 mm stripline trace length (or 44 mm each of the 

half trace length connected to either side) through a source input and it has been 

shown in Fig. 6.15. For the simplicity of S-parameter calculation, only 88 mm length 

of the internal right angle bend with 150 µm width and thin trace symmetrically 

submerged in 450 µm thick dielectric material with Fr4 of 4.4 using Minisolve as 

described in section 2.5 has been considered. 

 

 

 

 

 

 

 

   Fig. 6.15 Right Angle configuration equivalent model 
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configuration. Similar to the S-parameter of straight line configuration, the S-

parameter of a right angle is as expected. The trace length of the right angle 

configuration is half the trace length of straight line configuration. Hence the 

transmission loss over its entire configuration in comparison to straight line trace 

configuration is lesser by -4 dB while the cutoff frequency for a signal transmission 

is about 2.6 GHz. 
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Fig. 6.16 S11 parameter of a right angle configuration 
 
 
 
 

 
 

Fig. 6.17 S21 parameter of a right angle configuration 
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6.2.3 Fan-out configuration 

 

 
 

 
 

 
Fig. 6.18 DBV Package, Fan-out                  Fig. 6.19 DCK Package, Fan-Out  

 

In the fan-out configuration, two ICs are connected as a fan-out through a source 

signal (with a stripline trace length of 88 mm). PCB boards are shown in Figs. 6.18 

and 6.19. These two ICs are mounted on top layer of the board and connected 

through fan-out trace configuration as shown in Fig. 6.20. The trace width is 150 µm 

and assumed to be very thin while the dielectric constant is Fr4 of 4.4 with 450 µm 

thickness. The trace is symmetrically merged in the dielectric. 

 

 

 

 

                       

 

 

 Fig. 6.20 Fan-out configuration equivalent model 
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                     Fig. 6.21 S11 parameter of a fan-out configuration 
 
 
 
 

 
 

Fig. 6.22 S21 parameter of a fan-out configuration 
 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-60

-50

-40

-30

-20

-10

0

Freq. (GHz)

A
m

pl
itu

de
 (

dB
)

S
11

 parameter in dB for fanout trace

 

 

S11 parameter

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-10

-9

-8

-7

-6

-5

-4

-3

-2

-1

0

Freq. (GHz)

A
m

pl
itu

de
 (

dB
)

S
21

 parameter in dB for fanout trace

 

 

S21 parameter



 Chapter 6 – Modelling of PCB interconnects and IC packages 
 

-183- 
 

The S11 and S21 parameters of the fan-out configuration using Minisolve are shown 

in Figs. 6.21 and 6.22. Since the trace length of the fan-out configuration is the same 

as that of straight line configuration, the transmission loss over its entire 

configuration is approximately the same while its transmitting cutoff frequency is 

about 1.7 GHz. 

 

 
6.2.4 Via configuration  

 

 

 
 

           Fig. 6.23 DBV package, Via                   Fig. 6.24 DCK package, Via  

 

Via configuration has its source signal connected at the top layer of the board while 

the IC is mounted at the bottom side. In addition to the trace being connected to via 

at source side and IC, the trace has been joined at the centre of the trace through an 

additional via so that the trace can be taken to the top and bottom side of the board 

and this is shown in Fig. 6.25. 

 

 

 

 

 

Fig. 6.25 Via configuration equivalent model 
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Via configuration was implemented in a six layer stack-up, with ground reference on 

both side of the stack-up. A thin plate which is an approximate for via in Minisolve 

was attached to a 44 mm trace length on the centre side of the trace. S11 and S21 

parameters for via configuration PCB of a thin trace with the length of 88 mm, 150 

µm width routed between 150 µm and 75 µm thick dielectric material with Fr4 of 

4.4 using Minisolve are shown in Figs. 6.26 and 6.27. The S11 parameter shows a 

significant loss at 3.1 GHz due to resonance behaviour of the structure. As seen from 

its S21 parameter, via configuration is able to transmit a signal of frequency in the 

range of GHz since its cut-off frequency lies beyond 5 GHz.  

 

 

 
Fig. 6.26 S11 parameter for via configuration 
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Fig. 6.27 S21 parameter for via configuration 

 
 
 

6.3 Experimental measurement setup 

The experimental setup is shown in Fig. 6.28. It comprises a signal generator 
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                  Fig. 6.28 Measurement setup for PCBs 

 

The output of the function generator with 5 っ output impedance is 100 MHz square 

wave signal within appreciable square wave specification (of approximately 2.0 ns 

rise time).  

2. Scope: The 1 GHz scope (MSO8104A) from Agilent is used in the experiment.    

3. Probe: The Agilent, 1158A active probe is used for the measurement. The probe 

has a bandwidth of 4 GHz with 0.8 pF, 100 kっ input impedance. 
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6.4 Electronic system simulation 

An electronic system can be simulated in the time domain if it can be divided into its 

solvable blocks, like IC components, PCBs, cables, connectors, case. Each of the 

blocks requires a separate set of algorithms suitable to its block, like PCBs, cables 

and connectors. These can be simulated by a 3D field solver which can fetch the 

RLGC model of the trace while components/chips can be simulated by either 

transistor level or behavioural modelling simulation tools. In the present 

manufactured PCB, the trace routing has been accomplished as a combination of 

microstrip and strip line apart from some discontinuities, such as the right angle 

bend, fan-out junction and via. These discontinuities can be formulated through their 

S-parameters either by an experimental setup (using vector network analyzer) or a 

Spice model available from the vendor and in its simplest representation the system 

can be modelled using 1D or 2D field solver. However to represent the 

discontinuities completely, it needs to be simulated using 3D field solvers. 

 

6.4.1 PCB trace simulation using empirical formulae 

The experimental setup as described in section 6.2 consists of various PCBs 

containing microstrip line and/or stripline traces. The Microstrip line trace has air on 

one side while dielectric media on the other side. Hence these traces are always 

suspended in an inhomogeneous medium; this causes an altogether different 

effective dielectric constant. The stripline traces are embedded in the PCB media and 

based on the placement of the trace in the dielectric media they can be defined as 

symmetric or asymmetric stripline configuration. The impedance, inductance and 

capacitance for these strip line, microstrip line configurations are quite standard and 

hence these traces can be modelled easily using any commercial or in-house 
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developed full field solver, however the discontinuity needs to be dealt separately 

using an equivalent configuration model. The analytical formulas for the impedance 

of stripline and microstrip line can be defined in sub-sections 6.4.1.1 and 6.4.1.2. 

These expressions are frequency dependant and can only be accurately described 

when dispersion is also included in the expression. 

 

6.4.1.1 Microstrip line 

A microstrip line trace is described as the trace lying at the interface of dielectric and 

air. This often leads to a quasi – TEM field behaviour with TE/TM mode at its 

dielectric and air. (6.5) - (6.8) [4] describe the characteristic of a microstrip line 

trace, where the capacitance, ‘C’ and inductance, ‘L’ per unit length are defined 

using (6.3) and (6.4) respectively [4]. 

ܥ =  
1ܼ  ඥߤߝߝ                                                                                                 െ (6.3) 

L =  ZଶC =  ඥߤߝߝ Z                                                                                 െ (6.4)  

ܼ =  
ඥఌ  ݈ ݊ ቈ௪ ܣ  +  ට1 +  ቀଶ௪ ቁଶ                                                                  െ (6.5)  

ܣ = 6 + ߨ2)  െ ݔ݁(6 ቈെ ൬30.666݄ݓ ൰.ହଶ଼                                                   െ (6.6) 
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ۓ
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Here f is the frequency in GHz while ‘w’ and ‘h’ are the width of the trace and 

dielectric thickness in mm respectively, thickness of the trace is assumed to be 

negligible.  

 

6.4.1.2 Strip line 

Similarly the characteristic of strip line can be defined using its impedance, 

inductance and capacitance by the analytical formulas as defined in (6.4), (6.5) and 

(6.9) [5], where ‘w’ and ‘t’ are the width and thickness of the trace in mm, ‘h’ is the 

dielectric thickness in mm, K and K’ are the function of w and h [4]. 

ܼ = ᇱܭߨ30 ቀtanhቀݓߨ 2݄ൗ ቁቁܭ ቀtanhቀݓߨ 2݄ൗ ቁቁ                                                                              െ (6.9) 

 

The ratio of the K and K’ can be expressed as in (6.10) and (6.11), depending on the 

condition of 0 ≤ tanhቀݓߨ 2݄ൗ ቁ ≤ 0.707 and 0.707 ≤ tanhቀݓߨ 2݄ൗ ቁ ≤ 1. 

ᇱܭ ቀtanhቀݓߨ 2݄ൗ ቁቁܭ ቀtanhቀݓߨ 2݄ൗ ቁቁ  
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ێێۏ
ێێێ
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ۑۑے
ۑۑۑ
െ         ې (6.10) 

 
 
ᇱܭ  ቀtanhቀݓߨ 2݄ൗ ቁቁܭ ቀtanhቀݓߨ 2݄ൗ ቁቁ =
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6.4.2 Equivalence for cable, SMA connector, via and right angle bend  

Because of HSPICE being a 2D quasi static field solver tool some electrical 

structures like coaxial cable, via, right angle bend and SMA connector has been 

approximated by an equivalent circuit. While there are some limitations on in-house 

developed software ‘Minisolve’ because of the absence of library models for some 

electrical structures like coaxial cable, SMA connector, power connector, these has 

been approximated by an equivalent circuit. The connector becomes significant in 

the current simulation because SMA and power connector are used to provide 

ground reference for these PCBs. These equivalent circuits are further defined in the 

following sub-sections. 

 

6.4.2.1 Electrical equivalent circuit for a Coaxial cable for 1D/2D simulation 

In the experimental setup, the source signal which is generated through an Agilent 

function generator, is passed to the PCBs through a (BNC to SMA) coaxial cable 

(Kingsman manufactured RG58) with a characteristic impedance of 50 っ. A coaxial 

cable consists of inner layer conductor (of copper) with cylindrical coaxial outer 

dielectric which works as an insulator (ir = 2.29). This cable can be represented as a 

distributed LC circuit (with inductance, ‘L’ and capacitance, ‘C’ per unit length) and 

hence can be described by its equivalent parameters, characteristic impedance and 

velocity.  

 

6.4.2.2 Electrical equivalent circuit for PCB via for 1D/2D simulation 

Vias are used to connect traces at different layers. As shown in Fig. 6.29, a typical 

via has various components such as barrel, pad and anti-pad. Based on the length, 

width and thickness parameters of these components, vias can appear as capacitive 
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and/or inductive discontinuities. These capacitive and inductive parasitics contribute 

to the degradation of the signal as it passes through these via. Hence for the sake of 

electrical representation, Fig. 6.29 can be represented as Fig. 6.30. 

 

 
 
 
 
 
 
 
 

Fig. 6.29 Physical via representation in a four layer PCB 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

Fig. 6.30 Coupled equivalent circuit representation of via 

 

 

The equivalent circuit [6] for via as shown in Fig. 6.30 is accurate enough to model 

the response of via up to a frequency approaching THz. However, the circuit seems 
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inductance between every possible combinations of these two elements. This 

requires a significant extraction of all these values through a three dimensional field 

solver tool and hence it is an unpractical model for use in a design process. A 

simpler circuit [6, 7] as shown in Fig. 6.31 can be used to describe a distributed 

model for via. The electrical representation of Fig. 6.31 can be still simplified and 

has been shown in Fig. 6.32. 

 

 

 

 

 

 

 

Fig. 6.31 Distributed equivalent circuit representation of via 

 

Fig. 6.32 shows a simple lumped LC pi model to illustrate via capacitance and 

inductance effects and this equivalent model has been used in the HSPICE 

simulation tool. Although the lumped model is only applicable if the delay inside via 

is less than one-half of the signal rise time [6], it has been represented for its 

simplicity and its inclusion in the existing PCB circuits. 

 

 
 
 
 
 
 
 
 

Fig. 6.32 Simplified equivalent circuit of via 
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capacitance of a single ended via and (6.13) shows the empirical formula for the 

inductance of a single ended via when via is modelled as a lumped LC pi model [8]. ܥௗଵ = ௗଶܥ =
ହக౨భ்
(మିభ)

    in ܨ                                                                        െ ௗଵିௗଶܮ                            (6.12)  = 0.2݄ ቂ݈݊ ቀସௗ ቁ + 1ቃ      in ݊ െ                                                      ܪ  (6.13)        

 
Here ir is the relative dielectric constant, D1 is the diameter of via pad, D2 is the 

diameter of the anti-pad, T is the thickness of the PCB, h is the via length, and d is 

the via barrel diameter.  

The PCB stack-up has the following dimensions: 

                              ir = 4.4;                                                     T = 0.995 mm 

                             D1 = 0.906 mm                                           h = 0.995 mm 

                             D2 = 2.06 mm                                             d = 0.5 mm 
 
Based on these values [8] [9], 
                                   
                    Cpad1 = 192.4802 x 10-3 pF = 192.48 fF 
 
                    Lpad1-pad2 = 611.8 x 10-3 nH = 611.8 pH   
 
 
The comparison of S11 and S21 parameter results from Minisolve and its analytical 

expression using CST design studio for an independent via as represented in Fig. 

6.29 has been shown in Figs. 6.33 and 6.34. The S11 parameter result shows good 

agreement while there is an increased loss of the signal for S21 parameter, insertion 

loss with increasing frequency when analysed using 3D tool in comparison of its 

analytical expression.   
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Fig. 6.33 S11 parameter for via using 3D tool and analytical expression 
 
 
 

 
 

 
Fig. 6.34 S21 parameter for via using 3D tool and analytical expression 
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6.4.2.3 Electrical equivalent circuit for PCB Right Angle bend for 1D/2D simulation  

 

 
 
 
 
 
 
 
 

Fig. 6.35 Right Angle bend representation 
 
 

The physical structure is shown in Fig. 6.35. Right angle bend can appear as 

capacitive and/or inductive discontinuities at its bend point. These capacitive and 

inductive parasitic contribute to the degradation of the signal as it passes through 

these right angle bend. The right angle bend can be represented by an equivalent Tee 

circuit with LC components [10] as shown in Fig. 6.36. The calculation of the 

inductor and capacitor can be represented by (6.14) and (6.15) [8]. 

 

 

 
 
 
 
 
 

Fig. 6.36 Equivalent circuit for a right angle bend 
 
 
ௗܥ  = 0.001݄ (10.35ߝ + 2.4) ቀ݄ݓቁଶ + ߝ2.6) + 5.64) ቀ݄ݓቁ൨pF           –(6.14) 

ௗܮ = 0.22݄ 1.0െ 1.35݁ି.ଵ଼ቀೢቁభ.యవ൨nH                                                      – (6.15) 

 

Lbend Lbend 

Cbend 
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Here ir is the relative dielectric constant; w is the trace width while h is the trace 

height. Calculating the capacitance and inductance for the bend of 400 µm trace 

width routed over 200 µm Fr4 prepreg with the dielectric constant 4.5, we can get 

Cbend as 0.0438 pF and Lbend as 7.8 pH. 

 

 

Fig. 6.37 S11 parameter for right angle bends using 3D tool and analytical expression 

 

The comparison of S11 and S21 parameter for a microstrip line of 250 µm width and 

thin trace routed over 125 µm thickness dielectric material with Fr4 of 4.5 using 

Minisolve and its corresponding plot using analytical expression with the 

commercial tool CST design studio for a right angle of arm length of 1 mm and 1.5 

mm as represented in Fig. 6.35 has been shown in Figs. 6.37 and 6.38. The 

parameters derived out of analytical expression show a mismatch with its field solver 

tool. The S11 and S21 parameter of the analytical expression has similar behaviour to 

the Minisolve derived result beyond 2 GHz. 
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Fig. 6.38 S21 parameter for right angle bends using 3D tool and analytical expression 
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Figs. 6.40 and 6.41. The fan-out trace has its arm length of 2250 µm, 750 µm and 

500 µm. 

 

 

 

Fig. 6.39 Fan-out representation 

 

 

Fig. 6.40 S11 parameter for fan-out using 3D tool and analytical expression 
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using a field solver. Hence a field solver tool such as Minisolve can help in deriving 

S-parameters accurately for its use in 1D and 2D simulation environment. 

 

 

Fig. 6.41 S21 parameter for fan-out using 3D tool and analytical expression 

 

6.4.2.5 Electrical equivalent circuit for SMA Connector for 1D/2D simulation 

The geometry of a SMA connector is shown in Figs. 6.42 and 6.43. 

 

 

 

 

 

 

                                   Fig. 6.42 – a Lateral view                        Fig. 6.42 – b Cross sectional view 
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The simplified model [11] can be defined by a transmission line model as shown 

below in Fig. 6.43 - a. As a transmission line can be represented by a RLC network, 

the equivalent representation of a SMA connector can be defined as Fig. 6.43 – b, 

where RSMA, LSMA and CSMA are equivalent resistor, inductance and capacitance.   

 

 

 

 

 

Fig. 6.43 - a Transmission line representation       Fig. 6.43 - b Equivalent circuit 

 

Assuming the length of the propagation, l inside the SMA connector being 13.5 mm 

and for Teflon (dielectric used in SMA connector) the dielectric constant ir being 

2.2, the speed of light, ‘c’ being 3 x 108 m/s, the velocity of propagation and 

propagation delay can be defined as (6.16) and (6.17). 

 v =  
େξக౨                                                                                                                      െ (6.16)  

߬ௗ =  
v݈

                                                                                                                     െ (6.17)   

Hence we can obtain v, velocity inside the SMA connector as 2.0226 x 108 m/s and 

the propagation delay, kpd as 66.745 ps. 

 

6.5 HSPICE simulation 

Any transmission line simulation is a challenging and time-consuming task, because 

extracting transmission line parameters from physical geometry requires a significant 

effort and resource. Similar to other software tools in the market, HSPICE is based 

CSMA 

RSMA LSMA 
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on the Telegrapher equations [12] as described previously in (2.31) and (2.32) [13] 

while it analyses the transmission line in quasi static TEM mode [14]. For a typical 

micro-strip/stripline system, the quasi-static approximation holds true up to a few 

GHz. Instead of solving the transmission line using a full field method HSPICE [13] 

tries to minimize this effort by using a simple 2-D electromagnetic quasi - static field 

solver, which calculates the electrical parameters of a transmission line system, 

based on its cross-section. The current embedded field solver in HSPICE is based on 

an improved version of the boundary-element method (a refined form of the FEM 

method) for increasing the efficiency and resource usage without significant 

reduction in accuracy. The advantage of BEM [15] over other field solvers lies in its 

speed and efficiency. BEM method has been further optimised in HSPICE software 

tool for improving its computation efficiency by employing Galerkin’s method [16] 

in conjunction with a closed form Green’s function by directly solving the charge (or 

current) distribution over the surface before solving the potential difference over the 

entire space. In a conventional BEM, the Green’s function for a dielectric media is 

used as the basis for an integral equation, and the open boundaries of geometry are 

handled in an exact manner. The expression of this function is obtained using the 

image theory, while with a slowly-converging series. Equivalent trace configuration 

of the experiment can be simulated in HSPICE using either lossy line ‘U’ element or 

distributed ‘W’ element. Although the ‘W’ Element is a versatile transmission line 

model that can be applied efficiently and accurately to simulate a PCB transmission 

lines, ranging from a simple lossless line to complex frequency-dependent lossy-

coupled lines, it requires pre-calculation of RLGC matrix data for the defined trace. 

The ‘U’ element has been used to simulate all the equivalent PCB configurations of 

the experimental setup. While defining the trace – length for HSPICE, the exact trace 
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length (corresponding to experimental PCB) as per microstrip line trace and stripline 

trace has been defined, so as to have an equivalent simulation under the same 

condition. Similarly the source signal of the experiment was applied as a piece-wise 

linear signal to the source of the HSPICE netlist. These trace - details have been 

shown in PCB stack-up in section 6.1.1, 6.1.2 and Figs. 6.10, 6.15, 6.20 and 6.25.  

Further HSPICE and IBIS library model of the IC, SN74AHC1GU04 (DBV and 

DCK package) has been used in place of the physical IC while connecting the trace 

from source signal supply to IC. These libraries are available from the IC 

manufacturer, Texas Instruments. In the experimental PCB, the source signal was 

interfaced through SMA connector on the board using a coaxial cable. The 

equivalence of SMA connector and coaxial cable has been used in the HSPICE/CST 

simulation. The equivalent SMA connector has been simplified by 50 っ 

characteristic impedance transmission line of a propagation time of 66.745 ps. Via 

and right angle bend of the trace has also been replaced by an equivalent RLC circuit 

as per definition in section 6.4.2.2 and 6.4.2.3.  

 

6.6 Minisolve simulation 

The in-house developed software (Minisolve [17]) is based on TLM [18, 19] and has 

been used for the simulation of various configurations of PCBs (of the experiment) 

however certain assumptions and simplifications (due to the restrictions of the 

developed code) have been made while verifying the circuit. There are two different 

library models for this IC from its vendor Texas Instrument; one is IBIS model while 

another is HSPICE model. The IBIS buffer [20] is described by its input and output 

characteristics. The TI manufactured IC SN74AHC1GU04 IC has been used in the 

present work. To verify the authenticity of the IBIS buffer behaviour of its IBIS 



 Chapter 6 – Modelling of PCB interconnects and IC packages 
 

-203- 
 

library model for its use in Minisolve simulation, the IBIS buffer characteristics has 

been extracted from the HSPICE library (by driving the input using various 

conditions such as high, low etc.) of this IC.  

 

6.6.1 Source signal  

Two different source signals as shown in Figs. 6.44 and 6.45 are measured from the 

experimental setup at the output of a function generator with 50 っ output impedance 

and 5 っ output impedance respectively. These source signals are supplied to various 

configurations of PCBs and Minisolve, HSPICE, CST design studio through a RG58 

coaxial cable.  

 

 

Fig. 6.44 71 MHz source signal for all PCBs with 50 っ source resistor 

 

The output signal of 100/71 MHz generated out of the function generator attached 

with a RG58 coaxial cable is measured on the scope, MSO8104A. The stored signal 
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of the scope is used in Minisolve, HSPICE, CST design studio. For the use in 

Minisolve (in order to match the experimental setup’s signal time step to Minisolve 

time step), the signal is interpolated using Matlab. The time step of the experimental 

setup is 0.25 ns while the time step required in the Minisolve is 1.25087x10-13 s. 

Hence the number of interpolation steps between two significant point has been set 

as (0.25x10-9)/(1.25087x10-13) = 2000.  The interpolated source signal is stored as a 

text file and it is verified for its comparison with the original source file which is the 

same except for increased data points with a multiplication of 2000.  

 
 

 
 

Fig. 6.45 100 MHz source signal for all PCBs with 5 っ source resistor 
 
 
 

6.6.2 Minisolve simulation description 
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implementation. The required number of time steps for reading the entire space has 

been set as 900000. Smaller dt provides an accuracy while an increased number of 

time steps make sure that the measuring signal gets stabilized, however the computer 

resource requirement significantly gets increased. The top and bottom layer (that is 

the boundary of the setup, rZmin = -1 and rZmax = -1) has been set as PEC metal, 

while the side layers has been set as matched layer (rXmin = 0, rXmax = 0 and 

similarly rYmin = 0, rYmax = 0). As the height of the metal plate above the ground 

plane is 225 µm and the width of this metal plate is 150 µm, hence the spacing step 

has been set as 75 µm. The length of the stripline trace in the experiment is 

approximately 88 mm and hence the number of x-direction cells has been set as 

1173. The experimental PCB is a multi-layered board with ground referenced at its 

top and bottom while the trace is sandwiched between these two reference planes. In 

addition the experimental PCBs have provisions of connecting these two references 

using numbers of via at its edge. In the Minisolve, the entire setup has been achieved 

while setting the top and bottom layer as PEC for providing ground reference and 

laying out the trace at an equal cell space of 3 cells. The edge of the top and bottom 

layer has been connected using a thin metal plate.  This particular IC has different 

packages (DBV, DCK, DRL) as physical ICs however only DBV and DCK 

packages have corresponding libraries in the HSPICE and IBIS. A package in the 

IBIS model is defined using input, output pin and package characteristics. Tables 6.1 

- 6.3 describe the [RLC] value of these different packages [3] and the corresponding 

values from these tables apart from various IBIS data such as ground clamp, power 

clamp, pull up, pull down, rising and falling have been used for calling the IC 

library. The DBV package (SN74AHC1GU04DBV) and DCK package 

(SN74AHC1GU04DCK) are used in the simulation software. The IBIS library can 
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be called using its x-, y- and z- co-ordinate placement along with its Rpkg, Lpkg, Cpkg, 

Ccomp and its power supply. Using a definition of voltage source, the interpolated 

source signal is applied at a trace formed using metalPlate placed at a height of cells 

corresponding to the various configurations defined in the following sections with 

reference to PEC material and stuffed with a dielectric of 4.4 using another inbuilt 

library of materialShape. For using terminations at its source with 5/50 Ω 

corresponding to the source termination of the function generator, 

lumpedComponent has been used. 

 

Table 6.1: RLC value for package 

RLC value for 
package 

DBV package DCK package DRL package 

R_pkg (mっ) 25 20 9 

L_pkg (nH) 0.152 0.998 1.5 

C_pkg (pF) 0.156 0.146 0.17 

 

 

Table 6.2 RLC value for input pin 

RLC value for input 
pin 

DBV package DCK package DRL package 

R_pin (mっ) 23 18 51 

L_pin (nH) 1.312 0.881 0.94 

C_pin (pF) 0.138 0.121 0.17 

C_comp (pF) 2.11 2.11 2.11 
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Table 6.3 RLC value for output pin 

RLC value for output 
pin 

DBV package DCK package DRL package 

R_pin (mっ) 26 18 105 

L_pin (nH) 1.54 0.96 1.7 

C_pin (pF) 0.150 0.124 0.11 

C_comp (pF) 3.12 3.12 3.12 

 

The power clamp and ground clamp V-I table for its input buffer, pull up and pull 

down V-I table for its output buffer, falling and rising V-t table for its output buffer 

of the IBIS was called with the definition of R_pkg, L_pkg, C_pkg, C_comp in the 

Minisolve software. 

 

6.7 CST design studio description 

CST design studio [2] is a schematic design tool to create, simulate a circuit model 

using its inbuilt analytical or semi-analytical behavioural representative library 

which provides support for various types of structures such as strip line or 

microstripline blocks apart from the Spice and IBIS library. The complete schematic 

representation of the experimental setup for a straight line configuration which 

involves coaxial cable, microstrip line, stripline, zero ohm resistors, via and IBIS 

buffer interface has been shown in Fig. 6.46. The source signal as represented in 

Figs. 6.44 and 6.45 can be defined in its port definition, P1 using text file format 

while the coaxial cable, stripline, microstripline and via has been defined using their 

equivalence. Fig. 6.46 is an example of one of the experimental setup, similar 

schematic was drawn for different packages and various trace configurations and 

50/5 ohm series termination. Results obtained through CST design studio have been 
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plotted and compared against the TLM based Minisolve, HSPICE and experimental 

results in the following section.  

 

Fig. 6.46 Schematic representation of experimental setup in CST design studio 

 

 

6.8 Minisolve results and its comparison with experiment and other 

commercial software tools 

As discussed previously, an Agilent function generator, 81150A can be configured 

with 5 っ and 50 っ output impedance. Hence two different sets of source signal (one 

at 71 MHz with 50 っ output impedance and second at 100 MHz with 5 っ output 

impedance) have been applied at these PCBs. These experimental results are 

compared with Minisolve generated output and other commercial software tools 

such as CST design studio simulation tool and HSPICE tool with the IBIS and 

HSPICE model library supplied by the IC manufacturer. 
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6.8.1 Straight line configuration 

The diagrammatic representation of the straight line trace configuration is shown in 

Figs. 6.47 and 6.48. 

 

 

 

 

 

Fig. 6.47 Lateral view of the straight line configuration in Minisolve 

 

 

 

 
 
 
 
 

 
 

Fig. 6.48 Cross-sectional view of the straight line configuration in Minisolve 
 
 
 

Figs. 6.49 and 6.50 show the compared results at the input of the IC of Fig. 6.47 

from a source signal at 71 MHz with 50 っ output impedance for a straight line 

configuration of the PCB while Figs. 6.51 and 6.52 show the compared results at the 

input of the IC as described in Fig. 6.47 from the source signal at 100 MHz with 5 っ 

output impedance for a straight line configuration of the PCB. 
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 Fig. 6.49 Straight line configuration, DBV package with 50 っ source resistor 
 
 
 

 
 
 
 Fig. 6.50 Straight line configuration, DCK package with 50 っ source resistor 
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 Fig. 6.51 Straight line configuration, DBV package with 5 っ source resistor 
 
 
 

 
 
 

 Fig. 6.52 Straight line configuration, DCK package with 5 っ source resistor 
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6.8.2 Right angle configuration 

The diagrammatic representation of the right angle trace configuration is shown in 

Figs. 6.53 and 6.54. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6.53 Lateral view of the right angle configuration in Minisolve 
 
 
 

 
 
 
 
 
 
 
 
 

 
  Fig. 6.54 Cross-sectional view of the right angle configuration in Minisolve 

 
 
Figs. 6.55 and 6.56 show the compared results at the input of the IC of Fig. 6.53 

from a source signal at 71 MHz with 50 っ output impedance for a right angle 

configuration of the PCB, while Figs. 6.57 and 6.58 show the compared results at the 

input of the IC as described in Fig. 6.53 from the source signal at 100 MHz with 5 っ 

output impedance for a right angle configuration of the PCB. 
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Fig. 6.55 Right angle configuration, DBV package with 50 っ source resistor 
 
 
 

 
 

Fig. 6.56 Right angle configuration, DCK package with 50 っ source resistor 
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Fig. 6.57 Right angle configuration, DBV package with 5 っ source resistor 
 
 
 

 
 

Fig. 6.58 Right angle configuration, DCK package with 5 っ source resistor 
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6.8.3 Fan-out configuration 

The diagrammatic representation of the fan-out trace configuration is shown in Figs. 

6.59 and 6.60. 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 6.59 Lateral view of the fan-out configuration in Minisolve 

 
 
 
 
 

 
 
 
 
 
 
 
 

 
 

Fig. 6.60 Cross-sectional view of the fan-out configuration in Minisolve 
 
 
 
Figs. 6.61 and 6.62 show the compared results at the input of the IC of Fig. 6.59 
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configuration of the PCB while Figs. 6.63 and 6.64 show the compared results at the 

input of the IC as described in Fig. 6.59 from the source signal at 100 MHz with 5 っ 

output impedance for a fan-out configuration of the PCB. 
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Fig. 6.61 Fan-out configuration, DBV package with 50 っ source resistor 
 
 
 
 

 
 

Fig. 6.62 Fan-out configuration, DCK package with 50 っ source resistor 
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Fig. 6.63 Fan-out configuration, DBV package with 5 っ source resistor 
 
 
 

 
 

Fig. 6.64 Fan-out configuration, DCK package with 5 っ source resistor 
 

0 2 4 6 8 10 12
-0.5

0

0.5

1

1.5

2

2.5

3

Time (ns)

A
m

pl
itu

de
 (

V
ol

t.
)

DBV package, fanout - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

 

 
Minisolve-Fanout-DBV

CST-Fanout-DBV

Exp-Fanout-DBV
Hspice-Fanout-DBV

IBIS-Fanout-DBV

0 2 4 6 8 10 12
-0.5

0

0.5

1

1.5

2

2.5

3

Time (ns)

A
m

pl
itu

de
 (

V
ol

t.
)

DCK package, fanout - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

 

 
Minisolve-Fanout-DCK

CST-Fanout-DCK

Exp-Fanout-DCK
Hspice-Fanout-DCK
IBIS-Fanout-DCK



 Chapter 6 – Modelling of PCB interconnects and IC packages 
 

-218- 
 

6.8.4 Via configuration 

The diagrammatic representation of via configuration is shown in Figs. 6.65 and 

6.66. 

 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 6.65 Lateral view of the via configuration in Minisolve 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 

 Fig. 6.66 Cross-sectional view of the via configuration in Minisolve 
 
 
 

Figs. 6.67 and 6.68 show the compared results at the input of the IC of Fig. 6.65 

from a source signal at 71 MHz with 50 っ output impedance for a via configuration 

of the PCB while Figs. 6.69 and 6.70 show the compared results at the input of the 

IC as described in Fig. 6.65 from the source signal at 100 MHz with 5 っ output 

impedance for a via configuration of the PCB. 
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Fig. 6.67 Via configuration, DBV package with 50 っ source resistor 
 
 
 

 

 
 

        Fig. 6.68 Via configuration, DCK package with 50 っ source resistor 
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Fig. 6.69 Via configuration, DBV package with 5 っ source resistor 
 
 
 
 

 
 
                 Fig. 6.70 Via configuration, DCK package with 5 っ source resistor 
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6.9 Analysis of results 

Future trend for a field solver tool in a PCB application lies in generating results in 

the time domain for its wideband frequency simulation rather than its individual 

frequency centric characterisation. The in-house developed time domain (TLM) 

based full field solver tool ‘Minisolve’ has been especially developed for education 

usage in comparison of the existing costly and commercial field solver tools 

available in the market. For a comparative analysis, its result has been extensively 

compared against many commercial tools such as CST design studio, HSPICE in 

addition to experimental result. The results obtained from Minisolve are better in 

comparison to the results from HSPICE, CST design studio. HSPICE results show 

ringing in the received signal response while CST design studio results show an 

increased deviation from the experimental result. However HSPICE is a 2D quasi-

static field solver and CST design studio is based on empirical formula obtained for 

its equivalence. On the other side Minisolve shows a closer approximation of the 

experimental results. Some limitation with the Minisolve tool is its 3D via 

modelling, where there is some mismatch with the experimental results during the 

peak of the signal. The limitation of via modelling arises because in the multi-

layered physical PCBs as shown in Figs. 6.5 and 6.6, a number of via has been 

implemented at the PCB edge to connect the ground reference planes present on the 

both sides of signal layer. The Minisolve can implement these through a thin metal 

strip. As shown in Tables 6.1 - 6.3 for [RLC] components of different packages, 

there is a small difference in the parametric values. The smaller [L] and [C] value 

leads to a lesser ringing and overshoot/undershoot, settling effect on the signal, while 

lesser [R] leads to smaller loss in the signal. Terminating a signal with 50 っ series 

resistor maintains the SI, i.e. it transfers the signal from its generator to its receiver 
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without any degradation; however IC manufacturers have varying input, output 

impedance (other than 50 っ) at different ICs. Hence a transmission line terminated 

with other impedance of its characteristic trace (50 っ or 75 っ) has more SI issues 

than it would have been observed with a package difference. Different packages 

have different [RLC] parameters such as DRL being smaller out of three packages 

(DBV, DCK and DRL) leads to smaller [RLC] pin values and this helps in the 

reduction of ground bounce apart from conventional SI issues. Because of the 

absence of library support in any form for its DRL packages, the results from only 

two packages, DBV and DCK have been illustrated. Since the results have been 

compared between DBV and DCK packages where the footprint of the DCK 

package is smaller than that of DBV package, the results as shown in section 6.8 

agrees with smaller ringing and overshoot, undershoot issues. As seen from results in 

Figs. 6.47 - 6.70, the DCK package causes lesser SI issue in comparison of DBV 

package. For the compared results of configuration with 50 っ source termination, the 

results of Minisolve in Figs. 6.49, 6.50, 6.55, 6.56, 6.61 and 6.62 provide a good 

agreement with the experiment. These results from Minisolve for 5 Ω and 50 Ω 

source terminated interconnects are better in comparison of results obtained from 

HSPICE and CST design studio however it should be noted that HSPICE and CST 

design studio is not a field solver tool unlike Minisolve. All the simulation tool 

(Minisolve, HSPICE, CST) being in digital domain for verifying a digital circuit 

where only VIL, VIH, VOH and VOL matters for signal conditioning reason, these 

results agree quite well. Each of the software tool, Synopsys based HSPICE, CST 

design studio and Minisolve has their own strengths and weaknesses. Many of these 

software tools use an analytical formula to calculate its impedance during the model 

development in order to save the simulation time and resource. The HSPICE and 
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CST design studio calculate the impedance of its individual components such as 

trace, via, IBIS buffer through standard empirical formulas while laying out the 

design, even before simulating the complete system. This leads to a reduced resource 

usage in comparison to a 3D field solver tool such as Minisolve as seen in Tables 6.4 

- 6.5. The resource (time of simulation and memory usage for Intel based 3 GHz 

CPU) usage under Minisolve tool for various configurations as described in this 

chapter is shown in the Table 6.4, while the resource usage for HSPICE and CST 

design studio is shown in the Table 6.5.  

 

Table 6.4: Minisolve throughput 

Configurations Time for 
simulation 

Memory usage 

Straight 8 hours 70,444 kB 

RightAngle 24 hours 748,848 kB 

Fan-out 24 hours 733,720 kB 

Via 10 hours 128,488 kB 

 

 

Table 6.5: Other tools throughput 

 Time for 
simulation 

Memory usage 

HSPICE (with IBIS and 
HSPICE library) resource for 
each of these configurations 

40 seconds 9,992 kB 

CST design studio resource for 
each of these configurations 

35 seconds 25,412 kB 
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Even a small signal difference in the range of tens of millivolts can make a design 

pass/fail in its EMC/EMI. Minisolve consumes higher resource; as seen from various 

results of section 6.8 but it provides a better accuracy which is very crucial for 

EMC/EMI analysis. At increased slew rate, the SI issue on the PCBs becomes the 

primary cause for EMC and this gets aggravated when performing pre-layout 

analysis for densely trace layout in a real design. The 3D full field solver such as 

Minisolve can work as interface software for board design tool while performing the 

calculation when a board designer designs the trace-layout. The input format and 

usage of the Minisolve coding is quite simple, while still providing a 3D full field 

solution unlike other field tools available in the market. As mentioned previously the 

board design size is getting smaller with decreased numbers of layer stack up 

because of the cost, and sometimes there is a poor reference layout because of the 

space issue. This creates an increased noise source. With the advent of many high 

speed ICs and ever changing serial (such as SATA 4, PCIE 4.0, USB 4.0, Infiniband 

etc) and parallel (DDR 4, PCIX) bus specifications have reduced voltage and time 

margins and are laid out in a constrained space at the expense of their performance 

while still expected to be working reliably throughout its operating range. A 3D field 

solver such as Minisolve can help in these situations, often pinpointing the noisy 

trace while analysing its behaviour in the time domain and thus can reduce a costly 

board revision and spin-out. The Minisolve defines the boundary condition quite 

easily. Another obvious functional scope of a 3D field solver tool such as Minisolve 

can be the simulation inside an IC package where the density of the logic gates, 

components are quite high and any mismatch can produce an altogether different 

result at its black-box output. The 3D field solver can also be used for the simulation 

and verification of Mixed, Analogue, RF circuit design. 
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CHAPTER 7 
 

 

 

CONCLUSION AND FUTURE WORKS 
 
 
 
Usually the SI and EMC behaviour in a PCB is represented in the frequency domain 

because of its simplicity, ease of analysis and long time existence. In addition it is 

convenient to represent the transfer function such as S-parameter/circuit functions in 

the frequency domain rather than the time domain with the use of equipment such as 

a Spectrum Analyser, Network Analyser or Signal Analyser that make full use of the 

heterodyne frequency analysis. However with the increased computing power and 

increasing clock speeds, it has become convenient to represent and process a highly 

complex signal in the time domain to study effects such as SI and jitter analysis. 

Although it is possible to capture a signal in the time domain and work in the 

frequency domain or vice-versa but in a real-time solution there is a better physical 

feel and advantage if the signal or its processing be carried out in the time domain. 

The time domain behaviour presents a better signal representation because of the 

signal being associated with ‘time’, it can be efficiently used for parallel processing 

apart from its wide band frequency characteristic. Further the time domain technique 

can handle medium nonlinearity component with a comparable computational cost 

of a frequency domain technique. 

Although there are many EDA tools based on the long established Spice topology 

while calling component libraries and circuit models in the market, the simulation 

tool needs to model the physical representation of the structure rather than its 
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empirical equivalence. The technique presented in this thesis focuses on a novel 

method for modelling the SI of various PCB components in the time domain by 

combining circuit models with a full field technique. The research method includes 

experimental work as well as modelling, simulation and verification. The 

measurements include designing and manufacturing of fifteen different types of 

PCBs with different packages, trace configurations and cross-talk separation for 

verifying the experimental results with time domain modelling or other empirical 

techniques. All of these PCBs were designed and manufactured as per various IPC 

design standards and have been powered through a low ripple, linear DC regulator or 

coin cell battery. On the modelling and simulation side, an efficient 3D time domain 

modelling technique with the inclusion of I/O port behaviour has been developed. 

The complete analysis of the thesis which has been divided in seven chapters can be 

described as below. 

Chapter 1 provided an Introduction, requirement, and history and literature survey. It 

also described about the requirement of research for a full field simulation tool for 

the present day complex PCB application so that an accurate and timely analysis 

could be carried out before carrying out costly manufacturing revisions.  

Chapter 2 described the frequency behaviour of PCB components such as resistors, 

capacitors, and inductors apart from its dielectric properties, conductor, and 

discontinuities present in the trace, via, stub etc. The changing conductor and 

dielectric medium behaviour at higher frequency can change the characteristics of 

the propagating wave altogether. While with a change in frequency the speed of the 

wave propagation changes in a dispersive media, various properties of media at a 

range of frequency have been described in this chapter. 



 Chapter 7 – Conclusion and Future works 
 

-229- 
 

Analysis of the transmission line using full field model takes significant computing 

resources, one method of reducing the resource requirement without significantly 

reducing the accuracy is to apply a suitable boundary condition. Various boundary 

conditions and its significance have been described here. As the transmission line 

can be represented using electrical circuit and field model, a comparison of these two 

models has been described. The advantage of the field model lies in finding a 

complete transmission line solution with increased accuracy. While discontinuity is 

included in the analysis, the discontinuity of the transmission line needs to be 

analytically embedded in the circuit solution to complete the simulation. Because of 

the layer stack-up and space constraint, various discontinuities arise in a PCB. Some 

of these commonly arising discontinuities in a PCB solution have been discussed and 

their S-parameter characteristics have been calculated. The S-parameter provides an 

accurate analytical expression of the model so as to integrate these discontinuities in 

various computational electromagnetic tools.  

Chapter 3 described some of these computational electromagnetic techniques and 

solutions. These methods have been selected for the descriptions since many of the 

industry wide available software are based on these techniques for solving PCB 

using field/circuit model. In the past, frequency domain techniques were in 

widespread use because of the existence of widespread signal processing techniques 

in frequency domain. A comparative study on frequency vs. time domain model has 

been presented in this chapter. A practical aspect on various meshing techniques 

suitable to these frequency/time domain methods has also been illustrated in this 

chapter. 

In chapter 4, the time domain method for PCB components using the TLM method 

was described. The background provided in this chapter is used in developing 
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software for the application on various PCB traces including crosstalk and its 

integration with IBIS/Macromodel. As the conductor and dielectric media becomes 

frequency dependant and the wave propagation solution from this thesis is based on 

the time domain, various material properties has been represented by a transfer 

function and this has been plotted to show their behaviour in the range of GHz 

frequency.  

Chapter 5 described the integration of the in-house developed behavioural models 

(Macromodel and IBIS) with an IC interconnect trace. The behaviour model 

developed in software has been verified against the experimental setup and 

measurement. The experimental setup consists of different types of designed and 

manufactured PCBs for its receiver/driver characteristic. The experimental and 

simulation result has been also validated against the result of HSPICE software from 

Synopsys with IBIS and HSPICE library available from IC - vendor. A good 

agreement has been found between these results.  The crosstalk in a PCB often can 

cause a change in logic behaviour and this can result in unexpected functional 

behaviour. The crosstalk simulations and their effect on the switching behaviour in a 

PCB due to different spacing between traces are also compared for the in-house 

developed software in comparison to the experimental setup. There is a good 

agreement between simulation results and experimental setup; however a small 

difference of ten millivolt in the result arises because of an increased loss in the 

experimental setup. This modelling apart from its generality to integrate any IC with 

various PCB interconnects, allows for an efficient use of interface with the IC 

packages and traces. 

Chapter 6 illustrated the SI behaviour of different IC packages and their interconnect 

configurations. These results of Minisolve which is based on a full field technique 
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have been compared against the experimental measurement. Apart from 

experimental result, it has been compared against HSPICE software result with IBIS 

and HSPICE library and CST design studio with IBIS library. The HSPICE software 

is based on quasi-static method while CST design studio is based on empirical 

formula. The complete setup of the system including PCB board, coaxial cable, 

SMA connector along with the source signal generated out of the signal generator 

has been configured for an exact equivalence in Minisolve, HSPICE and CST design 

studio. Various results obtained from Minisolve show a comparable output. This 

chapter also described S-parameters of these trace configurations in a 3D 

environment where the conductor and dielectric medium is dispersive and lossy.  

As the medium becomes lossy and dispersive in 3D environment, it is not possible to 

derive an equivalent empirical formula for the complete system that is for an entire 

length of these trace configurations as described in chapter 6, however all the 

discontinuity section of the trace via, right angle bend, straight line trace and fan-out 

trace can be represented empirically to some extent. Hence an equivalent empirical 

formula for these discontinuities has been defined here. The in house developed 

software tool can be used for the extraction of RLGC parameters of the IC packages 

and pins, simulation and verification of digital, analogue, RF circuit design apart 

from the results of SI and S-parameters. 

 

7.1 Future scope 

Although Minisolve provides a field solving capabilities, it needs to incorporate 

additional features such as library component design, schematics design, CAD 

design, and SI and EMC/EMI analysis. As an integrated tool, all of these stages need 

to be unified. Minisolve could fulfil this role by expanding its block for the 
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unification of an entire design cycle where a true representation of the SI/EMC effect 

on a physical PCB can be visualised. At the minimum Minisolve being a 3D TLM 

based tool, in order to correctly output the result the full field models need to import 

the complete geometry of the PCB, including frequency dependant dielectric 

materials, conductors, excitation, and its load along with various boundary 

conditions for realising a complex PCB interconnect in the simulating space. Apart 

from geometry import limitation, the conductor layer in the in-house developed 

software has been approximated as infinitely thin, while in an actual cad design the 

thickness of the interconnect conductor is often selected based on current 

requirement of the interconnecting traces and plays a significant part in signal 

propagation. Generally the IC package, board design is completed using some 

schematic/board design tool. It would be desirable to integrate these design tools 

with simulation tools such as Minisolve for an effective and accurate analysis. 

Finally although Minisolve supports IBIS model of the component but the IBIS 

model is available only for major ICs and that too is limited, based on the 

manufacturer’s resource. Instead the model is provided in VHDL-AMS, Verilog, 

HSPICE, ASCII or other library format. Minisolve should also have some interface 

to invoke and incorporate this broad range of libraries. 
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APPENDIX 
 

 

 

1.a Crosstalk simulation 

Crosstalk is an unintended coupling between two or multi conductor lines where any 

or all of these conductors can be applied by a source signal. The coupling of the 

unintended signal can happen through either inductive (magnetic) path or capacitive 

(electric) path or a combination of these two. A multi-conductor line with crosstalk 

in a typical PCB environment is shown in Fig. 1. 

 

 

 

 

 

 

Fig. 1 Crosstalk in two parallel traces 

 

The whole structure can be divided into a number of RLGC circuit as shown in Fig. 

2 apart from its initial source and load condition. The IBIS circuit can be represented 

as a nonlinear load circuit. The inductance for the system can be obtained using the 

enclosure of Maxwell’s flux density as defined by (1). For a multi-conductor system 

with two or more conductors, the self and mutual inductance in general can be 

defined using (2) and (3) [1] where subscript i denotes the trace number and j 
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denotes any other number than equal to i. The coupling factor, k can be any value 

less than and equal to 1 depending on the proximity of two coupled traces.  

 

 

 

 

 

 

 

                     Fig. 2 Electrical circuit representation of a crosstalk 

 

Similarly the common mode capacitance can be defined using (5) [2] where h is the 

height of the dielectric from its ground reference, w is the width of the signal 

conductor and d represents the edge to edge spacing between the two signal 

conductors. 

ܮ  =
ܫ1 ඵ ሬԦଵܤ ή ݀ Ԧܵ                                                                                              െ (1) 

,௦ܮ =
݈ߤ
ߨ2 lnቌ ݈݀ + ඨ൬ ݈݀ ൰ଶ + 1ቍ െ ඨ1 + ൬݈݀൰ଶ +

݈݀                              െ (2) 

ܯ = k ටL୧L୨                                                                                                           െ (3)  

 

If d << l, then a simpler approximation for mutual inductance can be obtained out of 

(2) and (3) and mutual-inductance in a simple form can be defined by (4). 

ܯ =
݈ߤ
ߨ2 ln ൬2d݈ ൰ െ  1൨                                                                                         െ (4) 
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ெܥ =  
 ,ߝ ඥߝ2.54

100
 ൦ ݈݊ ቂ1 +

ସమ
(ௗା௪)మቃ

4 ln ቀଶ ቁ ln ቀଶ ቁ െ  ቂln ቂ1 +
ସమ

(ௗା௪)మቃቃଶ൪ +  
+ଵܥଶܥଵܥ ଶܥ         െ (5) 

 

The circuit as represented in Fig. 2 can be solved using electrical circuit theory and 

this is derived using (6) - (9). 

ଵܸ(ݖ) െ  ଵܸ(ݖ +  ȟݖ) = ଵܴ(ݖ)ଵܫ  + (ݖଵȟܮ)  ݐ߲߲ (ݖ)ଵܫ + (ݖଵଶȟܯ)  ݐ߲߲ (ݖ)ଶܫ             െ (6) 

(ݖ)ଵܫ െ ݖ)ଵܫ +  ȟݖ) = ܥଵ ݐ߲߲ ଵܸ(ݖ + ȟݖ)  + ଵܩ ଵܸ(ݖ + ȟݖ)൨  
+ ܥ   

ݐ߲߲ [ ଵܸ(ݖ + ȟݖ) െ ଶܸ(ݖ + ȟݖ)] + ]ܩ  ଵܸ(ݖ + ȟݖ) െ ଶܸ(ݖ + ȟݖ)]                െ (7) 

ଶܸ(ݖ) െ  ଶܸ(ݖ +  ȟݖ) = ଶܴ(ݖ)ଶܫ  + (ݖଶȟܮ)  ݐ߲߲ (ݖ)ଶܫ + (ݖଵଶȟܯ)  ݐ߲߲ (ݖ)ଵܫ            െ (8) 

(ݖ)ଶܫ െ ݖ)ଶܫ +  ȟݖ) = ܥଶ ݐ߲߲ ଶܸ(ݖ + ȟݖ)  + ଶܩ ଶܸ(ݖ + ȟݖ)൨  
+ ܥ   

ݐ߲߲ [ ଶܸ(ݖ + ȟݖ) െ ଵܸ(ݖ + ȟݖ)] + ]ܩ  ଶܸ(ݖ + ȟݖ) െ ଵܸ(ݖ + ȟݖ)]                െ (9) 

 

Solving (6) - (9), and representing RLC components in a matrix format, we can 

obtain (10) and (11) where V, I, R, L, G and C are defined using (12) - (17). 

ݖ߲(ݐ,ݖ)܄߲  =  െRI(ݐ,ݖ) െ  L
߲I(ݐ,ݖ)߲ݐ                                                                                   െ (10) 

െ߲I(ݐ,ݖ)߲ݖ =  െGV(ݐ,ݖ) െ  C
߲V(ݐ,ݖ)߲ݐ                                                                              െ (11) 

V =    Vଵ(z,t)
Vଶ(z,t)

൨                                                                                                                     െ (12)        

I =     Iଵ(z,t)
Iଶ(z,t)

൨                                                                                                                      െ (13) 

R =   Rଵ 0
0 Rଶ൨                                                                                                                     െ (14) 
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L =    Lଵ Mଵଶ
Mଵଶ Lଶ ൨                                                                                                                െ (15) 

G=   Gଵ െG୫െG୫ Gଶ ൨                                                                                                             െ (16) 

C=   Cଵ െC୫െC୫ Cଶ ൨                                                                                                              െ (17) 

 

Converting (10) and (11) in Laplace transform and combining these two equations, 

we can obtain the second order derivative of the voltage and current as (18) and (19) 

which can be used to obtain voltage in the aggressor and victim lines. Similarly 

current can be obtained in the same form. Here ‘け’ is the propagation constant as 

defined in (20) and ‘K’ is the ratio of inductive coupling coefficient to capacitive 

coupling coefficient as defined in (21) while ‘v’ is the velocity of wave propagation 

in the media and ܸ  is the Laplace transform of the voltage. This differential 

equation can be solved to obtain V1 and V2. 

 ߲ଶܸଵ߲ݖଶ   െ ଶܸଵߛ  = 0                                                                                                 െ (18)   

߲ଶܸଶ߲ݖଶ   െ ଶܸଶߛ  =
ܥܥ  ቊെ߱ଶݒଶ ܭ) െ 1) െ  ݆ ߱(Rܥ െܭGܮ)ቋܸଵ                െ (19)   

ɀ =  ඥ(R + jɘܮ)(G + jɘܥ)                                                                            െ (20) 

ܭ =  ൬ܯܮ ൰  ቆܥܥቇ                                                                                                   െ (21)    

 

The matrix [R][L][G][C] can be generalized as (22) - (25) for ‘N’ numbers of 

coplanar multi-conductor transmission lines [3]. 
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܀ = ێێێۏ   
Rଵ0ۍ 0

Rଶ
ڭ 
0
0

ڭ   
0
0

ڮ 0
ڭ0

Rିଵ
0

 

0
ڭ0
0

Rۑۑے
ېۑ                                                                          െ (22) 

ۺ = ێێۏ   
Lଵ         Mଵ,ଶ     Mଵ,ଶۍێ

Lଶ
ڭ 
Mଵ,ିଵ
Mଵ,

ڭ 
Mଶ,ିଵ
Mଶ,

ڮ Mଵ,ିଵ
Mଶ,ିଵ
ڭ 
Lିଵ
Mିଵ,

 

Mଵ,
Mଶ,ڭ
Mିଵ,
L ۑۑے

ېۑ
                                              െ (23)             

۵ = ێێۏ   
ۍێ    Gଵ       െGଵ,ଶ     െGଵ,ଶ

   Gଶ
െGଵ,ିଵെGଵ,ڭ  

െGଶ,ିଵെGଶ,ڭ    
ڮ െGଵ,ିଵെGଶ,ିଵ

ڭ  
   GିଵെGିଵ,

 

െGଵ,െGଶ,ڭെGିଵ,
   G ۑۑے

ېۑ
                                   െ (24) 

۱ = ێێۏ   
ۍێ    Cଵ       െCଵ,ଶ     െCଵ,ଶ

   Cଶ
െCଵ,ିଵെCଵ,ڭ  

െCଶ,ିଵെCଶ,ڭ    
ڮ െCଵ,ିଵെCଶ,ିଵ

ڭ  
   CିଵെCିଵ,

 

െCଵ,െCଶ,ڭെCିଵ,
   C ۑۑے

ېۑ
                                    െ (25) 

 

The common mode components, Cij and Mij are the cause for generating the noise 

due to a crosstalk in the system. The induced additional voltage/current in simple 

equation form can be represented as (26) and (27) where IM is the current flowing in 

the driver line and ICM is the common mode current flowing through Cm.   

 

ெܸ = ܯ  ݐெ݀ܫ݀                                                                                                           െ  (26) 

ெܫ = ܥ  ݐܸ݀݀                                                                                                            െ  (27) 

4.5.1 Odd mode: Assuming two parallel conductors having equal [RLGC] 

characteristic, the current and voltage in these two transmissions are 180 degree out 

of phase, hence the current and voltage can be represented by an 180° out of phase 

relationship using I1 = -I2 and V1 = -V2. 
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ଵܸ = ୭ܮ ݐଵ݀ܫ݀ + ଵଶܯ ݐଶ݀ܫ݀                                                                                            െ (28) 

ଶܸ = ୭ܮ ݐଶ݀ܫ݀ + ଵଶܯ ݐଵ݀ܫ݀                                                                                            െ (29) 

ଵܸ = ୭ܮ) െܯଵଶ) ݐଵ݀ܫ݀                                                                                               െ (30) 

ଶܸ = ୭ܮ) െܯଵଶ) ݐଶ݀ܫ݀                                                                                               െ (31) 

 

Assuming L1 = L2 = Lo and using the voltage and current relationship mentioned 

previously, Lodd can be defined by (32) [4]. ܮ୭ୢୢ = ୭ܮ) െܯଵଶ)                                                                                                  െ (32) 

ଵܫ = ୭ܥ ݀ ଵܸ݀ݐ + ܥ ݀( ଵܸ െ ଶܸ)݀ݐ                                                                                െ (33) 

ଶܫ = ୭ܥ ݀ ଶܸ݀ݐ + ܥ ݀( ଶܸ െ ଵܸ)݀ݐ                                                                                െ (34) 

ଵܫ = ୭ܥ) + (ܥ2
݀ ଵܸ݀ݐ                                                                                               െ (35) 

ଶܫ = ୭ܥ) + (ܥ2
݀ ଶܸ݀ݐ                                                                                               െ (36) 

Similarly assuming C1 = C2 = Co and using the voltage, current relationship 

mentioned previously, Codd can be defined by (37) [4].  

୭ୢୢܥ = ୭ܥ) + (ܥ2                                                                                                 െ (37) 

The characteristic impedance and propagation delay of an odd mode crosstalk is 

defined using (38) and (39). 

ܼௗௗ = ඨܴ + ܩܮ݆߱ + ܥ݆߱ = ඨܴ + ୭ܮ)݆߱ െܯଵଶ)ܩ + ୭ܥ)݆߱ + (ܥ2
                                                 െ (38) 

߬ௗ =  ඥ [(L୭ െMଵଶ)(C୭ + 2C୫)]                                                                    െ (39) 
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4.5.2 Even mode: Similarly the current and voltage in this mode of propagation is in 

- phase, and hence the current and voltage can be represented by an in-phase 

relationship using I1 = I2 and V1 = V2. 

ଵܸ = ୭ܮ ݐଵ݀ܫ݀ + ଵଶܯ ݐଶ݀ܫ݀                                                                                            െ (40) 

ଶܸ = ୭ܮ ݐଶ݀ܫ݀ + ଵଶܯ ݐଵ݀ܫ݀                                                                                            െ (41) 

ଵܸ = ୭ܮ) + (ଵଶܯ ݐଵ݀ܫ݀                                                                                               െ (42) 

ଶܸ = ୭ܮ) + (ଵଶܯ ݐଶ݀ܫ݀                                                                                               െ (43) 

Assuming L1 = L2 = Lo and using the voltage and current relationship mentioned 

previously, Leven can be defined by (44) [4]. ୣܮ୴ୣ୬ = ୭ܮ) + (ଵଶܯ                                                                                                 െ (44) 

ଵܫ = ୭ܥ ݀ ଵܸ݀ݐ + ܥ ݀( ଵܸ െ ଶܸ)݀ݐ                                                                                െ (45) 

ଶܫ = ୭ܥ ݀ ଶܸ݀ݐ + ܥ ݀( ଶܸ െ ଵܸ)݀ݐ                                                                                െ (46) 

For even mode propagation, the current and voltage are I1 = I2 and V1 = V2 at all the 

time stamp of the propagation. This yields to common mode noise being cancelled. 

ଵܫ = ୭ܥ ݀ ଵܸ݀ݐ                                                                                                                െ (47) 

ଶܫ = ୭ܥ ݀ ଶܸ݀ݐ                                                                                                                െ (48) 

Similarly assuming C1 = C2 = Co and using the voltage, current relationship 

mentioned previously, Ceven can be defined by (49) [4].  ܥ୭ୢୢ = ୭ܥ                                                                                                                   െ (49) 

The characteristic impedance and propagation delay of an even mode crosstalk is 

defined using (50) and (51). 
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ܼ௩ = ඨܴ + ܩܮ݆߱ + ܥ݆߱ = ඨܴ + ୭ܮ)݆߱ + ܩ(ଵଶܯ + ܥ݆߱                                                 െ (50)     

߬ௗ =  ඥ [(L୭ + Mଵଶ)C୭]                                                                                     െ (51) 

The voltages generated out of even and odd mode can be combined to produce a near 

end or far end crosstalk. When the distance of the crosstalk calculation point from 

the source is small, the crosstalk is defined as Near End crosstalk (NEXT) or 

Forward crosstalk while in other case it is defined as Far End crosstalk (FEXT) or 

Backward crosstalk. The current flowing through the circuit in a Near End and Far 

End crosstalk can be defined using (52) and (53) [5] where ICM is the current flowing 

through common mode capacitance Cm and VM is the voltage generated due to 

coupling inductance M12. 

ேܸா்(ܥ) = ெܫ  . (ܴ௦ଶ   ു ܴ ଶ)   =  ிܸா்(ܥ)                                                      െ (52)  

ேܸா்(ܮ) =  ெܸ .ܴ௦ଶ/ (ܴ௦ଶ + ܴଶ)    =  െ ிܸா்(ܮ)                                         െ (53) 

 

The NEXT and FEXT crosstalk result for a typical microstrip line of Fig. 3 with a 

trapezoidal source signal of 3 V is shown in Fig. 4. 

 

 

 

 

 

                                   Fig. 3 Crosstalk structure 

 

ேܸா் =  ேܸா்(ܥ) +  ேܸா்(ܮ)                                                                          െ (54)  
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ிܸா் =  ிܸா்(ܮ) +  ிܸா்(ܮ)                                                                           െ (55)  

 

While Fig. 1 represents the electrical equivalent of a multi-conductor system, it does 

not take into account of the noise associated due to its reference plane. 

 

 

                            Fig. 4 Crosstalk response in multi-conductor lines 

 

The electrical equivalent circuit of crosstalk including the noise generated on its 

reference plane can be shown in Fig. 5. Assuming a current I1 in the conductor 1 and 

current I2 in the conductor 2, the total current flowing through the ground plane is 

Ignd = - (I1 + I2). The voltage drop, V across these two conductors can be derived by 

(18) - (21) with the addition of reference and its coupled components. 
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Fig. 5 Equivalent circuit of a coplanar microstrip line 
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