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Abstract

Abstract

3D electromagnetic modelling and simulation of varioustPd Circuit Board

(PCB) components is an important technique for chanactgrthe Signal Integrity
(SI) and Electromagnetic Compatibility (EMC) issues pnésn a PCB. However,
due to limited computational resource and the complexithefntegrated circuits, it
is currently not possible to fully model a complete PGigstem with 3D

electromagnetic solvers. An effort has been madalkp hodel the PCB with all its
components and their S-parameters has been derived ®o irtegrate these S-
parameters in 1D, 2D static or quasi-static field solveci@uit solver tool. The

novelty of this thesis is the development and vettificaof active circuit such as
Input and Output buffers and passive channel components suctei@onnects, via
and connectors and deriving their S-parameters in order telnamd characterise
the complete PCB using 3D full field solver based on Jima@ssion Line Matrix

modelling (TLM) method.

An integration of Input/Output (I/O) port in the 3D fuield modelling method

allows for modelling of the complete PCB system withbaing computationally
expensive. This thesis presents a method for integrafiémpot/Output port in the
3D time domain modelling environment. Several software tamdsavailable in the
market which can characterise these PCBs in the freguasiovell as the time
domain using 1D, 2D techniques or using circuit solver suchies. sghe work in

this thesis looks at extending these 1D and 2D technigue3[Cf Electromagnetic

solvers in the time domain using the TLM technique for PCRlyais. The

modelling technique presented in this thesis is based oruselteveloped 3D TLM

method along with a developed behavioural Integrated Ci(BDjt— macromodel.



Abstract

The method has been applied to a wide variety of P@8lagies along with a range
of IC packages to fully validate the approach. The metlasdaltso been applied to
show the switching effect arising out of the crosstalk ingac device apart from
modelling various discontinuities of PCB interconnectshe form of $; and $:
parameters.

The proposed novel TLM based technique has been seleaxged bn simplification
of its approach, electrical equivalence (rather thanpdex mathematical functions),
time domain analysis for transients in a PCB withremeased accuracy over other
available methods in the literature. On the experintesite two, four and six
layered PCBs with various interconnect discontinuisash as straight line, right
angle, fan-out and via and IC packages such as SOT-23)(C&/70 (DCK) and
SOT-553 (DRL) has been designed and manufactured. Thellimgdesults have
been verified with the experimental results of th€€Bs and other commercial
software such as HSPICE, CST design studio availabléhen market. While
characterising Sl issues, these modelling results carhalp in analysing conducted
and radiated EMC/EMI problems to meet various EMC reguiatguch as CE, FCC

around the world.
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CHAPTER 1

INTRODUCTION

In the year 1965 Gordon Moore, the founder of Intel fmsiposed the idea about
doubling the Integrated Circuit (IC) complexity every tyears [1]. His ideology
has been followed till now with a slight correctiorhere the functional density
seems to reach a saturation point. Driven by the needniproved cost and
performance, the recent advancement of the microporcéschnology as shown in
Fig. 1.1 has created newer types of products with emaptex ICs such as System
on Chip (SoC), System in Package (SiP) with cheaper priodumst and extended
Moore’s law. The smaller ICs with improved performanceans a higher
Input/Output (I/0O) density at the periphery of the chipl @ncreates an increased
demand in the complex routing constraint where a sggmt space of the Printed
Circuit Board (PCB) is confined by interconnects for autimg these various ICs.
Although there has been a dramatic shift over thedastde from its old parallel
bus towards serial single ended and differential bus ssidPCdE, HDMI, SATA,
USB, Fibre Channel 16G, XFI etc. for interconnecting,I€ has created a new set
of issues for its routing constraint and signal quaiityits transmission. The
severely stressed PCB design - process can provide a ptbiayid an increase in
the PCB manufacturing cost.

At the same time the consumer electronics marketesfgmt years is driven by ever

decreasing small, portable, flexible and cost effective wnmes electronics products
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such as smart watch and it is likely to continue for hext few decades till the

complete integration of many of the functionality suab internet browsing,

networking, memory application, display, audio, varioye of sensing applications

and power - on time is successfully achieved. The sizingeotC and PCB board

can create tremendous pressure on the functionalityediadility of product.

How small can a transistor be?
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In addition, an increased competition in the consursatrenics market has made it
necessary to design the product first time right and faaturable within a very
short design cycle time. A typical product design cyaaststs of specification
preparation as per the intended function of the producgnsatics capture, pre-
layout simulation, component placement and routing, gagout simulation,
prototyping and testing, manufacturing, and finally systetegiration. Because of
the tighter constraint of the board space, the roasital path is the pre-layout
simulation, component placement and routing and pgeutasimulation. Although
an analytical or Spice models in some instances mayseel to model these
interconnects and packages but a poor mathematical remtsendf these
interconnects over a wide range of frequencies carnecegainaccurate result and
thus can lead to an incorrect simulation output. Tlaisssues have heightened to
model and simulate the design in a full field solvefole releasing the PCB for
fabrication so as to minimise the market lead time, ceroral loss and resource
wastage.

With the edge rate or signal switching well beyond GHgeaend higher IC density
in the portable devices within a limited design cycle, thegk performance designs
require a high quality and critical point — to — point cections between various ICs
within its design cycle time frame. While a digitagysal is based on low and high
voltage thresholds but with increased switching rate anthgi issue these same
digital domain signal can behave as analogue sigted. ahalogue signal is much
more susceptible to signal quality issue creating Sigriagtity (SI) issues during
signal transmission. Poor signal quality such as Inign®l Interference (ISI),
crosstalk, non-monotonic behaviour, noise coupling, oeatslundershoot, ringing

effect and timing issues such as timing delay, jitter, skad/ change in slew rate
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can sometimes produce an incorrect logic state reguttinnintended functionality.
The Electromagnetic Compatibility (EMC) is defined whergroduct does not
cause any external interference or get affected by aeyrax interference. Since Sl
deals with the unintended signal behaviour, this can beobtie sources for EMC
arising in PCBs. Hence SI and EMC are all interconneeted a concurrent
methodology to address these issues needs to be apptieel.albproach for solving
the interaction of SI and EMC is applied at the easgtage, it becomes simpler and
cost effective in alleviating the issue arising out bfaBd EMC. However as the
design stage progresses and gets advanced, the Sl andsBiMS become more
complex and costly wherein it requires a crisis manage@pproach and might not
have any solution except for the revision of the bo&ichulation is required to
assist a designer in making a right decision, optimishrey board space for its
various design rules and constraints, innovating nevigesiles and verifying
existing interconnects at the earliest possible statieeiprocess.

With increased complexity of PCBs, modelling and simotatihe ICs and
interconnects is becoming more and more important. Thrulatiion of these
components can only be achieved if a numerical model dmuldeveloped so as to
integrate and run it in computer environment. The histbmacromodel generation
goes about three decades back. In 1980s, macromodel waseardpo3. G. K.
Chen and James J. Whalen for speeding up the simulationaawlling the complex
integrated circuits within reasonable accuracy [2]. Bl year 1991, S. Graffi from
Univ. of Bologna published a study on 741 Operational amifa 50 MHz signal
[3] and the correlation between simulation based ooromaodel and experimental
result was used to integrate the macromodel in a siiool@nvironment for its

accuracy. Based on these contributions, an Input OutpuferBlihformation
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Specification(IBIS) format was developed by Intel Corporation in early E@@h
an IBIS open forum group. The first behavioural model alB#& specification [4]
was published as IBIS version 1.1 under the acronym ANSIAS@&- The IBIS
specification has subsequently been ratified with seveaalifications including the
high frequency noise on power supply pins, package and RhG][ An alternative
to IBIS, the macromodel technique was proposed by Canavedoin the year 2001
[5].

In 1985 the effect of the EMC on a microprocessor 8085 wasspedl by J. G.
Tront [6]. Subsequently lots of journal papers for EM@ & effects on ICs and its
packages between 1990 and 1995 were published. While working in ¢anya
Technological University, Singapore in 1990s H. K. Tang shkwéat
Electromagnetic Interferend&MI) could cause counting inaccuracies and byte swap
issues [7]. In the early 1990s many books were also putilidéscribing effects of
Sl and EMC in a PCB. Martin Robinson et al. modelleddfiect of EMC on the
propagation delay of an IC for the first time at a higihequency of more than 200
MHz [8].

Transmission Line Matrix modelling (TLM) is a numerid&chnique, primarily
developed for solving electromagnetic field wave propagatiotine time domain
[9], but some work has also been accomplished forraplthe TLM in frequency
domain [10]. The TLM method has been implemented and fosesblving complex
electromagnetic behaviours over the last few decadsfayla vast set of literature
apart from many books exist for solving variety of problesush as analysis of
microstrip structures [11, 12], analysis of microwatrictures for its EMC [13-15].
Johns and Beurle from University of Nottingham first sutgpbshe idea of solving

two dimensional scattering parameters in a computer emagat using the TLM in
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1971 [16]. A review of TLM in 1985 was given by Hoefer [17]th&lugh TLM was
developed for solving electromagnetic field propagatiorrethas been little work in
solving the PCB domain interconnects and IC packages il fefd environment
using this technique. On the other hand, the simulatiorC& éomain components
can be achieved by 1D, 2D or hybrid tools but the accuradiieofesult is often
jeopardised in comparison to a 3D tool. 3D tool can take adcount of its
surrounding effect while representing the complete gegmwetich can help in an
accurate analysis of complex interacting signals laimio a physical model.
However a major limitation with a 3D toolset lies its computational resource
requirements and timescale of the simulation for mpdete system or subsystem.
With a due recognition to the requirement where higherisissoncerned, 3D tool
can be used to simulate a subsystem by subdividing thensysto active circuits
such as ICs and passive circuits such as IC packages;oimects, via and
connectors. A 3D full field solver tool can also hefp modelling via, sockets,
connectors and various package dies, post-layout vemficatith a very high

accuracy.

1.1 Organisation of the thesis

The research focus of the thesis as described in Ch&paéed 6 is the TLM method
for the simulation and verification of various intenoect traces and different IC
packages of the PCB along with the development of mawoel as an alternative
to IBIS. The generated simulation data is verified withe texperimental
measurement data and other commercial software packagegpical end-to-end
transceiver link can be accurately designed if the PCinmaé such as dielectric

and conductor behaviour and their intrinsic properties aadrei design such as IC
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breakout region, interconnect topologies, via, discremmponents and interface
connectors’ behaviour could be completely describeal rainge of frequency. As a
background of the original work presented in chapters 5 andaPier 2 describes
about frequency behaviour of various individual componasésl in a typical PCB
such as discrete components [RLC], dielectric and coaducthe PCB
manufacturing technique, the underlying principle of transpisdine, various
effects such as skin depth, Maxwell's equation, variomgndary conditions for
terminating the signal, Bewley lattice diagram and dpton of various
discontinuities in PCB interconnects and extractbtheir S-parameters. Chapter 3
briefly talks about the need of numerical solution aifter@nt electromagnetic
numerical methods such Baite Difference Time DomaifFDTD), Method of Moment
(MoM), Finite Element Method HEM) and Boundary Element MethodBEM) and
development. A short comparison of these methodsasdescribed.

Chapter 4 discusses TLM principles in 1D and 3D domainshwikithe basis of the
research work as developed in chapter 5 and 6. It alsasdss about modelling
techniques of inhomogeneous media while applying differenhdbary conditions.
This chapter concludes with different PCB dielectrat@nials and its behaviour over
a range of frequencies. A novel 3D time domain modelling farol/O ports and
interconnects in the PCB, PCB fabrication and experiatesetup along with
equivalent circuits for the discontinuity has beerscded in chapter 5 and 6.
Chapter 5 talks about the I/O port macromodelling techniaueke the simulation
result of the time domain technique has been compared agagnexperimental
result and other available software while chapter 6 dissuabout the result, its S-

parameters for different IC packaging, trace configuratiosmg time domain
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modelling technique. Finally the conclusions and future stape been described

in chapter 7.
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CHAPTER 2

High Frequency PCB methodology and Analysis

With the increased complexity and higher frequency of djperaf various devices
inside PCBs, it is not uncommon for any board to go thraugte than two or three
revisions before releasing it into the market. PCB rengsimay arise because of the
failure to meet the expectation of its functionality doigt$ incorrect layer stack-up,
complex routing over the constrained PCB space, demasitl placement of its
components and IC interconnects, wide frequency behaviotireee components
and interconnects, cost target of PCB manufacture. eTkes of issues can be
avoided if there could be some pre-layout simulator wigichld produce result
during its design phase well before the physical translatiats electronics design.
A full field solver which can take into account of #srrounding effects along with
physical component integration can be a perfect fipfowiding the solution. Since
the result of a PCB component and IC lies in the timenain, it becomes important
for the field solver to present a time domain analydiss Time domain analysis has
been part of my research work and has been presenteel Snbsequent chapters. In
order to show the complexity of cad design in the presemat, a typical six layer
Intel chip based densely routed and complex motherboarte®as shown in Fig.
2.1. As shown in this Figure, the motherboard consista high density single
socket dual core Intel Central Processing Unit (CPU) foocessing the

instruction/data, an 1/0 Controller Hub (ICH) for contieg and controlling various
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I/O interfaces such as the Peripheral Component faaeer (PCI), Peripheral
Component Interface Express (PCIE), Universal Seriat BUSB) and Serial
Advanced Technology Attachment (SATA) and a Graphics aathdty Controller
Hub (GMCH) for memory and graphics devices. These ICsaeadable in BGA
and LGA package with a pin count of 400 to 700 pins and & pit00 pum. With
the separation of 200 um, the trace routing in the tycof its periphery becomes

quite complex, leading to a multi-layered and complertho

Input and Output
connector

Input and Output
Controller Hul

Conoler Hus ; ‘|ii|||I|llI|IIIIl

Memoryconnecto

CPL socke

Fig. 2.1 A typlic layered motherboard (source Intel)
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The operation of this high density PCB depends on Sl legtwte components, and
EMC. Sl is often inseparable from the EMC issue andetbee a solution of the S
issue can lead to EMC fulfilment. Hence a good designitangre-design analysis
require an in-depth understanding of the signalling betweaeh of the components
lying on the board. The complete PCB system as showigir2.1 can be classified
by its discrete components (e.g. resistors, capagcitadsictors etc.), transmission
lines (various types of single and differential traces] antegrated circuits. For a
low operating frequency, the passive components work as tedpgeer the
manufacturer provided datasheet, however as the frequamagases these
component lose their characteristic. For a PCB designbecomes important to
know the limitation of these passive components.

Further various PCB traces can be designed to creae plassive elements and due
to space constraints and reliability reasons thetlétesd has been to embed these
elements in the PCB itself. The EMC of a PCB desgitependent on the behaviour
of these PCB elements. Once the behaviour is anabmagletely, the Sl issue and
hence the EMC issue can be solved. The high frequer@vioeir of these various

elements of the PCB is described in the following sesti

2.1 Analysis of Discrete components

2.1.1 Lumped Resistors

A resistor is often manufactured in three differgmies: Metal film resistors (these
come in different packages, 01005, 0201, 0402, 0603, 0805 etc.), wire wodnd
carbon resistors (these are inexpensive resistors, ofaldev conductive carbon).

Wire-wound and metal film resistors can carry high curegw usually have tighter

tolerances and lower temperature coefficients. An edgnt circuit for a metal film
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resistor is shown in Fig. 2.2 while its frequency depentdahaviour using Pspice is
shown in Fig. 2.3. As seen in Figs. 2.2 and 2.3, thegi& inductance and
capacitance value dominates the resistance value ater Higquency, increasing
the effective impedance. In Fig. 2.2, R is the resstalue while L, L, and G, G

are the stray capacitances and inductances respectively.

Lo R Ly Lo

Fig. 2.2 Metal film resistor

Impedance for 50 Q Resistor with L;=0.2 nH, L,=8 nH and C,=0.3 pF
70 T T T T T T T T

66 - b

64 -

Impedance (Q)

62 i

58 A

56 - b

54 -

52| .

48 I ! I ! I ! I !
10 100 1K 10K 100K M 10M 100M 1G 10G

Freq. (Hz)

Fig. 2.3 Frequency dependent impedance plot for a typizafitm resistor

-13-



Chapter 2 — High Frequency PCB methodology and Analysis

An equivalent circuit for the resistor model can berdef by Figs. 2.2 and (2.1) [1].

Z(Q) = ((R+ Xp1) 1 Xe1) + Xz + Xp2) [ X2 —(21)

1
j2nfC1

1
jZTI:fCZ

Here X;; = j2xnfL, and X;, = j2xafL,; and Xq; = and Xg, =

Based on the packaging of the resistarcén be ignored. The impedance plot of a
typical metallic film resistor is shown in Fig. 2.3.

A general guideline as described by equation (2.2) can be fasesklecting an
effective chip resistor [2], here f is the frequencypération and R is the resistance

in ohms.

f R 3X1019Hz

- << — (2.
3 X101 Hz =~ 50 — f (2.2)

The above formula can be applied for the best usagesadtor without a loss of

signal quality arising out of a chip resistor.

2.1.2 Lumped Capacitors

Capacitors are usually associated with a power supply eadfeen used for
bypassing noise, dc-decoupling or power supply source. Howeavexr signal

environment, it can be used for AC-coupling, integrators rifigeas well. These
capacitors are not a perfect component but it includestikes and inductive
components and hence it does not show its pure capandivee throughout its
operating frequency but it can describe its pure capacisiigenonly up to a certain
frequency range. The extra components affecting its propee defined as the
Equivalent Series Resistance (ESR), and the Equiv8enés Inductance (ESL).

The ESR value is based on manufacturer, package type pacitaace value. For a

-14-
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10 nF X7R/X5R package, ESR can vary from 1€ (for 1210 type) to 20 @ (for
0402). Similarly the ESL value is based on the manufagtyr@ckage type and
capacitance value. For a 10 nF X7R/X5R package, this canfreemyl070 pH (for
1210 type) to 450 pH (for 0402). Other package types like Y5V, Z5U have
significantly higher ESR and ESL. The ESL causes #pacitor to stop behaving
like a true capacitor at high frequencies as the impedstacts to increase rather
than keep decreasing. The ESL has a more undesirable Jsdmeavcapacitor has its
lead in its package, rather than a surface mount ofelema@apacitor. As the lead
inductance increases, the high frequency impedance liomtatso increases. Hence
a higher frequency design should avoid a lead componentingtead leadless
components should be used in critical designs. Whenpileuttapacitors are placed
in parallel, the combinational effect of these capasifidays a role, and a resonance

can cause relatively higher impedance.

A capacitance’s equivalent model can be representedgey Z4 and (2.3) [3]. Here
Ruysteresi@nd Rasulation €N be ignored for any reliably manufactured capacitande
hence a capacitor can be represented by its ESR, EStsarapacitive reactance.
Z(Q) = Xgsr + XgsL+ Xc —(2.3)

Here the Xs._and X can be described usidgs;, = j2afL and X; = ]zﬁ

Rinsulation

ESL ESR C
e = [[ ——

Rhysteresis

Fig. 2.4 Equivalent capacitance model
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Similar to a resistor’'s behaviour, the capacitor'sagpimpedance plot for a 10 nF

capacitance using Pspice has been shown in Fig. 2.5.

x 10° Impedance for 10 nF capacitor with 20 mQ) ESR and 470 pH ESL
16 T T T T T T T T

=
N

Impedance (Q)
N

10

[ | [ [ | [

L
10 100 1K 10K 100K M 10M 100M 1G 10G
Freq. (Hz)

Fig. 2.5 Frequency dependant impedance plot for a capacitor

2.1.3 Lumped Inductor

Like a capacitor, inductors also have other paras#ments. This includes the DC
resistance (DCR) and the Inter Winding Capacitance {IWGst as the capacitor
stops behaving like a capacitor at high frequencies, an mdalsto stops behaving
like an inductor at high frequencies. The high frequency causesonance effect in
the circuit and is decided by its inductance and its @sacparasitic capacitance.
At the resonance point, an inductor will have a sulbsiamnse in its impedance and
above the resonance the inductor altogether stops bghasian inductive element
and instead it becomes a capacitive element. This nesenzan cause issues in

signal transmission and interference in its operatimhshould not be ignored.
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L L DCR
— VY'Y \___o ::> —1eo—LYYY\_AAAA—9—

IwC
Il

Fig. 2.6 Equivalent inductance model

An inductor’s equivalent model can be represented by Eigsand (2.4) [4] and can

be described by its Inductive value, DCR and IWC, wbgre j2zfL andXyyc =

1 . .
— Rpcris the DC resistance.
j2nfCrwe

Z(Q) = (Rpcr + XU Il Xiwc —(24)
The impedance plot of a typical 121 inductor with 20 2 DCR and 20 pH IWC

using Pspice is shown in Fig. 2.7.

Impedance for 1.2 pH Inductor with 20 mQ DCR and 20 pH IWC
8K T T T T T T T

Impedance (Q)
o ~
~ ~
T T
1 1

4]
-~
T

1

K- .

2K - b

1K - b

O | L L | L | |
10 100 1K 10K 100K M 10M 100M 1G 10G

Freq. (Hz)

Fig. 2.7 Frequency dependant impedance plot for an inductor
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2.2 PCB technology and its high frequency behaviour

2.2.1 Overview of a manufactured PCB

On a PCB the components are soldered through intercomaees which convert an
electrical design into a physical form. These traces @mponents are connected
through a multi-layer prepreg with conductors. Normally@dal motherboard for a
PC/server has four to twelve layers stack-up, whilelecom board has twelve to
twenty-eight layers stack-up. The consumer electrooized is defined in four to
eight layers. Interconnects among layers are madg wsa which is drilled holes
and can be plated with copper. There are different typgmon a PCB. These via
can be classified as plated through holes, blind and bufiedse layers are
described by its following manufacturing elements. An eanof a six layered
PCB is shown in Fig. 2.8.

Through Hole Via Core, Fr4 Prepreg Blind Via Solder Paste
Copper Trace |

Buried Via
Signal Layer 1 \
4

Gnd/Vcc Layer 2

Signal Layer 3 ‘
Copper Plane H

Signal Layer 4
v \\\

Gnd/Vcc Layer 5

Signal Layer 6

A

Fig. 2.8 A six layered PCB overview

1. Core: The core material is a rigid sheet usually mddsuced fibreglass resin
material that provides isolation between layers. Mostnmonly used core

materials are Fr4 epoxy glass, cyanate ester, polymats gnd Teflon. The
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dielectric strength, coefficient of thermal expansima cost of the core play an
important role in selecting the core for PCB design.

2. Prepreg: The prepreg is made of a material similar to omaterial but is
uncured. It behaves as an adhesive to bond the copper. Mjleza heated and
pressed, the prepreg will cure (harden) holding the coppersldirmly, hence it
is used to stick the core layers together.

3. Copper foil and traces: Copper foil is a thin sheet gipeo that bonds to the
prepreg layer. Traces are formed by etching the copper fal.usual thickness
of copper layer is 16.25 um, 32.5 pum and 65 pm, depending ompleelance,
current carrying capacity and thermal effect of theetrdthe trace width is a
design parameter, depending on the required impedance todicbe

4. Copper plating: Copper plating is primarily used only on thistied board, on
the external layer, and provides an additional thicknesoper to the board.
The external plating is only done after the board kedrand etched.

5. Drill: This layer defines the location and sizes ofldnbles and via on the
board.

6. Solder flow/paste: This layer is used to apply solder exgosed copper to
prevent it from oxidation and also forms the base dioiase mount devices. In a
related process called Solder Mask over Bare Copper (SNIABE board is
‘masked’ and only exposed copper (usually pads or areashéivat surface
mount components) can be coated with solder.

7. Solder mask: This coating is done on the top and bottoerdagf the PCB,
which prevents solder from freely flowing on the boardal#o insulates the
board electrically, and protects the board from the enmemt. This layer

provides the characteristic green, red or other coloureimbst PCB boards.
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8. Silkscreen: This is the documentation layer containingpmment references,

pin numbers and PCB detalils like lot number, manufactoger etc.

2.2.2 Behaviour of the PCB media at higher frequency

At lower frequency, the wave mode supported by various P&ig are somewhat
straightforward but with the increased operating poirteguency, other conductor
and media specific properties play a significant rolend#¢ the field description on a
stripline/microstripline requires some correction loasa the conductor behaviour
and losses associated with it. These behaviours areildban the following

subsections.

2.2.2.1 Lossy behaviour of the conductor

At higher operating frequencies there is some resisbs® in the conductor itself
and this loss is frequency dependent. Main componentosss line can be defined
using the series resistance of the trace and dielda$soof the prepreg. The loss can
be represented using two distinguishable parts, DC restsipas defined in (2.5)
and AC resistanceRas defined in (2.6). Hence the resistive loss of a caadat

higher frequencies can be defined using (2.7) [5].

l
Ree = £ — (25)
Rac = I—W _ (26)
R(w) = \/(Rdc)z + (Rac:)2 - (27)

R is a function of the signal frequency and the rastst per metre of 1 0z. (35 um
thick) copper (with its resistivity of 1.68e-06) for a 150 puntnostrip trace width
has been plotted using Matlab and is shown in Fig. 2.9.
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Resistance for copper
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Fig. 2.9 Resistive behaviour of copper used in PCB traces

2.2.2.2 Skin depth

With an increase in frequency, the current is forcefiows nearer its surface rather
than penetrating inside the conductor and flowing uniformigsecthe cross section
of the conductor. As a Matlab plot shown in Fig. 2.tts skin depth for a copper
layer (with its conductivity, o = 5.95¢05 Sm') falls exponentially with increasing
frequency. The skin depth is an important property becduse @opper pouring in
the PCB especially in the situation where the curdentand is significant. A careful
selection of the copper weight can save some PCB. ddst skin depth is
analytically derived as in (2.8) [6 - 7] and depends onctheuctor’s conductivity

‘c” and the frequency ‘f' of the signal.

5= 1
Tofo

—(28)
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Skin depth in microstrip line configuration
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Fig. 2.10 Frequency dependant skin depth

The skin effect also causes frequency dependence os$ttige line inductance;
inductance of the trace is higher at low frequencies atld hoticeably at the
transition frequency where skin depth becomes comparalifle conductor
dimensions. With the increase of operating frequendyoadgh the flux density
between the microstrip trace and reference conduat@ing constant, the magnetic
flux of the microstrip trace keeps reducing, hence ttadtance at higher frequency
becomes low. These effects produce altogether diffecepiper characteristic

impedance than originally designed for.

2.2.2.3 Dielectric loss

Dielectric loss occurs when the propagating field intsragith the dielectric
material of the PCB and hence it is an intrinsic priypef a dielectric material. The

wave propagation in microstrip line and even in strip i;na@ot a pure TEM mode
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and the electromagnetic wave can interact with thestgatie underneath. The
microstrip line trace forms a parallel plate (filledtlwan insulator) structure with
ground plane, hence it can be considered as a capacitcaud®e of imperfect
medium (air on one side while dielectric on the otside), an out of phase current
does exist. Dielectric material can be defined by its itwgortant parameters such
as dissipation factor (also known as loss tangent, tan &q) and relative dielectric
constant (g;). The frequency dependant behaviour of these parameteesessary
for characterising a PCB dielectric. The effectiviatiee permittivity can be defined
using a combination of real and imaginary terms as defm¢2.9), the relationship
between imaginary and real term can be defined usingcttieldoss tangent in

(2.10) while the propagation constayitcan be defined using (2.11) [8].

&= € — & —(29)
&

tan(8y) = — (2.10)

y = w\[(uoeo)(S’r — j&r) —(2.11)

Based on the above equations, the attenuation faatar fimmogenous quasi-TEM

line as symmetric strip line can be determined using (2.12) Unadoss condition
[9].
a(N) = mf tan(8) e - (212)

The amount of the dielectric loss is dependent onrges electric field density of
the structure apart from the nonlinearity of the polénosa While taking into

account of this effective dielectric constant and cigace of the microstrip line
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(assuming filled with air) empry the effective capacitancef3of the microstrip line

can be defined by (2.13) and effective dielectric los2bb4( [9].
Ceff = (8;' - J SIII')Cempty - (2-13)

Geff = (*)S;Cempty - (214)

Apart from conductor and dielectric characteristics, tbedactor is often coated
with an anti-oxidant material such as nickel/gold/silverptotect the trace from
oxidation and corrosion. This can also affect the perémice of the transmission

line.

2.2.3 Transmission Line requirement on trace

With higher frequencies of operation, falling power leskthese ICs and increased
edge rate (rise and fall time) of the signal, the auenection link between different
devices can become a transmission line and as pars @inttion can produce a
reduced noise margin. A transmission line is a conductiadium which can be
used to guide energy from one position to another positiothe form of an
electromagnetic field. The transmission line contatrgnsverse electric and
magnetic fields. The voltage difference between thestression line trace and the
surrounding planes is a measure of the strength of ¢otrielfield. The magnitude
of current flowing in a transmission line is a measuree strength of the magnetic
field. Hence a PCB trace can be seen as a flow ofrefeagnetic fields from one
point to another point. Electromagnetic waves travéthatspeed of light, ‘c’ (that is
3x1¢ m/s) in free space. However, the dielectric mediwura & relative dielectric
permittivity, &. Hence the speed of electromagnetic wave in the presehc

dielectric media is guided by its effective dielectdonstant and the speed of
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propagation for a strip line trace is represente&/b where et IS the effective
Eeff

permittivity. The effective dielectric constant offeftive permittivity is dependent
on surrounding media (homogenous or inhomogeneous) angliéstdc constant.
Assuming ‘w’ being the width of the metal plate and ‘réifg the height of
dielectric slabges of @ wide microstrip trace (where electric field d@nconsidered
to be located at the centre of the strip) can be eéfoy the (2.15[10] while gt CaN

be approximated tg for w >> h.

e+ 1 -1 1 w
off = ——+ — for —>1 —(2.15)
2 2 L 1zh h

Similarly for a thin microstrip trace (which have é&ectric field throughout its metal

strip) geff can be defined by the (2.)1@A 1] while e can be approximated 5(s; +

1) for h >> w.
[ ]
g+ 1 e — 1| Wy 2| w
Eof = + | + 0004 (1--) | for <1 —(216)
2 2 = d | h

Hence the effective dielectric constant of &idstrip line can have a range of 0.5(e,
+ 1) < eert < &. However the effective dielectric constant for Eidlectric with its
dielectric constant of 4.4 becomes 3.25 and varies fnétlluency. The frequency

dependant plot can be plotted using Matlab and is showigir2.11.

-25-



Chapter 2 — High Frequency PCB methodology and Analysis

Effective Dielectric Constant for g~4.4 in microstripline
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Fig. 2.11 Effective dielectric constant for a micrgstine

The transmission line can also be represented by d@sacteristic impedance,2n
an electrical parlance, which is the ratio of theagé to current. Whenever there is
an impedance mismatch between the transmission lipedance and the load
impedance, there is a reflection of current and volthgesome cases where the
frequency of operation is less than 30 MHz, the lumpelititheory is appropriate
in analysis and design and there is no need to solvdadsacMaxwell equations of
electromagnetic theory. Electrical theory techniqguasgsthsas Ohm's law and
Kirchhoff's laws and superposition theorems nicely setwe determine the
waveforms. However if a digital system is being desijfor a wide frequency of
operation, the question arises when the system shoujddged as lumped or as
distributed. The primary factors that determine whetheshSuld be considered are
interconnect length and signal slew rate (minimumhefrise and fall time). Logic
levels, dielectric material, and conductor resistaace among the secondary
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determinants. A transmission line contains inductanesistance and capacitance
effects distributed in it. Hence an analysis of the lemgth of this transmission line
trace can be a true representation for presenting abicedth effect of the
transmission line. This unit length can be defined usihgrgped parameter model
using [RLGC] parameters and its unit propagation de:lay,\/m. The time
needed for a signal to travel to the end of the lihe,one way transmission time,
can be designated by the symbgl However this propagation delay; ttan be
represented ad/(), where ' is the length of the transmission line amnd is the
velocity of signal propagation (can also be defined as))(lHence one way
transmission time can alternately be describegqyas(tr). If 2tpe<< ty, the two way
transmission time is shorter than the signal’sditéon time, and hence no significant
time delay is involved. In this case, the circuit issidared lumped. If 3&>ty;, the
signal delay can't be neglected and hence the cirauit loe considered as a
transmission line [12]. In deciding the exact relatioos distributed and non-
distributed component modelling, the rise/fall time of signal plays a major role
than its natural frequency. The following equations (2.172.29) can be used to
determine propagating line effects for a PCB trace [12, \WBn the delay from
one end to the other end (defined as propagation dgjpgistrepresented in (2.17) is
greater than the “minimum of (rise timeot fall time, t)/2”, the line is considered
electrically long. However if the delay as defined in 8.& less than (rise time)/4,
the line is electrically lumped while if the delaymshetween these two relationships
as represented in (2.19) the line can be consideredlsi@ritumped and short lines
can be modelled using lumped circuits while an electricidlyg line requires

distributed circuit consideration.
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t
— <2 —(217)
tpa
t
— >4 —(2.18)
tpa
t
4> -"2>2 —(2.19)
tpd

Based on these equations, if twice of the trace lendgHy de greater than the rise
time of the signal, the trace can be considered emarhission line and hence there
could be identifiable voltage and current reflection, otie the trace is considered
as short or lumped component and can be solved using lumgetdicall circuit
theory. The circuit theory of the transmission lisalescribed in section 2.3. Apart
from the circuit theory, the transmission line césoae solved using (electrical and
magnetic) field propagation and this is particularly reeghiwhen the frequency of
the interest is in GHz range and/or the transmisdio@ requires an accurate

characterisation. The field mode propagation is desciibselction 2.4.

2.3 Transmission line theory using circuit analysis

Transmission line behaviour in a guided medium can be idedcrusing a
distributed electrical circuit theory of a two conducliae for representing up to a
few hundred MHz frequencies. A higher frequency operationlsnée be defined
using a field theory in order to capture its completeabielur. The general solution
of solving a two conductor line is to divide the complete linto a number of very
small cascaded segments in representing each segmem, by G and C
components. The boundary condition or termination banrepresented using a

desired linear/nonlinear load in time/frequency domain. Tdrerentire line can be
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represented using matrix parameters, R, L, G and C amatl@ematical model can
be established to represent its behaviour. After repregeritinrusing matrix

parameters, one can apply a suitable analytical/nualeeiguation to solve this
mathematical model while taking care of boundary conutioFigs. 2.12 and 2.13
show a generic equivalent circuit, consisting of R, Laria C (per unit length) for
one space - step. Any interconnect can be modelled udingd numbers of these

small sections, makingx — 0.

X X + AX

N

] Sgnal Layer

x=0
] Gnd Reference

I (x) I (x + Ax)
— R Ly _
+  AMAAA—YYY o +
i s l o *
V(X) V(X+Ax)
i —  ANA— Y VYT i

Fig. 2.13 RLGC equivalent of an interconnegut of a transmission line
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Transmission Line equations in its time - domain camldfned using telegrapher

equation by (2.20) and (2. 21).

avg;t) - _Ri(xD) — L8i(g<t,t) —(2.20)
di(x,t) _ V(1)
KD - i - X —(2.21)

Because of simplicity of mathematical operators iquency domain, a frequency —
domain behaviour of (2.20) and (2.21) can be representegl (2si2) and (2.23) by

applying frequency transformation.

d\;(xx) = _(R+ joL)I(X) —(222)
d:;;) = _(G+ jwOV(X) —(223)

We can solve (2.22) and (2.23) to obtain the relatiq?2.@4) and (2.25).

d;\)/((zx) —y*V(x) = 0 —(224)
d;')fzx)—yZl(x) = 0 — (2.25)

Wherey = /(R+ jol)(G+ jwC) = jovLC /1+ jwiL is the complex propagation

constant while the characteristic impedance is defined (Big§).

R+ jol
z. = /% — (226)

Assuming the dielectric loss is zero at the frequenantefest (unless the signal is
in GHz range), the propagation constant y can be represented as (2.27) and
expanding (2.2)/for the real a and imaginary 3 term, and we can rewrite it as (2.28)

and (2.29).
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f it A8 - () _(o2m
= ;fg — (2.28)
e 3 - (2]

Solving these voltage and current equations (2.24) and (2.2%) asecond order

differential equation method, we can obtain (2.30) &a8/1)).

V(x) = Vie ™+ Vet —(2.30)
Al \"
1(x) = ie‘yx — ie*yx —(2.31)

The impedance can be derived using (2.30) and (2.31) fopaimy between its
boundary points [; 0]. The reflection coefficient at the boundary ppiatO can be
defined using (2.32). Hence at lendthvoltage and current can be derived using

(2.33) and (2.34) leading to characteristic impedance of (2.35)

_ Vo

= O — (2.32)

V(I) = Vet + \pert= Vi(et+ T, e —(2.33)
A \8 A

()= et ——eM= (et —T,e" — (234
Z. Z. Z. ( 1e) (2.34)

(e + T e™)
Zin = — (235)

’ (et —T,e™)
Expanding numerator and denominator using mathematicalidaecand replacing
I by [(4 - Z)/(Z — Z)] we get (2.36). Simplifying (2.36) further it can be

expanded to (2.37).
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(cosyl + jsinyl) + (Zl_ZO)/(Zl+ Zo) (cosyl — jsinyl)
Zin = Zo

— (2.36)
(cosyl + jsinyl) — (Zl_zo)/(zl+ Zo) (cosyl — jsinyl)

7. = Z, + jZytan (yl)
" °Zy+ jZytan (y1)

— (2.37)

As mentioned previoushpssy line y is equal to the sum of real a and imaginary 3
part. Hence a lossless transmission line can be delfipdéts R and G being zero and
the propagation constant will have only imaginary compbasndefined in (2.38)

while the characteristic impedance can be defined using)(2.39

y= (oD ({00 = joViC
_ L
= |

Similarly the reflection coefficient can be definedrag2.40).

—(238)

— (2.39)

I,(z) = etk —(2.40)

I(1)

—

o—

V(1)

*—]

I(n+1)

V(n+1)

Fig. 2.14 Cascading of RLC network

Fig. 2.14 can be represented in a matrix form wheréréimsfer characteristic for the
transmission line segment can be represented by axmelationship using (2.41)

[14] where ¥’ is the propagation constant aidis the line segment.
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cosh(yl) jZ,sinh(yl)
[T7.] = [isinh(yl)
Zy

cosh(y1) - (241)

Hence once transfer characteristic is known, theixnesin be expanded and solved
for the complete structure of the transmission linee |above equation works
completely for a generic transmission line. Howeveremnvhthere is an initial
condition/termination (either at source or load or amsmehin the path) in the
network, these initial conditions need to be suitablgluded in the generic
transmission line equations. Assuming the transmission df length I with a
source signal applied at x = 0 and a termination networkected at length’; a
suitable boundary condition at source and load pointbearewritten as (2.42) and
(2.43), respectively.

[V(0)] = [Vs] = [Z][1(0)] —(242)

V(D] = [Mioad] = [Zioadl [1(1)] —(243)

Here [V{ and [Vi.ad are the open circuit voltages at source and load caspby
while [Zg and [Z .ad are the circuit impedance at source and load oféhsork.

If there is any discontinuity in the transmissiomeli the entire transmission line can
be conveniently broken into different pieces while thacalntinuity can be
represented by a suitable formula which can be found ang its S-parameter or
through measurement using vector network analyzer. Th#&cada of the
transmission line can be represented as in Fig. 2.1% @sinimpedance matrix
defined in (2.45) and (2.46) for transmission line, apaat wktrix derived out of S —
parameters for the discontinuity. For the transmissline, Z, y, | are the
characteristic impedance, propagation constant and lengtiedfransmission line

while T, is the T — parameter representation of various disuaties and can be
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obtained after the computation of S-parameters of (2H#.S-parameters help in

defining the discontinuity and its direct multiplicatiasith other transfer functions.

Hence the entire transmission line can now be defisety (2.47).

Fig. 2.15 Cascade representation of transmission litediscontinuity

[T12 T11Ty — T12T21]

Sia 512] _ T2 Taz |
= — (244
s sel= | F I (2:44)
T, Ty
cosh(yily)  Zyisinh(y,ly)
[FTLl]: Sinh(]/1l1) — (2.45)
—_— cosh(y,1;)
Zo1
[FDiscontinuity] = [T21] _(2-46)
cosh(y,ly)  Zy,sinh(y,l,)
[FTLz]: Sinh(]/zlz) —(247)
————  cosh(y;ly)
Zoy
[FTL] = [FTLl] [FDiscontinuity][rTLz] - (2-48)

2.3.1 Lattice diagram for transmission line

The reflection coefficients can be used to determinedfiected and incident waves

along a transmission line as in Fig. 2.16.
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Vs V Load

Rs l Transmission Lin l

Dielectric Materis R.

°§

Fig. 2.16 Transmission line for circuit siation

A Lattice diagram [15] is the most commonly used techniguealculate incident
and reflected voltages along the transmission line —oudiswity using circuit
theory. Assuming the reflection coefficient at thel éxand B of the transmission
line be defined using (2.49) and (2.50) while the propagation delaythis
transmission line is described using the reflection voltage and current at various
points of time in the transmission line can be desdribsing Figs. 2.17 and 2.18,
respectively. The Lattice diagram has been used to atdcthie crosstalk at the far
end and near end of the transmission line as describétk iappendix, hence a
background of the theory has been provided here in ordéevelop and simulate

the crosstalk for a transmission line.

_ R—-2Z)

"Rz ~e
_ (RL—-2)

TR Z) ~0

As discussed in the previous section, the velocity efpifopagation can be defined
by (2.51). This velocity is used to calculate the distaricéhe load and source
termination. However at t = O, the incident voltagel current at the end ‘A’ of the
transmission line can be defined using circuit theory rag2i52) and (2.53)
respectively, while the final steady value of the voltasyed current in the

transmission line can be defined using (2.54) and (2.55), resglgdti6].
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(o

vp =

 Eerr

Zo

V= Vet (557)
A src Rs + Zo
[, = Vsrc
A

_ RLoad
Vt_)oo Vsrc <Rs + RLoad

VS: VA (l +FB + FAFB)

t=4tpd

VS= VA (1 +FB+FA FB+FA FBZ+FA2F32)

t=6tpd

— (251)

—(252)

— (253)

— (2554)

— (255)

Vioac = C

t=tpd

Vioad= Va (1 +T)

t=3tpd

Vioad= Va (1 +TB)(1+TaTs)

t=5tpd

Vioad = Va (1 +Tg)( 1 +TaTg) (1+TA*I7)

t=7tpd

t=qu

Fig. 2.17 Lattice diagram for voltage
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lc=la ILoac=C

t = tog
lLoad=l1a (1-Ts)
Is=1a (1-Tg-TaTlg) t = 3lpd
t = 4tpg lLoad=1a (1-T)(1-TaTs)
Is=la (1 -Tg-TaTg+Ta g2+ A% T t = Blpq

load = la (1 -Te)(1-TaTg) (1 +Ta’T?)

t=6tpd

t=7tpd

t=qu

Fig. 2.18 Lagtdiagram for current

The Lattice diagram for the voltage and current refdecin the transmission line is
shown in Figs. 2.17 and 2.18 while Matlab plots of theagd and current lattice
diagram are shown in Figs. 2.19 and 2.20. Here the vo#iagece is assumed to
generate a trapezoidal signal with 3 V amplitude and 6.2ise/fall time with a
period of 10 ns. The source series resistpisRissumedo be of 25 Q while load
resistor is assumed to be of 150 Q for 88 mm length transmission line 66 Q

characteristic impedance.
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Lattice Diagram for 50 ohm, 88 mm transmission line
35

- Vtran(src)

Vtran(s) [
Vran(L0ad) \ﬁ

Amplitude (Volt.)

10 15

Time (ns)

Fig. 2.19 Voltage in transmission line fog R25Q, R. = 150Q

Lattice Diagram for 50 ohm, 88 mm transmission line

(Source)
(Load) —

|
tran

40 Itran

Current (mA)

5 10 15
Time (ns)

Fig. 2.20 Current in transmission line foy-R25Q, R. = 150Q
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2.4 Wave propagation in PCB using field theory

Before solving a transmission line using field theory stwasic background of the
theory (Maxwell's equation and boundary conditions) @guired. Similar to the
distributed network theory, the field theory can be a&gpét each of the segment of
this transmission media before integrating for the letawea and applying suitable

boundary conditions for limiting its problem space.

2.4.1 Maxwell's equation

Maxwell differential equations, which define magneticld‘ias_é, magnetic flux
density as H, electric flux density5§ D and electeidfas E can be expressed using
(2.56) - (2.59) in the time domain and its constitutivatiehs of (2.60) and (2.61)

where p,?and M are charge, electric and magnetic current density.

VXH= aB+j 256
VXE-= 9B M 257
v.D=p — (258)
V.B=0 — (259)
B= uf — (2.60)
D= ¢E —(2.61)

(2.56) - (2.59) can also be correspondingly defined witheresto integral equations
using (2.62) - (2.65) for providing alternate mathematisalutions. Another
fundamental equally important equation is the equatioroofiuity which can be

written as (2.66).
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—_ = 6 - —— > ——
ﬁé H.dl= —j D.dS— | J.as —(262)
C at S S

- — 6 - — —_—
jﬂ l:——deS— M.dsS —(263)
C at S S
jﬂ DE:j pdV —(2.64)
S v
}é B.dS=0 — (2.65)
S

-~ 0p
V.= —— — (2.66)

For a linear isotropic material charactedidy its permittivity €, permeability 4 and

conductivityo the constitutive relations can be defined using (2.67%9§2.

D= ¢E+ P —(2.67)
B= u(H+ M) — (2.68)
J= oE —(2.69)

Here ¢ and u are the permittivity and permeability of the medium wehil is the
electric conductivity. The permeability of the mediundéfined bydnu: x 10° H/m
while the permittivity of the vacuum is selected as 8.8510%2 F/m. The electric
and magnetic flux can be defined BS/ D and H, while E andeBttee electric and
magnetic field vector and. & the conduction current vector. Similaﬁ§/ P, electr
polarisation vector describes how the material isrs@d when an electric field is
present while M, the Magnetisation vector describes h@amaterial is magnetised
when a magnetic field H is present. For linear materidle polarisation as defined

by (2.70 is directly proportional to the electric field, where y. is the electric
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susceptibility. Similarly in linear materials, the magsegion is directly proportional
to the magnetic field as defined by (2.,Akhere ¥, is the magnetic susceptibility.
D= 80(1 + Xe)E = soer = ¢E —(2.70)

—

= u —(2.71)

Tl

B= uy(1+ % )H= noh,
The parameters g andy, are the relative permittivity and permeability of thaterial

respectively. Usually these are scalar properties bue tteas be defined in a vector
form to account for the variation in all three diiens as in (2.72) and (2.73) by a

3x3 tensor for a general isotropic material.

p, O 0
w=1[0 n, O —(2.72)
0 0 w,
ex 0 O
E = 0 sry 0 - (273)
0 0 g

(2.69) - (2.71) can be generalised as (2.74) - (2.76).

J= oE+ 1 — (2.74)
D= soer+ 6; — (2.75)
B= pourﬁ+ W — (2.76)

Here D) is the remnant displacement, which is the displacem#nen no external
electric field is present while 7Bs the remnant magnetic flux density when no

external magnetic field is present.
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2.4.2 Boundary condition

The boundary condition at material interfaces and iphlysboundaries require
special attention in order to describe any electromagmpebblem and often an
infinite boundary condition can be simulated using atefirsuitable boundary
condition. This limits the problem space for the exgtproblem. Based on the
permittivity (g), permeability (u), surface current densitys’XJtnd charge density (ps),

the field components_,> E,B, D and H continuity is defink there are two different
media where ¢, u ando are different, a boundary condition can be suitapjyliad.

The tangential and normal components arising out ofgiatefrom Maxwell's

equations of these fields can form an equation for theséincous media. At
interfaces between two media, the boundary can beibledanathematically using

(2.77) - (2.80) [17].

n,x(E,— E)= 0 —(277)
n,.(0, - B,) = p, —(2.78)
n, x (H; — H;) = 4 —(2.79)
n,.(B,— B,)= 0 — (2.80)

Of these four equations (2.77) - (2.80), only two are peddent. Hence these
equations can be combined to form two independent condifiamgher the current

density at the interface can be obtained as (2.81).

L 9
na.(d— %)= —% — (281)

Various special conditions for (2.77) to (2.80) can bevdd. Assuming no surface

current, (2.77) and (2.79) can be reduced to (2.82) an@®)(2@&spectively. The

electrical field pattern of a travelling wave can bardgef as in (2.84) [18].

-42-



Chapter 2 — High Frequency PCB methodology and Analysis

n,x(E,—E) = 0 —(2.82)
1
V X (H—VXE(x,y,z)> —k2e.E(x,y,2) = 0 — (2.84)

Depending on the solution for electric and magnetic fifldse conditions can be
analysed separately. Like, while solving for E the tatigercomponent of the
electric field has to be always continuous and thus (aB2ys gets satisfied. But

(2.83) can be represented using (2.82) and hence it aafibed as (2.85).

Similarly when solving for H, the tangential componefthe magnetic field has to
be always continuous and thus (2.83) always gets sdti$#e82) can be represented

using (2.83) and hence it can be defined as (2.86).

2.4.2.1 Interface between a dielectric and perfect cdaduc

A perfect conductor has infinite electric conductivity ahds no internal electric
field, otherwise it could produce an infinite current dengitythe dielectric — metal
interface as shown in Fig. 2.21, the boundary conmuitay the electric field E and
field displacement_’D can be simplified. Assuming thggme conductor in region 1,
then & and ) can be considered as zero. For a general time varymgﬁaandﬁ
becomes zero. Now using equations (2.77) - (2.80) witke imposed conditions,
(2.87) - (2.90) can be obtained.

—n,xE, = 0 —(2.87)
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—n,.D, = p, — (2.88)

—n,xH, = § — (2.89)

-n,.B, = 0 — (2.90)
W

€2 E H
o N 7, 2t T Don, 2t T Bon
ol — o, o s
Ex " Hy n

Fig. 2.21 Boundary condition for a microstrip line

The magnetic and electric field at any point in the spzae be defined by its
tangential as well as normal components; electricraagnetic field in the region 1
can be defined as (2.91) and (2.92), respectively.

E, = Ey+ By —(291)

Hy = Hye+ jHop —(2.92)

Similarly electric and magnetic field in the region @xcbe defined by (2.93) and
(2.94) respectively.
E, = Ep+ jEan —(293)

Hy, = Hy + jHyp — (2.94)

Here field uniformity is assumed for the microstrip lin@ce and core configuration.
As we know, any tangential component of the electrddfiis continuous and

uniform across a structureyE 5 while surface charge current,i) defined by the
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difference of the surface charge current and henge i = Js x A whered is the
normal vector. Similarly the normal component of thagnetic field is the same
across its boundary and hence, B B, while the difference of the normal
component of the flux density is equal to the surfacegehdensity and hencéP-
Din = ps. Applying these derived boundary conditions for the re@oand using
(2.91) - (2.94), we can calculate electric and magtieft as defined by (2.95) and

(2.96) in the media 2 using components of media 1 [19].
Ez = Elt + (pS + Sl—E)ll’l) - (295)

H2t = Hlt + \L X ﬁ - (296)

A boundary can be defined by either of the conditionsiePeElectric Conductor
(PEC), Perfect Magnetic Conductor (PMC), Absorbing Boun@argdition (ABC),
and scattering boundary condition. These boundary conditaire explained in the

following sections.

2.4.2.2 Perfect Electric Conductor (PEC)

A perfect electric conductor has= 1 and = 1 and as shown in Fig. 2.22 it can be
defined as perfectly conducting metal surfaced/d and 0/0n are assumed as the
tangential derivative and normal derivative for a surféioe boundary condition for
a perfect conducting metal surface defines its tangenkitrie field as zero
(represented as (2.97) - (2.100)) [20] and since the étgelric field being the sum
of tangential electric field and normal electric fielde incident electric field gets a
complete reflection. Hence the reflection coefftiat PEC is ‘-1’ with its absolute
magnitude of incident and reflected signal being the samile wia phase difference

of reflected signal is 180 degree out of phase with thdeant signal. This creates a
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perfect reflecting wall for a PEC media and is aldéedaas short circuit in electrical

parlance.

HEEEERRRRNANARREEEN

Perfect Electric Conductil

Fig. 2.22 Perfect Electric Conducting surface
AXE = —(297)
A.B=0 — (2.98)
A.D=p, —(2.99)
AXE= 4 — (2.100)

In the transient case under PEC, the tangential compariehe magnetic vector
also becomes zero. Whenever the initial conditiamiszero, the PEC condition can

be used and hence a general magnetic potential boundaryi@modin be obtained.

2.4.2.3 Perfect Magnetic Conductor

Here the tangential magnetic field is zero and sin@e toagnetic field is the sum of
tangential and normal magnetic field, the incident rneéignfield gets a complete
reflection. This boundary condition is defined by itseetion coefficient of ‘1’ and
hence the absolute magnitude of the reflected signdieissame as the incident
signal while the phase difference being zero. This caml¢an be achieved by open
circuit in electrical parlance and can be defined usihd@0@) - (2.104) [21]. A

perfect magnetic field surface is shown in Fig. 2.23.

Perfect Magnetic Field surface

Fig. 2.23 Perfect Magnetic Conducting surface
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AxH=0 —(2.102)
A.D=0 — (2.103)
A.B= 1 — (2.104)

2.4.2.4 Absorbing Boundary Condition

This allows the field modelling in an unbounded space. TatglViector contained

inside the boundary — area as shown in Fig. 2.21 canfinedias (2.105).
jﬁl.d§ + jﬁz.dg = jpdﬁ — (2.105)

HereD, denotes the value @ in medium 1, and, denotes the value @f in
medium 2. For a boundary condition, interface lineidthv‘dl’ can be considered to
be very small. Assumingto be the normal component Bfand ds is the area of
each base whilé is the normal unit. Hence the outward flux can be apprated
by (2.106).

(D — Dpy)ds = (D, — D,).Ads — (2.106)

By taking the limit over its boundary, (2.105) can berigen as (2.107).

A.(D; — D) = ps —(2.107)
The above equation shows that the flux density onfacirs changed by its surface
charge density. The magnetic field can be also edtablisising Gaussian theorem

and hence (2.108) needs to get satisfied [22].
A.(B,—B,)= 0 — (2.108)
Here the incident signal gets completely absorbed agwceh the reflection

coefficient becomes zero.
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2.5 Discontinuities in a transmission line trace

Any transmission line can be defined by its mode of propayaind these modes
can be classified as Transverse Electromagnetic (TiabdJes, Transverse Electric
(TE) mode, Transverse Magnetic (TM) mode and hybrid (abooation of TE and
TM mode) mode. The discontinuity in the transmissior tauses a change in the
TEM/TE/TM mode and signal would create multitudes of TE modes (known as
local fields) to satisfy the boundary conditions agsbut of these discontinuities.
Hence discontinuities can change the transmissienclharacteristics and deteriorate
the signal. The characteristics of a discontinuity alekanges with the increase of
frequency as the wavelength becomes comparable to thension of the
discontinuous structure. This discontinuity can be ddfum@ng parasitic elements of
the structure. The discontinuity arising out of straigie, right angle bend, fan-out
and via will be extensively described in chapter 5. Apannfthese there are many
more other types of discontinuities which are disalissethe subsequent sections.
These discontinuities can be characterised by thear8meters either using a field
or circuit solver. The S-parameter in its simplestnf can be generated using a
circuit solver using the impedance parameters of ttwiiti S-parameters help in
noise analysis, transmission characteristic and ess@nassociated with all these
trace discontinuities/configurations. A device can beulately modelled using
frequency response such as S-parameters; hence the n®{masa have been
calculated and plotted in this chapter and chapter 6 usinfileBDsolver. For a 2-
port network as shown in Fig. 2.24, the Z-parameter ielactrical circuit can be

defined using (2.109) - (2.110).

Vl lell + lelz - (2109)
Vz = 22111 + 22212 - (2110)
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4O > 2-port network < Oy
V]_ VZ
lo ol

Fig. 2.24 Z-parameter for a two port network

b
Z<=7, a by 2 | a
AAAN- O O
T _ T 77
V. 2-port network v, L= %
b !

Fig. 2.25 S-parameter for a two port network

Similarly using Fig. 2.25 the S-parameter can be defined usihifji(Rand (2.112),
where @, & are incident voltage at the port 1 and 2 respectivelyewdiand b are
reflected voltage at the port 1 and 2 respectively.

b; = S04+ S1pa, —(2.111)

b, = S,;a,+ S,a, —(2.112)
Using (2.111) and (2.112), we can obtain the refleciiosh transmission coefficient
as (2.113) for input reflection coefficient, (2.114) fdorward transmission
coefficient, (2.115) for output reflection coefficterand (2.116) for reverse

transmission coefficient while applying the conditian=2Zs = Z,.

by
511 = a_l - (2113)
a,=0
b,
S21 = — —(2.114)
al a,=0
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b,
512 = a_z - (2115)
a;=0
b,
522 = — - (2116)
az a;=0

S-parameters can be expressed in terms @f Zi;, Z»» and %, impedance
parameters in (2.117) to (2.120) [23]. This can be coewtlyiimplemented using a

Spice program or Matlab software.

(21— D(Zyp+ 1) = Z13Z4

Si1 = — (2117
WU (Zy+ D(Zyp+ 1) — Z1375 ( )
27
Syy = 12 —(2.118)
(Zy1+ D)(Zyy+ 1) = Z13Z5
27
S, = 21 —(2.119)
(Zy1+ D)(Zpy+ 1) = Z13Z5
Z+ 1)(Z,,— 1) —Z,Z
5, = (Z14 (Z,, ) 12421 _ (2.120)

S (Zy* V) (Zgp+ 1) —Zyp7o

Minisolve has been used to generate S-parameters usingif@l@rocedure. The
time domain signal is used as a source for various stascadrsection in the present
chapter and chapter 6. This signal generates a 5 @Hawadth signal if its Fast
Fourier Transform is obtained. This can be verified giginMatlab script for Fast
Fourier Transform (FFT). A matching lumped component, whsckavailable in
Minisolve tool, corresponding to the characteristic impeeaof the structure is used
to terminate at its input and output. The structure defmitising metal plate and
dielectric material has been provided in discontinuitpckl description. The

equivalent structure has been defined in Minisolve uss@built library. The time
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generated signal as shown in Fig. 2.26 has been used adtatgevsource from its

Minisolve library.

Guassian signal

Source signal

Amplitude (volt.)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Time (ns)

Fig. 2.26 Gaussian source signal

The incident voltage is obtained from that of an inéilyi long microstrip line, while
the reflected voltage is obtained from the differeniche open-end voltage and the
incident voltage. The infinitely long microstrip line helpsavoiding higher modes
of the generated signal near its discontinuity so¢ these higher modes could not
have any effect on ;5 and $; parameter calculation. Any voltage and current
response, i.e. incident/reflected signal can be repiesgeas (2.121) and (2.122).
Here a and Rk are residues whilec and p are poles of the function which can be
used to describe a transient signal. Here nis 0, 1, 1.wiNde M and L are number

of poles and At is the sampling interval used to define the function.

-51-



Chapter 2 — High Frequency PCB methodology and Analysis

M
V, = Z ay eSkMAt —(2121)
k=1
L
I, = Z by, ePKnAt _(2122)
k=1

Applying Fourier transform for (2.121) and (2.122) of theseag®$ and currents,
the frequency domain current and voltage response can haeobts (2.123) and
(2.124). The time domain to frequency domain conversion éas bbtained using a

Matlab script.

_ Ak
I(f) = _ b —(2.124)
©j2nf — py '

After obtaining the frequency response of voltage and durie@nincident and

reflected signal, 9, S parameter is calculated using (2.125) and (2.126).

_ Vlref(f) _
S Vi) (2:125)
521 — VZref(f) ZOl(f) _ (2126)

Vlinc(f) ZOZ(f)

Here Vi and Vet are the incident and reflected voltages at the cornelpg ports
while Zp1 and %; are the characteristic impedances of microstrip latgsort 1 and
port 2. These S-parameters are generated for a numbienesf based on different
time steps. The passivity of the response is checkeddwdrethe passivity violation
arises and can generate an unstable and erroneous rithtegrabe modified using
interpolation of its data at all of its frequency whitaintaining its causality. If all of
the §; and $; parameter converges within a defined error - range, $heand $:

parameters are accepted as correct. After obtaining dheerged § and $;
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parameter, vector fitting algorithm with number of polasthe range of 10 - 12
available from Matlab is applied for correctly defining tbharacteristic. Similarly
S; and S, parameters are obtained and since all the structuresyammetric, a

sanity check is performed for;:S= S, and $;1 = S As a reference, the S-
parameters for these structures using Ansoft based HEB®4ds been obtained so

as to verify these results.

2.5.1 Trace over split plane

A typical split plane [25] as shown in Fig. 2.27 asise a complex multi layered
board which has a number of power/ground planes. Fortamaimg signal spacing
and length of the trace in the signal bus it is nmésgble to route an impedance
controlled signal entirely on one plane and instead itoisted across various
reference planes, sometimes crossing two different powground planes. The S
and $1 parameters of a 250 um width and 7.5 pm thick microstriptiace routed
over 125 um Fr4 prepreg of the dielectric constant 4.4 aviplit reference plane of

30 um gap has been shown in Figs. 2.28 and 2.29 respectively

Plane; . P

=1 F

Fig. 2.27 Trace configuration in split — plane
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S, Parameter for a trace routed over split planes
0 T T T T T

ol S, parameter |

151 i

20 i

30 i

Amplitude (dB)
N
[6)])
|

40 |- i

45| i

_50 L [ [ L L L [ [ L
0 0.5 1 15 2 25 3 3.5 4 4.5 5

Freq. (GHz)

Fig. 2.28 $; parameter for a trace routed over split — plane

821 parameter for a trace routed on split planes
0 T T T T T
821 parameter

-0.005 - h

-0.01 i

-0.015 - i

Amplitude (dB)

-0.02 - i

-0.025 - i

-0.03 ! I I ! ! I ! ! I
0 0.5 1 15 2 25 3 35 4 4.5 5

Freq. (GHz)

Fig. 2.29 $; parameter for a trace routed over split — plane
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2.5.2 Tee-junction

This type of discontinuity is often found in fan-out BOnfiguration, impedance
matching network, stub filters and directional coupler. Aswa in Fig. 2.30, its
main arm’s characteristic impedance can be definedyinwhile the side arms’
impedance can be defined using.Z'he 9; and $; parameters of a T-junction with
250 pm width and 7.5 pm thick microstrip line trace routest 425 um Fr4 prepreg
of the dielectric constant 4.4 are shown in Figsl2aBd 2.32 respectively. The
perpendicular edges contribute surplus capacitance while additinductance is
contributed by its additional current flowing through itspesicular length. The
parameters involving the circuit representation of gjdnetion can be defined using

(2.127) - (2.130) [25].

N
2

Br

N
2

%)—--———--e-
e Y

E n:1
w, |
Fig. 2.30 — a Tee — junction Fig. 2.30 — b Equivalent circuit
% _ 085 |1 2Z°1<f>2 Lot (2.127)
D, . Ly, fp1 Ly, .
d, Zy Zy < f )2 Zoi| Zon
—=05- 1005+ 0.7 -16 — 025 —|— ] — 017In—| — —(2.128
) [ e zo) " 7 i (2.128)
f\° [1 Zo1\2 d, 2

ni=1- 7 (— —(—) ¥ <0.5——) l (2129

(fm) 12 \7, D, (2129)
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f 2
|[ 1+ O.9Inﬁ+ 4.5ﬁ — ]|
BT ;\,1 81'+ 2 ZOZ ZOZ fpl dl
=551 = —(2.130)
Yoz D1 T 4ae ( 132"1) 20 (Z"z) | -2
—44exp(—13=2) - =
l p ZOZ T]O J

Here d, f, and A are the equivalent parallel plate line width, first higher order mode
cut-off frequency and the guide wavelength of the mici$tre. Subscripts 1 and 2
represent series and shunt lines respectively. In tbeeabquations, Dand f; are
defined using the relation (2.131) and (2.l88ere 1 is characteristic impedance in

air, 377Q and h is the thickness of the substrate in mm.

— neh —
D, = (ﬁ) (2.131)
f= 0%/ inGHz ~(2132)

S11 parameter for a T-junction trace

0 T T T T T
S11 parameter

10k 4

15L i

201t i

Amplitude (dB)

-30 *

-35 -

-40 ! I I ! ! I !
0 0.5 1 15 2 25 3 35 4 4.5 5

Freq. (GHz)
Fig. 2.31 $; parameter for Tee — junction trace
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821 parameter for a T-junction trace
0 T T T T T
821 parameter

-0.01 i

-0.02 - i

-0.03 - i

-0.04 - i

Amplitude (dB)

-0.05 i

-0.06 - i

-0.07 ! I I ! ! I ! ! I
0 0.5 1 15 2 25 3 35 4 4.5 5

Freq. (GHz)

Fig. 2.32 $; parameter for Tee — junction trace

2.5.3 Open end

This situation as shown in Fig. 2.33 usually arises whérace terminates at a test
pad for signal testing. Here the TEM field does not sibphe boundary but gets
carried away for a while (Al) due to its fringing field effect. The electric field am
open end trace configuration penetrates some distarncef the trace length once
the trace is excited. The magnetic field generated buhe excited signal gets
decayed at some distance within its trace length. Fig. sh8%s the § parameter
of a 250 um width and 7.5 pm thick microstrip line traceedwver 125 pm Fr4

prepreg of the dielectric constant 4.4.

| T
T§ : T
Open trac Open tras l
4. ¢
—‘ —> oy m— I ’
CAl

Fig. 2.33 — a Open end trace g. EB3 - b Equivalent circuit
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S11 parameter for open end trace
0 T T T T T
S11 parameter

-0.01

-0.02 -

-0.03 -

-0.04 -
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-0.05

-0.06 -

-0.07 -

-0.08 ! I I ! ! I ! ! I
0 0.5 1 15 2 25 3 35 4 4.5 5

Freq. (GHz)

Fig. 2.34 $; parameter for open end trace

As shown in Fig. 2.33, the open end impedance can beedefising (2.133) where
w is the width of the trace, h is the height of the substrate, ¢ is the relative

permittivity of the substrate, k is a multiplier constand G is the capacitance of
the open end trace. Additional formulas (2.133) - (2.136) provide a relationship

between additional length Al and substrate height.

Al e,
Z.=k Ver — (2133)
Cp
Al _ §1& 85
a= bbb — (2.134)
0.8544
081 + 026 (W/h) + 0236
&, = 0434907 m— — (2.135)
081 — 0189 (W/h) + 087
0371
v/
() )
=1+ 33T (2.136)
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1-9413/5
05274 tan™! [0.084(W/h) l
53 = 1 + ET(.)é9236 - (2137)
1.456
£,= 1+ 0037 tan~t [0.067 (/1) ] X[6—5exp{0.036(1— &)}]  —(2.138)
§5= 1-0218 exp(-75%/,) — (2.139)

The open end becomes particularly significant at higheguency of operation

where it behaves like antenna.

2.5.4 Steps in width

Because of space constraint near Ball Grid Array (BG#&)d Grid Array (LGA)
balls or space constrained area, this situation oftesesahowever this creates a
mismatch in the characteristic impedance. The tsdwewvn in Fig. 2.35 can be
considered as open circuit end with junction inductaaicéhe discontinuity. The
junction capacitance {and junction inductanceslcan be defined as (2.140) and
(2.141) which in turn definesiL L, as (2.142) and (2.143) [27]. wiLis the
inductance per unit length of the microstrip for widtha® defined using (2.144) and
(2.145). The & and $; parameters of a 150 pm and 250 pm width and 7.5 pm thick
connected microstrip line trace routed over 125 um Frérpgeof the dielectric

constant 4.4 are shown in Figs. 2.36 and 2.37 resphrctive

T,

Trace DScdnﬂnuny L L,

“u 4 é
W 4 ﬂ W > 1
L v ~~Cs

Fig. 2.35 — a Step discontinuity in trace widtlrig. 2.35 - b Equivalent circuit
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- Wi _ _ _
G = Jw,w, [(10.1Iogsr + 2.33) w, 12.6 loge, — 3.17| pF (2.140)
2
L, = 0.000987h (1 - /—) — (2.141)
_ Lwl
L, L L, — (2.142)
_ LWZ
L, T L —(2.143)
v ér
Lyy = Z, 2 — (2.144)
G
81'
Lwz = Zez “C:z — (2.145)

S,, parameter for a trace of different width step
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Fig. 2.36 $: parameter for the step discontinuity
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821 parameter for a trace of different width step
'009 T T T T T T
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Fig. 2.37 91 parameter for the step discontinuity

2.5.5 Discontinuity by gaps

This situation often arises when two different trabesat a close space and this
becomes a source of crosstalk. This gap can be représsntecapacitor circuit as
shown in Fig. 2.38. For a narrow gap structurgc&h be reduced to zero. A useful
and intentional application is the gap coupled antenngmulesig. bow-tie antenna.
Assuming s being the spacing between two traces and g tierwidth of the trace,
the equivalent capacitanceg &d G are related to &Genand Gqq USing (2.146) and
(2.147), respectively. However,efen and Gqq can be defined using (2.148) and

(2.149) which in-turn can be defined using (2.150) - (2.153)32B,
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Trace €
—' _ — ~Cp C,T
->5854—
Fig. 2.38 — a Gap in trace Fig. 2.38 - b Equivalent circuit
Coven = 2C, — (2.146)
Coaa = 2C, + C, — (2.147)
Coaa (pF/ | _ (& \*® /Sy
o ( /m = (%) (W) exp(ky) —(2.148)
Ceven pF _ N I
T( /m | =12 (%) (W) exp(k,) — (2.149)
Here m, = = [0619log(W/,,) — 0.3853] — (2.150)
And ko, = 426 —1453log(V/,) —(2.151)
w 0.12 S
m, = 0.8675; k, = 2.043 (ﬁ) for 0.1 < =<05 — (2.152)
o 156 1; ke=197 003 fr05<S<10 2.153
me = (W/h)o16 ; ke = 1. w/h or 0. =5=1 (2.153)

The S; parameter for 250 pm trace width and 7.5 pm thick micpétre trace
routed over 125 um Fr4 prepreg of the dielectric congtants shown in Fig. 2.39

while its corresponding gparameter can be shown in Fig. 2.40.
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S,, parameter for a trace with gap
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Fig. 2.39 $; parameter for a gap in trace

S, parameter for a trace with gap
'20 T T

T

821 parameter

Amplitude (dB)
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2.5.6 Shorted end

This is used to provide EMI, EMC protection in PCBs by theafsa metallic plate.
A shorted trace configuration and its electrical egeiacircuit are shown in Fig.
2.41. Assuming the width ‘w’, height ‘h’ and thicknessdf'the bonding material in
mm, the equivalent circuit can be defined by a simpletjan inductance as (2.154)
[30]. The Q; parameter for 250 um width and 7.5 um thick microstrip Inaeet
routed over 125 um Fr4 prepreg of the dielectric congtdnhas been shown in Fig.

2.42.

2h W+t
L = 0.2h |In + 0.2235

+ 0. [ — (2.
o h 05| innH (2.154)

i

Fig. 2.41 — a Shorted end trace Fig. 2.41 - b Equivalent circuit
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< 10° S,, parameter for a shorted end trace
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Fig. 2.42 $; parameter for shorted end trace

2.6 Conclusion

The PCB manufacturing techniqgue with the high frequencyachenistic of its
various components has been described here. The PCE chvided into its major
components such as ICs, traces, dielectric media,,cade etc. All these individual
components in a typical PCB have been simulateddavide band of frequency. As
is the case in a PCB environment, it is important tautate the PCB for its
behavioural accuracy, this chapter reviewed different appesasuch as circuit and
field theory to produce simulation outputs. For limitihg froblem space and hence
efficient resource usage, different boundary conditionge relso been described.
Based on the frequency of operation and its required agcuaad resource

availability, either the circuit or field theory orhgbrid approach can be selected to

-65-



Chapter 2 — High Frequency PCB methodology and Analysis

obtain its result. The S-parameters of various configurathave also been obtained
and shown here in order for the completeness of tii& iR@delling. After obtaining
the S-parameter of the circuit, it can be embedded anstistem solution for its
completeness. As PCB design and manufacturing is alegmpne consuming task
with significant production cost, even a very slightrd® in the range of millivolt
of the expected signal behaviour can cause a new rewsidre PCB because of
many EMI, EMC, ESD regulations conducted by several naltioodies such as CE,
FCC, UL around the world, and it often brings cost icgtion, lost capitalisation of
the timely delivery in the market, a delay in product easé puts enormous amount
of pressure on the product designer. Hence it becomesioppitetant to know the
behaviour of their individual PCB components over a rarigeequency, that too in
a 3D environment during its design phase well before prodwcipysical board.
The full field solver described in the next chapter cdier these solutions in

advance.
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CHAPTER 3

COMPUTATIONAL ELECTROMAGNETIC METHODS

The core of the modern electromagnetic engineeringstdving 3D problems
directly or indirectly is based on Maxwell's equaticas defined in (2.56) — (2.59)
and their constitutive relations of (2.60) and (2.61) je numerical solution to
these equations is known as Computational Electromag(@EM) [2]. Full-wave
CEM methods approximate these Maxwell equations numigticghen no initial
physical approximation have been made. The performancgentonnects in PCBs
can be obtained accurately only by solving it through Mabsvefjuation in three
dimension, this is often known as full field solver. eThull field solver is
computationally expensive tool and is potentially very aateufor its possibility to
simulate 3D objects while considering metallic intercahnend dielectric
components, but it requires an enormous amount of resofmcsimulating a large
sub-circuit or an entire board. At the expense of awgurto reduce the
computational resource, the three dimensional repr@semican be reduced to a two
dimensional field solver by considering strips or shbftsiniform and finitely thin
cross-section. The majority of the commercial safevtools fall in this category.
However a hybrid technique, 2.5D has been applied without comging on
accuracy and yet yielding an optimum use of computaticesdurces. Here the
complete structure is discretized using an approach basésimmaximum frequency

(minimum wavelength) of the operation, required accuranog computational
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resource availability. This discretization of the problspace is also termed as
meshing. It subdivides the complete geometry into a latgeber of fine/coarse
elements. The meshing may be achieved either as oresiomal or two-
dimensional surface elements (often triangles), etiienensional tetrahedral
elements, a regular polyhedral or hexahedral grid, dependitigegoroblem and the
method applied. Each element of the meshed geometrsnassai simple functional
dependency on its neighbourhood for its completenesgereral, the accuracy of
the method is related to its resolution of discréitza(i.e. mesh size). The finer is
mesh, the better is accuracy of these methods anck henits simulation result.
However the largest mesh size (alternatively, thesti geometrical resolution) is
limited by the available computational resources. The CieMtion is based on
dividing the structure by a multiple of around ten segmeeats wavelength for
one/two or three dimensions [3]. For curved surfaces,gihideline can become 100
segments or more per unit square area. When very aediglat data is required, a
finer mesh may be used at least near the inhomogesretthie discontinuity of the
problem space e.g. via, bend, edge etc. Although full-wavbeaastshare the basic
idea of discretization, and have been able to provieErageneral framework, there
have been developed different implementations basedeoretfuired accuracy, the
total simulation time, the type of results required] #re frequency bandwidth. The
electrical characteristics of a physical structurehef system are affected by the
frequency of operation. If the frequency of operatiosnsll, the simulation is quite
straightforward and the physical or dielectric structuresdnot have any bearing
while the complete structure can be simulated by assumirgjngle lumped
component or at the maximum of a number of lumped conmienélowever for

large frequency of operation (e.g. in 100s of MHz or GHgeawhich leads to a
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wavelength of fraction of mm), every structure and corepomf the PCB has its
own effect and here distributed circuit (with R, L, GParameters) [3] comes into
picture. The electromagnetic field can be primarilywed| either by the frequency or
the time domain approach and methods. The frequency donediod works on the
principle of generating the frequency response of the mysie to the maximum
effective frequency. In order to obtain transient €mesponse, this entire range of
frequency response has to be Fourier transformed. Howlaseapproach requires a
significant amount of computational resource. This besotess efficient when
system is wideband, since a frequency domain response pravstdstion only on
the frequency of interest. In the time domain methloel,required data is calculated
directly in the time domain and hence it is valid oasewideband frequency. This
approach is only limited by its computer resource requirenagart from the

bandwidth of the incident pulse and the time sampling usddveloping the model.

3.1 Computational Electromagnetic modelling approach

Verification of the EMC compliance for a product invelbuilding the prototype of
the PCB and testing them as per various regulatory bediels as CE and FCC
regulations, however sometimes a system can be sedu&td these field solver
methods can be applied for modelling, verification andirigspurposes. Typical
simulation methods simulate the design at high frequencyelectromagnetic
behaviour and simulate the surrounding effect of physiuadldéelectric structure. In
general, these methods should deal with following requrgsn

1. Geometrical features - The software and its apmicashould be capable of
modelling various types of objects and shapes, including ogreesipsed, semi-

enclosed regions that are commonly found in a PCB enveahm
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2. Material properties - EMC problems have a wide rangenaterials and the
software and its application must be capable of dealitig man-uniform, nonlinear,
lossy and anisotropic materials.

3. Physical scale - It is not unusual in a PCB desidrat@ a problem that is infinite
in extent or very long trace length passing through manytgpdiscontinuities and
modelling these fine features available in a PCB (&h@,and densely routed trace
on a multi-layered board or thin wires or narrow pland$)e software and its
application must have adequate facilities to deal with &s well as coarse features
and open/closed boundaries.

4. Time scale — The developed application should provideubotver a wide range
of time or, conversely, a wide range of frequencies.s&h®eols should have an
adequate and efficient coverage over a broad band f&l imd EMC purposes
within an accuracy limit.

Based on these requirements, following field solver owthhave been deployed
across industries, academia.

1. Finite — Difference Time Domain modelling method [4]

2. Method of Moments modelling [5]

3. Finite Element Modelling method [6]

4. Boundary Element Modelling method [7]

The principal application for these methods dealing widttromagnetic problems
lies in calculating and solving guided waves, scattering ameénna modelling.
However microstrip, stripline and other embedded trarsamslines can also be

simulated through these tools.
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3.1.1 FDTD modelling

The Finite Difference Time DomainFDTD) technique starts with a discretization of
the entire space based on finite difference in spadetiate domain. A pair of
differential equations (Maxwell [8] or Telegrapher [9) donverted to a group of
differential equations that needs to be solved for staggeme and space intervals.
These segmentations can be performed using cells of aagdé@lr different sizes, in
different directions, and of regular or arbitrary shapesirectly approximates the
differential operators in the Maxwell curl equations,agrid staggered in time and
space._'Eand_I—TfieIds are interleaved hys/2 relative to each other while propagating
in discrete timeAt, whereAs andAt are the spatial and temporal discretization. The
E-field is updated at (n+A} using the previous Eeld at t = nAt and H-field at t =
(n+1/2)At while H-field is updated at t = (n+1/2)At using the previous H-field at t =
(n-1/2)At and E-fieldat t = nAt. A 3D representation of FDTD (also known as Yee’s

diagram [10]) is shown in Fig. 3.1.

Eui, j+1, k+1)
Ei, i, k+1) \ —
Hy(i, j+1, k+1)/Ez(i, j+1, k+1)
B/, i+1,K) ‘
Hy(i, i+1, k+1)
[P S 1 S R L E(i, j+1, k+1)
- | B kD)
Hy(lv Js k+1)1? i
- Hy(i, i+1, k+1)
B, K) I
w— Ei, J+1, k)
EGLik) || | B
z L Hy(i-1, j+1, k+1) \/Ez(l-l,ﬁl, k+1)
y E,(i-1, j+1, K)

Fig. 3.1 Yee’s diagram
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In a 3D FDTD, each electric field is encircled by fouagnetic field components
and is only defined at a whole number of time step; sityiach magnetic field is
encircled by four electric field components and is onlyngef at a multiple of half
time step. For a uniform, isotropic and homogenous medtia mo conduction
current the field components in the x-direction carob&ined as in (3.1) and (3.2)
using Maxwell's equation and finite difference approximatj@h, 12]. Similarly

other field components can be obtained.

p i |, At Yy it Yy
ik TG RE T Ay | i+ 1k 7 ik
At 1 1
_—lHy nr /2 —Hy nt /zl —(31)
Az Lj,k+1 i,j,k
o R ST
x - x y .1.1k_ y .1.1k_1
i,k ik HAzE T o
At n n
~ iy Bl = Belij = 1.4] (32

In comparison of other frequency domain based method,DFBTquite efficient

because of its time domain response and its simpli€itis @application with lesser
memory requirement however FDTD technique unlike TLM teglmisamples the
electric and magnetic field components at staggered spaaetime which can

decrease the accuracy of simulation results.

3.1.2 MoM modelling

The Method of Moments (MoM) was developed in the early 18®@0ghe simulation

of electromagnetic fields and interconnects in the ®egy domain. This method is
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theoretically based on the volume integral equationive@r from Maxwell's
equations and divides a complete system into a numbeatesEonnected nodes. If
the solution for these nodes can be calculated therentire region can be solved
using tangential field components at the interface betveese nodes’ subsection.
The simulation with the MoM method employs a frequedomain mixed potential
integral equation (MPIE) [13] or Electric Field Integiduation (EFIE) [14] and
Rao - Wilton - Glisson (RWG) basis functions [15] tbe mathematical formulation
prior to the discretization. Since surface currenttherconductor are unknown to be
solved by the numerical method, these surface curremtdisoretized by the rooftop
expansion [16] and with the help of integral equation aedotiundary condition on
the surface, these integral equations are solved. Heresh represents a primitive
grid like cell of triangles and rectangles for discraian.

The underlying integral equations (either MPIE or EFIE) gi&ineen’s function can
be used to solve a wide range of electromagnetic probf@reen’s function G [17]
can be defined as (3.3vhere § is dirac delta function and its solution can be

obtained as (3.4).

X gt k[P
G (r,1) = =T —(3.3)
(V2 + w?pe) 4F,7'") = —4ns(7 —7') —(3.4)

The general solution for electric field and magnetitdfigsing Green’s function can

be obtained as (3.5) and (3.6).

E(N) = Eo(r) + joon j Ar') GFLPY) dv ~(35)
v

H(r) = Hy(r) + jlr’) [VXGF,7)] dv’ —(36)
\"
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The MoM method can be applied to a microstrip line waisuperconducting strip of
finite thickness. In order to guarantee field continuitye Hppropriate boundary
condition must be enforced through a selection of seit@xeen’s function. The
efficiency and accuracy of the momentum simulation, ctvhare a trade-off
relationship, directly depends on the operating frequendy raesh density. The
MoM incorporates a radiation condition that is basedt®udistance, i.e. the correct
behaviour of the field far from the source is proportigadl/r where ‘r’ is the radial

distance. The method is important when developing thetisn for radiation or

scattering problems. The working variable is the curdemsity, from which many
important antenna parameters (impedance, gain, radipatterns etc.) may be
derived. However using Somerfield potential [18], efitidormulations may be
derived for stratified (layered) media. Some examples minted circuit board

components, antennas, and feed networks (e.g. micrasthpdlogy).

3.1.3 FEM modelling

The Finite Element Modelling KEM) is one of the methods for solving
electromagnetic partial differential equations and daandle inhomogeneous
materials and complex geometries with ease. In gemerstucture (assuming a
structure with constant permittivity, permeability and conghig) is divided into
finite elements which can completely define the surfakier its division, an
approximate function can be defined. With a suitable basistibn, unknown
approximate coefficient and its linear combination (oroa-tnear combination if
necessary) the whole structure can be analysed. ddhiges the solution to a single

equation with some unknown approximate coefficientsceSthese are approximate
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coefficients, a residual function or a special vaviadi function can be used. Based
on the obtained solution from an approximate coefficid@ nature of the function
can vary. A more appropriate residual or variationalcfiom can be weighted
function (function multiplied with a number of propeeighting functions). While
exploiting a properly weighted function as much as thecqimiate coefficients, a
set of simultaneous linear functions can be obtainedhaman uniquely provide a
solution of the problem space at every point in théefielement. Next integrating
over the area of interest, a global approximation ef gblution can be obtained.
Typically triangular elements are used for surface nseshe tetrahedrons for
volumetric meshes, although many other types of elesrmnmat available. Triangles
and tetrahedrons have certain attractive propertiescratbe best summarized as
having the simplest geometrical forms with which two-disienal and three-

dimensional regions can be meshed.

Fig. 3.2 Triangular meshing of a microstrip line

As shown in Fig. 3.2, the entire microstrip line candbeded into quadrilateral or
triangular or any suitable sized finite elements whégetic field and magnetic field
over the microstrip line can be defined by (3.7) and (3i8hg x-dependent

electric/magnetic field. Herey” is the propagation constant. After deriving the
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electric and magnetic field at a particular elemerigegration can be performed to
obtain the solution for the entire space. The siz¢he$e elements should be less

than one-tenth of the smallest wavelength for theadiof interest.

E(x,y,z,t) = E(y,z) e/®t=Y* —(3.7)

H(x,y,z,t) = H(y,z) e/®t=Y% —(3.8)

The FEM method is based on Helmholtz equation [19] wbahbe represented by

electric Field E as defined in (3.9).

v X (iv XE) - w’eE= —joj; ~(39)

Here u; and . are the relative permeability and the complex peivitift of the

medium respectivelyf,i is the applid current, and o is the angular frequency in

radians persecond. & = € — jo/o includes the result of the induced conduction
current(oﬁ), with o being the conductivity of the medium. Assuming the

computation is performed at a large distance from teasisource thefs becomes
zero. At a large distance located from the source H#élenholtz equation can be

redefined as (3.10).

1 3}
V x (H—v x E) _ k2, E=0 ~(3.10)

Herey, and ¢ are the relative permeability and permittivity of thedium, and the

free space wave numbery ks defined as, = w+/(&y1,). In order to solve a
problem using the FEM method, the equivalent variatipnablem as described in

(3.10) can be solved by satisfying (3.11) [8].

F(E) = %ffﬂ [i (Vv x E).(V x E) — k2¢,E E] —(3.11)
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Assuming a wave - propagation in x-direction and using (3.(3)11) can be

rewritten as (3.12).

-3

—

% E).(Vex E,) — k2¢,E .E"
- (3.12)

*

e e e ]

+—(VtE + jkyE) . (VeEx + jkiEy)

These above expressions contain transverse compointmg electric field (& and
E,) while E defines the longitudinal field component of the propagatiagew

FEM can handle two different types of problem, Eigen yaml(source-free) and
deterministic (driven) problems. Problems without angrmal (or external) field
source falls into the category of Eigen analysis prohlé&igen analysis applications
are neither time nor frequency but rather Eigen valueaitosolvers; using a simple
transformation, it is possible to include operating fregyein a waveguide
simulation, to compute dispersion curves. The FEM owtprovides an efficient
solution when dealing with a large number of ports. Deit@stic problems analysed
using FEM involve a source and then the response dttheture to this excitation
is computed. This represents a very large class of elteagnetic engineering
applications of the FEM, including antenna, radar crosseseamicrowave circuit
and periodic structure analyses. Traditionally, the Hidd been formulated in the
frequency domain, although the time domain formulatian @lso be used for
specialized applications. Based on the FEM theory, akweimpanies have been
marketing their commercial products e.g. Ansoft base8 $1package, Field solver

from Ansys, Femlab, Comsol multiphysics from Conetal
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3.1.4 BEM modelling

Boundary Element Method (BEM) is a numerical technique d&dotaining
electromagnetic solution and this method has a histoapaout six decades. Similar
to other electromagnetic numerical techniques, creatigme or surface meshing
is the first step in solving the problem. For solving thebfmm using boundary
element method, the geometry of the problem needs toelsked at its surface to
define the problem. Hence a mechanism is required toecegaartificial boundary
and then the model can be defined using a wired mesh acsuriesh. The basis
and principle of the boundary element method liesenREM method and this often
becomes the starting point for creating a mesh. Becau&EM matrices being
based on surface meshing, the BEM technique is quite effiticcomputational and
memory resource usage and has been used in commertigrsosuch as Hailey
Simulation Program with Integrated Circuit EmphasisRHEE). In translating a 3D
model into 2D surface meshing, it is assumed that the eohliiomain is
homogeneous. However if an inhomogeneous domain need to fineddethe
complete problem space can be divided into several snwmilerdomains, having
different material properties. The field potential iB@ space can be defined using

(3.13) while equivalence can be obtained in 2D spacefeeddy (3.14).

1 .
Q= = in a3D space —(3.13)
¢ = 1I ! ina2D 3.14
= 2nn<r) in a2D space —(3.14)

To perform the integrations over the entire surface,bundary is divided into a
number of elements with k nodes in an element. Maimgithe inter-element

continuity of the slope requires cubic spline or somtablé function describing the
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boundary [20]. As mentioned previously the whole problpate can be discretized
using tetrahedron, rectangular and triangular prisms.pfdiglem in the discretized
space can be defined using the relationship of its excitatiida Laplace operator as
(3.15).

{p=f —(3.15)

Here { is the Laplace differential operatdyr,is the unknown quantity and f is the
excitation applied on the function. The total electietd in the external space of the
boundary can be solved using boundary integral equationi)(&here G(r) is the

Green'’s function as defined in (3.17) [21].

Eroral = js (g—iG(r)—Eag—S))dS — (3.16)

e —ikr

4nr

G(r) = —(3.17)

(3.16) is the starting point for the boundary elementhoekt Once the function E
and its normal derivative are known at the boundagn the solution at any point in
its interior can be calculated. However for a defipesblem, either E or its normal
derivative should be known but both are difficult tocao#éte. The advantage of the
BEM method over FDTD, MoM and FEM method lies in lkss computational
resource consumption even with an approximately equal aocilnecause of small

and dense matrix. This makes BEM more suitable for 2[ngyle 3D problems.

3.2 Conclusion

Various numerical methods involving CEM techniques fougs as full field solver
have been described here to characterize a 3D TEM pradgane. The advantage

of the CEM technique over circuit theory solution swah Spice or analytical
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approach lies in generating an accurate behaviour, takimg aotount of its
surrounding effect that can be relied for proper funatigraf the system apart from
developing a solution for various EMI/EMC regulatory purpo3ée circuit theory
on the other hand provides a solution at the basic modeiingserifying the
function at a higher level and the solution being indepenad its operating
frequency can have some error while an analytic sold#@nprovide a quasi TEM
solution that is a hybrid of the circuit and field thgoin this chapter various 3D
methods such as FDTD, MoM, FEM, BEM have been descmii@dh are often
used for 3D modelling and simulation of PCB components. Bathese methods
has their own strengths and weaknesses. FDTD is usavi® the problem in time
domain while MoM, FEM and BEM solve the problem in thegfrency domain at a
specific frequency in one iteration. FDTD is widely dise the PCB characterisation
for its time domain apart from its simplicity and lkesssesource requirement for the
analysis over a wide frequency range. MoM and FEM aex usr far field
modelling in the frequency domain. Apart from these usetiniques, the finer
meshing plays a significant role in an accurate solutimpending on the problem
requirement and resource availability, time domain teclesiduave an edge for PCB
solution due to its unlimited frequency band simulation. Tingthod which is based
on time domain and is a perfect alternative of FDTBeiscribed in the next chapter.
TLM was selected because of its simplicity to soMaxwell's equations in
electrical domain where all electrical theorems camplied. The TLM method has
the advantages of sampling electrical and magnetic faltiee same position unlike
the staggered position of FDTD technique, its inhereriléjadue to the passive

circuit definition and a wide bandwidth simulation.
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CHAPTER 4

Transmission Line Matrix Method

The TLM [1] is a numerical technique for simulating amc&iomagnetic field
through an equivalent circuit model. The method is basedhenequivalence
between Maxwell's equations and the equation for voltagkcurrent on a mesh of
two-wire transmission lines. In this thesis, the Tlbddsed in house developed
software Minisolve has been widely used for simulatingosstalk and its effect on
logical behaviour in a true PCB environment using the intiegraf 1/0 buffer with
interconnects, various trace configurations and IC packagimg TLM method has
been selected due to its wide bandwidth operation, its e&s@umerical
implementation (particularly for anisotropic media dsmuundary conditions over
existing FDTD methodology), inherent stability becauspasfsive circuit structures,
in-house developmental expertise. Unlike the FDTD, théviTinethod allows
sampling of the electric and magnetic field at the saoiat, this can provide an
accurate result for some conditions such as fine ndestnacture in addition to the
advantage of TLM for its calculation simplicity andn& domain usage. In 1971,
Johns and Beuerle [2] first described the TLM metho@dapproach to solve a two
dimensional scattering problem. Since then, the melhgdeen extended to a three
dimensional scattering problems (making a basis for 80 §olver tool) for a range
of inhomogeneous, non - linear or frequency dependant ialatdB]. Any

transmission line can be discretized over a numbenall step-size so as to make
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the distributed RLC parameter lumped. The TLM method asessh (consisting of
transmission line segments and nodes) mechanism based on the segment length (AX)

vs. the maximum signal frequency of interest which isvided by (4.1). As
illustrated in (4.1)He finer is mesh Ax, the higher would be the accuracy of the TLM

method.

Ag| .
Ax < % —(41)

Here Aq 1s the wavelength for the media consisting of dielectric constant &.

The segmentation of a transmission line based on thdengih has been shown in

Fig. (2.12) and its derivation have been described incse2tB.

4.1 Development of 1D TLM model

The TLM can be related to the wave propagation [4] usingips. The propagation
of the electric/magnetic field and its equivalence lezteical circuit parameters has
already been explained in section 2.3. Using (2.30) argl), the solution can be
thought of as two waves, one propagating in the positivelisection and the other
in the negative x - direction. A transmission linghmts source and load can be

represented as in Fig. 4.1.

Fig. 4.1 Transmission line analysis using [RLGC]

In the TLM, the entire space is discretized and heihcean be equivalently

represented as in Fig. 4.2 in its pictorial form whitegtectrical equivalent is shown
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in Figs. 4.3 - 4. Here a time step for the wave to propagate can be defined as At =
(LC)*2, while L and C are time dependant parameters and Re Goadependant on
time. Hence R1 = Ry = R, Gha = Gy = Gysa. In @ TLM discrete form [5], (2.30)

and (2.31) can be written as a sum of two differesitage/current waveforms at
time step k and can be represented as (4.2) and (4.3) whHre) is the incident

wave voltage from the left on thé'xmode at the & time step while, Vi (x) is the

incident wave voltage from the right on tHenode at the 'ktime step.

WV(x) = Vi) + Vi(x) — (42)

lei(x) - kVZi(x)
Zy

il (x) = —(4.3)

As per TLM equationsV/(x) can be represented as the sum of its incidenage/

and reflected voltage "Vhence its reflected voltage can be defined using (4.4) and

(4.5).
ki (x) = V(x) — lei(x) —(44)
k+1V2T(x) = kV(x) - kvzi(x) —(45)

Using (4.2), (4.4) and (4.5), the reflected voltage can peesented by its incident

voltage as (4.6) and (4.7).
eeaVi (X)) = V3 (x) —(4.6)
ka1Va (X) = 4 Vi(x) —(4.7)

In Fig. 4.2, Z for representing the impedance associated withenrand 4 for
representing the impedance associated witgnkn:can be defined using (4.8) and

(4.9) [6] where & is the characteristic impedance of the transmidsien

At
CSegment = Z - (48)
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AtZg
Lsegment = P - (49)

R

Fig. 4.2 TLM representation of a transmission line

Fig. 4.2 can be subdivided into three separate sectionslddty, circuit 1 with
source voltage as represented in Fig. 4.3, circuit 2 evith [RLGC] component as

represented in Fig. 4.4 and circuit 3 with load resissaepresented in Fig. 4.5.

k|1 R

Fig. 4.3 Equivalent circuit for source circuit

|
kln R
+ i +
2.VL', 2R,
«VL, ’ |::|G «Wh " [«WVWR,
Z, Z,

Fig. 4.4 Equivalent circuit for [RLGC] circuit

k|n+l
—

|::|G kVnet [RL
Zs

+
2VL '

Fig. 4.5 Equivalent circuit for load circuit
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Applying Kirchhoff's voltage and current’s law in Fig. 4.3, wan write (4.10) and

(4.11). Solving (4.10) - (4.12), voltage and current can be fouhdin (4.13) and

(4.14).
s — khiRs= W1 —(4.10)
WVi= 2, VRE+ L L(R+ Z,) —(4.11)
kV1 - kVRl - kllR = O - (412)
Vs 2 VR!
Rs  R+Z,
KW= I —(4.13)
Rs  R+Z,
V, —2,VR!
=20kt — (414

Similarly (4.15) and (4.16) can be derived and the incidelage at the next time-

step can be described as (4.17).

WRi =2, VR:+ I,Z, —(4.15)
WRY= VR, — ,VR! — (4.16)
wilVRY = VLG —(4.17)

Similarly applying Kirchhoff's voltage and current laws ilg.F4.4, we can write

(4.18) and (4.19).

2, VLY 2 ,VRL
ZkTTn 4 ZkTTM

Zo R+2Z,
Vo = T, L, —(4.18)
Z R+Z,
v, —2 VR
_ k'n k n _
il = (R+Z,) (4.19)
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Assuming an ideal transmission line, the total voltagheteft side of the segment
kVLn is the same a&/n. This can be represented as in (4.20). Similarly the siglet

voltage in the segment can be represented as in (4.21).

NAERNA — (4.20)
WR,= 2, VRL+ I,Z, —(4.21)
The reflected voltage can be derived using (4.22) and (4.23).

VLL = Vi, — VL —(4.22)

WRL= VR,— VR, — (4.23)

The voltage incident at the node n from its left attime step k+1 is the same as the
voltage reflected at the node n-1 to its right atiitetstep k. Similarly the voltage
incident at the node n from its right at the time dtef is the same as the voltage
reflected from left of its node n+1 at the time steprkese can be written as in

(4.24) and (4.25).
k+1VLin = WWRy_4 —(4.24)
k+1VR£1 = WVl —(4.25)

Applying Kirchhoff's voltage and current law in Fig. 4.5 f¢s load, we can write
(4.26) and (4.27). Solving these equations we can derive volsagd.28) and

current as (4.29).

2, VL = wnZo— (Vi1 = 0 — (4.26)
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R,
2, Viny,
Zo
kVn1 = T, 1.c —(4.28)
% Ry
Va+1
el = = R”L* —(4.29)

TLM modelling is based on the current and voltage equicaldar magnetic and
electric field where Maxwell's equations deal with thegnetic and electric field.
Using TLM the propagation of current and voltage can Iséyedefined at a spatial
time and space and after a scalar multiplication esehcomponents electric and
magnetic field can be obtained. Any propagation medium @ndleéctromagnetic
property can be modelled by unitary circuit or cell netwontansmission lines and
their interconnections - called TLM nodes, which cander the problem discrete in
space and time. Voltage (which is an analogous formeatrét field) and current
(which is an analogous form of magnetic field) signalppgates from node to node
in the scatter and connect method until it reachesbdtsndary condition. As
proposed by P. B. Johns any TLM propagation can be defined itsiagattering
and connect matrix and hence a complete TLM propagationbeasolved using
matrix equations which are appropriate for a computatisokition. The complete
scatter and connect (for all nodes in its mesh) cadefi@ed by its corresponding
(4.30) and (4.31) using a derived relationship of its incidedtraflected signal in

time and space domain.
M = [S[V] — (4.30)

[Vii,] = [AlW] — (431)
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Here [S] and [C] are the scattering and connect matriegpectively whil&, and
V¢ are the reflected and incident voltage at time step ki Tan be considered as a
time-stepping method, which is similar to the FDTD roettlut has been derived in
an entirely different manner. The TLM is generally l&ggp in a truncated region
(with a particular consideration of discontinuity)thre full electromagnetic domain
and a suitable boundary condition can be used to reprd®entgion beyond this.
Like other field solver techniques, TLM can also be appli® simulate
electromagnetic fields in the coupling of discrete amdpled components making it
ideal for a complete electrical solution. In the subsetsection, the 3D TLM

theory which is the founding principle of 3D problem anialys described.

4.2 Development of 3D TLM method

A 3D structure can be meshed using various methods; onerment technique of
meshing is using 3D cubes as shown in Figs. 4.6 and 4.7 igkewthe complete

structure can be represented using finite number of nodesd ban meshing

mechanism of (4.1).

Fig. 4.6 Cubical meshing of microstrip line Fig. 4.%pical SCN node
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Out of various TLM method for solving field propagation irmedium, the most
commonly used node in the TLM for a homogeneous strucsutieei Symmetrical
Condensed Node (SCN). However its generalisation canxtemded to Hybrid
Symmetrical Condensed Node (HSCN) or General Symmkttioadensed Node
(GSCN) [6] for a heterogeneous structure. The node @wesented by six
transmission lines of lengthl/2, having the same characteristic impedance and
propagation velocity with 12 ports consisting of E-field &hdield components. E-
field is defined as the field which is parallel to the pe&tion of incident pulse,
while the H-field is perpendicular to the polarisatidnnzident pulse. As seen from
its representation in Fig. 4.8 pulse appearing at port 1 of a SCN node takes 2At to
travel to a distance Al while the propagating wave in free space is defined by its
speed of light, c. Hence the velocity of propagatioraispace of 3D SCN node
becomes c/2. The propagation of the wave in a 3D steidam be solved using
charge and energy conservation theorem. Johns &} a&ve determined the 12 x
12 scattering matrix relating "V(reflected voltage) to 'V (incident voltage)
heuristically as in (4.32). All the elements of atem@ng matrix can be obtained by
understanding the coupling path of a three dimensional culaci. rAssuming an
incident voltage pulsg (x,y,z) of 1 V in the x-direction (resulting in fieldEwith
current in the z-direction because of the log*R-P12-Ps (resulting in field H), this
incident voltage can couple to port 2, 9 and 12 (the »ctickelectric field and the z-
directed magnetic field). Similarly this incident voltaggn also couple to port 3 and
11 (y-directed electric field and z-directed magneti@fieAn amount ‘a’ may get
reflected out of this incident voltage. Because of thensgtrical positioning of the

port B and B, an amount ‘b’ may get coupled to these portsafitl B) while an
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amount ‘c’ can get coupled to port,,PSimilarly an amount ‘d’ may get coupled to

P; and ‘-d’ to port 1. Hence the scattering matrix can be defined using (4.32)

P
P12 /@M
E ; Pa
VST
P, | ] s
) EE— S| S Em—————— Plo
Ps / :
=1 || y
. 5 : X
Ps - b, L,
Ps z
Vi (x,y,z)T lVf (x,y,2)
Fig. 4.8 A symmetrical condensed node with field ports
fa b d 0o o0 o0 o b 0o d c)
b a 0 0 0 d 0 c -d 0 b
d 0 a b 0 0 b 0 0 c -d
0 0 b a d 0 -d c 0 0 b 0
0 0 0 d a b c -d 0 b 0 0
0 d 0 0 b a b 0 -d o 0 0
0 0 o d ¢ b a d 0 b 0 0| 432
0 0 b o -d 0 d a 0 0 b 0
b o 0 0 0 -d 0 0 a d 0 b
0 -d 0 0 0 c b 0 d a 0 0
-d 0 o b 0 0 0 b 0 0 a d
b -d 0 0 0 0 0 b 0 d
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Considering the fact that for a lossless network, totatlent power is equal to the
total reflected power, hence'S is equal to |, identity matrix while ‘T’ is the
transpose of the matrix. Now solving the matrix foossless network, the following

equations (4.33) - (4.36) can be derived.

a’+ 2b*+2d*+ c¢?=1 —(4.33)
2b(a+c)=0 —(4.34)
2d(a—c)= 0 —(4.35)
2ac+ 2b% —2d2 =1 — (4.36)

The expressions of (4.33) - (4.36) do not provide an uniqueigoland hence an
additional constraint (based on Kirchhoff's current adtage law or Maxwell's
electric and magnetic field theorem) should be imposediniquely solve the
coefficients. Considering Kirchhoff's current law forettx-directed port of the
condensed node and that there is no storage of chardee imode, J can be
considered as zero. Further b, lIs and k> can be represented in terms of applied
voltage, M (assuming Y = 1 V) and its impedance, ,Z Considering these

parameters, (4.37), (4.38) and (4.39) can be derived.

IX: 11+ 12+ 19+ 112 _(437)
avy

poza b b, e 439

1~ ZO ' 2 = ZO ! 9 — ZO ' 12 — ZO ( . )

Using (4.37) and substituting the valuesi9i4, I and k», we get (4.40).
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(lL—a)=2b+c — (4.40)

Similarly applying Kirchhoff's voltage law on the voltadop consisting of port 1

and assuming no storage of magnetic flux in the nodeaweet (4.41) - (4.43).

I/Z = - Vl + V3 + V12 - Vll - (441)
ol

v, = Za_tz - (442)

Vl = (1 + a), V3 = d y V12 = C, Vll = _d - (443)

Solving (4.41) and (4.43) can result in (4.44).

(l+a)=2d+c —(444)
Using (4.40) and (4.44), unknowns of (4.33) - (4.36) casdbeed, and the solution
of unknowns is obtained as a =0, b = 0.5, c = 0 and®&. Thus a voltage scattered
at a port can be simply achieved using the matrix (4.3@)based on the value of
these parameters, we can rewrite the scatteringxrfatra symmetrical condensed

node as (4.45) [9].

(0 1 1 0 0 0 o 1 o0 A 0)
1 0 0 0 0 1 0 0o -1 0 1
1 0 0o 1 0 0 0o 1 0 0 0 1
0 0 1 0 1 0 10 0 0 1 0
0 0 0o 1 0 1 0o -1 0 1 0 0
0 1 0 0 1 0 1 0 A 0 0 0

s=1/2| 0 0 0o -1 0 1 0 1 0 1 0 0 |- (4.45
0 0 1 0 10 1 0 0 0 1 0
1 0 0O o 0 1 0O o 0 1 0 1
0 1 0 1 0 0 1 0 1 0 0 0
1 0 0 1 0 0 0o 1 0 0 0 1
\0 1 10 0 0 o0 1 0 1 0
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As per Huygen’'s theorem [7], these scattered voltagesnhe incident voltages for

adjacent ports at the next time step.

(x y+1,2)

/7

(Xv Ys Z-l)

7 17 v
xLy,2) — ' ‘%—( —t [ty 2

i

N

(XV y‘ Z+l)

(Xv y-lv Z)

Fig. 4.9 Wave propagation in 3D TLM node

The incident voltage at next time step for a 3D TLMi@docated at coordinate (X, Y,
z) can be obtained from Fig. 4.9. Based on this figureindident voltage equations
containing 12 x 12 matrix can be represented using a matisaityasiolvable matrix
w1[V'] = [C] (V']. These connect voltages at each of their 12 - pore baen
defined in matrix (4.46). Once we know these [S] and [Cirimjaone can find the
incident voltages at the next time step for these 1% pgoytn their last time step

incident voltages.
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[ k+1V1i(x1y1Z) \
k+1V2i(x1y1Z)
k+1V3i(x,y,z)
k+1V4i(x1y1Z)
k+1V5i(x,y,z)
k+1V6i(x1y1Z) =
k+1V7i(x,y,Z)
k+1V8i(x,y,z)
k+1V9i(x1y1Z)
k+1V1i0(x,y,Z)

k+1V1i1(x1yiz)

\ k+1V1i2(x1y1Z)}

4.2.1 Field solution using SCN node

kaz(xJ’ —-1,2) \

WV (x,y,z = 1)
kV1T1(x_ 1,y,2)
Ve (x,y,z—1)
W7 (x,y —1,2)
Violx —1,y,2)
WVe(x,y + 1,2)
Wi (x,y,z+ 1)
WV (x,y,z+ 1)
Velx+ 1,y,2)

kV;(X + l,y,Z)

\ WV (x,y+ 1,2) ]

- (4.46)

The electric and magnetic field at any point in the hmean be defined using

incident wave voltage and current. Considering the x cuicevoltage Y or field

Ex, this can be obtained as (4.47) or (4.48) using its Theveninadent voltage in x

- direction as in Fig. 4.1Mere Al is the unit cell length. Similarly y - directed and z

- directed voltages yand \; can be obtained as (4.49) and (4.50) [10].

Pz,

..................................

Po -

Py

TIZ T|9 Tllz

Fig. 4.10 Equivalent Thevenin configuration for SCN node-indirection
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Electrical superimposition theorem can be used to sblelectrical circuit of Fig.
4.10. Applying Kirchhoff's voltage law in Fig. 4.10, we camite the following
electrical equations as defined in (4.47) - (4.50). Since ¢ataént in a loop is zero,

we can write the closed loop current equation of (4.51)

V, = 2Vi — 1,7, — (447)
V, = 2Vi — 1,Z, — (4.48)
V, = 2V — 152, — (4.49)
V, = 2Vi, — 1,Z, — (4.50)
b+ L+ I3+ 1,=0 — (451)

Using (4.47) - (4.51), the voltage Yh (4.52) can be derived.

oo (A Vi Vi V)

4 > — (452)
M+ i+ e+ V)
Ei=— Al — (453)
Similarly other field components can be obtained as 464 (4.55),
_ (VH Vit Vit V)
E, = — N — (454)
Vi + Vi + Vi + Vi
EZ: _( 5 6 7 10) _(455)

2Al

For calculating the output current in the SCN node, &£i§.can be segmented and

represented in their individual plane as Fig. 4.11.
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P12

Py

Fig. 4.11 Scattering in x-y plane Equivalent Thevenin network

The magnetic component can be obtained by the curmminty through the circuit.
These X, y and z - directed current can be obtained ffam 4.11 and their
equivalent Thevenin network. Applying Kirchhoff’s curreawlin Fig. 4.11, we can
solve for the loop current from (4.56) as defined in (4.57). The obtained current
equation can be used to derive the equivalent magnetic freldhance these

magnetic field can be defined by (4.58) - (4.60).

(2Vi —1kZo) + (2V5 = 1,Z,) — (Vi + 1,Z,) — (2Vi+ 1,Z,) = 0 —(456)

_ (- Vet V- V)

) - ~ (457)
Ho= (V= Vet Vi— V) /ZZOAI —~ (458)
H, = (Yot Vo= V2= Vo) /ZZOAI ~ (459)
Ho= (V= Vig+ Vi - Vg)/ZZOAl ~ (4.60)
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4.2.2 Stub modelling

Any inhomogeneous media with cubic node grid media 1 (g1, u1) and media 2
(g2, u2) results in different speeds of propagation and can lgedsasing appropriate
open or short circuited stub to its node [8]. The spreedure can be applied to a
non cubic node. This propagation speed variation can be llegbd®y changing
either € or u. However, changing these parameters results in a ehanglectrical
capacitance and inductance. Hence the line impedanoeefiia 2) can be replaced
by its parallel impedance combination of media 1 imped@p@nd stub impedance
Zs. By arranging the stub to length Ax/2 ensures that signal gets returned to the
network after one time-step. Any propagation media isacherized by its phase
velocity w and characteristic impedancg. Assuming a homogeneous media with
its dielectric permittivity & and magnetic permeability u, its velocity and
characteristic impedance can be defined in terms of ipmotance G« and
inductance k. Figs. 4.12 - 4.14 illustrate the electrical equivalerae various
types of stub. The stub length is set to Al/2 (and time step is set as At/2), the round-
trip time from the node to stub and baoknode becomes At. When a pulse enters a
node, it scatters into the link-lines and its stub, how#we signal can be assumed to
be processed only after a time step because of its stuthas it can account a time

delay to the node.

S R N 1 I
7 a7

Fig. 4.12 Open circuit stub Fig. 4.13 Short circuit stubig. 4.14 Lossy circuit stub
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Similarly the inductive stub can be defined using a stub heofil/2. A lossy stub
can be defined using a resistive element while the heogthis resistive element (in
the form of a lossy transmission line) is infinitdbng so that the incident signal
never gets reflected and assumed to be absorbed. Thetaapa ¢ for x-directed

node is defined as in (4.61).

Cy = 4_ hz Al 461
xT EgT e = E (4.61)

As mentioned previously, the capacitance and inductan@yfsegment can be

defined by (4.62) and (4.63) respectively [6].

At

CSegment = Z - (4-62)
AtZ,

Lsegment = T - (463)

Cy, segment X-directed capacitance ang degment X-directed inductance for the 3D node
is defined by the combined capacitance and inductance difkhines R, Pi,, P,

Py as in (4.64) and (4.65) [6].

At 2At
Cx, segment — 4XCtl =4 (22 ): 7 - (4-64)
0 0
AtZ,
Ly, segment = 4 XLy =4 < 2 ): (2At Z,) — (4.65)

The capacitance of the stub can be deduced from itscpakitance/inductance as

seen from its node, hence the stub capacitance be¢dr6és

2At

Ci= elAl— C,= e€Al— — (4.66)
ZO

Similarly the stub inductance can be defined as (4.67).

LS= pAl— L, = pAl— 2AtZ, — (467)

-103-



Chapter 4 — TLM Methods

Now the capacitive stub can be defined using an equivatinittance while the
inductive stub is defined using an equivalent impedance for @thematical
representation and calculation convenience, hencedimttance for a capacitive

and impedance for an inductive stub have been defined i) @6@84.69) [11].

2CS Al 4

¢ = =2 —— — — (4.
o= 30 T %y Z, (4.68)
gi= 2k _ 5 AL, (4.69)
*x= At - Mo o '

The additional parameters in a free space media hasp@aance of Zand velocity

Vo and its velocity and characteristic impedance can beatkés (4.70) and (4.71).

1
v, = — (4.70)

v/ €olo

7,= |2 — (471)
€o

For easier calculation, it becomes convenient to defieecharacteristic of any
propagating medium with respect to free space. Hencestthe capacitance and
inductance can be normalized against the air medium.eH@ng8) and (4.69) using
(4.70) and (4.71) can be represented as its normaliaeghanent of (4.72) and

(4.73) respectively [12].

2CS AlZ,  2eAl

pe = =2 — 4= — 4 —(4.72
T Ay, A VoAt (4.72)
2L Al 20, Al

L= X =9 — 4 = r — 4 —(4.73
= 7z At H7oat VoAt (4.73)

Similarly capacitive and inductive stub can be derived inapd z - direction and

these can be represented as (4.74) - (4.77) [6].
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2erAl

vy = m — (4.74)
Pe = if:—ftl— 4 — (4.75)
7k = zirAAtl _ 4 _ (476)
7L = zirAAtl _ 4 _(477)

These stub calculations enable an inhomogeneous mdaBanodelled with ease.

4.2.3 Heterogeneous media modelling with HSCN node usistybs

By adding inductive, capacitance and resistive eleménsspossible to model an
inhomogeneous media. The HSCN node has six extra poats @ the usual 12
ports when representing an inhomogeneous media and titerisgamatrix can be
defined as (4.78). These extra ports, 13, 14, 15 (represeapagitive stubs), 16, 17
and 18 (representing inductive stubs) can be representec adtlitional coupled
electric and magnetic fields B, E;, Hx, Hy and H. The time step taken by a pulse
along the seg@ent length Al/2 towards condensed node is set as At/2 where At is the
TLM time step. Similar to SCN node, all the elemesft$8x18 scattering matrix can
be obtained by understanding the coupling path of a three simmah cubical node.
Assuming an incident voltage pulgg(x,y,z) of 1 V in x-direction (resulting in
field Ex) an amount ‘a’ may get reflected out of this incidenttage at port 1.
Because of symmetrical positioning of the portaRd B, an amount ‘b’ may get
coupled to these ports{Bnd RB) while an amount ‘c’ can get coupled to port,. P
Similarly an amount ‘d’ may get coupled tg &d *-d’ to port ;. Because of the

incident signal at port 1 and port 1 generatipguid H components, there would be
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some coupling for x-directed capacitive stub (with amouhtae port 13 and z-

directed inductive stub (with amount ‘f’) at port 18.
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Using Kirchhoff’'s law and energy conservation, thesenomns can be solved [6].

e
26+ 79) " 24+ 24

— (479)

a=

—~~ —~~ —~~ Con)
o — N ™
(e} (e} Q [e6)
< < < <
N N N N
| | | |
©
o
A\
—~~
~
N
~
N +
<
N
AN
|
—~~ — ~—~~
O &) 3
S (N N
S+ S+ |+
< I < <
~ N ~
~
1] 1] I I
L) &) = N}



Chapter 4 — TLM Methods

f=2z4d —(4.84)
g= Yb — (4.85)
h= gz%:; — (4.86)
i=d —(4.87)
j= % — (4.88)

4.2.4 Field solutions using HSCN node

The electric and magnetic field at any point in the meah be defined using
incident wave and output fields and can be obtained usingrtwess similar to

output of a SCN mesh with an addition of stub in &sheof the direction.

\
é) @D @ é)
e H VX . L
” f Zo Zo I Zo I Zo ZC
Pg H X ¢ .
P

Fig. 4.15 Equivalent Thevenin configuration for HSCN node drdixection

Each of the transmission line segments can be repseseby its equivalent
Thevenin circuit. After normalising the stub impedance with we can obtain

normalized stub impedance and its inverse as normalized astofittance. The
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electrical equivalent circuit of Fig. 4.15 then can lwved using equivalent
Kirchhoff's law to find the voltage in its x-directicas obtained in (4.89) using the

methodology of (4.56). Electric field along x - directican be obtained as in (4.90).

2(Vi+ Vit Vi+ VL + YEVE
v, = (1 2 9 12 x 13) — (4.89)
4+ V¢

o 2(Vi+ Vi Vi Vi + TEVE)
X Ax (4+ Y¢)

— (4.90)

Similarly the electric field along the y - and z -atitions can be obtained as in
(4.91) and (4.92).

2(Vi+ Vit Vi+ Vi + YEVE
Ey - _ ( 3 4 8 All y 14-) _(491)
Ay (4+ YF)

2Vi+ Vi+ Vi+ Vig+ PFVE)

E, = _
z Az (4+ YF)

— (4.92)

For calculating the output current in the HSCN node, H®CN node can be
segmented in the x-, y- and z- directions and using ithaitcin Fig. 4.16, current
along x - direction can be obtained and defined in (4.93).

Hence the magnetic fieldHtan be obtained using (4.94). Similarly, B, can be

obtained as in (4.95) and (4.96).

2(vi — Vi+ Vi— Vi— Vi)

_ i} — (493
x (4Z,+ Z,2%) e
_ 2(Vi— vi+ vi—Vi— V) — (4.94)
x Ax(4Z, + Z,7%) |
2(-Vi+ Vi+ Vi— Vi — Vi
H, = ( 2 6 9 — 710 17) — (4.95)
Ay(4Z, + ZozsL/)
- 2(Vi — i+ Vi — Vi, — Vi) — (4.96)
z Az(4Z,+ Z,7L) |
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-]

Fig. 4.16 Scattering in y-z plane Equivalent Thevenin network

In order to completely define the media in TLM, thepdision present in the
dielectric media needs to be integrated in the TLM pwthThe dispersion
relationship for TLM can be expressed in (4.97) [13]eAfbbtaining its scattering
matrix from (4.99), the connection matrix C containing plane wave propagation
constants can be derived using (4.97). Heris khe propagation constant along the
transmission lines, d is the node spacing, | is the iiyentatrix, while S is the
scattering matrix and C is the connection matrix.

det[CS— &kdl] = 0 —(4.97)
Because of its characteristic polynomial containing exponential term as y = exp(j0)

of (4.97), the relationship (4.97) can be solved as aarBEiglue solution. Hence if
the coefficient B;, i = 1...N is known for an R order polynomial (defining all the N

numbers of port nodes), (4.97) can be written as (4133) 14].

N
CV) = YN+ > gyt = 0 — (4.98)
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4.2.5 Discontinuity in transmission line using field thery

Any discontinuity in TLM can be defined and solved based®type and location.

Fig. 4.17 shows the connecting boundary at two nodes [15].

Y
\ ‘>§

— = g
pZ %N of MM
a =SS AN = 2 i
: : Fu | ° :: X
A~ 4y QS [N I L R IR [y Ay 4 [ [ e

(media 2

(media 1

Fig. 4.17 Connecting boundary condition for TLM simudati

For a linear media, the total electric and magneticl ftan be defined by the sum of
its incident and reflected wave and hence (4.100) and1}.¢an satisfy these
conditions. Using the incident electric and magnettdfiits magnetic current and

electric current can be derived as (4.102) and (4.103).

Erotat = Einc + Eves — (4.100)
ﬁtotal = ﬁinc + ﬁref —(4.101)
M, = AXEp, —(4.102)
Js= A XEig — (4.103)

However, magnetic current and electric current carepeesented in the vector form

as (4.104) and (4.105) which can define the magneticedectric field. Magnetic
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and electric current of the previous expression can bainelot using (4.106) and

(4.107).

M= M, + M,2 — (4.104)

Js= 19+ )52 — (4.105)
—My = By - Ep= l(Mo+ Mo) - (PV+ V)] — (4.106)
. - - 1vr _ lvi Zvr _ Zvi

—3, = Hy; — Hp = Al (Vo Z o) (OV6 Z ) —(4.107)

l\_/I; and_.)'can also be obtained similar to (4.106) and (4.187)edined in (4.108)

and (4.109).
— - - 1 . .
M, = Eyl - Ey2 = Al [( 1V1r1 + 1V111) - ( 2V§ + Zvé)] — (4.108)

- _ ( 1V1r1 - 1V1i1) _ (2V§ - 2V3i)
Z, Z,

— (4.109)

Solving (4.106) and (4.107) for scattered voltages whifenabsing length to unity,

we can get (4.110) and (4.111)

Wy, = 1(l\7i+ 1)+ v 4110
10 — _E y ZO Jz 6 _( . )

1 — - .
2\ = E(My— Z,J)+ Vi, —(4111)
Similarly solving (4.108) and (4.109) for scattered voltagescan get (4.112) and

(4.113)
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1 — - .
V= S (M= Zod)+ 2V —(4112)

1 — - .
2\ = —E(MZ+ Z,d) + Vi —(4.113)

4.3 TLM modelling with a boundary condition

As with any other three dimensional field solver, Tiovthod defines its boundary
condition through its PEC (short circuit) element, ®bpen circuit) element and

ABC (matched) element using following equations of (4.114)116).

k¥ = 0 —(4.114)
eelVE = = VT — (4.115)
eVt = VT —(4.116)

If the media is non-dispersive and the angle of tli@ént wave is known, then
lumped impedance can be used to terminate the signaivigbeABC needs to be
applied at its terminating port [16]. Applying the boundarpdition in 3D SCN-
TLM node requires it to be applied at its two associaiedd pertaining to its port.
Like a voltage incident on port 1 of Fig. 4.8 hasaad H as its field quantities,
hence the incident impulse on the boundary, normal tblpwould be the function
of both electric and magnetic field. However a wageaation can be written using
either electric or magnetic field, hence one field ¢en sufficient to define its
boundary condition. The 3D TLM in this boundary concht@an be defined using a
simple 1D wave propagation by its electric fielgy/ich is transverse to the wave
propagating direction. For a dispersive media while implged with SCN
meshing, the frequency behaviour of the material propeldy aeeds to be

considered [17]. These are discussed in the followingoses.
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4.4 Modelling dispersive media

A PCB material can be defined as a dispersive mediaubecaf its frequency
dependant behaviour of the material’'s permittivity and pafmlity. Hence an
accurate behaviour of the wave propagation can only beewazhiwhen this
frequency dependant material characteristic is accoufbed This becomes
especially true at the higher frequency of operation. material contains molecules
which possess certain dipole moments. Whenever atrieléeld is applied, they
get aligned towards the direction of the applied eledieild. Based on transient
pulse application, which is often the case in TLM datian; these molecules align
for the direction of applied field. This time - varyiaignment consumes energy and
hence they are termed as dispersive media. The behanidese types of media
can be represented by various models such as the Debyel ¢18htz [19] and
Drude models [20]. Losses often can influence the tressgon line characteristics,
shifting its operating frequency. Hence accurate modellingbody be achieved with
well defined material characteristics. Electromagnieids in the frequency domain
can be described by Maxwell’'s curl equations while theaticeiship between
dielectric displacement current, the electric fietdl ahe polarisation can be defined
as (4.117). In the time domain modelling, the dieleclogs arising out of the
material characteristics can be related as the sumnogquivalent time varying

polarisation currentpd(t) as (4.118).

D= gkE+ P _(4117)
P -
Tpoi(t) = ﬂ - 44 = f(P.E) — (4.118)
A

Using Maxwell's equation, the above equations can badudgxpanded as (4.119).
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— - — — aﬁ -
jH .dS= GﬂH.dA+ EOET_UE A+ T,y —(4.119)
A A

0A

4.4.1 Debye model

A medium can be characterized by its frequency dependanitgpatynas (4.120)
where g is the permittivity of free space whilg(w) is complex permittivity
defined by (4.121) [21]. The commonly dielectric matefidhme Retardant 4 (Fr4)

used in the PCB manufacturing can be characterized etehplising Debye model

[22].
D= g (w)E — (4.120)
(@) = e = 122 = col) - 1 22+ (o) ~ (a121)

Here &(w) and o(w) are the frequency dependant relative permittivity and
conductivity respectively, €, is the permittivity as @ — oo, and y(®) is the dielectric
susceptibility. For a medium with a Debye dispersiotati@n, the dielectric
susceptibility is given by (4.122vhere & is the static permittivity when a static field

of zero frequency is applied and 1o is the relaxation time.

_EOO

- &7 fo
x(w) = 1+ jwr,

—(4.122)
Frequency dependant complex permittivity of (4.121) canelgeegated by its real
and imaginary part as in (4.125) and (4.126) when (4.t2B) be expanded to

(4.124).

. o(w) & — &n(w)
é(w) = en(w) — j e + Sl+jm0

— (4.123)

-115-



Chapter 4 — TLM Methods

é‘}(w) = &, — ja(w) + &5~ €0

(1 —jwTy) = €6 + =2 — jur,——2 —(4.124)

weg 1+w?27y? 1+w?2ty? 0 1+w?2ty?
ereal(g)) = (w) + Es T Ll £oo(@) —(4.125)
&% w) = en(w 1+ wiry? .
Aimag( ) _ , & — 500((‘)) — (4126
& T (w) = —joto 75— wiT,? (4.126)

Another important property to measure the loss introducedthby frequency
dependence of the material is the loss tangent or loss angle 6, defined by (4.127). As

shown in Fig. 4.18, it has been plotted using Matlab ltstidate the frequency
dependence behaviour of Fr4 dielectric with its dielectoostant, 4.4 in PCB.
Similarly the behaviour of the real and imaginary p&dielectric constant, 4.4 can

be shown in Figs. 4.19 and 4.20.

~imag
_ & (o)
tand = ————— —(4.127)
é\real( w)
T
Lossy behaviour for Fr4
0.025 T T T T T T
tan(8) - Loss
0.02
©
=4
8
0.015
0.01
0.005
0 1 1 L 1 L 1 L 1 L
0 20 40 60 80 100 120 140 160 180 200

Freq. (GHz)

Fig. 4.18 Tangent loss of dielectric for Fr4 using Debyéeaho
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Fig. 4.19 Real part of dielectric for Fr4 using Debye model

Eimag behaviour for Fr4
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Fig. 4.20 Imaginary part of dielectric for Fr4 using Debyedel
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This angle 6 defines the phase angle between the vector of the electric field E and the

vector of the dielectric displaceme_ﬁt D.

4.4.2 Lorentz model

Another method to represent the dielectric property isguai Lorentz model. This
model can be considered as the equivalence of a secded @ectromechanical
mass - spring damper equation. Assuming an electron masgokéd charge q,
friction coefficient ¢ and spring constant k, a seconder system can be described

by (4.128), while using a Fourier transform it can be emitih the frequency domain

as (4.129).

X py = E 4128
dt? “ac ™ (4128)

F(w) = ~Mw?*z(w) + jewx(w) + kx(w) —(4.129)

The applied force can be defined using electric field as @.13sing (4.129) and

(4.130), we can derive (4.131).

Fw) = qE(w) — (4.130)

q E(w)
M(k/M+ jC/Mw_wZ)

2(w) = — (4131)

This displacement can be related to the polarisatemtor througrf’: NgXx while

its susceptibility can be defined Bs )(eoﬁ. Hence (4.131) can be rewritten as

(4.132) or (4.133).

— (4132)
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2
£1%% — (4.133)

w) = w2+ 2jcw — w?
Here o, is the undamped resonant frequency, g is the relative permittivity at zero
frequency and,ds the damping coefficient. Using the inverse Laplaaasiorm of

(4.133), its time domain function can be derived as @.13

w2
x(t) = %e-wsin(t /wg - c5> u(t) — (4.134)
w?Z — ¢

The Matlab plot of imaginary and real part behavioun ahaterial’s susceptibility
for a material with N = 18 cm?®, w, = 18.56 x 18 rad/sec and,c= 1.856 x 18

rad/sec using Lorentz model can be shown in Fig. 4.21.

Lorentz model frequency response
20+

Xreal

151 Xin‘aginary

[Eny
o
T

a1
T

Susceptibility,

_lo 1 [ [ 1 1 [ [ 1 [ [
5 10 15 20 25 30 35 40 45 50

Freq. (GHz)

Fig. 4.21 Susceptibility behaviour of a Lorentz model
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4.4.3 Drude model

The Modelling of a material using a Drude model can be septed by a second
order equation as defined in (4.135) with its spring constaibeing zero. Hence

(4.135) can be represented as (4.136).

mi(t) + cx(t) = NqE(t) —(4.135)

Here c is the friction coefficient, m is the reduceass) q is the charge and N is the
charge density. But the plasma frequency o, can be defined using (4.13Tf © >> wp

then (4.136) can be rewritten as (4.138).

(1)2

-1 __ " —
glw)=1 wiT 00/ (4.136)
Ng?
2 - 1 —(4.137
Wp g (4.137)
2
e(w) = ey — Op —(4.138)

(1)2+ ]wC/m

The Matlab plot of imaginary and real part behaviouraomaterial's dielectric
(material withe., = 4.5,w, = 1.34x10° andt = 6.95x10") using a Drude model of

(4.138) can be shown as (4.139) and (4.140) and can thedoio Fig. 4.22.

Ereai(W) = €4 — Wp” —(4.139)
i '

w2 (UC/
Eimaginary(w) = w?* +p (wc;nm)z - (4140)
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Drude model for a material
10

Or Ereal
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Fig. 4.22 Drude model of a material with= 4.5

4.5 Conclusion

The in-house developed software, Minisolve is based onTtté method and is

described in chapters 5 and 6 for the analysis of a 98C8f interconnects and IC
packages. The TLM based solver was also used for thgsanaf crosstalk and its
switching effect in a complex routing environment of a PCTBe TLM based solver
in comparison of other available field solver techniquestes selected as field
solver technique for PCB solution because of its electregivalence and
associated numerical simplicity, time domain analysnherent stability of the
technique due to passive circuit definitions and the fa¢tRE® interconnect traces
has low Q values, in the range of hundreds of MHz dhemaximum of GHz. The

development of 1D and 3D TLM method in a PCB environmeti fequency
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dependant dielectric behaviour, field propagation in an igemeous medium has
been described in this chapter. Based on the homogenemi®mogeneous media,
various nodes such as SCN, HSCN and GSCN have beenbdds@nd the
application of these nodes for solving the wave propagaticm homogenous or
inhomogeneous medium can be developed. The description bas&D TLM
approach has been used to model and simulates these iBGBsious components
and configurations. Modelling of dispersive media for fipl&ation in prepreg and
core in PCB can be defined using the selection of apprepmaterial modelling
method. The comparison between these different mistenmodelling approach has
also been described here. In a PCB environment whegiadncy is limited to GHz
range, the Debye model can be used quite well to moded th€8B materials
because of its frequency dependant, simple and causal b&hespoesentation and

its accuracy in comparison of the physical model.
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CHAPTER 5

/O PORT MACROMODELLING

The Sl and EMC behaviour at PCB level can be accurdediped using a careful
observation, measurement and experimental setup. Howaveaccurate setup
requires a costly measuring instrument and an expertidle aplart from time
consumption, potential cost of damage. The modelling andlaiion of a PCB in its
equivalence can be an excellent alternative which carragenan equal behaviour
and sometimes predict the signal response for a denselglex board. The first
phase of the selection lies in an accurate 3D behaviaaridmg field solver tool
such as the TLM simulator. The TLM software shoultegrate the IC with PCB
interconnects in its entirety for representing the plete PCB simulation and its
intended function. The description and behaviour of RLCmpmnents,
interconnects, dielectric, various discontinuities rogerange of frequency, TLM
modelling methods can provide a physical-electrical reprasentof the complete
PCB system including intrinsic details of IC. Model measwsts are expensive
and time consuming task due to many devices being fragilesfdéSD and pin
density. In addition finding the suitable model within a tedi time cycle of the
board design can sometimes become quite expensive. dtgdgCircuits (ICs)
continue to become increasingly complex and represeti#ig behaviour without
the knowledge of internal architecture is a challengirgk.t®ue to intellectual

property privacy, the internal architecture can-not beealed. The Spice library
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models have all these details for accurate simulatimwever as the IC size
becomes larger, the Spice model becomes quite coraptexk is often encrypted so
that reverse engineering could not be achieved. Evetihdosimulation of one signal
of the IC, the entire IC needs to be simulated a®tla to integrate within the other
constraint of design as per requirements. A good trad&# between entire IC
simulation speed vs. memory usage can be obtainedhethlternate development
of IC macromodels or IBIS models where the transiercion of the IC or its
input/output buffer could be represented using some emipiocemula without
delving into the detail of the IC’s internal architectuda the functionality side only
input/output port information is necessary for obtaining Simulation of the
sensitive SI and EMC effects in fast digital circuit$ius an IBIS or macromodel
perfectly satisfies the requirement. Further a solut®sought from behavioural
models (macromodel or IBIS model) of the IC with tredestion of a suitable
simulation tool to simulate these SI/EMC effectsP@B environment at various
process corners (minimum, typical and maximum). Thpsgcess corners are
necessary to show the extreme application of the pdiyi€icat the simulation level.
The 1/0O behaviour from these IBIS/macromodel is represk by mathematical
expressions so as to be easily imported into circuntulsition such as Spice,
Verilog/VHDL, empirical tools and can be portable, aeterin a standard
simulation environment. These behavioural IC models tsaml®e combined with a
1D, 2D, 2.5D field solver tool for the analysis of fieldupling effects. Many times
the IC model does not work, it requires some design fixthaese create a necessity
for an in-house development of macromodel or IBIS medeth can be used to

solve the unavailability or inaccuracy issue.
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5.1 IC modelling

With time to market and printed circuit board-size beicgnsmaller and smaller,
system designers are struggling to release a product frooemioto reality in a
tightly budgeted time and within the constraint of goodad EMC. The need to
simulate before prototyping has become essential and thity aloil simulate
accurately is even more heightened. But in order to atend system - level board,
all components on the board need to be modelled. A mmaxtel [1] is a step
towards defining these components as input-output bufferdeéleasing the PCB
for its functionality. It consists of building blocksrfevery component of the system
with a mathematical model that can accurately pregsnbehaviour. The prefix
macro emphasizes that just the macroscopic behavidbe glystem as seen from its
inputs/outputs is described, while no information is retamedts internal working
and composition. While working at PCB level, each of teenponents can be
broken down into an individual component, defined by its awcromodel whether
it is IC or its connecting trace. The combination ifedlent macromodel can lead to
a complete system model of its PCB. One method ofloewg the macromodel is
based on Mpilog [2]. However a macromodel design basedpilog involves
various steps. Firstly the component is characterizétl w measurement or a
numerical evaluation of its behaviour, either in timeetior in the frequency domain.
In either of domains, the output response is foundnjouti waveforms. The obtained
characteristic can be used to create the macromaisisiiep is called identification
and aims to minimize the error between the given datbthe macromodel response
with a suitable choice of the model coefficients. Demerated model can then be

used in a simulation environment to perform the analysigiired by the PCB
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design. Fig. 5.1 shows the modelling of the IC withoalinear response function

defined ad = F(O, v) where © is parametric vectors and v is the voltage.

A

Ny i A
—> —> i=F(@O,v)

\'

111
Ly

Fig. 5.1 Modelling of a device

5.2 IC port macromodelling

IC ports can be classified into input (receiver), ouffrainsmitter) and power supply
ports. The modelling of input ports is rather straightemdvbecause their operation
is scarcely correlated to the IC’s internal operatow other stage except input
buffer plays the role. For this reason the input byfieit can be assumed as simple
dynamic one-port, that can be characterized jushéyobservation of their external
behaviour, i.e., from the external port current andaggtwaveforms. Input ports of
the circuit are hardly influenced by the logical a¢yiwf the IC that follows, and can
be considered as simple one-port dynamic element mddejiehe relationinpu: =
Fi(Vinpu). A macromodel for an input buffer is shown in Fig2 8there Vcc and Vss

are the supply voltage for powering the IC.

o Ve
linput >_ Internal
o—p—— o
? IC level
Vinpu1
o
o Vss

Fig. 5.2 Macromodel for a genmput buffer
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However, the modelling of output ports and power supply prtaot trivial,
because their operation is strongly influenced by iatlersignals of IC. The
evolution of an output port signal is decided by the loadl port characteristics
because these characteristics depend on various insggnals controlling the port
logic state. An output buffer of digital integratedrcaits, for any kind of
technology/architecture, is composed of cascaded stagksffefs with growing
driving capabilities. Such circuits provide the interfaceveen the fast low-energy
internal parts of ICs and the off-chip interconnedtst require higher energy
signals. Output buffers, therefore, must increaseptveer of transmitted signals as
much as possible with an added delay and the riseffiadisti The structure of a
generic output buffer is shown in Fig. 5.3, wherg, denotes the buffer input
voltage of the last stage (i.e., the output of thectional part of the integrated fast

digital circuit) and \{; and \ssare the power supply voltage.

Ve
Internal
IC level i .
o ——— ——>—$Output Pin
Vinput Vpin
|
Ly ° Ve

Fig. 5.3 Macromodel for a generic output buffer

Current at the output port can be defined asFo(Vpin, Vinpu) WhereF, is a suitable
nonlinear dynamic operator whigi, is the output voltage at its output angl,: can
be replaced by any other variable controlling the lotatesof the buffer, e.g., the

input voltage of the penultimate stage of the buffer,
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5.2.1 IC port macromodelling and its procedure

The macromodel behaviour which is similar to an IBIS rhade be obtained using
freely available Mpilog [2] tool if the current can befided as a function of its
voltage and its port behaviour can be divided into itscséatd dynamic behaviour.
Obtaining a static behaviour in macromodel is very mucliasirto the process for
obtaining the static behaviour from an IBIS model. A ¢ood of high ‘1’ or low

‘0’ input with a DC sweep at its output is applied whileasuring the current at its
output port defines the method for obtaining the static \bebha However the
dynamic behaviour is obtained through various curves indittmathematical -
functions, such as Spline [3], Radial basis functbng], Sigmoidal basis function
[6, 7], Recurrent Neural Network modelling [8]. The poehaviour of a digital
buffer can be characterized using (5.1) and (5.2) [7] whereutrentii is the output
port current flowing out of the buffer (e.g, the cutrean be defined ag, i(t) =
(va(t)-va(t))/Zo, where Z is the impedance of the circuity(8) and y(t) are two
different state conditions)y iand | are current submodels accounting for the device
behaviour in the logic high and low state respectivahd the time-varying weight
functions wy(t) and w(t) provide the multiplying transition between the two

submodel, i.e., the switching between the two logiestat

i2(6) = win(e) i (Va(0) Ve (£), Y g ) + wile) i (va(D) vee(8), Y ) = (B.1)

These two submodelg and i can be written as (5.2) with the combination of their

static and dynamic current function, multiplied withreofactor.

iH,L = iSH,L (Vivcc) + idH,L (V,Vccad/ dt) - (5.2)
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Here iy is the static level of the output current of the butit high or low output
state, whiledy | is the parametric model describing the nonlinear dynéaet@viour
of the output current. The model parameters, like tlicstevel iy, and the
weighting signal w, can be obtained for the supply voltagg sather than its
behaviour at a wide range of voltages for simplificatid he effect of the large
variation of the w can be possibly includea-posterioriin the model equation by
using simplified analytical formulae describing the effetthe . on the device
characteristic. The model structure described in thisoseis used to define an input
or output buffer's modelling procedure and can be divided mdfdllowing steps.
The data can either be obtained experimentally orugiroaccurate full field

simulation of the known internal circuit.

5.2.1.1 Estimation of the buffer statigy i and dynamic, 4i, characteristics

The static behaviour is defined when the variation invtiieage and current signal is
small, otherwise it is defined as dynamic behaviour. Théicsend dynamic

behaviour and its combination of the driven signal can bd tsobtain a complete
IC buffer characteristic. These behaviours can beirdstausing Mpilog and plotted
using Matlab when a buffer is driven using an ideal sour¢egh-low-high or low-

high-low pattern on its output or its input and notingvitdtage and current value.
As shown in Figs. 5.4 - 5.7 the buffer behaviour candieded into static and
dynamic characteristic so as to define each of thedavours using suitable

analytical expressions.
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Static mode woltage behaviour
6 T T T

Vslalic

Amplitude (Volt.)

0 0.5 1 1.5 2 2.5
Time (s) 7

Fig. 5.4 Buffer’s voltage response for extracting thecstdiaracteristicsd and i

Static mode current behaviour
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Fig. 5.5 Buffer’s current response for extracting thécstdaracteristics and i_
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Figs. 5.4 and 5.5 show the static mode voltage and cursdtviour when the
device is driven to produce a bit pattern “010” on its loaa: fldt response of these
figures provides the static characteristic of the bufféerms of data for voltage and
current pair. The highlighted portion is used to extraetdtatic characteristic of its
port behaviour. The response out of the analytical egumeds validated using
HSPICE model to verify and validate its accuracy.

Figs. 5.6 and 5.7 show the dynamic mode voltage and curedatviour using the
same set of signal response of a static mode. Wherevdriation of signal with
respect to time is non-trivial, it can be considereddgsamic mode while the
remaining mode of the system can be a static one.eHéecdynamic response can

also be obtained with its signal behaviour minus itscstabde behaviour.

Dynamic mode woltage behaviour

Amplitude (Volt.)

1 I I I I
0 0.5 1 1.5 2 25

Time (s)

Fig. 5.6 Buffer’s voltage response for extracting the dyoammaracteristicsy and

d
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Dynamic mode current behaviour
0.04 T T T T

| )
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Fig. 5.7 Buffer’s current response for extracting the dyinaharacteristics and

d

5.2.1.2 Computation of the weighting coefficients

As defined in (5.1), the weighting coefficients can bergfias a nonlinear function
after comparing the port behaviour response from its umea®nt or Spice
simulation. Once the current; and voltage,v; responses are recorded in the
transition period under a normal operating conditiop, &n be approximated by a
nonlinear function. W can be obtained from its YWMfunction using (1-W) for
simplicity. However in a general case while the pohawour transitions in high-to-
low, Wy can be obtained and while the port behaviour transitioleav-to-high, W
can be obtained. The behaviour of the weight — coefitiagshown in Figs. 5.8 and

5.9.
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High and Low Weight Coefficient for Static Behaviour
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Fig. 5.8 Driving a buffer for obtaining weight coefficielbs static condition

High and Low Weight Coefficient for Dynamic Behaviour
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Fig. 5.9 Driving a buffer for obtaining weight coefficiefids dynamic condition
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5.2.1.3 Model implementation and validation

After obtaining all the parameters, the model can bdeimented either in American
Standard Code for Information Interchange (ASCII) GleVerilog or Spice based
model. Here the model obtained from transistor levaufation or real experiment

can be used to validate these models.

5.2.2 IBIS modelling and its procedure

Another popular method for I/O buffer modelling is tH&lS [9] that produces
simple equivalent circuits representing the chip behavetuports. Due to its
industry wide acceptance, the IBIS model is commonly usethe simulation
environment. The IBIS model can be extracted using thesist®r model of the
device or using the experimental measurement while drivingnghé/output of the
device high and low and collecting the voltage and currespanse at its
output/input. The IBIS model library can be obtained ind®oif the transistor model
is available or it can also be obtained from the demeaufacturer. The IBIS is a
standard for describing the analogue behaviour of a buffer uman readable
ASCII format. The specification provides a standard pafiseébrmat consisting of
current-voltage (I-V) and voltage-time (V-t) charadges for its rising and falling
transients, device package parasitic, input capacitancetiany measurement
information for several types of 1/O structures withowvealing proprietary
information about the circuit’s structure or fabrioatiprocess unlike a SPICE model
of the circuit. All the input and output in the IBIS d® are independent. Various
data tables such as I-V (current versus voltage) andhsmagt¢output voltage versus

time) characteristics at various conditions presertni IBIS file is used to construct
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an input/output buffer model for performing Sl simulationgl &ming analysis in a
PCB. The information and specification of the IBIS mlodeke these models
component-centric, that is, an IBIS file represemtseatire component, not just a
particular buffer. In addition to the electrical chagaistic of a component’s buffers,
an IBIS file includes the component’s pin-to-buffer magp and the electrical
parameters of the component’s packages and parasitic. Thgidner of input and
output buffer of an IBIS model can be plotted using Matland its circuit
representation is shown in Figs. 5.10 and 5.11 respectiMelse Gomp indicates
component capacitance of the pingd® Lpkg and Ryg indicates the package
capacitance, package inductance and package resistancebofféne Depending on
the IC manufacturer, the clamp voltaggs;\¢an be set differently than the power
supply V. of the IC. A typical IBIS model is represented usingkpge and pin
[RLC] values apart from its power clamp, ground clamging, falling waveform,

pull up and pull down of its transistor behaviours.

Clamping Diodes

vdd / Vee
D,
Input Pin Lokg Rpkg
j|: Ceom l

ICpkg come I D, L

Pull up, Pull down
transistors

Fig. 5.10 Equivalent circuit of an input buffer in an 1BISdab
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Vcce vdd Clamping Diodes

g

D,
Rpkg Lokg Output Pin

Y

Pull up, Pull down
transistors

Fig. 5.11 Equivalent circuit of an output buffer in an IBiSdel

These waveform - behaviours can be tabulated for edljand worst case operation,

so that the complete operating range of the IC catebired. The ground and power

clamp characteristics for an inverter input buffer, SNMCAGUO4 are shown in

Figs. 5.12 and 5.13 while pull up and pull down of transistbehaviours for an

output buffer are shown in Figs. 5.14 and 5.15.

Current (mA)

Ground clamp characteristic for SN74AHC1GUO04 input buffer

100
0 Y/
) Typical
Minimum
-100 777 Maximum
-200 /7
-300
-400
-500
-4 -3 -2 -1 0 1 2 3 4

Amplitude (Volt.)

Fig. 5.12 Ground clamp characteristic for a typical inputeou
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Current (nA)

Current (mA)

4.5

Power clamp characteristic for SN74AHC1GUO04 input buffer
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w
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Fig. 5.13 Power clamp characteristic for a typical inuitds

Pull down characteristic for SN74AHC1GUO04 output buffer
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Fig. 5.14 Pull down characteristic for a typical outputfer
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Current (mA)

Pull up characteristic for SN74AHC1GUO04 output buffer
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Fig. 5.15 Pull up characteristic for a typical output buffer

5.3 IBIS/Macromodel-TLM interface

The TLM field solver can be combined with an IBIS mottelcomplete the PCB
simulation This approach allows the current in the port to be deteanif the

incident voltage is known, and hence it can be intedfd@o a field solver as a non-
linear nodal termination. The IC package parasitic, aeddid capacitance is also
included in the solver. A PCB — IBIS buffer can be dated using a combined
solver with IBIS and TLM and hence the solution cardivded and described by
three distinct stages. First stage is IBIS (non-linreamination to the TLM node),
while second stage is a TLM model that includes the meckgarasitic and die
capacitance, and third stage is the 3D TLM field solVée interface between IBIS
and TLM can be obtained using a standard TLM formulafidris interface between

IBIS and TLM involves the modelling of the IBIS I-V talsl as a non-linear load
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termination. The standard Newton-Raphson method candaetassolve the voltage
V and current |, using the IBIS |-V table as describedmonlinear function of | to
V. The process of calculating I, given the voltagedent upon the IBIS load is
complex, and requires some operation of the current® Warious active I-V
behaviour (power clamp, ground clamp, pull up, pull downpgisand falling
waveform as shown in Figs. 5.12 - 5.15) to create alesingrrent source for
representing the clamp diodes and pull up/pull down tramsisHaving solved for
the voltage and current data out of the above menti@pedation, the incident
voltage returned to the 1D TLM section can be defineds Bimple technique
successfully embeds a behavioural IC model into TLM usingllshumber of TLM
nodes. The Newton-Raphson method is used at each TL&Astep and because
convergence is typically within 5-10 iterations, tbreates a minimal computational
impact. Using Figs. 5.10 and 5.11 for IBIS buffers, therface of TLM node and
non linear IBIS port can be defined using TLM technique witi& Ryg, Lokg, Cokg
and Gomp Of the IBIS can be obtained using 1D TLM approach. THS |@ackage
interface for its I/O buffer and its TLM interfaceshbeen shown in Fig. 5.16 while

the electrical equivalent circuit has been repregent€ig. 5.17.

IBIS Package TLM Nodes

| L

Rpkg kag

"\ Ccomp

Cpkg

1

Fig. 5.16 Interface between IBIS and TLM for I/O buffer
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IBIS Package TLM Nodes

o |

‘ [ sic ‘

oy Vi Vi l Vi | . Ve . Viim ,
| — — )
E V11” Vzr R ) T Vgr V4r Vsr E « V’ITLM
| — — PKg 1
' AAAA oL ,
| — “lpkg |
; Ziprg = /at !
' - At L !
: ZC_comp - /zccomp Zcpkg - Cpig :
. pkg |
Section A Section B Section C

Fig. 5.17 Electrical equivalent circuit of IBIS and TLM

5.3.1 Output buffer

kV src

® "

ZC_co mp

Y

Fig. 5.18 Electrical equivalent of section A

As described in Fig. 5.11 and its electrical equivalarsiag TLM in Fig. 5.17, the
IBIS — TLM interface for the buffer can be represehin Fig. 5.18. TheV and | in
the circuit have nonlinear relationship as defined fiéintable present in the IBIS

and can be defined in (5.3). Using the Newton-Raphsardhewith the help of the
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electrical theorem applied in Fig. 5.18, (5.4) and (5&) be obtained which can

produceV,'.
I = f( kV) — (53)
sz‘rc -2 kV1T - IZC_comp - kV =0 - (5-4)
WVi= V- kV1i —(55)
2Vs
I Rokg Zipig K73 +
A + + r A
2kV2r 2kV 4
V2pAD kVapap
ZC_comp Zcpkg

Fig. 5.19 Electrical equivalent of section B

Using the relationship of the reflected wave to thedewi wave as defined in section
4.2, (5.6) can be obtained.

kaVs = Vi —(5.6)

Fig. 5.19 represents the electrical circuit of its packags can be solved using 1D
TLM theorem. Here (5.8), (5.11), (5.12) and (5.13) lsarmbtained using Kirchhoff's

theorem.
kVapap — kVapap + 2 Vs = L(Rpkg + Zipkg) —(5.7)

I = 2, Vg + 2,V =2,V (58)
2 ZC_comp + Rpkg + Zkag + ZCpky .

kWVopap = 24V — IZ¢ comp —(59)

WVapap = 2 Vi + LZcpg — (5.10)
Wi = WVerap — V4 —(5.11)
Wi = 2, Vi - LZ iy —(5.12)
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Wi = WVapap — W4 —(5.13)
Similarly using the relationship of reflected wave teident wave as defined in

section 4.2, (5.14) can be obtained.

kaVe = W —(5.14)

2Vs' 2V'1im
kV5pad kVTLM

Zpkg ZTLM

Fig. 5.20 Electrical equivalent of section C

Using electrical superimposition theorem in Fig. 5.20,0&a obtain (5.15) while

(5.16) and (5.17) can be obtained using TLM theory.

-
2, Ve + ZkVTim
Zpkg ZTLM

kVspap = kVrim = T 1 — (5.15)
Zpkg  ZTLM

Vs = WVspap — V& —(5.16)

Wi = kVrm — 1V —(5.17)

5.3.2 Input buffer
Fig. 5.21 can be used for Input buffer representatiorpxat its IBIS and TLM

interface.

VA

Y

ZC_co mp

Fig. 5.21 Electrical equivalent of section A
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V and | have nonlinear relationship from V-I table preése the IBIS and can be
defined as in (5.18). Using Newton-Raphson theorem withhtip of electrical

theorem applied in Fig. 5.21, (5.19) and (5.20) can be obtaiulmch can produce

Vi

1= f(,V) ~(5.18)
2.V = 1Z¢ comp— V=0 —(5.19)
V= V= W —(5.20)

The process of calculating voltage and current for attterfaces, 1D TLM and 3D
TLM for the input buffer remains the same as defined prelyiodsis approach
removes the dependability on using an external circures@nd associated libraries
such as Spice [10], apart from the inclusion of an IBi&lel [11 - 12] of the IC

while it is embedded in few TLM nodes.

5.4 Experimental and simulation setup for macromodel

The first experimental task characterised the singleriev IC (sn74ahclgu04, SOT-
23 package [13]) from Texas Instrument. The experimdn@B has two inverter
ICs connected in series with a power supply sourced thrangixternal supply of
either 3.3 V or 4.4 V. A square wave input with 3.3 VM.peak voltage with two
different frequencies, 10.0 MHz and 25.0 MHz was generated) s Agilent
waveform generator, 81150A to feed the input of the PCB.5F&2 shows the PCB

used for the macromodel validation.
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IC1-Input IC1-OF IC2-IP IC1-Outpu

Fig. 5.22 PCB used for the measurement

The PCB consists of a driver IC (sn74ahclgu04, SOT-23 package) and a
receiver IC (sn74ahclgu04, SOT-23 package) with a microsg@ip tPace of 100
mm length. The microstrip is of 0.8 mm width with dahé thickness of 0.4 mm so
as to obtain 49.% characteristic impedance of the PCB trace. The digldtas a
relative permittivity,e, of 4.5 and dielectric lossn (6) of 0.01 at 1 MHz. The PCB
trace of 100 mm leads to trace delay of 0.6 ns. Ittiscalayer board with bottom
layer as a solid ground plane while the top layer hasotlted signals. The ICs have
input, output, power supply and ground pins connected to othgpormnts. The
trace length connecting these two ICs has a length ofrft@0The circuit is supplied
by an external power supply with a provision of decoupling gapadgas well as a
bulk capacitor for the power supply) at the power supplytpihypass the noise at

the power supply pin.

-147-



Chapter 5 — 1/0O Port Macromodelling

5.4.1 Measurement setup

The measurement using a high bandwidth probe (Agilent, 1158240 GHz BW,
0.8 pF ¢) and MSO8104A, Agilent scope (1 GHz scope with 4 GSa/$he IC1-
OP1 (driver side measurement) and IC2-IP1 position (receiide measurement)
measurement of the PCB is shown in Fig. 5.23.

Agilent Scope, MS08104

Agilent Function Generato
22150,0 -

A

Source signal Input at IC IC

Fig. 5.23 Setup for experimental measurement

The Agilent, 1158A probe has an impedance of 100 kQ while the Agilent
MSO8104A, Infiniium scope has 1 MQ or 50 Q settable input impedance. The scope

input impedance is set at 50 Q.
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5.4.2 Simulation setup

The experimental setup was converted in an equivalent Imagng
libraries/macromodel for ICs, equivalence of micnpstrace. The equivalent setup

is shown in Fig. 5.24 where two inverters are connectedigihn 100 mm microstrip

trace.
SN74AHC1GU04 SN74AHC1GU04
R=50Q < 100 mm >
5 y /' ......................... E?. e /'
g Frd, e, = 4.4 =
e ICI-0P . .. i e e e <, IC2IP
8 H o V
N H

Ground plane

Fig. 5.24 - a Top view of the simulation setup for $raititer - receiver

o8mm e
g. - Frd,g,=4.4 -
TTTTTTTTTTTTITT T
Ground plane

Fig. 5.24 - b Lateral view of the simulation setuptfansmitter - receiver

5.4.2.1 HSPICE simulation

An equivalent source signal of the experiment was appleed piece-wise linear
signal to the source of the HSPICE netlist. The nsicio line was modelled using
‘U’ element and HSPICE based code was written. TheIBE and IBIS library
model of the IC, SN74AHC1GUO4 (DBV package) has been ugeitsfeimulation
in place of the physical IC while connecting the tracenfits source signal supply to

IC. These libraries are available from the IC manuf®z, Texas Instruments. The
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source signal was interfaced through SMA connectoherbbard. The equivalence
of SMA connector has been used in the HSPICE simulaliba equivalent SMA
connector has been simplified by 50 Q characteristic impedance transmission line

with a propagation time of 66.745 ps.

5.4.2.2 Minisolve simulation

The in-house developed Minisolve software integratedgawith Mpilog tool was

used in the simulation. While Mpilog can create macrmehol LM based Minisolve

can be used to simulate a structure in 3D domain. As ameEai previously,

macromodel is an equivalence of IBIS except of its mpr&@tion in static and
dynamic behaviour tables for its voltage and current aed theight functions.

Hence the development of TLM-macromodel interface lsardescribed using the

methodology described in section 5.3.

5.5 Results comparison for macromodel using TLM

The Minisolve [14], HSPICE simulation result with tkendor supplied IBIS and
HSPICE library model is compared against the experirhetdta to verify the

macromodelling result at 10 MHz and 25 MHz.

5.5.1 Under the condition of 10 MHz square wave input, 4.4 V

A 10MHz square signal is applied at the input of IC1l. Fi255shows the
measurement at the first IC output while Fig. 5.26 shtivesmeasurement at the

second IC input and is compared with HSPICE and Minisaiaalations.
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Amplitude (Volt.)

Amplitude (Volt.)

Minisolve vs. HSpice vs. IBIS vs. Expriment at IC1 output for 10 MHz, 4.4V

Minisolve

N HSpice
IBIS
Experiment

T

1 1 [ [ [ 1 [ [ [

40 50 60 70 80 90
Time (ns)

Fig. 5.25 Comparison at the output of first IC (IC1-OP)

Minisolve vs. HSpice vs. IBIS vs. Expriment at IC2 input for 10 MHz, 4.4 V

ﬁ . “

Minisolve
HSpice
IBIS
Experiment

1 1 [ [ [ 1 [ [ [

10 20 30 40 50 60 70 80 90
Time (ns)

Fig. 5.26 Comparison at the ingfitgecond IC (1C2-IP)
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Except for a change in the edge rate in Minisolve ddtahese (Minisolve and
HSPICE) results seem to be in excellent agreement thi¢hexperimental data.
Hence the macromodel (which was the basis for gengrinisolve results) may

be used to model the physical IC.

5.5.2 Under the condition of 25 MHz square wave input, 4M

Fig. 5.27 shows the measurement at the first IC outpuie Fig. 5.28 shows the
measurement at the second IC and these experimentlk rasei compared with

HSPICE and Minisolve simulations.

Minisolve vs. HSpice s. IBIS vs. Expriment at IC1 output for 25 MHz, 4.4V
5 —

Minisolve
HSpice

\ IBIS

Experiment

Amplitude (Volt.)

1 I I I ! ! ! ! I
10 15 20 25 30 35 40 45 50

Time (ns)

Fig. 5.27 Comparison at the output of first IC (IC1-OP1)
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Minisolve vs. HSpice vs. IBIS vs. Expriment at IC2 input for 25 MHz, 4.4 V
5 —

Minisolve
. HSpice
IBIS
Experiment

Amplitude (Volt.)
N

1 I I I ! ! ! ! I
10 15 20 25 30 35 40 45 50

Time (ns)

Fig. 5.28 Comparison at the input of second IC (IC2-IP1)

Apart from a slight edge rate shift during falling time he Minisolve result, there is
a very small difference in the overshoot, undershoot anging effect. This small
difference in experimental results might be causedhbyl and Gx of the solder
deposit at the IC pin in comparison of the simulatiesult of the Minisolve and
HSPICE. The effect seems to be more pronounced anphg of the second IC.
Parameter identification methods provide a rigorous dwmonk to handle the
problem and to build IC models from actual measurementsohctlusion the
MPilog Macromodel can work as a substitute for Spice drydipal model within a

reasonable accuracy.
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5.6 Experimental and simulation setup for IBIS

To demonstrate the interaction of the 3D TLM solvergraged with IBIS models,
the experimental task was accomplished to charactidmgzperformance of a NAND
gate IC (SN74AHC1GO00DCK, SC-70 Tl Package) [15] during interfee from an
externalRadio Frequenc{RF) source.

The schematic for the circuit was drawn using Cadsafjlé=tool and is shown in
Fig. 5.29. After tying one of the input to VCC and second inpuipten circuit, the
NAND gate was configured for inverter. The 0.8 mm width sbfighe PCB trace
has been routed over Fr4 dielectric with its thicknes0.4 mm so as to obtain 49.5
Q characteristic impedance. The dielectric’s relative permittivity & is 4.5 and the
dielectric tangent is 0.02 at 1 GHz. It is a two layeard with bottom layer as a
solid ground plane while the top layer has the routed sigiak IC has two inputs,

one output, power supply and ground pins.

1 [ 2 [ 3 | 4 \ 5 6 7 8

1GND@1
Y
* 1GND@2 -
4@& GND@

1GND@3
| 2ed"3\5@

1GND@4 9o
B Ea@é SND iy NN B
eﬁNﬂ—J =
K vee
| .agf"GND@® NAND1_QUT B

NAND1_IN w1

i b

\
3
Q
5
vee
| =
o
[

2
3
I
1

(@]
meo 3
GND

B ENj C
/‘l"”
CRH2 )5y
1 ena fm—f: of o NCC ]
<& i p3 NAND2_QUT olg il .
H4 IC2 < ==
<& T NAND2_IN w1 1C2p
D 4o H i D
vee 2] o 1
E E
1 2 I 3 [ 4 [ 5 \ 6 \ 7 I 8

Fig. 5.29 Eagle schematic for crosstalk configuration
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As shown in Fig. 5.30 the PCB has two NAND gate IC cotegwith two different
spacing of 2.8 mm and 7.2 mm between its input and output BiadSsib Miniature
Version A(SMA) connectors at its outputs for the measuremeits diehaviour. The
circuit is powered (¥c) through 3 V Li-lon coin-cell battery (fitted insidetbery
holder) of CR2032H with a provision of decoupling capacitorh@ power supply
pin. The battery is mounted on the bottom side ofREB# in order to escape any
EMI problems because of the battery and its holder.PI@B is kept inside a box as
shown in Fig. 5.31 so as to excite the input of theudirwith its maximum field
generated inside &igahertz Transverse Electromagndf&TEM) cell. The required
external interfering signal is a RF signal generatednfa RF signal generator,

E4438C and amplified through a RF amplifier at frequenciesGH8and 1 GHz.

IC2-OP1

IC1-OP1

Top Side PCB Bottom Side PCB

Fig. 5.30 PCB used for the measurement

The PCB is placed in the centre at the bottom ofetahenclosure of 140 mm by
101.2 mm by 29.2 mm, with a centre slit of size 72 mm by 5.2imtine top. Fig.

5.30 shows the front and back of the PCB while Fig. 5.8Wslhe PCB attached to
the base of the metal enclosure. Copper tape is usedltihagoint between the two

halves of the enclosure for avoiding the field leakageobtlie box.
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Fig. 5.31 PCB attached to the box for the measurement

An external source of fixed frequency 1.83 GHz and 50 Vxaoites the metal
enclosure at resonance through the slit at the top. rEsonance frequency is
obtained using the minimum cut-off frequency of (5.21) [fB]an electric field
wave propagation inside the box. The electric field wanapagation mode can be
defined as Thknp Since the minimum propagation mode that can be thealigt
supported inside this box enclosure is the;fEBode (where m=1,n=1 and p = 0)
and the resonance frequengyvias calculated to be 1.83 GHz for this mode for the
given box dimension & 140 mmw = 100 mm), this frequency was used for the RF
field generation through the experimental setup. Additiadimensions of the

structure are shown in Figs. 5.32 and 5.33.

—(521)

Loac2 Loacl

0.€£2.£0.eS0urce \ 0. 7.z 0. Sourcy

> - —> >

Substrate, g, =4.24

Gnd Plan
Fig. 5.32 Side view of the PCB (all units in mm)
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140 mm

A
v

100 mm

IC, AHCLGOO IC, AHC1G00

AN v\
\\

\ Load; Source

Load, Source

62 mm

<>
}13.6 mm 13.2 mm| |

Fig. 5.33 Top view of the PCB

5.6.1 Measurement setup

The measurements are taken inside a GTEM cell. The Gd&llMvas developed as
an alternative to using an open area test site foeldwrical radiation measurement
from the equipment under test. A GTEM cell is a largeamidal cone shape that
consists of five major parts as follows. Part 1 cendescribed as four sides of
triangular shaped walls and a rectangular back wall vgaité 2 can be defined as a
50 Q input port. Similarly part 3 and part 4 can be defined using anpgrahaped
radio absorbing material on the back wall and internahgular shaped septum
respectively. To absorb the applied signal completeB0Q resistive termination is
used inside its walls. In this experiment, the GTEM E&I5-Lindgren 5407 is used
which has field uniformity of +/-3 dB up to 1 GHz, and +4B above 1 GHz. The
PCB is placed below the offset septum within the ceesgion of the GTEM cell
and a vector signal generator (Agilent E4438C with -136 d8rt7 dBm output
power and 250 kHz to 6 GHz output frequency) along witlhoadband RF power

amplifier (Amplifier Research 25SIG4A with 30 W powertput and a frequency
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range of 0.8 GHz to 5.2 GHz) was used to supply an RF sagnia¢ 502 input port

of the GTEM cell. The complete setup is shown in 5ig4.

54754A with 86118

DareDevelopment, CTR1001

Fig. 5.34 Experimental setup for the circuit exposed teiBRal at 1 GHz/1.83 GHz

To ensure the electric field inside the GTEM had the speak voltage as for the
simulation, an RF sensor probe (Dare DevelopmenRX0UD1A) was placed beside
the PCB to measure the field amplitude. Although it is etqukto have a good
agreement in the electric field generated and measuréld nespect to the

simulation, there could be a small difference becafi$keoRF probe placement. A
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high bandwidth active probe (Agilent 1158A with a bandwidth.6 GHz, 0.8 pF C
and Agilent N1022A adapter) was used for the measuremeng walith the Agilent
86118B mainframe and the Agilent 54754A TDR scope (20 GHz bandwiidpis
resolution). Because of the measurement requirementosttalk, only the IC
outputs are measured. The probe has an impedance of 100 kQ while the scope has an
input impedance of 50 Q. Thus the signal is measured at 50 Q (in parallel with 100

kQ of the probe).

5.7 Results comparison for IBIS using TLM

The simulation results obtained from TLM are compareith vexperimental
measurements and have been plotted. The schemagseamtion of simulation has

been shown in Fig. 5.35.

dl ' IBIS,
62mm » AHC1GO00

H A
5 PRIB0Q vt v v v e e e e e e e e /
E! Frd,e, = 4.4
=N Source
i e I A RO A
o

Ground plan

Source signi

Fig. 5.35 - a Lateral view of the crosstalk configuration

0.8mm
s > £
¢:S.
C— v
< i v Frd,g =44 .-

TV

Ground plane

Fig. 5.35 - b Cross-sectional view of the crosstalk igomn&tion
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The first set of tracks is separated by dl = 2.8 mohthe second set is by dl = 7.2
mm. In each set, one track is connected to the oufpaih ¢BIS model of NAND
74LVC1GO00 (DCK package with SC-70 footprint), and the secauk tis connected
to a single input of the gate that is tied ai & 3 V.

The second gate input of each NAND is assumed highhabotihe NAND gate
Integrated Circuit acts as an inverter. Since tH8 lBodel - buffers are independent,
it is not necessary to model the unused gate input, rewee input and output
buffer of the IBIS model is connected through a lowugainductor of 2 nH. The
TLM model of the tracks and external source model bughctosstalk and the effect
of the geometry on the source, while the embedded IBIS Ingidwilates the
complex NAND IC behaviour. The complete measurement loa divided into

following three conditions so as to clearly define tGdéhaviour in completeness.

5.7.1 Condition 1

Voltage is observed at the output with the applicatidnexternal 1.83 GHz
frequency and amplitude 70 V/m plane wave noise sourtdeeanput without an
attached wire antenna. The measurement was taken using.B#y.where two
different trace separation has been defined using dB=ntn and dl = 7.2 mm.
These corresponding results with these trace sepa@tiar8 mm and 7.2 mm are

presented in Figs. 5.36 and 5.37.
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3.04

3.03

Amplitude (Volt)

2.97

2.96

Track separation = 2.8 mm

Simulation
Experimental
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[ 1 1

[ [ 1 1
13 13.5 14 14.5 15 15.5 16 16.5 17

Time (ns)

Fig. 5.36 Switching behaviour for dl = 2.8 mm with 1.83 GHz V/m field
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3.03

3.02

3.01

Amplitude (Volt.)
w

2.97

2.96

[ [ [ 1
13 13.5 14 14.5 15 15.5 16 16.5 17
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Simulation
Experimental

[ 1 [ [

Time (ns)

Fig. 5.37 Switching behaviour for dl = 7.2 mm with 1.83 GHz V/m field
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As expected the crosstalk observed between the sourcaohdracks when the
tracks are separated by 2.8 mm is increased in compaastmat of the track

separations with 7.2 mm.

5.7.2 Condition 2

Here the voltage is observed at the output while noreadtsource is applied. This

ensures that there is no inconsistency in the measmteand simulation.

Voltage at source with 2.8 mm track separation
3.02 -
----- V on source track, simulation

V on source track, experimental

3.015

3.01+

Amplitude (Volt.)
w
o
S
w a1
’
)
|
]

N

©

©

a1
T

2.99r

2.985 -

2.08 ! I I ! ! I ! ! I I
23 24 25 26 27 28 29 30 31 32 33

Time (ns)

Fig. 5.38 Output response for dl = 2.8 mm with no exesource
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Voltage at source with 7.2 mm track separation
3.02 -
----- V on source track, simulation

V on source track, experimental

3.015

3.01+
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o

o

a
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O e e

Amplitude (Volt.)
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I
I
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N

©

©

a1
T

2.99r

2.985 -

2.08 I I ! ! I I I
10 11 12 13 14 15 16 17

Time (ns)

Fig. 5.39 Output response for dl = 7.2 mm with no exesource

5.7.3 Condition 3

Here voltage is observed at the output with the agiceof an external 1 GHz
frequency and amplitude of 70 V/m plane wave noise soairdbe input with an
attached 6.5 cm wire antenna. It is possible to prélacswitching characteristic of
the gate in this condition. The thin-wire formulatidascribed in [17] is used to
attach a vertical wire (z - directed)»at 62 mm of height 6m and radius Al/20
mm to the load microstrip track of each pair of tradidss arrangement is common
when several systems are interconnected. An exteriagle pwave source of
amplitude 70 V/m and frequency 1 GHz is used as excitatiarn=a68.8 mm across
the x - y plane. The gate trigger threshold was measxgerimentally as 1.365 V.
This level was used in the simulation to determine thetpai which the gate

transition begins at the gate output to change the stan high to low based on the
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voltage level incident at the gate input. The additionaicadrvire of 6.5 cm length
attached at the source input increases the coupling @xtkenal source voltage on
the load microstrip track, and when this gets combined tvélcrosstalk, the voltage
level at the gate input is increased above the gate triggesshold of 1.365 V for the
smaller separation of 2.8 mm, causing the gate outputitohswhe switching effect
has been observed and shown in Fig. 5.40. The experitlgemasured voltage
confirms the simulation result, and as can be seehign 5.41, the wider track
separation of 7.2 mm does not generate sufficient @lgdst cause a gate transition.
However, the noise level at the gate output for tkgeemental measurement is
increased in comparison to the simulation. The IBISi@® representing the gate
load and gate source are physically separated in the asiomyl so the high
frequency noise cannot propagate through the IC. Howéeeexperimental and
Minisolve model shows some coupling between the input angubuturther the
effect of noise in the power supply because of high frequeignal at the input
should be included to measure the effect at output. Hémeehysical board in
comparison to the simulation has a high frequency ratige output, and the reason
for this behaviour is the crosstalk between traces dt fnejuency of 1 GHz and
coupling between input and output because of 45 nm die and Boypply ripple
effect. This cross talk is higher when the amplitudehef supplied voltage at its
input has increased due to the vertical wire attachmetst sdurce. It should also be
noted that simulation does not take account of the dalaygh the IC, since this

information is unavailable in the IBIS specification.
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Fig. 5.40 Switching behaviour for dl
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Fig. 5.41 Switching behaviour for dl
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5.8 Conclusion

A complete physical equivalence in the form of Spiaedgiired for the simulation of
a PCB board. However Spice model of an IC is the prigpyi®f the vendor and it is
not convenient to obtain the Spice models from its vemdtme apart from it being
slow and resource consuming for a complete simulafidve development of the
macromodel in this chapter would help the board designgeiting its pre-layout
simulation output with an alternative to these spicel@fs. Apart from the developed
macromodel, a behavioural model such as existing IBIS neathebe used in place
of an encrypted HSPICE model. These behavioural modets Ireen embedded into
TLM as a method to include complex IC behaviour usiny ansmall number of
TLM node and have been described and demonstrated ichdpser. The generated
macromodel and IBIS model have been validated againsH8®ICE model and
experimental result for its acceptance. The crdsstadl electromagnetic interference
from the external geometry is modelled in the TLM, wltile embedded IBIS model
simulates the NAND behaviour. The simple structurehefinterface between IBIS
and TLM allows for efficient operation, and only aghli increase in simulation time
was noted when using embedded IBIS models. This techniquéygrebances the
generality to use TLM to model digital circuits at higbduencies that require the

inclusion of field effects in its IC behaviour whichaen a case in a complex PCB.
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CHAPTER 6

MODELLING OF PCB INTERCONNECTS AND IC
PACKAGES

Due to tighter board space and high speed switching devicesimplete board
design cycle involves an iteration of schematic apeatits timing analysis,
modelling of IC libraries, pre-layout simulation, rogfiand post layout simulation.
As design proceeds to the physical stage it becomey tosthange the layout and
still complying with the EMC requirement arising outtbé Sl issue. Although a
costly EMC testing at a later stage provides some Vatuaitigating the EMC issue
however the board is already fabricated and it iseasty to provide a fix at this
stage. Hence the field simulation at the initial stegeld provide a representation of
the cause for an EMC failure. The simulation phasguige important to accurately
represent the physical behaviour of the netlist in @@83while providing a safety
margin in design layout issues if it arises after tbard is fabricated. However the
simulation phase is quite resource intensive and timesucoimg apart from
challenging because of adjacent PCB traces. Further théhincrease of the
operating frequency of systems above the Gigahertz frequangg, the decreased
shorter rise time of IC signals require interconndotde treated as transmission
lines (TL). Based on the rise time of the signal, rcdenect between two
components can be defined as a lumped component, shognliha transmission

line. Hence simulation requires a critical approach am accurate and
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efficient modelling methodology of packaging, PCB board, Via&d RF has to be
adapted. With the increased data rate in serial buse®atidg density along with a
reduced timing/voltage margin, early TL pre-layout semioh and its co-designs are
proposed, optimising products for cost, performance andilélavrith accurate TL
models. Although differential signalling has been developad implemented in
recent years to reduce EMI and noise issues in orderpimye the signal quality, it
also requires lower supply voltage to save the poweweifall system and hence the
margin of the operation becomes narrower. The inettalck frequencies, shorter
rise time, decreased voltage supply (and hence decreasednmmangin) means that
crosstalk and EMI, timing issue such as propagation delayp sad hold time of
the logics are major concerns for the high speed alligiesign systems. It is
necessary for circuit designers to characterize -tiomeain signals to validate
complete layout of a board and its circuit packages.tifleic design automation
(EDA) tools should execute simulations with accurate vademt circuit model
parameters with an efficient usage of resources. In ¢hapter, TL electrical
behaviours are described with an accurate definitioneofrdmsmission line using a
proposed in-house, efficient three-dimensional fudiver field solver. The result of
this 3D field solver is compared against the experimentgduh, HSPICE analysis
[1] with the HSPICE and IBIS library of the IC and CongruSimulation Tool
(CST) design studio [2]. The methodology presented hemsoi® convenient and
effective for board/circuit designers to observe Tlhaaour in the time domain
before prototyping of the board. This would help in identifythg worst trace

behaviour and its impact on the surrounding netlist.
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6.1 PCB schematics and stack-up for PCB manufacturing

Various PCBs have been manufactured to obtain the expeahresults. Fig. 6.1
shows the power supply board for powering all these boahie the schematic
drawn using Cadsoft Eagle tool for one package, DBV (SOTyp®) with different

trace configurations of the PCBs are shown in Fig8.-66.4. Since schematics
involve two/three ICs (transmitter gate and receivee)gatith similar connection,
the schematics (except IC package being different) renfe@nsame. Here the
schematics for one package, DBV has been shown. Twerdtitf types of layer

stackup are used to layout 50 Q impedance controlled track for these boards.

BaTs
use |~

Fig. 6.1 Eagle schematics for power supply board
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Fig. 6.3 Eagle schematics for DBV package with fan-outigardtion
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Fig. 6.4 Eagle schematics for DBV package with via configuma

6.1.1 Four layer stack-up for straight line, fan-out and right angle configtations

Trace

SR Egolals] 18 micron foi

. / pre-preg ¢ = 44) I 0.2mm
Via : : '
Layer2 Sig2 + Groun .

: 35 um foil
pre-preg ¢ = 44) 0.225mm
35 um foil

pre-preg ¢ = 44) 0.45mm

Layers [ S
Total = 0.98 mm

Fig. 6.5 Four layer stack-up
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Four - layer stack-up was used to design straight linet agigle and fan-out
configuration PCBs while six — layer stack-up was used s@mdevia configuration
PCBs. Further three different types of the invertempckages have been used in
these PCBs. The layer stack-up of a 4 layer boardowrshn Fig. 6.5, while the

layer stack-up of a 6 layer board is shown in Fig. 6.6.

6.1.2 Six layer stack-up for via configuration

Trace

_

Layer ] Sigl + CGround 18 um foil
Via— pre-preg & = 4.4) [ 0.2mm
Layer2 Sig2 + Ground 35 um foil
re-preg g = 44
Prepred e ) : I 0.225mm
Layer3 35 um foil
Via /
pre-preg & = 44) H 0.55mm
raverd 35 um foil
pre-preg e = 44)
0.225mm
Layers 35 um foil
P opre-preg o =44) i
: : : 0.2mm

Layer6 ' Sicd + Ground PRI

Total = 1.57rmm
Fig. 6.6 Six layer stack-up
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6.2 PCB trace configurations and its S-parameters

To study the performance of simulated models against expetal results, various
PCBs were designed and manufactured for testing againgsdife (In-house
developed software) and HSPICE tool (with the HSPICE I&h8 library model),
CST design studio (with the IBIS library model). Eadithese PCBs consists of a
range of package types; DBV, DCK, DRL packages of the Témssuments
manufactured ICs SN74AHC1GUO4 [3]. All of these packages (DOBY, DRL)
has been routed in four different configurations (stialgte, right angle, fan-out
and via). Details of these configurations are discusséiae subsequent sections. S-
parameter is one of the methods to accurately destrbeshaviour of a component
or a transmission line. Since these manufactured PCGBg Warious type of
discontinuity, their S-parameter has been extradibd.length of the trace in all of
these configurations (from source signal to the input ofi@)eis about 120 mm.
These PCBs are powered through a specially made powdy sifapon card. This
add-on card as shown in Fig. 6.7 has two options foergeing a 3 V power supply
for various input circuits. It can generate this 3 V posugply for the circuit either

through an on-board adjustable linear regulator or througtam coin cell battery.

Fig. 6.7 Power supply board to power all the PCB configuratio
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6.2.1 Straight line configuration

IC Input at IC Source signal IC Input at IC Source signal

Fig. 6.8 DBV package, Straight line B DCK package, Straight line

The straight line configuration has the receiving IC medruan the top layer of the
board and connected through a stripline trace of 88 mgtHefVhile the physical

circuit is shown in Figs. 6.8 and 6.9, its equivalec&e be shown in Fig 6.10

Input at IC
" Finciion Generator;  87mm - 12mm e o
R =5(Q o —.IC
R=CQ 1 |
|< -------------------------------------- 88 MM oo »l

Fig. 6.10 Straight-line configuration equivalent model

The S; and $; parameter of 88 mm straight line for a symmetriqbi@ structure
with 150 pm width and thin trace symmetrically submerged4 pm thick
dielectric material with Fr4 of 4.4 using Minisolve asaésed in section 2.5 have
been calculated up to 5 GHz frequency and are shown in@:igs and 6.12. While

S;; parameter shows the transmission coefficient orstrassion loss, the 1§
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parameter shows the reflection coefficient or reitectoss. For the simplicity of S-

parameters calculation, only 88 mm straight line irdetrace of the physical PCB
has been considered. As seen in Fig. 6.12, with anaser®f frequency the
transmitted signal gets smaller whilst Fig. 6.11 showsttieae are various parallel
anti-resonance at different frequencies for its sige#éction. A straight line trace
can work as an antenna at these resonating frequemlbiesutoff frequency for a
transmitted signal is about 1.8 GHz. In general a ioss two port system can be
defined using (6.1) or (6.2) and can show the power lossfdle dransmission line.

This loss is the power that is neither reflected,traorsmitted.

Loss = \/1—|511|2 — 15,112 —(6.1)

Lossqs = 20l0g1o (v1 =181 = [S::?) - (62)

S11 parameter in dB for straight line trace

0 T T T T T
S11 parameter

Amplitude (dB)

[ 1 [ 1

1
0.5 1 15 2 2.5 3 3.5 4 4.5 5

_35 [ 1 1 [
0

Freq. (GHz)
Fig. 6.11 $; parameter of a straight line configuration
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521 parameter in dB for straight line trace

0 T T T T T T
521 parameter

Amplitude (dB)

|
0 0.5 1 1.5 2 25 3 3.5 4 4.5 5
Freq. (GHz)

Fig. 6.12 $; parameter of a straight line configuration

6.2.2 Right Angle configuration

Source signal

IC

Input at IC

Source signal

Fig. 6.13 DBV package, Right Angle Fig. 6.14 DadCkage, Right Angle
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PCBs with right angle trace for DBV and DCK packagesimawvn in Figs. 6.13 and
6.14. The ICs as shown are mounted on the top layé&neoboard and connected
through a right angle trace with 88 mm stripline triegth (or 44 mm each of the
half trace length connected to either side) through aceomput and it has been
shown in Fig. 6.15. For the simplicity of S-paramedalculation, only 88 mm length
of the internal right angle bend with 150 um width andh ttnhace symmetrically

submerged in 450 um thick dielectric material with Fr4 of 4idgudinisolve as

described in section 2.5 has been considered.

Input at IC

Fig. 6.15 Right Angle configuration equivalent model

Figs. 6.16 and 6.17 show the;Sand $:; parameters for a right angle trace
configuration. Similar to the S-parameter of straigime liconfiguration, the S-
parameter of a right angle is as expected. The tracgtH of the right angle
configuration is half the trace length of straight linenfiguration. Hence the
transmission loss over its entire configuration in camgpa to straight line trace
configuration is lesser by -4 dB while the cutoff frequerayd signal transmission

is about 2.6 GHz.
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S11 parameter in dB for right angle trace
0 T T T T T
S11 parameter

Amplitude (dB)

-40 ! I I ! ! I ! ! I
0 0.5 1 15 2 25 3 35 4 4.5 5

Freq. (GHz)

Fig. 6.16 $; parameter of a right angle configuration

821 parameter in dB for right angle trace
0 T T T T T
821 parameter

Amplitude (dB)
o

4L

[ 1 1 [

1
0 0.5 1 15 2 2.5 3 3.5 4 4.5 5

Freq. (GHz)

Fig. 6.17 % parameter of a right angle configuration
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6.2.3 Fan-out configuration

Source signal
IC  Input at IC IC  InputatIC

Source signal

IC IC

Fig. 6.18 DBV Package, Fan-out Fig. @CK Package, Fan-Out

In the fan-out configuration, two ICs are connected #&sneout through a source
signal (with a stripline trace length of 88 mm). PCBulats are shown in Figs. 6.18
and 6.19. These two ICs are mounted on top layer obt@d and connected
through fan-out trace configuration as shown in Fig. 6T2@. trace width is 150 pm
and assumed to be very thin while the dielectric comssaFr4 of 4.4 with 450 pm

thickness. The trace is symmetrically merged in thedigt.

36 mm 4
""" O Ceneraton 37 12mm Input at IC
Function Generator mm -
o
R=CQ 1
R =50Q | 88 MM oo >l

Fig. 6.20 Fan-out configuration equivalent model
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S11 parameter in dB for fanout trace

0 T T T T T
S11 parameter
)
k=)
Q
=]
2
=
g
<
_60 | [ [ | | [ | | [
0 0.5 1 15 2 25 3 35 4 4.5 5
Freq. (GHz)
Fig. 6.21;Sparameter of a fan-out configuration
821 parameter in dB for fanout trace
0 T T T T T
821 parameter
o
=)
Q
e]
2
=
g
<
[ | | [

-10 ! I I ! !
0 0.5 1 15 2 25 3 35 4 4.5 5
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Fig. 6.22 $; parameter of a fan-out configuration
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The S; and $; parameters of the fan-out configuration using Minis@we shown
in Figs. 6.21 and 6.22. Since the trace length of th@tarmrconfiguration is the same
as that of straight line configuration, the transmissioss over its entire
configuration is approximately the same while its trarsmgitcutoff frequency is

about 1.7 GHz.

6.2.4 Via configuration

IC InputatIC Via  Source signal Ic InputatIC  via  Source signal
1

Fig. 6.23 DBV package, Via Fig. 6.24 DCK package, Via

Via configuration has its source signal connected atapdayer of the board while

the IC is mounted at the bottom side. In addition to theet being connected to via
at source side and IC, the trace has been joindeeatentre of the trace through an
additional via so that the trace can be taken tddpeand bottom side of the board

and this is shown in Fig. 6.25.

37mm  12mm

— P PTH Via
—/
R=CQ 1 N Y,
le

! 1
! 1
! 1
1 H 1
! ; 1
! e
: R =50Q : ....... 44 mm-eeer »
) ! L ) X
i , ] PTHVia
! 1
| ! e
! 1
| 5 : |
s it
<*---44mm:»
Input at IC

Fig. 6.25 Via configuration equivalent model
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Via configuration was implemented in a six layer stapkwith ground reference on
both side of the stack-up. A thin plate which is an apprate for via in Minisolve
was attached to a 44 mm trace length on the centreo$ittee trace. § and $;
parameters for via configuration PCB of a thin tracénwhie length of 88 mm, 150
pm width routed between 150 pm and 75 pm thick dielectrienmatvith Fr4 of
4.4 using Minisolve are shown in Figs. 6.26 and 6.27. Sjhgarameter shows a
significant loss at 3.1 GHz due to resonance behaviolneddttucture. As seen from
its $; parameter, via configuration is able to transmit a $ighdrequency in the

range of GHz since its cut-off frequency lies beyond-z G

S,, parameter in dB for via configuration
0 T T T T T
S11 parameter

Amplitude (dB)

-60 ! I I ! !
0 0.5 1 15 2 25 3 35 4 4.5 5

Freq. (GHz)

Fig. 6.26 $; parameter for via configuration
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S, parameter in dB for via configuration
05 T T T T T
821 parameter

Amplitude (dB)
[25Y
|

1.5 .

25 ! I I ! ! I ! ! I
0 0.5 1 15 2 25 3 35 4 4.5 5

Freq. (GHz)

Fig. 6.27 91 parameter for via configuration

6.3 Experimental measurement setup

The experimental setup is shown in Fig. 6.28. It comgrigesignal generator
(Agilent, 81150A), 1 GHz scope with 4 GHz sampling frequeriégilent,
MSO8104A) and 4 GHz single ended probe (Agilent, 1158A).

1. Signal generator, 81150A: The 120 MHz, sinusoidal/squaresay function
generator can be configured for(B50 Q output impedance and is used here to
generate an approximate 100 MHz/71 MHz square wave sighal.lT0 MHz/71
MHz signal generated from this function generator is usdded this entire array of
different PCB configurations (DBV and DCK package ICs vgttaight line, via,

right angle and fan-out configurations).
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Agilent scope, MSOSlCF

Power supphbox, S.J. Electronic
- — —-—

L Y Y T

L L LN N

Source siani Input at IC

Agilent function generato |
811504 |

Fig. 6.28 Measurement setup for PCBs

The output of the function generator witf5output impedance is 100 MHz square
wave signal within appreciable square wave specificatib@gproximately 2.0 ns
rise time).

2. Scope: The 1 GHz scope (MSO8104A) from Agilent is us¢leirexperiment.

3. Probe: The Agilent, 1158A active probe is used for tkasurement. The probe

has a bandwidth of 4 GHz with 0.8 pF, 130 ikput impedance.
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6.4 Electronic system simulation

An electronic system can be simulated in the time doma can be divided into its
solvable blocks, like IC components, PCBs, cables, coorgctase. Each of the
blocks requires a separate set of algorithms suitabits tdock, like PCBs, cables
and connectors. These can be simulated by a 3D fieldrselvieh can fetch the
RLGC model of the trace while components/chips can bmlated by either
transistor level or behavioural modelling simulation tools the present
manufactured PCB, the trace routing has been accomplsfiea combination of
microstrip and strip line apart from some discontingjtisuch as the right angle
bend, fan-out junction and via. These discontinuitass lee formulated through their
S-parameters either by an experimental setup (using vediworkeanalyzer) or a
Spice model available from the vendor and in its sistplepresentation the system
can be modelled using 1D or 2D field solver. However to ssmte the

discontinuities completely, it needs to be simulataedgu3D field solvers.

6.4.1 PCB trace simulation using empirical formulae

The experimental setup as described in section 6.2 c®nsisvarious PCBs
containing microstrip line and/or stripline traces. Thefdstrip line trace has air on
one side while dielectric media on the other side.ddetihese traces are always
suspended in an inhomogeneous medium; this causes an altogétbeent
effective dielectric constant. The stripline traees embedded in the PCB media and
based on the placement of the trace in the dietentedia they can be defined as
symmetric or asymmetric stripline configuration. Thep@dance, inductance and
capacitance for these strip line, microstrip line configanst are quite standard and

hence these traces can be modelled easily using any commer in-house
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developed full field solver, however the discontinuigeds to be dealt separately
using an equivalent configuration model. The analyticahtdas for the impedance
of stripline and microstrip line can be defined in subisast6.4.1.1 and 6.4.1.2.
These expressions are frequency dependant and can oalgcbeately described

when dispersion is also included in the expression.

6.4.1.1 Microstrip line

A microstrip line trace is described as the trace Ignthe interface of dielectric and
air. This often leads to a quasi — TEM field behaviouthwiE/TM mode at its

dielectric and air. (6.5) - (6.8) [4] describe the elateristic of a microstrip line
trace, where the capacitance, ‘C’ and inductance, ‘L’ yet length are defined
using (6.3) and (6.4) respectively [4].

1

C= Z_o v Ho€olefr —(6.3)

L= Z°C= VHoEoerr Lo —(64)

60

Zy= #=in Bav 1+ (%)Zl — (65)
A= 6+ (2r—6)exp [— (30'36&1)0-7528] —(6.6)
I(1+ i In (W/h)4-: (W/52h)2 \l _ 090053
B = 0.564{ 49 (w),) + 0432 HE . 3) —(67)

| 1 wos |
k + 187 In [1+ (M) ] }
Eops = Sr; L, SFZ_1[<1 el _ABl — (68)
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Here f is the frequency in GHz while ‘w’ and ‘h’ areetlwidth of the trace and
dielectric thickness in mm respectively, thickness of titaee is assumed to be

negligible.

6.4.1.2 Strip line

Similarly the characteristic of strip line can be defl using its impedance,
inductance and capacitance by the analytical formulaetsed in (6.4), (6.5) and
(6.9) [5], where ‘w’ and ‘t’ are the width and thicknesfsthe trace in mm, ‘h’ is the

dielectric thickness in mm, K and K’ are the functidnvoand h [4].

K (tan0n(™/2))
K (tanh(™/31))

Z, = 301 — (6.9)

The ratio of the K and K’ can be expressed as in (@ah@)(6.11), depending on the

condition of O< tanh( ™ <0.707 and 0.707 < tanh(™ <.
2h 2h

M GG)

K (tanh(™/,, ))
_ n -~ —(6.10)
e+ - (tanh(nW/Zh))Z)“s)/ )
(1 - (1 - (tanh(”W/Zh))z)O. )
K (tanh(”W/Zh)) _1 n |[2 (1+ (tanh(nW/Zh))O.s) ]l —(6.11
K (tanh(™w/,,)) ™ i /(1‘(ta”h(nw/2h))os)j o
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6.4.2 Equivalence for cable, SMA connector, via and rightregle bend

Because of HSPICE being a 2D quasi static field solver soohe electrical
structures like coaxial cable, via, right angle bend alkbA Sonnector has been
approximated by an equivalent circuit. While there are samitations on in-house
developed software ‘Minisolve’ because of the absendéd@ry models for some
electrical structures like coaxial cable, SMA connegborver connector, these has
been approximated by an equivalent circuit. The connectmnies significant in
the current simulation because SMA and power connectrused to provide
ground reference for these PCBs. These equivalent siraxgtfurther defined in the

following sub-sections.

6.4.2.1 Electrical equivalent circuit for a Coaxial cablelD/2D simulation

In the experimental setup, the source signal which igrgéed through an Agilent
function generator, is passed to the PCBs through a (BN&MA) coaxial cable
(Kingsman manufactured RG58) with a characteristic impedah68 Q. A coaxial
cable consists of inner layer conductor (of copper) wytlindrical coaxial outer
dielectric which works as an insulater£ 2.29). This cable can be represented as a
distributed LC circuit (with inductance, ‘L’ and capaaite, ‘C’ per unit length) and
hence can be described by its equivalent parameterscté@stic impedance and

velocity.

6.4.2.2 Electrical equivalent circuit for PCB via for/2D simulation

Vias are used to connect traces at different layessshdwn in Fig. 6.29, a typical
via has various components such as barrel, pad and antdpseld on the length,

width and thickness parameters of these componentscataappear as capacitive
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and/or inductive discontinuities. These capacitive addigtive parasitics contribute
to the degradation of the signal as it passes througke tha. Hence for the sake of

electrical representation, Fig. 6.29 can be representéd.as.30.

ICloul Via Barre

Layer1
Layerz EEEEEEN
Layer3 EEEEEEN

Layer4

Fig. 6.29 Physical via representation in a four layeB PC

IClout IC1_ICz Lt

Fig. 6.30 Coupled equivalent circuit representation of via

The equivalent circuit [6] for via as shown in Fig. 6i8@ccurate enough to model
the response of via up to a frequency approaching THz. How#eecircuit seems
to be quite complicated and takes a considerable amourdngbutation time to
simulate, because it requires a capacitance and indectatculation of each of the

individual elements (Padl, Barrel and Pad2), apart fronsapacitance and mutual
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inductance between every possible combinations of these elements. This
requires a significant extraction of all these valtlgeugh a three dimensional field
solver tool and hence it is an unpractical model for insa design process. A
simpler circuit [6, 7] as shown in Fig. 6.31 can be usedescribe a distributed
model for via. The electrical representation of Fig. &8t be still simplified and

has been shown in Fig. 6.32.

ICLouf IC1_ICzZ

L
1pac barrel 2pad Lstur

Cbarre

ClpaJZ CZpaclz CZDac/2 Cstut
T ™ TT =TT T

Clpa\(!2

Fig. 6.31 Distributed equivalent circuit representationiaf

Fig. 6.32 shows a simple lumped LC pi model to illustnate capacitance and
inductance effects and this equivalent model has been usdtie irHSPICE
simulation tool. Although the lumped model is only apgiieaf the delay inside via
is less than one-half of the signal rise time [6]has been represented for its

simplicity and its inclusion in the existing PCB cirtsLii

Via_In Lpadj-pac2 Via_Out Lstub

— I I

i:[j padl i:[j Coad: i]:j Cstub

Fig. 6.32 Simplified equivalent circuit of via

These LC components can be represented by its equatiotes aghsidering the

surrounding effects of the PCB. (6.12) shows the eoglirformula for the
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capacitance of a single ended via and (6.13) shows tp&ieah formula for the

inductance of a single ended via when via is modelledwas@ed LC pi model [8].

_ _ 56&:D,T .
Cpadl - Cpadz - (DZ—Dll) Ion - (6.12)
Lpadi-paaz = 02h |In (*)+ 1| innH — (8.13)

Here e, is the relative dielectric constai; is the diameter of via padd; is the
diameter of the anti-pad, is the thickness of the PCB,is the via length, and is
the via barrel diameter.

The PCB stack-up has the following dimensions:

e=4.4; T =0.995 mm
D= 0.906 mm h =0.995 mm
P=2.06 mm d=0.5 mm

Based on these values [8] [9],
Gaa1= 192.4802 x 18 pF = 192.48 fF

bad1-padz= 611.8 x 16 nH = 611.8 pH

The comparison of ;3 and %1 parameter results from Minisolve and its analytical
expression using CST design studio for an independent viapassented in Fig.
6.29 has been shown in Figs. 6.33 and 6.34. The@&ameter result shows good
agreement while there is an increased loss of theldign&,; parameter, insertion
loss with increasing frequency when analysed using 3D toobimparison of its

analytical expression.
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Comparison of S11 parameter for via configuration

S, parameter with 3D tool

S,, parameter - analytical

-100 -

Amplitude (dB)

-120 -

-140 -

-160 -

-180 ! I I ! ! I ! ! I I
0 0.5 1 15 2 25 3 35 4 4.5 5

Freq. (GHz)

Fig. 6.33 %1 parameter for via using 3D tool and analytical expression

Comparison of 821 parameter for via configuration

S,, parameter with 3D tool

Amplitude (dB)
<)
(6]

0.6- S, parameter - analytical

[ 1 1 [ [

1
0 0.5 1 15 2 25 3 3.5 4 4.5 5
Freq. (GHz)

Fig. 6.34 $; parameter for via using 3D tool and analytical expression
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6.4.2.3 Electrical equivalent circuit for PCB Right Aatpend for 1D/2D simulation

Fig. 6.35 Right Angle bend representation

The physical structure is shown in Fig. 6.35. Right arggad can appear as
capacitive and/or inductive discontinuities at its benthtpdrhese capacitive and
inductive parasitic contribute to the degradation of theadigs it passes through
these right angle bend. The right angle bend cangresented by an equivalent Tee
circuit with LC components [10] as shown in Fig. 6.3te calculation of the

inductor and capacitor can be represented by (6.14) and [8]15)

I-bend I-bend

A

I Goend

Fig. 6.36 Equivalent circuit for a right angle bend

2
Cpeng = 0.001R [(10.355T +24) (%) + (26, + 564) (%)] pF —(6.14)

w 1.39
Lyong = 0.22h [1.0 — 1.35¢°18(3) ]nH _ (6.15)
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Heree, is the relative dielectric constant; w is the traagdth while h is the trace

height. Calculating the capacitance and inductance fobeinel of 400 um trace

width routed over 200 um Fr4 prepreg with the dielectoiostant 4.5, we can get

Coend@s 0.0438 pF andykngas 7.8 pH.

Amplitude (dB)

-20

-30

-40

-50

-60

70

-80

Comparison of S, parameter for right angle configuration

S,, parameter with 3D tool

S,, parameter - analytical

[ 1 1 [ [

1
0 0.5 1 15 2 2.5 3 3.5 4 4.5 5

Freq. (GHz)

Fig. 6.37 %1 parameter for right angle bends using 3D tool and tsoalexpression

The comparison of:3 and $: parameter for a microstrip line of 250 pm width and

thin trace routed over 125 pm thickness dielectric nadtenith Fr4 of 4.5 using

Minisolve and its corresponding plot using analytical egpion with the

commercial tool CST design studio for a right anglamn length of 1 mm and 1.5

mm as represented in Fig. 6.35 has been shown in Figs. a6376.38. The

parameters derived out of analytical expression shovemaich with its field solver

tool. The $; and $; parameter of the analytical expression has siméaatbiour to

the Minisolve derived result beyond 2 GHz.
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Comparison of S, parameter for right angle configuration
0.1-

S,, parameter with 3D tool

S,, parameter - analytical

Amplitude (dB)

o
i~

0.2 ! I I ! ! I ! ! I I
0 0.5 1 15 2 25 3 35 4 4.5 5

Freq. (GHz)

Fig. 6.38 %1 parameter for right angle bends using 3D tool and toalexpression

6.4.2.4 Electrical equivalent circuit for PCB fan-out I®/2D simulation

The fan-out configuration typically arises when a drieiecuit is driving a number
of receiver ICs. One example often seen with this gandition is the clock design in
the PCB where many ICs have to be provided external cigcialsusing a clock

circuit. The fan-out circuit as shown in Fig. 6.39 canréliably constructed using
one T-junction and one right angle bend connected tra¢esce the equivalent
circuit can be defined using the circuit definition of smtt6.4.2.3. This

configuration leads to a longer propagation delay becatiselditional capacitive

and inductive element associated with the branched netSifland $; parameters
for a microstrip line of 250 um width and thin trace roubedr 125 pum thickness
dielectric material with Fr4 of 4.5 using Minisolve anddtsresponding plot using

analytical expression with the commercial tool CSTigiestudio has been shown in
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Figs. 6.40 and 6.41. The fan-out trace has its arm lesfg#250 pum, 750 um and

500 pm.
Fig. 6.39 Fan-out representation
Comparison of S11 parameter for fanout configuration
20~
_25 [l
)
A=)
Q
=]
2
é—
< S, parameter with 3D tool
-30 .
S11 parameter - analytical
[ | | [ [

-35 ! I I ! !
0 0.5 1 15 2 25 3 35 4 4.5 5

Freq. (GHz)

Fig. 6.40 $; parameter for fan-out using 3D tool and analytical exgiwes

As Figs. 6.40 - 6.41 show the comparison of &d $; parameter with analytical
and field solver model, there seems to be some deviatime $he analytical
expression does not take anisotropic media behaviour euouat which is only
possible through a result based on full field wave propagaiihus there are an

increased reflection and insertion loss in the disoaotis structure if it is analysed
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using a field solver. Hence a field solver tool such asiddive can help in deriving

S-parameters accurately for its use in 1D and 2D siroul&mvironment.

Comparison of 821 parameter for fanout configuration

S,, parameter with 3D tool

1r S,, parameter - analytical
0.8
0.6
0.4Fr

0.2

Amplitude (dB)

-0.21

0.4¢

0.6 ! I I ! ! I ! ! I I
0 0.5 1 15 2 25 3 35 4 4.5 5

Freq. (GHz)

Fig. 6.41 $; parameter for fan-out using 3D tool and analytical exprass

6.4.2.5 Electrical equivalent circuit for SMA Connectmr 1D/2D simulation

The geometry of a SMA connector is shown in Figs. 6r26a43.

1 Teflon, e = 2.2 1mm  Signal pir
£
0 Signal pir
~| e €
£
L{E'! 11.5 mm g
2 ©
Fig. 6.42 — a Latefiew Fig. 6.42 — b Cross iseetl view
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The simplified model [11] can be defined by a transmiséiman model as shown

below in Fig. 6.43 - a. As a transmission line candprasented by a RLC network,

the equivalent representation of a SMA connector cadeieed as Fig. 6.43 — b,

where Rwa, Lsmwa and Gua are equivalent resistor, inductance and capacitance.

SMA_connector

50 ohm

Rswva Lsma

—_— AMA— Y Y Y

™ Csma

J: 66.745 ps

Fig. 6.43 - a Transmission line representation

&4 - b Equivalent circuit

Assuming the length of the propagatibimside the SMA connector being 13.5 mm
and for Teflon (dielectric used in SMA connector) thelatitric constant, being
2.2, the speed of light, ‘c’ being 3 x ®0n/s, the velocity of propagation and

propagation delay can be defined as (6.16) and (6.17).

v= — (6.16)

7o
;

l

Tpd = v - (617)

Hence we can obtain v, velocity inside the SMA commeas 2.0226 x fom/s and

the propagation delay, tpq as 66.745 ps.

6.5 HSPICE simulation

Any transmission line simulation is a challenging angetconsuming task, because
extracting transmission line parameters from physicatngxy requires a significant

effort and resource. Similar to other software toolshm market, HSPICE is based
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on the Telegrapher equations [12] as described previousB3a)(and (2.32) [13]

while it analyses the transmission line in quasi stBE® mode [14]. For a typical
micro-strip/stripline system, the quasi-static approxiomaholds true up to a few
GHz. Instead of solving the transmission line using afieild method HSPICE [13]

tries to minimize this effort by using a simple 2-D &lemagnetic quasi - static field
solver, which calculates the electrical parametera dfansmission line system,
based on its cross-section. The current embedded @klersn HSPICE is based on
an improved version of the boundary-element methodfi@eceform of the FEM

method) for increasing the efficiency and resource usagkowt significant

reduction in accuracy. The advantage of BEM [15] overrdib&l solvers lies in its

speed and efficiency. BEM method has been further ogeinin HSPICE software
tool for improving its computation efficiency by employing &&in’s method [16]

in conjunction with a closed form Green’s function linedtly solving the charge (or
current) distribution over the surface before solvinggbeential difference over the
entire space. In a conventional BEM, the Green’stfondor a dielectric media is
used as the basis for an integral equation, and the apsméries of geometry are
handled in an exact manner. The expression of thigifumes obtained using the
image theory, while with a slowly-converging series. Egl@nt trace configuration
of the experiment can be simulated in HSPICE usirggeibssy line ‘U’ element or
distributed ‘W’ element. Although the ‘W’ Element isvarsatile transmission line
model that can be applied efficiently and accuratelyirmlate a PCB transmission
lines, ranging from a simple lossless line to complexjdency-dependent lossy-
coupled lines, it requires pre-calculation of RLGC madliata for the defined trace.
The ‘U’ element has been used to simulate all the elguniv&®CB configurations of

the experimental setup. While defining the trace — lergtiHEPICE, the exact trace
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length (corresponding to experimental PCB) as per niigpodse trace and stripline
trace has been defined, so as to have an equivalentaton under the same
condition. Similarly the source signal of the expenninwas applied as a piece-wise
linear signal to the source of the HSPICE netlist. sEh&ace - details have been
shown in PCB stack-up in section 6.1.1, 6.1.2 and Figs, 6.16, 6.20 and 6.25.
Further HSPICE and IBIS library model of the IC, SN74AHCID3 (DBV and
DCK package) has been used in place of the physical 1@ wbiinecting the trace
from source signal supply to IC. These libraries areilabla from the IC
manufacturer, Texas Instruments. In the experimer@®, Rhe source signal was
interfaced through SMA connector on the board using a abacable. The
equivalence of SMA connector and coaxial cable has bseth in the HSPICE/CST
simulation. The equivalent SMA connector has beempkiied by 50 Q
characteristic impedance transmission line of a propagaine of 66.745 ps. Via
and right angle bend of the trace has also beenceplay an equivalent RLC circuit

as per definition in section 6.4.2.2 and 6.4.2.3.

6.6 Minisolve simulation

The in-house developed software (Minisolve [17]) is basedlldM [18, 19] and has
been used for the simulation of various configurationB©Bs (of the experiment)
however certain assumptions and simplifications (dueh# restrictions of the
developed code) have been made while verifying the cirché@rerare two different
library models for this IC from its vendor Texas Instemnt one is IBIS model while
another is HSPICE model. The IBIS buffer [20] is ddsemli by its input and output
characteristics. The Tl manufactured IC SN74AHC1GUO4 I€ been used in the

present work. To verify the authenticity of the IBI8ffier behaviour of its IBIS
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library model for its use in Minisolve simulation, tH&S buffer characteristics has
been extracted from the HSPICE library (by driving timpui using various

conditions such as high, low etc.) of this IC.

6.6.1 Source signal

Two different source signals as shown in Figs. 6.41GA5 are measured from the
experimental setup at the output of a function genevatbr50 Q output impedance
and 5Q output impedance respectively. These source signalksuppdied to various
configurations of PCBs and Minisolve, HSPICE, CST desigdis through a RG58
coaxial cable.

Source signal for PCBs at 71 MHz with 50 ) source resistor
35

Source signal

Amplitude (Volt.)

-0.5

Time (ns)

Fig. 6.44 71 MHz source signal for all PCBs with®@ource resistor

The output signal of 100/71 MHz generated out of the funam®merator attached

with a RG58 coaxial cable is measured on the scope, MSO810#Astdred signal
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of the scope is used in Minisolve, HSPICE, CST desigwlis. For the use in
Minisolve (in order to match the experimental setup’si@idime step to Minisolve
time step), the signal is interpolated using Matlab. flhe step of the experimental
setup is 0.25 ns while the time step required in the Minisohe25087x10° s.
Hence the number of interpolation steps between tgmif@ant point has been set
as (0.25x10)/(1.25087x10>) = 2000. The interpolated source signal is stored as a
text file and it is verified for its comparison withetloriginal source file which is the

same except for increased data points with a multijicaf 2000.

Source signal for PCBs at 100 MHz with 5 ) source resistor
35

Source signal

Amplitude (Volt.)

05 I I ! ! ! I
0 2 4 6 8 10 12

Time (ns)

Fig. 6.45 100 MHz source signal for all PCBs witf Source resistor

6.6.2 Minisolve simulation description

Here the problem space is discretized in time (dt = 1.25087))Gand length (dI =

0.000075 m) in order to have enough points for a TLM method i
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implementation. The required number of time steps fadirg the entire space has
been set as 900000. Smaller dt provides an accuracy whileraasad number of
time steps make sure that the measuring signal gets zdbifiowever the computer
resource requirement significantly gets increased. Tebaol bottom layer (that is
the boundary of the setup, rZmin = -1 and rZmax = -1) leas Iset as PEC metal,
while the side layers has been set as matched layerir(r= 0, rXmax = 0 and
similarly rYymin = 0, rYymax = 0). As the height of the taleplate above the ground
plane is 225 um and the width of this metal plate is{ %0 hence the spacing step
has been set as 75 um. The length of the striplinge tna the experiment is
approximately 88 mm and hence the number of x-directais ©ias been set as
1173. The experimental PCB is a multi-layered board wittuiggl referenced at its
top and bottom while the trace is sandwiched betwessettwo reference planes. In
addition the experimental PCBs have provisions of cdmgethese two references
using numbers of via at its edge. In the Minisolve, theessetup has been achieved
while setting the top and bottom layer as PEC for progidjround reference and
laying out the trace at an equal cell space of 3 cells.etge of the top and bottom
layer has been connected using a thin metal plate. Thisypar IC has different
packages (DBV, DCK, DRL) as physical ICs however only DBWd DCK
packages have corresponding libraries in the HSPICE al®l 1B package in the
IBIS model is defined using input, output pin and package cleaistats. Tables 6.1
- 6.3 describe the [RLC] value of these different pgekg 3] and the corresponding
values from these tables apart from various IBIS dath as@round clamp, power
clamp, pull up, pull down, rising and falling have been usedc#dling the IC
library. The DBV package (SN74AHC1GU04DBV) and DCK package

(SN74AHC1GUO4DCK) are used in the simulation software. [B48 library can
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be called using its x-, y- and z- co-ordinate placemiemigawith its Rkg, Lpkg Cokg,
Ceomp @nd its power supply. Using a definition of voltage southe interpolated
source signal is applied at a trace formed using metalBlaced at a height of cells
corresponding to the various configurations defined infelewing sections with
reference to PEC material and stuffed with a dielecifid.4 using another inbuilt
library of materialShape. For using terminations at sturce with 5/50Q
corresponding to the source termination of the functionnegsor,

lumpedComponent has been used.

Table 6.1: RLC value for package

RLC value for DBV packagt DCK packag: | DRL packagt
package

R_pkg (nQ) 25 20 9

L_pkg (nH, 0.152 0.99¢ 1.t

C_pkg (pF 0.15¢ 0.14¢ 0.17

Table 6.2 RLC value for input pin

RLC value for input | DBV packag: DCK packag: | DRL packag:
pin

R_pin (nQ) 23 18 51

L_pin (nH) 1.317 0.881 0.9¢

C_pin (pF 0.13¢ 0.121 0.17
C_comp (pF 2.11 2.11 2.11
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Table 6.3 RLC value for output pin

RLC value for output | DBV packagt DCK packag: | DRL packag:
pin

R_pin (nQ) 26 18 10¢

L_pin (nH) 1.5¢ 0.9¢ 1.7

C_pin (pF 0.15( 0.12¢ 0.11
C_comp (pF 3.12 3.12 3.12

The power clamp and ground clamp V-1 table for its inpuitds, pull up and pull
down V-I table for its output buffer, falling and risingt\Mable for its output buffer
of the IBIS was called with the definition of R_pkg, L_pkg,pkg, C_comp in the

Minisolve software.

6.7 CST design studio description

CST design studio [2] is a schematic design tool toteressamulate a circuit model
using its inbuilt analytical or semi-analytical behavidurepresentative library
which provides support for various types of structures suclstigs line or
microstripline blocks apart from the Spice and IBISdiyr The complete schematic
representation of the experimental setup for a strdigbkt configuration which
involves coaxial cable, microstrip line, stripline, zetonoresistors, via and IBIS
buffer interface has been shown in Fig. 6.46. The sosignal as represented in
Figs. 6.44 and 6.45 can be defined in its port definition, PIlgusixt file format
while the coaxial cable, stripline, microstripline and hé&s been defined using their
equivalence. Fig. 6.46 is an example of one of the expetah setup, similar
schematic was drawn for different packages and vari@ee tconfigurations and

50/5 ohm series termination. Results obtained through CSi§irdstudio have been
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plotted and compared against the TLM based Minisolve, HSRI@ experimental

results in the following section.

Straightline route with DBV Package

Microstripline Stripline Microstripline AHCIGUO4_DBV/AHCIGUD4_IN_33

1 (aP1)

R — R e

!
1

0102p T
T_J_l T

Input buffer

COAX1

Length/imm 170
Inner Diameter/mm 2
Outer Diameter/mm 7 1 SLINEI I MSLH\‘ELL; _
Epsion 225 = [Lenglimm 88| 1 Lengthimm 2905
Tandelta 00004 Widtham 150 “Width/um. :gg
Ko ! Heightfm e %:iﬁ:gm 165
Ground Plate Distance/umd25 Epsion 735
Thickness/um 325 pelon
Epsion a5 ;;‘; 3 8
ondcla o Roughnessmmm 0
Roughness/mm 00

Fig. 6.46 Schematic representation of experimental $etGST design studio

6.8 Minisolve results and its comparison with experiment and other

commercial software tools

As discussed previously, an Agilent function generator, 811&Abe configured
with 5 Q and 50Q output impedance. Hence two different sets of sourcek{gne
at 71 MHz with 50Q output impedance and second at 100 MHz wit@ Butput
impedance) have been applied at these PCBs. These eaxpilimesults are
compared with Minisolve generated output and other comnhesofware tools
such as CST design studio simulation tool and HSPICE witb the IBIS and

HSPICE model library supplied by the IC manufacturer.
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6.8.1 Straight line configuration

The diagrammatic representation of the straighttiiaee configuration is shown in

Figs. 6.47 and 6.48.

Ground plan
L

g Frd,g, = 4.4

.a;. < oot BBIMIM ooy »(1BIS
. OI"- Library of
5 | .g.R=5500Q /‘ the IC
g 5 Fra,g, = 4.4 Stripline Trace
o g . InputatiC.. . .
3 | o,
3 < v

Ground plane N iy'

X

Fig. 6.47 Lateral view of the straight line configuratioMinisolve

Ground plane

Frd,e, = 4.4
-«
0.1 um
0.225mm 0.225mm

i\\\\'\;\i\'\\'\'\\'\'\i\'\'\\

round plane

Fig. 6.48 Cross-sectional view of the straight line guration in Minisolve

Figs. 6.49 and 6.50 show the compared results at the afighe IC of Fig. 6.47
from a source signal at 71 MHz with %D output impedance for a straight line
configuration of the PCB while Figs. 6.51 and 6.52 showctimpared results at the
input of the IC as described in Fig. 6.47 from the sougmasiat 100 MHz with %2

output impedance for a straight line configuration of t6&P
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DBV package, straight line - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

3 —
— T Minisolve-Straight-DBV
— —— - CST-Straight-DBV
250 Exp-Straight-DBV

Hspice-Straight-DBV
IBIS-Straight-DBV

15

Amplitude (Volt.)

0.5

Time (ns)

Fig. 6.49 Straight line configuration, DBV package withtb8ource resistor

DCK package, straightline - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

3 [ ——
NG Minisolve-Straight-DCK
s — — - CST-Straight-DCK
25F Exp-Straight-DCK

Hspice-Straight-DCK
IBIS-Straight-DCK

15

Amplitude (Volt.)

0.5

Time (ns)

Fig. 6.50 Straight line configuration, DCK package wititb8ource resistor
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DBV package, straight line - Minisolve vs. vs. CST vs. Expt. vs. HSpice vs. IBIS
3 Minisolve-Straight-DBV
% K CST-Straight-DBV
250 7 Exp-Straight-DBV
/ \\ Hspice-Straight-DBV
\\ IBIS-Straight-DBV

Amplitude (Volt.)

[ [ 1 1 —
0 2 4 6 8 10 12
Time (ns)

Fig. 6.51 Straight line configuration, DBV package witf Source resistor

DCK package, straight line - Minisolve vs. vs. CST vs. Expt. vs. HSpice vs. IBIS

3 —
Minisolve-Straight-DCK
———- CST-Straight-DCK
251 Exp-Straight-DCK

Hspice-Straight-DCK
IBIS-Straight-DCK

15

Amplitude (Volt.)

0.5

Time (ns)

Fig. 6.52 Straight line configuration, DCK package wit@2 Source resistor

-211-



Chapter 6 — Modelling of PCB interconnects and IC packages

6.8.2 Right angle configuration

The diagrammatic representation of the right angleetrconfiguration is shown in

Figs. 6.53 and 6.54.

IBIS
Library of

c ~\the IC

W \\W“"“

44 mm
£
5 Fra, e, = 4.4 90°
E § R=5/50Q .+« v v e e \ ﬁ
[S) A&, A N\
() et ) R T—— 44 MM e Stripline Tre{ce"
% ugv : Frd, e = 4.4 K\
SN
Y,
\\\\\\\\\\\\\\\\\\\\V‘ "
Ground plan

Fig. 6.53 Lateral view of the right angle configuratiorMimisolve

Ground plane

/////////////////////

o Go15mm +£
.¢_. Sy
R e R SR
E .......... AE
\\\\\\\rllﬁ\\p\e}n\e\\\\\\ S

Fig. 6.54 Cross-sectional view of the right angle igumétion in Minisolve

Figs. 6.55 and 6.56 show the compared results at the aiphie IC of Fig. 6.53
from a source signal at 71 MHz with %0 output impedance for a right angle
configuration of the PCB, while Figs. 6.57 and 6.58 shmewbmpared results at the
input of the IC as described in Fig. 6.53 from the sougmasiat 100 MHz with %2

output impedance for a right angle configuration of the PCB
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DBV package, right angle - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

’ LT s ‘ Minisolve-RA-DBV
g R ~ CST-RA-DBV
251 Exp-RA-DBV
Hspice-RA-DBV

IBIS-RA-DBV

15

Amplitude (Volt.)

0.5

Time (ns)

Fig. 6.55 Right angle configuration, DBV package withtb8ource resistor

DCK package, right angle - Minisolve vs. CST vs. Expt. \s. HSpice vs. IBIS

s T Minisolve-RA-DCK
: ~ - CST-RA-DCK
2.5+ Exp-RA-DCK
Hspice-RA-DCK

IBIS-RA-DCK

1.5

Amplitude (Volt.)

0.5

Time (ns)

Fig. 6.56 Right angle configuration, DCK package witltb8ource resistor
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DBV package, right angle - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

3 Minisolve-RA-DBV
———- CST-RA-DBV
2.5+ Exp-RA-DBV
Hspice-RA-DBV

IBIS-RA-DBV

15

Amplitude (Volt.)

0.5

Time (ns)

Fig. 6.57 Right angle configuration, DBV package witf2 Source resistor

DCK package, right angle - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

¥ N Minisolve-RA-DCK
— — — CST-RA-DCK
2.5 , ’ N Exp-RA-DCK
f Hspice-RA-DCK

IBIS-RA-DCK

15

Amplitude (Volt.)

0.5

05 I I ! ! ! I
0 2 4 6 8 10 12

Time (ns)

Fig. 6.58 Right angle configuration, DCK package wit2 Source resistor
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6.8.3 Fan-out configuration

The diagrammatic representation of the fan-out tcaediguration is shown in Figs.

6.59 and 6.60.
Ground plane
B e
uNE': Stripline Trace Frd,e = 4.4 _
g§R=5ISOQ......../...88mm................

Source Signi

225m
T
&
P
ne
N
N

Ground plan

Fig. 6.59 Lateral view of the fan-out configuration innidolve

Ground plane

LT

. .0_15mm. P AE y
PN D ] T c g N
~ v /
O e R P X
I +E
TITTITITITITTI T, 7S
Ground plane

Fig. 6.60 Cross-sectional view of the fan-out configorath Minisolve

Figs. 6.61 and 6.62 show the compared results at the imghe dC of Fig. 6.59
from a source signal at 71 MHz with 50 output impedance for a fan-out
configuration of the PCB while Figs. 6.63 and 6.64 showctimpared results at the
input of the IC as described in Fig. 6.59 from the sougmasiat 100 MHz with %2

output impedance for a fan-out configuration of the PCB.
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DBV package, fanout - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

3 —
Minisolve-Fan-DBV
———- CST-Fan-DBV
2.51 Exp-Fan-DBV
Hspice-Fan-DBV
5 IBIS-Fan-DBV
5
s 1.5
(0]
e]
2
a5 1
g
<
0.5
0
-0.5 : ‘ ’
0 5 10 15
Time (ns)

Fig. 6.61 Fan-out configuration, DBV package with(®8ource resistor

DCK package, fanout - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

3r L
PN Minisolve-Fan-DCK
———- CST-Fan-DCK
2.5+ Exp-Fan-DCK
Hspice-Fan-DCK
5 IBIS-Fan-DCK
5
s 15
(]
©
2
s 1
€
<
0.5
0
-0.5 L ‘ !
0 5 10 15

Time (ns)

Fig. 6.62 Fan-out configuration, DCK package with(bB8ource resistor
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DBV package, fanout - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

Minisolve-Fanout-DBV
——— - CST-Fanout-DBV
Exp-Fanout-DBV
Hspice-Fanout-DBV
IBIS-Fanout-DBV

2.5+

Amplitude (Volt.)

[
2 4 6 8 10 12
Time (ns)

Fig. 6.63 Fan-out configuration, DBV package witf2 Source resistor

DCK package, fanout - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

Minisolve-Fanout-DCK
——— - CST-Fanout-DCK
Exp-Fanout-DCK
Hspice-Fanout-DCK
IBIS-Fanout-DCK

Amplitude (Volt.)

1
0 2 4 6 8 10 12
Time (ns)

Fig. 6.64 Fan-out configuration, DCK package witf Source resistor

-217-



Chapter 6 — Modelling of PCB interconnects and IC packages

6.8.4 Via configuration

The diagrammatic representation of via configurationhisws in Figs. 6.65 and

6.66.
Ground plan
£ A
1<} .
E L A 4 4 . :
44 Frd,g .
B;. T P mm’ . Cylindrical via | ' e .
------------------------------------ [ ]
"""""" Oyt 1 connéchng'fraces
= *R=5/500
5 £ :
g 8 - . l‘.....‘ ;;; 44 mm\ """"" TR IBIS
(8] o
bt 1! semssmssmsssssmssE s msa lerary Of
> o Frd, e, = 4.4
& .z: ....... S Y (the IC

Input at IC

\\ NN N NN NN NN NN NN N\

Ground plane

Fig. 6.65 Lateral view of the via configuration in Minisolve

Ground plane

£ /////////////////////
uE-,é .. ..015mm.. . .
Sv .\ et A £
s .y . . -3
1 'E

\\\\\\\\\\\\\\\\\\\\\

Ground plane

Fig. 6.66 Cross-sectional view of the via configuratioMinisolve

Figs. 6.67 and 6.68 show the compared results at the aiphie IC of Fig. 6.65
from a source signal at 71 MHz with 8Doutput impedance for a via configuration
of the PCB while Figs. 6.69 and 6.70 show the compargdtseat the input of the
IC as described in Fig. 6.65 from the source signal at 10@ Mith 5Q output

impedance for a via configuration of the PCB.
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DBV package, via - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

37 Y~
e Minisolve-Via-DBV
' = ———- CST-Via-DBV
2.5 Exp-Via-DBV
Hspice-Via-DBV
) IBIS-Via-DBV
5
S 15
(O]
©
2
3 1
£
<
0.5
0
0.5 ! L !
0 5 10 15
Time (ns)

Fig. 6.67 Via configuration, DBV package with &0source resistor

DCK package, via - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

° I Minisolve-Via-DCK
———- CST-Via-DCK
2.5 Exp-Via-DCK
Hspice-Via-DCK

IBIS-Via-DCK

=
3]

Amplitude (Volt.)
(=Y

0.5

o
3

Time (ns)

Fig. 6.68 Via configuration, DCK package with®®@ource resistor
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2.5

15

Amplitude (Volt.)

0.5

Fig.

2.5

15

Amplitude (Volt.)

DBV package, via - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

Minisolve-Via-DBV
———-CST-Via-DBV
Exp-Via-DBV
Hspice-Via-DBV
IBIS-Via-DBV

[ [ 1 1 1 [

6
Time (ns)

6.69 Via configuration, DBV package wititbsource resistor

DCK package, via - Minisolve vs. CST vs. Expt. vs. HSpice vs. IBIS

Minisolve-Via-DCK
———- CST-Via-DCK
Exp-Via-DCK
Hspice-Via-DCK
IBIS-Via-DCK

[ [ 1 1 1 [

6
Time (ns)

Fig. 6.70 Via configuration, DCK packag&wva<) source resistor
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6.9 Analysis of results

Future trend for a field solver tool in a PCB applicaties in generating results in
the time domain for its wideband frequency simulatiatheér than its individual
frequency centric characterisation. The in-house dpeelotime domain (TLM)
based full field solver tool ‘Minisolve’ has been espkgideveloped for education
usage in comparison of the existing costly and commefa#d solver tools
available in the market. For a comparative analysigeslt has been extensively
compared against many commercial tools such as CST deaujn,sHSPICE in
addition to experimental result. The results obtaiftedh Minisolve are better in
comparison to the results from HSPICE, CST design atiSPICE results show
ringing in the received signal response while CST dedigdics results show an
increased deviation from the experimental result. Hew®{SPICE is a 2D quasi-
static field solver and CST design studio is based ornrapformula obtained for
its equivalence. On the other side Minisolve shows aeclapproximation of the
experimental results. Some limitation with the Mimaoltool is its 3D via
modelling, where there is some mismatch with the erparial results during the
peak of the signal. The limitation of via modelling asideecause in the multi-
layered physical PCBs as shown in Figs. 6.5 and 6.6, d@ewof via has been
implemented at the PCB edge to connect the ground nefe@anes present on the
both sides of signal layer. The Minisolve can impletrtéese through a thin metal
strip. As shown in Tables 6.1 - 6.3 for [RLC] componeuitslifferent packages,
there is a small difference in the parametric valUd® smaller [L] and [C] value
leads to a lesser ringing and overshoot/undershootngetfiiect on the signal, while
lesser [R] leads to smaller loss in the signal. Tieabing a signal with 5@ series

resistor maintains the Sl, i.e. it transfers the aigrom its generator to its receiver
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without any degradation; however IC manufacturers haveingarinput, output
impedance (other than %0) at different ICs. Hence a transmission line ternadat
with other impedance of its characteristic trace (60r 75Q) has more Sl issues
than it would have been observed with a package differddifierent packages
have different [RLC] parameters such as DRL being &malit of three packages
(DBV, DCK and DRL) leads to smaller [RLC] pin valuesd this helps in the
reduction of ground bounce apart from conventional S| issBesause of the
absence of library support in any form for its DRL packagies results from only
two packages, DBV and DCK have been illustrated. Sineerg¢Bults have been
compared between DBV and DCK packages where the footprirtheofDCK
package is smaller than that of DBV package, the reasltshown in section 6.8
agrees with smaller ringing and overshoot, undershootsisgigeseen from results in
Figs. 6.47 - 6.70, the DCK package causes lesser Sliisst@mparison of DBV
package. For the compared results of configuration witR SBurce termination, the
results of Minisolve in Figs. 6.49, 6.50, 6.55, 6.56, 6.61 and prévide a good
agreement with the experiment. These results fromiddive for 5Q and 50Q
source terminated interconnects are better in compan$oesults obtained from
HSPICE and CST design studio however it should be nosdH8PICE and CST
design studio is not a field solver tool unlike Minisolvel &le simulation tool
(Minisolve, HSPICE, CST) being in digital domain feerifying a digital circuit
where only \i, Vi, Vou and . matters for signal conditioning reason, these
results agree quite well. Each of the software toghopsys based HSPICE, CST
design studio and Minisolve has their own strengths anétvesses. Many of these
software tools use an analytical formula to calcuistémpedance during the model

development in order to save the simulation time asduree. The HSPICE and
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CST design studio calculate the impedance of its individoenponents such as
trace, via, IBIS buffer through standard empirical folasuwhile laying out the
design, even before simulating the complete systémns. [€ads to a reduced resource
usage in comparison to a 3D field solver tool such as Mireszs seen in Tables 6.4
- 6.5. The resource (time of simulation and memorygedar Intel based 3 GHz
CPU) usage under Minisolve tool for various configurations asrdeed in this
chapter is shown in the Table 6.4, while the resource usagdSPICE and CST

design studio is shown in the Table 6.5.

Table 6.4: Minisolve throughput

Configuration Time for Memory usag
simulation

Straigh 8 hour: 70,44: kB

RightAngle 24 hour: 748,84{kB

Far-oult 24 hour. 733,72(kB

Via 10 hour: 128,48¢{ kB

Table 6.5: Other tools throughput

Time for Memory usag
simulation
HSPICE (with IBIS and 40 seconc 9,992 kB

HSPICE library) resource for
each of these configurations

CST design studio resource f0i835 seconc 25,41 kB
each of these configurations
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Even a small signal difference in the range of w@nsmillivolts can make a design
pass/fail in its EMC/EMI. Minisolve consumes higherowse; as seen from various
results of section 6.8 but it provides a better accuralsighwis very crucial for
EMC/EMI analysis. At increased slew rate, the Sué on the PCBs becomes the
primary cause for EMC and this gets aggravated when perfgrmre-layout
analysis for densely trace layout in a real desigre 3B full field solver such as
Minisolve can work as interface software for board desigpl while performing the
calculation when a board designer designs the tracetlajte input format and
usage of the Minisolve coding is quite simple, whild gtioviding a 3D full field
solution unlike other field tools available in the markiet.mentioned previously the
board design size is getting smaller with decreased ngmidetayer stack up
because of the cost, and sometimes there is a pooenedelayout because of the
space issue. This creates an increased noise sourt¢eth&/iadvent of many high
speed ICs and ever changing serial (such as SATA 4, PGJBEI8B 4.0, Infiniband
etc) and parallel (DDR 4, PCIX) bus specifications haduced voltage and time
margins and are laid out in a constrained space at flensa of their performance
while still expected to be working reliably throughout ifeating range. A 3D field
solver such as Minisolve can help in these situatioften @inpointing the noisy
trace while analysing its behaviour in the time domainthnd can reduce a costly
board revision and spin-out. The Minisolve defines thandary condition quite
easily. Another obvious functional scope of a 3D fieltvesotool such as Minisolve
can be the simulation inside an IC package where thatylefsthe logic gates,
components are quite high and any mismatch can produciogether different
result at its black-box output. The 3D field solver edso be used for the simulation

and verification of Mixed, Analogue, RF circuit design.
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CHAPTER 7

CONCLUSION AND FUTURE WORKS

Usually the SI and EMC behaviour in a PCB is representéie frequency domain

because of its simplicity, ease of analysis and lamg existence. In addition it is
convenient to represent the transfer function suc®-parameter/circuit functions in
the frequency domain rather than the time domain witluskeof equipment such as
a Spectrum Analyser, Network Analyser or Signal Analysat make full use of the

heterodyne frequency analysis. However with the irrg@acomputing power and
increasing clock speeds, it has become convenient tosegfirand process a highly
complex signal in the time domain to study effects sglslaand jitter analysis.

Although it is possible to capture a signal in the time @onand work in the

frequency domain or vice-versa but in a real-time smiuthere is a better physical
feel and advantage if the signal or its processingaibeed out in the time domain.
The time domain behaviour presents a better signal esgeg®oon because of the
signal being associated with ‘time’, it can be effitiemsed for parallel processing
apart from its wide band frequency characteristic. Futteetime domain technique
can handle medium nonlinearity component with a comparatinputational cost
of a frequency domain technique.

Although there are many EDA tools based on the long éshell Spice topology
while calling component libraries and circuit models he market, the simulation

tool needs to model the physical representation of thectste rather than its
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empirical equivalence. The technique presented in thissttiesuses on a novel
method for modelling the SI of various PCB componentshentime domain by
combining circuit models with a full field technique. Thesearch method includes
experimental work as well as modelling, simulation anerification. The
measurements include designing and manufacturing of fifteerent types of
PCBs with different packages, trace configurations amdsetalk separation for
verifying the experimental results with time domain modgllor other empirical
techniques. All of these PCBs were designed and manugdcag per various IPC
design standards and have been powered through a low hippée, DC regulator or
coin cell battery. On the modelling and simulation s efficient 3D time domain
modelling technique with the inclusion of 1/O port behavibas been developed.
The complete analysis of the thesis which has beaded in seven chapters can be
described as below.

Chapter 1 provided an Introduction, requirement, and histadligerature survey. It
also described about the requirement of research fiolt Beld simulation tool for
the present day complex PCB application so that agrai and timely analysis
could be carried out before carrying out costly manufagj revisions.

Chapter 2 described the frequency behaviour of PCB commoeach as resistors,
capacitors, and inductors apart from its dielectric ptagser conductor, and
discontinuities present in the trace, via, stub etiee Thanging conductor and
dielectric medium behaviour at higher frequency can chamgecharacteristics of
the propagating wave altogether. While with a change quéecy the speed of the
wave propagation changes in a dispersive media, variapepes of media at a

range of frequency have been described in this chapter.
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Analysis of the transmission line using full field motigkes significant computing
resources, one method of reducing the resource requireminaiut significantly
reducing the accuracy is to apply a suitable boundary condiarious boundary
conditions and its significance have been described Reréhe transmission line
can be represented using electrical circuit and fieldelh)@ comparison of these two
models has been described. The advantage of the fietttlnties in finding a
complete transmission line solution with increased amgurWhile discontinuity is
included in the analysis, the discontinuity of the tmaission line needs to be
analytically embedded in the circuit solution to comptéte simulation. Because of
the layer stack-up and space constraint, various discirgs arise in a PCB. Some
of these commonly arising discontinuities in a PCBitsoh have been discussed and
their S-parameter characteristics have been caézlildthe S-parameter provides an
accurate analytical expression of the model so addgrie these discontinuities in
various computational electromagnetic tools.

Chapter 3 described some of these computational elegratia techniques and
solutions. These methods have been selected for thapdiess since many of the
industry wide available software are based on these teckniquesolving PCB
using field/circuit model. In the past, frequency domadéthhiques were in
widespread use because of the existence of widespread migoassing techniques
in frequency domain. A comparative study on frequency vs. dinmeain model has
been presented in this chapter. A practical aspect daugameshing techniques
suitable to these frequency/time domain methods hasbalsp illustrated in this
chapter.

In chapter 4, the time domain method for PCB componesitgy the TLM method

was described. The background provided in this chapter is insegveloping
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software for the application on various PCB traceduding crosstalk and its
integration with 1BIS/Macromodel. As the conductor aneletitric media becomes
frequency dependant and the wave propagation solutiontfrisnthesis is based on
the time domain, various material properties has beeresepted by a transfer
function and this has been plotted to show their \ieba in the range of GHz
frequency.

Chapter 5 described the integration of the in-house deeél®ehavioural models
(Macromodel and IBIS) with an IC interconnect tracéhe Tbehaviour model
developed in software has been verified against the expetal setup and
measurement. The experimental setup consists of difféypas of designed and
manufactured PCBs for its receiver/driver characieristhe experimental and
simulation result has been also validated againstethdtrof HSPICE software from
Synopsys with IBIS and HSPICE library available from 1CG/endor. A good
agreement has been found between these results. ddsatk in a PCB often can
cause a change in logic behaviour and this can result irRpaced functional
behaviour. The crosstalk simulations and their effedherswitching behaviour in a
PCB due to different spacing between traces are alspa@d for the in-house
developed software in comparison to the experimentaipsethere is a good
agreement between simulation results and experimeetalp; however a small
difference of ten millivolt in the result arises bese of an increased loss in the
experimental setup. This modelling apart from its gengradiintegrate any IC with
various PCB interconnects, allows for an efficiene wd interface with the IC
packages and traces.

Chapter 6 illustrated the Sl behaviour of different ICka@es and their interconnect

configurations. These results of Minisolve which is based full field technique
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have been compared against the experimental measuremgatit Aom
experimental result, it has been compared against HSEd@&are result with IBIS
and HSPICE library and CST design studio with IBIS libraiye HSPICE software
is based on quasi-static method while CST design studimased on empirical
formula. The complete setup of the system including R©Brd, coaxial cable,
SMA connector along with the source signal generatedbtlie signal generator
has been configured for an exact equivalence in Minisel&RICE and CST design
studio. Various results obtained from Minisolve showoangarable output. This
chapter also described S-parameters of these tracaguaions in a 3D
environment where the conductor and dielectric mediunssedsive and lossy.

As the medium becomes lossy and dispersive in 3D envinainihé not possible to
derive an equivalent empirical formula for the compketstem that is for an entire
length of these trace configurations as described in ehapt however all the
discontinuity section of the trace via, right angénd, straight line trace and fan-out
trace can be represented empirically to some extesricédan equivalent empirical
formula for these discontinuities has been definee.h&he in house developed
software tool can be used for the extraction of RLGapaters of the IC packages
and pins, simulation and verification of digital, awle, RF circuit design apart

from the results of Sl and S-parameters.

7.1 Future scope

Although Minisolve provides a field solving capabilities, #eds to incorporate
additional features such as library component design, sditsmdesign, CAD
design, and Sl and EMC/EMI analysis. As an integratet] &ll of these stages need

to be unified. Minisolve could fulfil this role by expanding iblock for the

-231-



Chapter 7 — Conclusion and Future works

unification of an entire design cycle where a true sgmtation of the SI/EMC effect
on a physical PCB can be visualised. At the minimum Mireé being a 3D TLM
based tool, in order to correctly output the resultfatifield models need to import
the complete geometry of the PCB, including frequency dp@n dielectric
materials, conductors, excitation, and its load alonigh warious boundary
conditions for realising a complex PCB interconnedhm simulating space. Apart
from geometry import limitation, the conductor layer time in-house developed
software has been approximated as infinitely thin, wiilan actual cad design the
thickness of the interconnect conductor is often selediased on current
requirement of the interconnecting traces and playsgaificant part in signal
propagation. Generally the IC package, board design igpletad using some
schematic/board design tool. It would be desirable to iategihese design tools
with simulation tools such as Minisolve for an effeetand accurate analysis.
Finally although Minisolve supports IBIS model of the compuaneut the IBIS
model is available only for major ICs and that too is kuahjt based on the
manufacturer’s resource. Instead the model is providedHDLYAMS, Verilog,
HSPICE, ASCII or other library format. Minisolve shouldahave some interface

to invoke and incorporate this broad range of libraries.
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APPENDIX

1.a Crosstalk simulation

Crosstalk is an unintended coupling between two or muldector lines where any
or all of these conductors can be applied by a sourcalsihe coupling of the
unintended signal can happen through either inductive (meppath or capacitive
(electric) path or a combination of these two. A madtiRductor line with crosstalk

in a typical PCB environment is shown in Fig. 1.

Aggressor lin

Fig. 1 Crosstalk in two parallel traces

The whole structure can be divided into a number of ldBcuit as shown in Fig.
2 apart from its initial source and load condition. TBESI circuit can be represented
as a nonlinear load circuit. The inductance for théesyscan be obtained using the
enclosure of Maxwell's flux density as defined by (1). Bonulti-conductor system
with two or more conductors, the self and mutual indueancgeneral can be

defined using (2) and (3) [1] where subscript i denotes tree trmmber and |
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denotes any other number than equal to i. The couplingrfdctcan be any value

less than and equal to 1 depending on the proximity of bwpled traces.

Fig. 2 Electrical circuit reprataion of a crosstalk

Similarly the common mode capacitance can be defined (8){g] where h is the
height of the dielectric from its ground reference, snvthe width of the signal

conductor and d represents the edge to edge spacing betwedwotrsgnal

conductors.
1 - =
ol l 1\? d\* d
baer = g | g+ [(3) *1 )= 1+ (7) +7 -(2)

If d <<, then a simpler approximation for mutual inductance @alained out of

(2) and (3) and mutual-inductance in a simple form caselfi@ed by (4).
Y 21
My = G im () - 1 @
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4h?
2548y \[&rery (d+w)2] GGy

l
Cy =
! 100 Lm(%)m(%) [+ 2] TG

1
n[ - = (5

The circuit as represented in Fig. 2 can be solved wdewrical circuit theory and

this is derived using (6) - (9).

W)~ Vilz+ 82 = LR+ (Lid) 5 (D) + (Md2) S 1(2) —(6)

d
L(z) —L(z+ Az) = [C;=V,(z+ Az) + G,V ,(z+ A=z)

Jat
b iz 02) —Vylz+ A1+ GulVi(z+ 82— Vilz+ 82)]  —(D)
0 d
Vo(2) = Vo(z+ Az) = L(2)R; + (LyA2) %12(2) + (My242) %11(2) —(8)

d
L(z) —L(z+ Az) = |G, §V2(2+ Az) + G,V,(z+ Az)

+ Cp, %[Vz(z+ Az) = Vi(z+ Az)] + Gp[Vo(z+ Az) — Vi(z+ Az)] —(9)

Solving (6) - (9), and representing RLC components in &ixnéormat, we can

obtain (10) and (11) where V, I, R, L, G and C arerdefiusing (12) - (17).

avé:t) = —R(z,1) - Lal(azt’t) - (10)
_algzz,t) - vt Cavéi,t) - (112)
v= [ 0
- B
- [ 2]
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il -9
o= &, @] ~69
oy ~en

Converting (10) and (11) in Laplace transform and combitiiege two equations,
we can obtain the second order derivative of the volagecurrent as (18) and (19)
which can be used to obtain voltage in the aggressor atichvines. Similarly
current can be obtained in the same form. Herés'the propagation constant as
defined in (20) and ‘K’ is the ratio of inductive coupling ffaéent to capacitive

coupling coefficient as defined in (21) whil ‘is the velocity of wave propagation

in the media and’; is the Laplace transform of the voltage. This défeial

equation can be solved to obtainand 4.

92V,

o2 " Vi=0 - (18)

9%V — G (~w? _

6222 — YV, = % { 2 (K; —1) — jow(RC; — KiGiLi)}Vl —(19)
l

y= V(R + joL)(G+ jwC) —(20)

- (9(2)

The matrix [R][L][G][C] can be generalized as (22) - (28 fN’ numbers of

coplanar multi-conductor transmission lines [3].
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[Ri O 0 07
lo R, 0 0 |
R= | : : ol —(22)
l 0O O Ry-1 O I
l 0O O 0 RNJ
Ly M, Min-1  Min 1
My, L, Myn-1 Moy |
L= |: : S : | —(23)
Min-1 Mynoq Ln-1 Mn-1N I
Min My My-1n Ly |
G, —Gl,z _Gl,N—l -GN ]
-Gy, G, —Gn-1 —Gn |
N 2T N ~ (24)
~Gino1 —Goner Gyv-1 —Guoan|
| Gy Gy ~Guan Gy |
G —Ci2 —CiN-1 —Cin ]
—Cip G —CGn-1 —Cn |
S : T | ~ (25)
_Cl,N—l _CZ,N—l CN—l _CN—lNl
| Gn Gy —Guan |

The common mode components;, &d M; are the cause for generating the noise
due to a crosstalk in the system. The induced additiorigedcurrent in simple
equation form can be represented as (26) and (27) Whesdahe current flowing in

the driver line anddy is the common mode current flowing through C

dl

Vu = Mijd_f — (26)
dv

Iey = CijE — (27)

4.5.1 Odd mode:Assuming two parallel conductors having equal [RLGC]

characteristic, the current and voltage in these tauastnissions are 180 degree out
of phase, hence the current and voltage can be reprédsntn 180° out of phase

relationship usingil= -l and , = -Va.
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= Lo%+ Mlz% —(28)
V, = L, C;ItZ M, Cfil; —(29)
%—(%—JQQ%% — (30)
V, = (Lo — My,) % —(31)

Assuming L = L, = L, and using the voltage and current relationship mentioned

previously, lqq can be defined by (32) [4].

Loga = (Lo — My3) —(32)
11:CO%+ me —(33)
12:CO%+ Cm@ —(34)
I = (C, + ZCm)% —(35)
L= (C,+ 2cm)% —(36)

Similarly assuming € = G = G, and using the voltage, current relationship

mentioned previously, &q can be defined by (37) [4].

Codd = (Co + zcm) - (37)

The characteristic impedance and propagation delay ofddnnwde crosstalk is

defined using (38) and (39).

_ |RtjwlL _ |[R+ jo(L, — Myy)
Zooda = \[G + jwC \[G + jw(Co + 2Cy) - (39)
Tpa =+ [(Lo = M) (G, + 2Gy)] — (39)
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4.5.2 Even modeSimilarly the current and voltage in this mode of propagas in

- phase, and hence the current and voltage can be mejgckdey an in-phase

relationship usingil= I, and \ = Va.

Vv, = Lo%+ Mlz% — (40)
v, = Lo%+ Mu% — (41)
Vi = (Lo + Mu)% — (42)
V, = (Lo + Mlz)% —(43)

Assuming L = L, = L, and using the voltage and current relationship mentioned

previously, levencan be defined by (44) [4].

Leven = (Lo + M12) - (44)
dv, d(V, — V.

L= Co+ ¢, X2 = 2) — (45)
dv. d(V, — V.

12=COd—tz+ Cm% — (46)

For even mode propagation, the current and voltage aré land i, = V; at all the

time stamp of the propagation. This yields to common nmmdee being cancelled.

dV,

h=Cogt — (47)
dV.

L= Co — (48)

Similarly assuming € = G = G, and using the voltage, current relationship
mentioned previously, Lencan be defined by (49) [4].

Coda = Co —(49)

The characteristic impedance and propagation delay @&van mode crosstalk is

defined using (50) and (51).
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’R +jwl R+ jo(Ly+ Miy)
A = — = —
oeven = |G + jwC \[ G+ joC, (50)

Tpa = VI[(Le + M) G —(51)

The voltages generated out of even and odd mode can téneainto produce a near
end or far end crosstalk. When the distance of the tedkssalculation point from
the source is small, the crosstalk is defined as Near dfosstalk (NEXT) or
Forward crosstalk while in other case it is defined asHfa crosstalk (FEXT) or
Backward crosstalk. The current flowing through the circuih Near End and Far
End crosstalk can be defined using (52) and (53) [5] whereslthe current flowing
through common mode capacitancg @nd \, is the voltage generated due to

coupling inductance M.

Vwexr(C) = Icm-(Rs2 | Riz) = Viegxr(C) —(52)

Vnexr(L) = Vy.Rspl (Rsz + Ry2) = —Vigxr(L) —(53)

The NEXT and FEXT crosstalk result for a typical rogtrip line of Fig. 3 with a

trapezoidal source signal of 3 V is shown in Fig. 4.

Victim line

Agg.ressor lin

Fig. 3 Crosstallusture

Vnext = Vexr(C) + Vygxr(L) — (54)
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Vegxr = Veexr(L) + Vegxr(L) — (55)

While Fig. 1 represents the electrical equivalent of &ivoonductor system, it does

not take into account of the noise associated due tefésence plane.

Crosstalk result in a Microstrip line of 100 mm length

Near End Crosstalk
5~ Far End Crosstalk

Amplitude (mV)

_3 1 [ [ 1 1 [ 1 1 [ [
0 20 40 60 80 100 120 140 160 180 200

Time (ps)

Fig. 4 Crosstalk respomsmulti-conductor lines

The electrical equivalent circuit of crosstalk includitige noise generated on its
reference plane can be shown in Fig. 5. Assuming a c¢uirienthe conductor 1 and
current b in the conductor 2, the total current flowing through gheund plane is
lgna = - (I1 + I2). The voltage drop, V across these two conductors eatebved by

(18) - (21) with the addition of reference and its dedgomponents.
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Fig. 5 Equivalent circuit of a coplanar microstrip line
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