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Abstract

In this thesis two single molecule magnets based on the dodecamanganese

(III, IV) cluster, with either benzoate or terphenyl-4-carboxylate ligands have

been studied on the Au(111) and rutile TiO2(110) surfaces. We have used

in situ electrospray deposition to produce a series of surface coverages from

a fraction of a monolayer to multilayer �lms in both cases. X-ray absorption

spectroscopy measured at the Mn L-edge (Mn 2p) has been used to study the

e�ect of adsorption on the oxidation states of the manganese atoms in the core.

In the case of the benzoate-functionalized complex, reduction of the manganese

metal centres is observed due to the interaction of the manganese core with

the underlying surface. In the case of terphenyl-4-carboxylate, the presence

of this much larger ligand prevents the magnetic core from interacting with

either the gold or the titanium dioxide surfaces and the characteristic Mn3+

and Mn4+ oxidation states necessary for magnetic behaviour are preserved.

In contrast to the single molecule magnets where no charge transfer be-

tween the molecules and the substrates or within the molecules themselves

were wanted, the molecules of bi-isonicotinic acid and the giant zinc porphyrin

nanorings have been studied on rutile TiO2(110) and Au(111) surfaces in the

pursuit of charge transfer. In the case of the bi-isonicotinic acid it is studied on

the rutile TiO2(110) where the technique of resonant inelastic X-ray scattering

was been employed. Here we introduce the core-hole clock implementation to

estimate the charge transfer from the molecule to the substrate. We verify

previous results of ultrafast charge transfer in the sub-femtosecond regime (2.9

± 0.3 femtoseconds) out of the LUMO+1 orbital. When the higher lying state

of the LUMO+2 state is probed charge transfer out of this state and to the

v



ABSTRACT vi

substrate is possibly there, but it is not possible to resolve it since it is masked

by other e�ects originating from the inelastic scattering of the system. Fur-

thermore, we see potential charge transfer within the molecule itself and new

states observed in the inelastic scattering

Finally, zinc porphyrin nanorings were investigated on two surfaces of ru-

tile TiO2(110) and Au(111). The techniques used here were X-ray photoemis-

sion spectroscopy and resonant photoemission spectroscopy. When the rutile

TiO2(110) surface was employed hardly any participator decay was present

suggesting charge transfer within the molecule itself or to the surface. This

is further backed up by the fact that all of the core-excited unoccupied states

are found to overlap energetically with the unoccupied states of the substrate,

facilitating charge transfer out all the core-excited states. In the case of the

Au(111) surface somewhat similar results are found, having all the core-excited

states of the molecule located within the unoccupied states of the substrate,

which again will facilitate charge transfer out all the core-excited states of the

molecule. When the Au(111) substrate was employed the technique of near

edge X-ray absorption �ne structure was used to investigate the geometric ori-

entation of the molecule on the surface. With the result of 86◦ ± 10◦ to the

surface normal we verify previous scanning tunneling microscopy measurement

that the zinc porphyrin nanorings will take a �at lying orientation on the gold

substrate.
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Chapter 1

Introduction

1.1 Nanoscience

Nanoscience by its very nature, crosses and joins many scienti�c and engineer-

ing disciplines and the �birth� of this scienti�c discipline is often referenced to

a simple but clear question which the legendary physicist Richard P. Feynman

asked in his �There's plenty of room at the bottom� lecture in 1959 [1]. Feyn-

man posed why matter could not be manipulated and controlled atom-by-atom

since there was apparently no physical law prohibiting this type of nanoscale

engineering. In his lecture he also proposed two challenges, with �nancial

incentive. Feynman's �rst challenge of reducing the �rst page of a book by

25000 times took almost three decades, and was achieved by the lithographic

technology used in the semiconductor industry. These processes are still being

pushed to create ever smaller, faster, cheaper electronics. Currently Intel's

state-of-the-art production processor chips contain transistors with a 45 nm

footprint[2], achieved using ultraviolet lithography. The second challenge from

Feynman was to create an electric motor no greater than 1/64th inch cubed.

To his surprise William McLellan created such a device only 5 months later.

This could possibly be thought of as the birth of micro electrical mechanical

systems, MEMS. The interdisciplinary nature of nanoscience includes a broad

variety of di�erent disciplines stretching over organic photovoltaic to research

within molecular building block for nanoscale electronics.

1



CHAPTER 1. INTRODUCTION 2

One of the great motivations for the investigation within organic photo-

voltaic is founded in the ever increasing demand for new technologies to ful�ll

the human exploration of resources. The past century has seen an average

worldwide temperature rise of 0.7◦C (1906-2005) [3]. There is now very little

doubt that human activities are to blame for example the enormous emissions

of greenhouse gases [3]. Without action, temperatures are expected to rise

further with devastating environmental consequences. These include the re-

treat of Antarctic ice sheets causing sea levels to rise and releasing further

greenhouse gases (methane) from melting permafrost. It is the ever increasing

requirement for energy that is at the heart of the problem, especially within

the ever growing electronic industry, which supplies the whole chain within our

production of every day items, consumer products to heavy industry and our

infrastructure. With an estimated 120 PW of sunlight reaching the Earth's

surface solar electric generation has been one of the obvious choices to explore

for the last half century. For the past couple of decades organic solar cells have

come into focus due to their low production cost in high volumes and with the

combination of high �exibility of organic molecules, organic solar cells are po-

tentially cost-e�ective, more energy-e�cient, and more environment-friendly

than their inorganic counterparts.[4, 5]

The traditional solar cells consists of a relatively narrow band gap semi-

conductor such as silicon. When electromagnetic radiation is absorbed in the

device, the energy, due to the photovoltaic e�ect, is converted into electrical

energy. All photovoltaic devices are based on the concept of charge separa-

tion at the interface between two materials with di�erent methods of charge

conduction caused by incident visible light. In Figure 1.1 the schematics are

shown of a conventional silicon based solar cell. The charge separation occurs

due to the interface between two di�erently doped regions of a semiconductor.

In the n-type region of the system is doped with atoms called donors which

at room temperature supply the conduction band of the silicon with electrons.

The p-type region the system consists of acceptor atoms, which play the role

of supplying the valence band of the silicon with holes. This donor-acceptor
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di�erence across the p-n-junction creates an electric �eld. The energy levels as-

sociated with this cell are schematically illustrated in Figure 1.1. An incoming

photon will create a electron-hole pair as electrons are excited across the band

gap of the silicon, from the valence to the conduction band. The generation

of a photocurrent is done by the charge separation, and is obtained through

the potential di�erence that naturally exists across the junction region. In the

thermodynamic equilibrium, (no-light) the electrochemical potential is con-

stant across the device, giving rise to a �built-in� voltage. The electrochemical

potential is de�ned as the sum of the electrical potential energy and the chem-

ical potential energy and is identi�ed with the Fermi level (EF) [6]. Out of

equilibrium, quasi-Fermi levels speci�c to the type of carrier are de�ned in

analogy to the equilibrium Fermi level.
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Figure 1.1: Schematic operation of a p-n junction at open circuit when no light is present

is illustrated on the left hand side. On the right the situation of illumination is found. The

coloured spheres represent electrons and the non-coloured will be holes. The terms CB, VB,

EF, will denote the conduction band, valence band and Fermi level, respectively. The terms

Ef,n and Ef,p are the quasi-Fermi levels for the electron and the hole, respectively. VB is

the built-in voltage and VOC represents the open circuit voltage caused by the adsorption

of photons of energy hν. Because the quasi-Fermi levels are approximately constant, VOC is

both the contact potential di�erence (assuming ohmic contacts) and the maximum possible

photovoltage (largest splitting of quasi-Fermi levels).

The great advantage of using amorphous silicon solar cells is their lim-
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ited production cost in low power applications, such as calculators and wrist

watches. A major disadvantage of using conventional silicon based solar cells is

the high cost of processing silicon and the relative thick layer � micrometers �

of doped silicon needed to ensure a reasonable photon capture, and it degrades

in sunlight since it su�ers from photocorrosion.[7] A wide-band gap semicon-

ductor such as TiO2, with a band-gap of 3.1 eV, �ts the latter criteria of not

su�ering from the same amount of photocorrosion as silicon. This is due to the

band-gap being a measure of the chemical bond strength, therefore the higher

the band-gap available, the higher the resistance against photodegradation.[7]

The straightforward solution to the former problem is by using a low-cost ma-

terial. Looking towards the well-established mass production industry, where

low-production cost is a key issue, the material of titanium dioxide, TiO2, is

found. In this scenario TiO2 is widely used in white pigments, and in everyday

items such as paper, paint, toothpaste and sun cream.[8] If TiO2 should be

the material of choice in the pursuit of renewable energy sources some funda-

mental questions arise about its physical properties. With a band-gap of 3.1

eV it will be sensitive to the ultraviolet, UV, part of the electromagnetic radi-

ation spectrum. Approximately 95% of the UV light is blocked by the Earth's

atmosphere, whereas at the Earth's surface approximately 40% for the electro-

magnetic radiation consist of visible light.[9] Since TiO2 crystal is transparent

and will therefore not absorb visible light. The physical properties of the TiO2

crystal needs to be changed so it will absorb visible light. This can be done

by adding a dye to its surface, and since dyes are colourful substances they

will absorb some part of the visible spectrum. This phenomenon was discov-

ered by Vogel in 1883 in his pursuit of changing the silver halide emulsions in

photographic �lms to longer wavelengths.[10] In the late 1960s Gerischer et al.

describes how electricity can be generated at oxide electrodes in an electro-

chemical cell by illuminating organic dyes,[11] but is was not until 1991 when

Brian O'Regan and Michael Grätzel[12] introduced the modern high e�cient

dye-sensitized solar cell (DSSC) a true departure from the classic solid state

junction device was taken. They presented a solar cell with a promising energy
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Figure 1.2: A schematic outline of an operating dye-sensitized solar cell. In situation
(1) an electron will be excited from the HOMO to the LUMO by the incoming photon.
Shortly after in situation (2) the electron tunnels into the conduction band of the TiO2

substrate. The cathode of the dye-sensitized solar supplies electrons to electrolyte, and the
electrolyte di�uses to the dye (3). By a redox reaction the molecule's HOMO is resupplied
with electrons from the electrolyte (4). In between step (3) and step (4) the wanted electric
load can be placed.

conversion e�ciency due to the combination of a high TiO2 surface area, pro-

vided by the porous network that connects the nano-particles, and a dye with

ideal spectral characteristics.[12, 13] Unlike the conventional silicon based solar

cells, where the silicon plays the role of absorbing the incoming photon, as well

as providing the electric �eld to separate the charge and create a current, the

DSSCs are divided into two functions. The photoelectrons originate from a

photosensitive dye that is separated from the semiconductor bulk, which solely

facilitates charge transport. In Figure 1.2 the schematics are laid out of the

operating dye-sensitized solar cell.

Within the dye-sensitized solar cell the nanoparticles are immersed in an

electrolyte, usually iodide/triodide and held in place between the transparent

cathode and TiO2 anode. The dye molecules absorb the incoming photon
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labelled (1) in Figure 1.2. This absorption promotes an electron from the

highest occupied molecular orbital (HOMO) to the lowest molecular orbital

(LUMO).[12, 13] The electron tunnels into the TiO2 substrate. If the anode

and the cathode are connected in a circuit the electron will move towards

(labelled (2) in Figure 1.2) the anode, thereby creating an electrical current.

The consequential hole in the HOMO the electron left behind is �lled via

a reduction reaction with the electrolyte which is replaced via the cathode,

this process is labelled (3) in Figure 1.2. E�ciencies as high as 11% have

been achieved using a ruthenium based dye on titanium dioxide nano-particles

measured under standard AM1.5G test conditions on solar zenith angle, solar

light intensity and cell temperature.[13, 14] This high e�ciency is comparable

to the e�ciency of conventional solar cells.

An intensively studied [15�22] molecule is bi-isonicotinic acid, shown in

Figure 1.3A. It serves as a ligand for the highly important dye-molecule cis-

bis(isothiocyanato)bis(2,2'-bipyridyl-4,4'-dicarboxylato)-ruthenium(II) commonly

known as �N3�, shown in Figure 1.3B, which has shown very promising re-

sults toward the establishment of high e�ciency dye-sensitized solar cells. The

N3 molecule forms a strong bond to the TiO2 via deprotonation of the car-

boxylic acid group in the bi-isonicotinic acid ligand forming a 2-M bidentate

bond.[16, 23] This chemical coupling allows for the charge transfer to occur

between the N3 molecule and the TiO2 surface in the nano-particles. The

bi-isonicotinic acid consists of two molecules, the isonicotinic acid, shown in

Figure 1.3C. Beside being a building block for the bi-isonicotinic acid, the

iso-nicotinic acid derivative isoniazid is also used in the treatment of pediatric

tuberculosis.[24]
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(A) (B)

O OH

N

O OH

N

OH

N

O

(C)

Isonicotinic acid

Figure 1.3: A diagram of the (A) bi-isonicotinic acid. The N3 molecule (B) bounds to the

TiO2 surface via the bi-isonicotinic ligand. The bi-isonicotinic consist of two isonicotinic

acid (C) molecules.

The bonding and charge transfer properties of N3, and its constituent lig-

ands, on TiO2 have been studied within our research group using synchrotron-

based radiation. A previous experiment by Schnadt et al.[18] used a combi-

nation of resonant photoemission spectroscopy (RPES) and X-ray absorption

spectroscopy (XAS), both using synchrotron based radiation, to investigate

bi-isonicotinic acid on rutile TiO2(110) to �nd a charge transfer time of un-

der 3 femtoseconds. In a study within our group[25] the synchrotron-based

technique of resonant inelastic X-ray scattering (RIXS)[26] has been employed

where a similar charge transfer transfer time of sub-3-femtoseconds is found. In

this study we revisit the system of bi-isonicotinic acid on the rutile TiO2(110)

surface with the technique of RIXS, but this time with a much higher resolu-

tion. We do con�rm the sub-3-femtosecond charge transfer time, but a range

of new properties with the bi-isonicotinic acid are found. This is addressed in

Chapter 5

Photon-induced electron transfer has taken place on earth for millennia in a
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number of di�erent biological systems. Of particular relevance is the large scale

light-harvesting capabilities of photosynthesis. In 1959 that Kallmann and

Pope [27] observed the photovoltaic e�ect from a synthetic organic compound,

anthracene, in their laboratory, which has led into a vast variety of studies

within photovoltaic organic compounds.

In the 1990s a number of research groups started creating conjugated por-

phyrin oligomers.[28�33] for using them as models for natural photosynthetic

systems. An oligomer molecule is by the IUPAC de�nition: �A molecule of in-

termediate relative molecular mass, the structure of which essentially comprises

a small plurality of units derived, actually or conceptually, from molecules of

lower relative molecular mass.� A conjugated system is the interaction of one

p-orbital with another across an intervening σ-bond.[34]

The name �porphyrin� is derived from the Greek �porphura� meaning pur-

ple, and all porphyrins are intensely coloured.[35, 36] One of the highly im-

portant porphyrins is the one of haem, consisting of a Fe2+ ion in the centre

of a large heterocyclic organic ring. Haem is a component of the red pigment

hemoglobin in blood cells. In our studies the iron ions have been replaced

with a Zn2+ ion. The oligomer has been bend to form a ring of 12 zinc por-

phyrin, hereafter referred as c-P12. The analogue linear porphyrin polymer

has a center-to-center spacing of 1.33 nm,[37], and the c-P12 molecule has a

diameter of 47 Å measured by small angle X-ray scattering.[38] A ball-and-

stick model of these butadiyne-linked nano-rings with 12 porphyrin units are

shown in Figure 1.4A. The solubility of the nanorings are promoted by the

octyloxy side chains, which are attached to the porphyrin macrocycle via aryl

groups. A diagram of the c-P12 molecule is shown in Figure 1.4B The chemical

formula of the c-P12 is C816H984N48O48Zn12 with a relative molecular wight of

13017.4. The zinc porphyrin derivative, zinc protoporphyrin shown in Figure

1.4C is known in medicine and biology where it is used as screening for lead

poisoning, iron de�ciency and other medical conditions.[39�41]
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Figure 1.4: (A) Ball-and-stick representation of the c-P12 molecule. (B) The chemical

structure of c-P12. (C) The chemical structure of zinc protoporphyrin. The ball-and-stick

representation has been reproduced from [38].

Since the mid-1990s interest in π-conjugated systems has steadily increased.

One of the motivations for this is that π-conjugation produces a small gap

gap between the highest occupied molecular orbital (HOMO) and lowest un-

occupied molecular orbitals (LUMO). This small gap can help to enhance

the conductivity of the molecular system. Furthermore they have shown a

great importance in application such as light-emitting diodes,[42�44] thin-�lm

�eld e�ect transistors,[45�47] photo-voltaic cells,[44, 48�50] sensors,[47, 51, 52]

displays[53, 54] and data storage devices.[47, 55] Devices that are polymer-

based are �exible and lightweight and come in almost any size and shape that

may be desired.[4, 49] In contrast to their inorganic counterparts, the produc-

tion process is often cheaper, more environment-friendly and energy-e�cient.[4,

5] In the work presented here, the type of porphyrin-derived nano-structure,

polymer nanorings have been used.[38, 56] These new materials also show

the delocalization of the molecular orbitals and their similarity to biological

light-harvesting complexes LH1 and LH2 have enforced their popularity within

the research communities.[57, 58] These porphyrin-derived nano-structures are

produced by the Vernier self-assemblies synthesis. This approach enables pre-

cise control over of the number of porphyrin groups with in cyclic polymer

nanorings, where 24 porphyrin units have been made and studied[37, 38, 56]
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and as many as sixty porphyrin units have been suggested.[59]

Within the realms of nanoscience it is not only the π-conjugated sys-

tems and dye sensitized solar cells which have attracted attention. The re-

search towards nanoscale storage devices[60], spintronics,[61] and quantum

computation[62�64] have recently focused on single molecule magnets, SMMs.

Below a certain, known as the blocking temperature, the SMMs are able to

retain magnetization at the molecular level.[65�68] These compounds cur-

rently elicit sustained research activity as their magnetic properties make

them the ultimate storage bits of molecular magnetic memory, and as quan-

tum objects they are envisioned as qubits for quantum computers. These

hybrid molecules are made from metal ions bound together by various or-

ganic ligands, and numerous types of compounds have been reported to show

SMM behavior: polymetallic cages,[69] 4f coordination compounds,[70, 71] and

oxometallaclusters.[66�68, 72] Despite its poor stability against water and tem-

perature, the so-called �Mn12(acetate)� compound Mn12O12(CH3COO)16(H2O)4

is probably the most studied SMM for at least two reasons: its synthesis is

cheap and easy, and it long held the record for the highest blocking temperature.[66]

The Mn12(acetate) magnetized at 2 K will keep 40% of its magnetisation af-

ter 2 months and by lowering the temperature to 1.5 K this will take 40

years.[73] Recent studies of the Mn12(acetate) have shown that electrospray

deposition[74�77] and tip-deposition[78] are ideal for deposition of the highly

fragile manganese cluster on to various surfaces. The Mn12O12 core cluster is

shown in Figure 4.1 in Chapter 4.

The possibility of the formation of a dodecamanganese (III, IV) cluster

was proposed as early as 1921 by Weinland et al.[79] The ionic species of man-

ganese with valence of +3 and +4 are found to be red and brownish black,

respectively.[80] The mixed valence compound has the colour of reddish black.

Manganese(III) and manganese(IV) are known to be quite powerful oxidizing

agents. The manganese(III) are prone to disproportionation and can easily

form manganse(II) and mangenase(IV) in solution. Disproportionation is a

type of redox in which a species is simultaneously reduced and oxidized to
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(b)(a)

(c) (d)

(e) (f )

Figure 1.5: (a) and (b) views of the dodecamanganese (III, IV) cluster. The
carbon within the carboxylate anchor of a ligand is shown as a grey sphere.
Eight of these are shown around the perimeter of the molecular view in (a) and
four above and below the molecular view in (b). The purple and red spheres
represent the manganese and oxygen within the cluster respectively. The two
ligands benzoate (c) and tpc (d) are also shown. The representations of (e)
Mn12(benzoate)16 and (f) the larger Mn12(tpc)16 are shown in the space-�lling
representation.

form two di�erent products. The most stable oxidation state of manganese

is manganese(II), subsequently forming MnO2.[81] The MnO2 compound has

been known from early human history as the red pigment in cave paintings[82]

up to present day where it is still used as a pigment in ceramics and glass-

making, but the main application of MnO2 is found in the battery industry

where it is a key component in dry-cell batteries.[80] The mixed valence do-

decamanganese (III, IV) core contains four Mn4+ ions at the core and eight

Mn3+ ions around the periphery. The four Mn4+ ions each have a down spin

of 3/2 while the eight Mn3+ ions each have a spin up of 2, leading to a total

spin of 10, giving rise to unusual magnetic relaxation properties.[67, 83] The

Mn3+ ions show a strong Jahn-Teller distortion, which di�erentiates them from

Mn4+.[84] The large magnetic anisotropy D results in a reversal magnetization
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barrier with the height of -DS 2 = 6 meV for the bulk. This allows the produc-

tion of very long spin relaxation times at low temperatures.[85] Many studies

have shown that the immobilization of the manganese clusters at surfaces are

di�cult, since their fragile nature is easily altered, resulting in changes in

their magnetic properties.[74, 75, 86�89] In particular the thermal instability

of the manganese cluster hinderers a successful in-vacuo deposition by thermal

evaporation. In our studies we have used ultra high vacuum electrospray de-

position, as described in Chapter 3. The most widely studied example[74, 76]

is Mn12O12(CH3COO)16(H2O)4, herein referred to as Mn12(acetate)16, but the

carboxylate ligands can be modi�ed by conventional wet chemistry techniques,

such as direct synthesis from the appropriate carboxylate reagents[90] or lig-

and exchange.[85, 91, 92] In this study we have replaced the acetate ligands by

benzoate and terphenyl-4-carboxylate ligands, as shown in Figure 4.1(e) and

Figure 4.1(f), in order to investigate the e�ect that modifying the protective

shell around the magnetic core of the SMM has on preventing a change in the

oxidation states of the Mn atoms when adsorbed on a surface. The results of

these studies are presented in Chapter 4.

The rutile TiO2(110) single crystal was employed for the investigations of

the porphyrin nanorings, the single molecule magnets and the bi-isonicotinic

acid. The rutile (110) surface is the most stable of the single-crystal surface

for the TiO2.[93] The structure of the rutile crystal is displayed in Figure 1.6.

The surface titanium atoms are either �ve-fold or six-fold coordinated, and

the surface oxygen atoms can be divided into in-plane and protruding on-top

(bridging) species. The presentation follows that of Vogtenhuber et al.[94]

In the studies of single molecule magnets and the c-P12 molecule, the

Au(111) surface has also been used. A schematic model of an Au(111) surface

is shown in Figure 1.7
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Figure 1.6: Geometrical structure of rutile TiO2. The bulk unit cell is indicated by the
dashed lines, while the (110) surface unit cell is given by the rectangle on top with dimensions
9.19Å× 2.96Å. The surface unit vectors are given. The dashed lines marks the rutile bulk
unit cell. The presentation follows that of Vogtenhuber et al.[94]
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Figure 1.7: Schematic showing the herringbone reconstruction of the Au(111) surface.

(A) Spacing and directions of the double bright lines of the herringbone reconstruction. (B)

Atomic position of the Au atoms on the surface, a1 = a2 = 2.85 Å and a3 = 2.75 Å which

correspond to a lateral compressing of 4.55% of the [0 	1 1] direction compared to the bulk.

In the bulk, gold has a face centred cubic, FCC, structure. However, the

(111) plane of the surface reconstructs to give a �herringbone� structure with

a unit cell 22 ×
√
3 larger than that of the bulk.[95] This �herringbone� pattern

can be observed using scanning tunneling microscopy, STM, and is present as

pairs of bright, parallel lines which �zig-zag� their way across the surface. The

reconstruction of the Au(111) surface is unusual as gold is the only coinage

metal to undergo this process.

The top layer of atoms in the Au(111) plane are laterally compressed along

the [0 	1 1] direction which allows 23 rows of atoms to �t into the space normally

occupied by on 22 rows in the bulk con�guration. The compression leads

to alternate domains of FCC and hexagonal close-packed, HCP, structure.

Atoms which reside the boundaries between these domains sit in a energetically

unfavourable position and appear brighter in a STM scan by approximately 0.2

Å.[95] Due to the three-fold rotation symmetry of the (111) surface the domain

boundaries, represented by rows of raised atoms, may change direction with an

angle of 120◦ relative to one another. This results in the classic �herringbone�

pattern illustrated in Figure 1.7.



Chapter 2

Charge Transfer Theory

2.1 Molecule to molecule charge transfer

One of the major issues in molecular electronics is charge transfer between the

molecules and the substrate. By illuminating the charge transfer dynamics

between two molecules with no outside forces present a key stepping stone

toward the understanding of charge transfer dynamics can be laid. In this

simpli�ed situation the exchange of electrons between two discrete molecular

states will be covered. When this two-state situation has been elucidated the

scheme will be expanded by introducing a surface to cover the extra electronic

states that thereby need to be included.

We will start with the picture put forward by of May and Kühn[96], where

charge transfer is de�ned as a spontaneous charge redistribution between two

states via tunnelling processes. The charge is considered to remain in a bound

state of the system, tunnelling between di�erent physical regions and not trans-

ferred through activation above the ionisation threshold. The time-dependent

solution to this problem becomes simple when approximating the electron

transfer between the two states as a tunneling between two identical square-

well potentials corresponding to the molecular states. This coupled system

obtains two new eigenstates from the initial two individual eigenstates.[97] In

Figure 2.1 this situation is shown. The wave functions within the wells will

overlap each other. This overlap corresponds to the energy di�erence between

15
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the two new eigenstates and is twice the electronic coupling. This becomes the

tunneling matrix element and can be described by the an eigenfunction of the

associated Hamiltonian.[98]

This scenario is time-independent and will have requirements of a station-

ary system with no charge. It does not take into account that the thermal

motion of the system provides constant changes in the intermolecular distances

and thereby changes the forces between the molecules which causes changes in

the energy levels within the system.[97] The results of these constant changes

of the system is that tunneling only can occur for short periods of time when

the states are in resonance. The time-dependent Schrödinger equation[99] can

be used to evaluate the actual rate of charge transfer:

ih̄
∂Φ

∂t
= ĤΦ (2.1)

Setting three initial conditions of t = 0, the two energy levels being the same in

each well and placing the electron in the donor well, the solution to Equation

2.1 becomes:

Φ(x, t) = exp

(

− iϵt
h̄

)

·
[

cos

(

V t

h̄

)

ϕ

(

x+
d

2

)

− i sin

(

V t

h̄

)

ϕ

(

x− d

2

)]

, (2.2)

where only a single state, ϕ(x, t) is considered for each well. The term ϵ is

the site energy of the acceptor and d is the distance between the two quan-

tum wells.[97] By increasing time the oscillations of the electron distribution

between the two wells, having the period of, h̄/V , would be damped when the

motion of the atomic nuclei in the molecules drives the electronic levels out of

resonance. The electronic coupling is thereby decreased and the energy levels

are changed, thus equation 2.2 becomes:



CHAPTER 2. CHARGE TRANSFER THEORY 17

- d/2 d/2

Donor Acceptor

x

ε

Uel

(A)

- d/2 d/2

Donor Acceptor

x

ε

Uel

2V

- d/2 d/2

Donor Acceptor

x

ε + Γ/2

Uel

ε − Γ/2

(B)

(C)

Figure 2.1: Square-well model representing the mechanics of charge transfer between
two molecules through the mixing of discrete electronic states between the molecules. The
displacement of the energy levels from resonance is caused by the motions of the nuclei in
the molecules. In the top diagram, (A), the electron is localized on the donor molecule. In
diagram (B) the two energy levels are at resonance, producing a mixed electronic state and
allowing charge distribution between the two molecules. In the bottom diagram, (C), the
levels have become out of resonance and the electron has become localized on the acceptor
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Φ(x, t) = exp

(

− iϵt
h̄

)

·
[(

cos

(

tΓ

2h̄

)

+
iΓ

∆

)

ϕ

(

x+
d

2

)

−
(

2iΓ

∆
sin

(

t∆

2h̄

))

ϕ

(

x− d

2

)]

(2.3)

The variable ∆ is de�ned according to ∆2 =
√

(Γ2 + 4V 2), where Γ is the

energy mismatch between the equivalent isolated wells and all other quantities

are as their previous de�nitions. As time increases, the electron is increasingly

more likely to be found at the lowest energy site.[97] When the energy di�erence

caused by nuclear �uctuations is much greater than the electronic coupling,

the electron becomes localized at the lower energy site. The acceptor site ends

up being lower in energy due to the movement of the electron. The electron

distribution at the initial site is negligible and the electron can be said to have

transferred from the donor site to the acceptor site.

An important massage in this discussion is that the decoupling of the

molecules and the re-localization of the electron onto the acceptor molecule

is the result of the energy gap arising from the thermal motions of the nuclei

in the molecules. Providing the outcome that the charge transfer is depen-

dent on the two competing processes of thermal nuclear motion and electron

tunneling. The electron tunneling is dependent on the amount of coupling

between the two molecules which in turn is dependent on the amount of sepa-

ration between the molecules and the potential barrier. In the case of a strong

electronic coupling the tunneling of the electrons usually occurs before the

damping of the resonance by the nuclear motions sets in. The consequence of

the charge delocalisation is that the surrounding medium becomes polarized

with the resultant nuclear motion creating an energy gap between the two

states that disrupts the resonance.[97] The upper limit for electron transfer is

dictated by the nuclear relaxation and is called the adiabatic limit, which can

be on picosecond time scale for metals and organic molecules.[97, 100, 101]

In the case of weak coupling, the motions of the nuclei disrupt the resonance

between the two molecules before the electron has had time to tunnel between

them. The electron very rarely transfers to the acceptor molecule. The elec-
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tron transfer-time is determined by the probability of the system maintaining

resonance between the molecules. This is called the non-adiabatic limit for

charge transfer.[97]

The three factors playing the main role in the determination of charge

transfer are the motion along the nuclear coordinate, the energetics and the

electronic coupling. The motion along the nuclear coordinate is that which

modulates the electronic energy levels and ultimately stabilises the charge in

the acceptor state. This motion will de�ne the barrier attempt frequency. It

also determines the rate of passage through the transition state and the speed of

charge localisation. To understand this requires knowledge of the shape of the

potential energy surface of at least the dominant nuclear modes. The energetics

simply pertains to the height of the barrier to attaining resonance, in order to

cross from the reactant to the product surfaces. The probability of gaining the

energy required to reach the top of this barrier is well described by Boltzmann

statistics.[97] The energetics and nuclear coordinates are grouped as nuclear

factors. Where the last electronic coupling is grouped as electronic factor, since

it describes the degree of electronic wave-function overlap between states. By

this the frequency at which charge transfer occurs once the transition state has

been reached is obtained. This can be related to the matrix tunneling element

and is highly dependent upon the physical separation of the states.

The potential energy diagram for the charge transfer between two molecules

is shown in Figure 2.2 with the potential energy measured for a variety of nu-

clear reaction coordinates. A real potential diagram would be highly complex,

but this is a reasonable approximation to describe the situation. The system

has the lowest potential energy in position A, with the nuclear con�guration

of the electron being located on the donor. A similar situation is found in

position C, but here the electron would be located on the acceptor. The posi-

tion B is found in between A and C, and describes the situation when the two

molecules' electronics levels are in resonance, allowing charge redistribution

due to the mixed electronic state.
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Figure 2.2: Potential energy diagram for movement along the electron transfer reaction

coordinate. Position A and C is the lowest potential energy for the electron being on the

acceptor and donor, respectively. At the intersection of the two potential energy parabolas,

lies position B where the electronic states are in resonance and where electron transfer can

take place. The di�erence in energy between the acceptor and the donor sites is G0. The

energy of charge transfer at site B is ∆E, and the λ denotes the reorganization energy

required to transfer the electron.

The idea of electron transfer between two molecules was �rst proposed by

Rudolph A. Marcus in 1956[102] and forms the cornerstone of homogeneous

charge transfer theory. It was derived in response to the failure of Eyring's

transition state theory to determine electron transfer in the situation where

there is no structural change in the molecules. Marcus' theory speci�cally

deals with the one electron redox reaction.[102]

D + A ⇀↽ D − A ⇀↽ D+ − A− → D+ + A−

The classic example used by Marcus for this was iron in a solution[102�104]

but electron transfer reactions involving two molecules are also very common in

biological systems.[101] This means that the energy di�erence between point A

and point B in Figure 2.2) represents the amount of energy required to arrange

the atoms to bring the donor and acceptor into resonance. In other words, this

is the activation energy in the classical potential energy picture used for ele-

mentary chemical reactions. The probability for attaining this condition comes

from using Boltzmann statistics.[105] The movement into position C is in�u-
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enced by the explicit exothermicity of the charge transfer.[105] If the electron

being on the acceptor has a lower potential energy than when it is on the donor,

then charge transfer to the acceptor is much more likely. This di�erence in

potential energy is mainly due to the di�erence in the relative energy positions

of the highest unoccupied molecular orbital (HOMO) of the donor and the

lowest unoccupied molecular orbital (LUMO) of the acceptor.[97] From the

Arrhenius equation the charge transfer rate, kCT can be written as:[105]

kCT = A exp

(

−∆E

kBT

)

, (2.4)

where ∆E is the activation energy shown i Figure 2.2. In the adiabatic charge

transfer case kCT will take the value of 1, and less than 1 in the non-adiabatic

charge transfer case. The term kB is the Boltzmann's constant and T denotes

the temperature. The prefactor A is given by:[97]

A = νe� exp (−β(d0 − d)) (2.5)

where νe� is the e�ective frequency of sampling coupled to that reaction co-

ordinate. The damping of the electronic wave function in the barrier region

separating the the two molecules is denoted by the constant, β. The term

d0 is the direct contact distance, which is the optimal position for charge

transfer.[97] We see from Equation 2.5 that with increasing distance, d, be-

tween the molecules the probability for charge transfer decreases, as we would

expect.

Marcus[106] formulated a more explicit expression for the rate constant in

the non-adiabatic limit, from which modern day theory has developed. The

nuclear motions are treated classically and are assumed to lie within a harmonic

approximation. A simple one-dimensional semi-classical derivation of his result

is relatively straightforward. In this model, where two molecules are considered

classically as two polarized spheres of charge in a solution, any amount of

charge can pass between them. The Gibbs free energy, G, required to change

the nuclear con�guration to move a speci�c amount of charge, ∆E, was found

to be:[103]
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G =

(

1

r1
− 1

r2
− 1

R

)(

1

ϵop
− 1

ϵs

)

(∆E)2 , (2.6)

where r1 and r2 are the radii of the two spheres, R is the separation between

the two spheres, with ϵop and the ϵs being the high frequency dielectric and

static constants of the medium respectively. Having a set distance between

the molecules a simple harmonic approximation is thereby valid[103], but in

reality the term ∆E is associated with the probability of electron transfer,

not the actual amount. Nevertheless this model can be shown to portray

a highly accurate picture both experimentally[107] and by using computer

simulation.[108]

Using the simple harmonic model, the nuclear potentials can be considered

as two intersecting parabolas.[104] This approximation is the reason for using

parabolas in Figure 2.2. Assuming the bottom of the acceptor parabola in Fig-

ure 2.2, at position A, has the co-ordinates (0,0), and that the donor parabola

at position C in Figure 2.2, has the coordinates (a,b); the equations of the two

parabola are y = x2 and y = (x − a)2 − b. The y value at the intersection

of the two parabolas is ∆E, which is the activation energy. To �nd the inter-

section, we must combine the equations to give x2 = x2 − 2ax + a2 − b. By

employing algebra and using y = x2 we obtain y =
(a2−b2)

2

4a2
The coordinate b

is −∆G0, which is the potential energy di�erence between the electron being

at the acceptor site or the donor site, and a2 is λ, the amount of energy in

the medium it would take to reorganize the nuclear con�guration to allow for

charge transfer to occur in the previous charge distribution.[104] This gives us

an equation for the activation energy, ∆E of:

∆E =
(λ+∆G0)

2

4λ
(2.7)

Having obtained equation 2.5 and equation 2.7 we can combine them with

equation 2.4 thus:

ke� = νe� exp

(

(λ+∆G0)
2 − β(d0 − d)

4λkBT

)

(2.8)
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As mentioned previously the experimental evidence for the equation 2.8 is

strong.[107] Under non-adiabatic conditions the size of the barrier determines

the charge transfer rate, since the damping factor β is much smaller than 1. For

molecules in solution the coupling is weak, and the charge transfer will there-

fore occur in the non-adiabatic limit.[97, 98] If strong couplings are present

chemical and structural changes to molecules will most likely occur, and in

this situation Marcus's theory will not provide a satisfactory answer. The av-

erage charge transfer time for two molecules in solution can vary signi�cantly

from picoseconds to hours, due the vast range of possible barrier heights.[97]

In the adiabatic limit the frequency of sampling, νe�, becomes the dominat-

ing factor since term exp(d0 − d) is close to 1. The outcome of this is that the

physical properties underplaning the dielectric relaxation time of the medium

will dominate the scenario.

2.2 Incorporating surfaces

In the previous section charge transfer between two strongly localized discrete

states placed on two di�erent molecules was discussed. This discussion can

be used to elucidate the charge transfer between a molecule and a surface

when a solid-state surface in introduced to the system. A solid-state surface is

characterized by having its electronic states delocalized and the states can be

described by their hole or electron momentum k.[99] The textbook example[99,

109, 110] of describing electrons in a crystalline lattice is by the simple quantum

mechanical approach where a free electron wave moving through the solid

interferes with a periodic potential with the same periodicity as the crystal

lattice. The periodic potential arises from the interaction with the atoms in

the potential. The Bloch function describes the one-electron wave function,

which has the propagation vector of k modulated by a periodic potential and

takes the form of a plane wave.[99, 109, 110]

Ψk(r) = exp (ik · r)Uk(r) (2.9)
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where Ψk(r) is the Bloch function, Uk(r) is the periodic function of the crystal

lattice, and r is the position vector of the atoms in the lattice as the crystal

momentum. The propagation vector k characterizes the translational symme-

try of the periodic potential with h̄k and is a periodic function of the crystal

lattice.[99, 109, 110] The Bloch function is a solution to the Schrödinger equa-

tion, and provides a range of forbidden and allowed energies.[99, 109, 110] If the

propagation vector k takes a complex form the solutions to the Schrödinger

equation become forbidden energies, and allowed in the real case. This ap-

proach is called the nearly-free electron model, and works best when the indi-

vidual atoms interact very strongly and the potential energy of an electron is

relatively small compared to its total energy.[97] This leads to smaller energy

gaps and works well for metals with fewer electrons and semiconductors with

small band gaps.

The approach of assuming that the wave function of the crystal is related

closely to the atomic wave function is called the tight-binding approximation.[99,

109, 110] The energy levels of the solid will be similar to the discrete energy

levels of the atoms at large interatomic distances. The discrete energy levels

will spilt into a new set of energy levels, due to the overlap between the atomic

orbital when they are brought together. When a bulk solid is present, hence

a large number of atoms, the energy levels form a continuum with forbidden

energy gap that are related to the original atomic levels of the atoms in the crys-

tal. The tight-binding approximation becomes a powerful tool when insulators

and transition metals are investigated, since here the allowed bands are smaller

and have large energy gaps. The split into a new set of energy levels provides

the forming of molecular orbitals when molecules are present.[97, 99, 109, 110]

The same result is obtained by both approaches, since they provide the

knowledge of energy gaps which electrons can not be transferred into. Depend-

ing on where the Fermi energy is located the material is either semi-conducting

or a metal, and by the Pauli exclusion principle the electrons will �ll the en-

ergy levels up to the Fermi energy, meaning only a certain amount of electrons

are allowed in each orbital.[99, 109, 110] The electrons can not move freely
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Figure 2.3: Quantum well diagram similar to Figure 2.1 for interfacial electron transfer.
It shows the mixing of the molecular discrete state with the valence band orbitals of the
solid state surface.

if the Fermi energy is located within the energy gap, and external energy is

needed to promote the electrons into a conduction band above the energy gap.

At room temperature and with a large gap, very few electrons will have the

energy to be promoted to the conduction band, hence the material will be an

insulator. In the case where the Fermi level lies within the allowed band, the

electrons near the Fermi level need only minimal thermal energy to become

free to move around the material.

When handling charge transfer between surfaces and molecules one must

take all these di�erent systems into account. A somewhat simple approach is

to consider the problem by extending the number of atoms that are interacting

with the molecules as shown in Figure 2.3. Here the the solid state electronic

structure with the wide bands are considered in relation to the electron trans-

fer coordinates. The crystal is formed by a large number of atoms and the

valence orbitals produces a band of electronic states. The electronic states of

the solid will overlap with some of the wave functions of the discrete molecu-

lar orbitals.[111] The distance between the molecule and the surface dictates

the mixing of states and the amount of electronic coupling. Similar to the

two-molecule situation this will drop o� exponentially, and since the molecule
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Figure 2.4: Potential energy diagram similar to Figure 2.2 except that it shows the transfer
of charge between a solid-state semiconductor and a molecular orbital. The term RXN is the
reaction coordinate and represents a cross-section of the multi-dimensional neclear potential
energy surface. The molecular and semiconductor states are denoted M and S, respectively.
The diagram shows how the large manifold of k -states a�ects the transition probability at
the crossing point. Reproduced from reference [111].

can overlap with many more atomic orbitals the electronic coupling would be

signi�cantly larger, compared to the two-molecule scheme.

A di�erent approach would be to let Bloch wavefunctions de�ne the atomic

basis, where the wave-function would have the propagation vector k. The sum

over all k states of the lattice will the be the electronic overlap.[111] A diagram

of the potential energy surface and the electronic degeneracy at the adiabatic

crossing point is represented in Figure 2.4. The enhanced coupling sometimes

results in chemical reactions in the strong coupling limit.

Something else that needs to be taken into account is that the number of

states also a�ect the role of the nuclear coordinates. In the case of an electron

initially located in a molecular state it will subsequently be transferred into the

conduction band of a semiconductor if the system was prepared at the adiabatic

crossing point. This electron will delocalize, existing in a mixed state where
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it will coherently sample all coupled states. The presence of the vast amount

of conduction band states will lengthen the recurrence of the electron on the

molecular state. Through electron relaxation processes, such as dephasing and

thermalization, the coherence with the initial state is lost on a timescale of

the order of 10 femtoseconds[111, 112]. Therefore, the continuum of states is

su�cient to localize the electron in the semiconductor and indeed does so faster

than the nuclear coordinates which takes of the order of 100 femtoseconds for

most molecular species[111, 112], which is signi�cantly faster than the lower

limit of picoseconds between two molecules, mentioned above. Conversely,

for an electron in the semiconductor prepared at the adiabatic crossing point,

charge transfer to a molecular state will require the nuclear coordinate to

localise the charge in that state. By assuming su�cient electronic coupling it

is the electron relaxation that sets an upper limit to the charge transfer time,

when going from molecule to substrate. The nuclear coordinate becomes the

upper limit when the charge transfer from the substrate to the molecule. These

details have been shown explicitly through numerical simulations performed

by J. M. Lanzafame et al.[111].

Within the context of solar cells, where injection of the electron from the

molecule into the surface takes place, the limit for charge transfer can be much

lower that 100 femtoseconds. This have been veri�ed by many experiments,

and the electron injection occurs on the lifetime of a core-hole excitation.[18,

23] The very large number of electronic states within the crystal provides a

much faster nuclear relaxation compared to the molecule. It is entropically

favourable for the charge to move from a discrete molecular species to such a

large continuum of states. Therefore the electron is more likely to be found in

the substrate than in the molecule during the mixing of resonances. This means

that the charge transfer time is not e�ected signi�cantly by the molecular

relaxation. The rate of charge transfer is only dependent on the electronic

density of states of the crystal and the electronic coupling.[111] Ultra-fast

charge transfer on timescales smaller than the core-hole decay times (< 6fs)

are theoretically possible and have been veri�ed experimentally.[18, 23]



Chapter 3

Instrumental Techniques and

Methods

When systems are investigated though the absorption and/or emission of pho-

tons the general technique that is applied is called spectroscopy. In response

to electromagnetic radiation, electrons spectroscopy techniques are those that

speci�cally monitor the emission of electron from a system. The system prop-

erties such as chemical compositions, molecular orientations and charge trans-

fer dynamics can be deduced by considering the kinetic energy distribution

of the emitted electrons, within the context of the applied radiation. In this

section the main spectroscopic techniques and sample preparation methods in

the work presented in later chapters are discussed.

3.1 Deposition methods

Thermal evaporation

The deposition of molecules onto solids and surfaces in ultra high vacuum sur-

face is usually done via a Knudsen cell (K-cell).[113, 114] In this technique, the

substance for deposition is placed in a crucible, secured by the K-cell's hous-

ing. Under vacuum conditions, the crucible is heated by passing an electrical

current through a wire coiled around the crucible. The heating facilitate the

28
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molecules to eventually sublime or evaporate, and, if unperturbed, they can

travel in a straight line toward the sample surface. Deposition by sublimation

is widely used since it gives the user a high degree of control over the depo-

sition rate. The adsorbate can be deposited methodically and gradually on

the substrate. Furthermore, as it's a UHV deposition technique, the sample

remains clean for UHV measurements. K-cells are for these reasons commonly

used in molecular beam epitaxy.[115] Depending on the molecule, it is some-

times possible to make sure there is a monolayer by keeping the surface heated.

This relies on the bonding between the surface and the molecule being stronger

than the intermolecular bonds. The bi-isonicotinic acid were deposition on the

rutile TiO2(110) by the thermal evaporation. The results of the experiment

are found in Chapter 5.

Ultra-high vacuum electrospray deposition

The main drawback of using a thermal evaporation deposition technique comes

to light when the intramolecular binding energies are smaller that the energy

of sublimation, and dissociation will occur. This is typically the case for larger

molecules.[34] To facilitate the deposition of larger molecules and prevent dis-

sociation, an alternative method is required. There are di�erent techniques

that addresses this requirement. In the technique of pulsed valve deposition,

the molecule of interest is dissolved in a solution. The solution is introduced

to the UHV chamber by means of a small aperture valve, in the dimensions

of ≈ 50µm diameter. The technique takes its name from quickly opening and

closing the valve on the order of a micro-second, and in that time frame ex-

posing the chamber to the solution.[116] A di�erent sublimation technique is

that of �rapid heating�, where the sample is heated quickly and the molecules

may be sublimed before fragmentation occurs, using the fact that the rates of

desorption and fragmentation are not the same.[117] In this work the technique

of electrospray ionisation has been chosen as the deposition method.

In 2002 John B. Fenn became a Nobel laureate in chemistry with his pi-

oneering work on electrospray ionisation.[118, 119] The technique was devel-
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oped to introduce fragile, thermally labile, or non-volatile species into the

vacuum for mass spectroscopy analysis.[120] The technique of ultra high vac-

uum electrospray deposition, UHV-ESD, has with great success been employed

to introduce highly fragile and complex molecules for studies using sensitive

UHV techniques from scanning tunneling microscopy to synchrotron based

techniques [23, 74, 75, 121�129]

The electrospray ionisation process

The electrospray ionisation process may be considered as having three distinct

stages.[130] In the �rst stage charged droplets are formed. These droplets carry

the molecules for deposition. In the second stage the solvent will evaporate,

and the droplets will start to shrink. In this stage the droplets will undergo

�ssion leading to very small and highly charged droplets ending up as gas-

phase ions. The charged droplets are formed by the electrospray ionisation

event, which is central to UHV-ESD, and allows molecules which have been

suspended or dissolved in a solvent to be volatilised. The solvent is passed

through a narrow hollow stainless steel capillary which is termed the emitter.

The �ow rate through the emitter is in the order of 0.5 mL per hour. If no

high voltage is applied to the emitter a droplet of liquid containing solvent

and solute will form at the end of the emitter or applying a high voltage the

behavior of the system changes radically. Figure 3.1 shows a schematic diagram

of the electrospray process.

The counter-electrode is regarded as signi�cantly larger and planar com-

pared to the emitter. With this approximation we can write the electrical �eld,

Eemitter, at the tip of the emitter as:

Eemitter =
2Vemitter

remitter ln
(

4d
remitter

) (3.1)

where Vemitter is the applied high voltage. The term remitter denotes the outer

radius of the emitter, and d is the distance between the counter-electrode and

the emitter, providing a strong electrical �eld at the tip of the emitter. In
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Figure 3.1: Diagram showing an electrospray event whereby a solvent containing the
molecule is converted from a liquid into a plume of droplets.

the case of a positive electrical �eld the negative charged ions will be drawn

to the emitter, whereas the positive ions are repelled by the emitter, but they

cannot escape the liquid.[130] This repulsion between the positive charged

and the emitter results in the formation of a Taylor cone at the end of the

emitter.[131] At a certain threshold voltage, the Coulomb repulsion overcomes

the surface tension of the liquid and the solvent is emitted in a jet of small

droplets from the end of the Taylor cone. This jet is propelled forwards by the

emitter's electric �eld. The jet consist of small droplets that are eventually

transferred into the ultra high vacuum, with the initial radius of these droplets

increasing approximately in proportion to (�ow-rate)
2

3 .[132] The radius of the

emitted droplets also increases with decreasing conductivity, implying that the

smallest droplets will be obtained for operating conditions with low �ow rates

and high conductivity solutions.[133] The charge density will meet a threshold

called the Rayleigh limit, and the droplets will break up in what is called a

Coulomb explosion. The Rayleigh limit is de�ned as a function of the charge

and diameter of the droplet by the equation:

qR = 8π
√

ϵ0γD3, (3.2)
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Figure 3.2: Schematic of the electrospray system showing the molecular beam traveling
as it leaves the high voltage emitter, passes via apertures through di�erentially pumped
chambers and is incident on the sample. Reproduced with permission from reference [23].

where qR is the total charge within the droplets, ϵ0 is the permittivity of

vacuum, γ is the surface tension of the liquid and D is the droplet diameter.

The Coulomb explosion leads to the production of several smaller droplets.

This repeated splitting results, under optimal conditions, in a �ne plume of

very small droplets, some of which contain only a single molecule. The emitters

used in these studies had an outer diameter of 0.32 mm and an inner diameter

of 0.1 mm and can deliver 0.1 to 0.30 mL/hour of liquid. In order to reach the

sample from the air outside the chamber, the droplets pass through an entrance

capillary and through a series of di�erentially pumped chambers until they

impinge upon the sample held in the vacuum chamber. A schematic diagram

for this process is shown in Figure 3.2.

The entrance capillary will act as the counter electrode. The surface area

of the entrance capillary is still large compared to the emitter as so equation

3.1 will still be valid. To ensure a clear path of travel for the molecules toward

the surface, an optical alignment was preformed, by shining a light through the

electrospray chamber and into the main vacuum chamber and the light would

be re�ected on the sample. This procedure also provided the sample's position

for deposition. The molecular coverage is controlled by the deposition time. In

practice, the molecular �ux is not always constant. The molecular �ux can be

indicated by either the change in pressure in the preparation chamber, which

in these studies were in the mid-10−7 mbar or by the electronic current on the

sample which were in the order of 0.1-0.2 nA. The molecular coverage can be

veri�ed by studying the photoemission spectra. The molecules deposited by

this technique were the single molecule magnets and the porphyrin nanorings.
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For both molecules 1 mg where dissolved in 10 mL of solvent. For the single

molecule magnets the solvent where either pure methanol or a 1:1 mixture of

methanol-dichloromethane. In the case of the porphyrin nanorings the sol-

vent where a toluene-methanol in a 3:1 concentration. The results of these

experiments are addressed in Chapter 4 and Chapter 6, respectively.

3.2 Synchrotron radiation

When charged particles travelling at relativistic speeds change momentum they

will emit radiation. Radiation produced by this process is called synchrotron

radiation. Synchrotron radiation is extremely intense light and provides a very

wide range of electromagnetic radiation from microwaves to hard X-rays. In

1947 the General Electric Research Laboratory in Schenectady, New York[134]

reported synchrotron radiation and �rst considered it as a nuisance. This idea

was soon abandoned when it was realized how useful a tool it would be in

spectroscopic studies. Even so, it was not before 1981 when the Synchrotron

Radiation Source in Daresbury, England was opened as the �rst dedicated

light source. The main synchrotron facilities located around the world are

now mostly third generation light sources designed speci�cally to improve the

brightness and polarization of the light.[134]. Currently fourth generation

synchrotrons are under development and mainly make use of free electron

lasers.[134]

At third generation synchrotron facilities the electrons are accelerated by

the synchrotron and they are injected into a storage ring where they circulate

in a closed loop, and maintained in their orbit by bending magnets. Along

the path of the electrons insertion devices called wigglers and undulators are

placed to increase the amount of produced light. This light is projected at

a tangent from the ring where it is collected by what are termed beamlines.

Undulators consist of an array of magnets that alternate in polarity. When the

electrons enter the undulator they travel between these magnets and are forced

into a sinusoidal trajectory,[135] where this vast amount of small oscillations
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creates cones of radiation. The amount of force the electron beam is exposed

to is the only di�erence between the two types of insertion devices. Where

the wiggler introduces a greater deviation of the electron beam, the undulator

exposes the beam to much gentler changes, resulting in radiation cones which

overlap � interfere � and then add up to coherent light. Through a set of

mirrors the synchrotron radiation is funneled down the beamline toward the

sample of investigation. Along the path towards the sample the light will meet

a monochromator, that enables the selection of a speci�c energy that will

correspond to the measurements in question. This ability to choose particular

X-ray energies out of a continuous range is the key advantage of synchrotron

radiation, and why it is an invaluable tool for spectroscopy.

Developing of such a vast research facility as a synchrotron light source,

which usually take up's large building complexes, is obviously a time consum-

ing highly and costly a�air. Commercially available X-ray sources normally

produces X-rays by electron bombardment of a metal, which causes a core-

hole decay, giving very speci�c discrete energies. Using synchrotron radiation

it is possible to sweep across a range of photon energies, which expands the

amount of information that is possible to collect in XPS studies of surfaces and

it enables other ways of investigations such as X-ray absorption spectroscopy

(XAS), resonant photoemission spectroscopy (RPES) as well as resonant in-

elastic X-ray scattering (RIXS). Since it is possible to tune the synchrotron

radiation to wanted energies it is possible to conduct highly surface sensitive

measurements at those facilities. Electrons with high kinetic energy can travel

quickly through the materials of investigations and are therefore less likely to

interact with the atoms. If the electrons have low kinetic energies they do not

have the ability to excite the electron within the atoms and will therefore move

easily through the bulk. The mean free path of the electron is dependent on

the kinetic energy of the electrons, therefore optimizing the surface sensitively

and only record the electrons with a low mean free path guarantees that only

electrons originating from the surface will dominate the spectra. In 1979 M.

P. Seah and W. A. Dench[136] published what became later known as the uni-
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versal curve, a data base for the electron mean free path through solids. From

this curve, displayed in Figure 3.12, the optimal surface sensitivity occurs for

electrons with a kinetic energy of around 40 eV. With the synchrotron the

X-ray energy can now be set at a 40 eV above the binding energy peak that we

wish to observe. The universal curve is discussed in greater detail in section

3.7

3.3 Photoelectron Spectroscopy

For the investigation and characterization of matter the powerful tool of pho-

toelectron spectroscopy (PES) can be employed. In 1887 Heinrich Hertz[137]

reported the e�ect of light-matter interaction in his experiment on arc dis-

charge in the presence of ultraviolet radiation. In the beginning of the 20th

century Albert Einstein used Planck's quantum formalism of the black-body

radiation to explain why only photons of certain energy or light with the right

frequency could knock electrons out of the matter. He presented his elegant

formulation in 1905[138] for which he became a Nobel laureate in 1921. It was

given the name of the photoelectric e�ect and has the general description as

of the following equation:

Ekin = h̄ω − Ev
B (3.3)

The term Ekin is the kinetic energy of the electron emitted as a result of

the photoemission process � a photoelectron. Planck's constants is term h̄

and ω is the radiation frequency. Ev
B is the binding energy of the electron.

The work function ϕ is used to relate the vacuum level to the Fermi level of

a solid. This is highly useful for metals, but ϕ is not necessarily explicitly

included in equation 3.3. Thus the interpretation of equation 3.3 can be as

follows: An electron from the matter can only be excited if the incident photon

has an energy of h̄ω that is greater than the binding energy of the excited

electron. If monochromatic radiation of known energy is used for production of

photoelectrons, equation 3.3 allows to establish a unique relation between the
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kinetic energies of the photoelectrons and the corresponding binding energies,

which is the basis for photoelectron spectroscopy. Using Koopmann's Theorem,

that assumes that the the experimental measured binding energy is directly

related to the orbital energy of the emitted electron, allowing a deduction of

the approximate electronic structure of the sample. If the binding energy is

found with respect to the Fermi level, EF
B, then Equation 3.3 takes the form:

Ev
B = EF

B + ϕ (3.4)

In the experimental situation it is often easier to reference the binding

energy to the Fermi level rather than the vacuum level. The Fermi level acts,

at least for metals, as a reference point in the XPS spectrum since it is the

highest occupied energy state seen in the spectrum. If one were to use the

vacuum level as a reference point knowledge of the experimental systems work

function, ϕ, is required.

Figure 3.3 is a diagram showing the photoemission process and other con-

sequent processes. Starting out in the ground state all the electronic energy

levels below the Fermi level are �lled. A photoelectron can be emitted if a

photon of su�cient energy is incident upon the system. The probability of

absorption of the photon depends on polarisation and the magnitude of the

photon's electric �eld vector, the initial and �nal electronic states of the atom

or molecule, and the energy density of �nal states for the transition.

A valence or core-hole remains once the photoelectron has left the molecule

or atom. If a core-hole is present the system will be in an unstable excited

state with a �nite lifetime. The system will be stabilized when a electron drops

down from the valence band and �lls the core-hole, since it is more energetically

favourable. In this step a loss of energy will occur due to conservation of

energy, and it will be done by either emission of a photon, �uorescent decay,

or emission of an electron, Auger decay. Auger decay is the dominant process

for elements with low atomic mass, and makes it easier to detect than X-

ray �uorescence. In reality the spectrum is a�ected by a number of factors,

making this correspondence quite sophisticated, even though photoemission
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Figure 3.3: Diagram showing the electronic energy level for a photoemission process for
a molecule. The molecule absorbs a photon with an energy of hω and photoelectron is
emitted from the molecule. In the presence of a core-hole the molecule is left in an excited
and unstable state. A electron drops from the valence band to �ll the core-hole, and either
an photon or electron is emitted. Reproduced with permission from reference [140].

spectroscopy, PES, remains as one of the basic spectroscopic tools of matter

characterization.[139]

Within PES, there are two main types of techniques: (I) Ultraviolet photoe-

mission spectroscopy (UPS), which is used mainly for studying valence bands

close to the Fermi energy. In this technique noble gases are used to generate

radiation in the ultraviolet. (II) X-ray photoemission spectroscopy (XPS). In

this technique metals such as tungsten, aluminium or magnesium undergo an

electron bombardment to produce X-rays speci�c to the core of the system

in question. Using synchrotron radiation blurs the boundary due to the wide

range of photon energies it can produce.[141].

In the scheme of soft X-ray photoelectron spectroscopy the energy range of



CHAPTER 3. INSTRUMENTAL TECHNIQUES AND METHODS 38

the excitation radiation employs photon energies of 150-2000 eV. Within this

energy range the binding energies of the core levels for many interesting chem-

ical elements, like gold, titanium, manganese, zinc etc. are found. Therefore

soft XPS is also referred to as core-level photoelectron spectroscopy.

One of the main theoretical approaches to describe a process of photoemis-

sion from solids is the model suggested by Mahan[142] and further developed

by Pendry[143] which considers an instant transition of an electron from its

initial bound state in the crystal to a �nal free state in the vacuum as a result

of a photoemission process. The transition probability, Pif , of an electronic

transition, between an initial |i> and a �nal state |f> is de�ned by the Fermi

Golden Rule, which yields:

Pif =
2π

h̄
| ⟨ψf ,kf | H int | ψi,ki⟩ |2 δ(Ef − Ei − h̄ω)δ(kf − ki −G) (3.5)

The Hamiltonian H int describes an interaction between an electron and an

electromagnetic wave (photon) The terms ψi and Ei are the wave function and

the energy of the initial many-electron state, while ψf and Ef refer to the wave

function and the energy of the �nal state respectively. Taking a close inspection

of equation 3.5 it becomes clear that kf is the wave vector that describes the

photoelectron in the �nal state inside the crystal. Likewise, ki is the wave

vector that describes yet bound electron in its initial state inside the crystal.

The term G is the smallest reciprocal lattice vector. The energy conservation

law is ful�lled by the two delta functions, so that the energy di�erence between

the �nal and initial states equals h̄ω. Notably the momentum of the photon

is not included into the conservation law, and equation 3.5 only describes a

vertical or optical transition, obtained for su�ciently low photon energies.

Both initial and �nal state many-electron wave functions can be factorized

i.e. represented as a multiplication of one-electron wave functions: Ψ(N) =

Cϕkψ
k
R(N-1). Here k refers to the kth electron and R to the remaining system,

ϕk is the one-electron wave function ψk
R(N-1) is the wave function for the

rest and C is an antisymmetrizing operator. Using this factorization of the
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many-electron wave function, where Ψi(N) = Cϕi,kψ
k
i,R(N-1) and Ψf (N) =

Cϕf,kψ
k
f,R(N-1) will describe the initial and �nal state respectively, the matrix

element of equation 3.5 becomes

Mif = ⟨ϕf,k | H int | ϕi,k⟩⟨ψk
f,R(N − 1) | ψk

i,R(N − 1)⟩ (3.6)

Therefore, the matrix element of the photo-ionization process consists of a one-

electron transition matrix element and an overlap integral of the rest electron

system.

The interaction Hamiltonian H int in equation 3.5 can approximately be

written as:

H int =
e

mc
(A · p+ p ·A), (3.7)

where p is the momentum operator of an electron andA is the vector potential

of the electromagnetic �eld. The variable e is the electronic charge, m is the

electron mass and c is the speed of light. If the spin of the electron is neglected,

equation 3.7 can be simpli�ed further to:

H int =
e

mc
(A · p). (3.8)

The magnitude of the vector potential, A0, is related to the magnitude of

the electric �eld vector, E0, via the equation:

E0 = A0

ω

c
, (3.9)

where ω is the frequency of the light. Introducing a plane wave, the perturba-

tion can then be derived as:[144]

H int =
eA0

2mc
exp(i(k · r)(Ê · p)). (3.10)

In the dipole approximation the wavelength of the light is considered to be

signi�cantly larger than the atomic radius: r << λ
2π
, then k·r<< 1 and hence

exp(ik · r) ≃ 1. This allows the perturbation to be reduced to H int = eA0

2mc
Ê ·p,
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and since the term δ(Ef − Ei − h̄ω)δ(kf − ki −G) in equation 3.5 describes

the density of states, ρ, for the �nal state[141, 144], equation 3.5 becomes

Pif =
e2E2

0π

2h̄m2ω2
(< i | Ê · p | f >)2ρ. (3.11)

To obtain the X-ray absorption cross section σX-ray, the transition probability

has to be divided by the number of photons that travel through the unit area

per unit time. The cross section is then:[144]

σX-ray =
4π2e2

m2cω
(< i | Ê · p | f >)2ρ. (3.12)

The binding energy Ev
B of a photoelectron escaping from a certain one-

electron orbital k was de�ned as a negative value of the energy of the respec-

tive one-electron orbital. This is Koopmans' theorem.[139] In other words, this

theorem assumes that the one-electron orbitals in the atom are not a�ected

by the photo-ionization process or are �frozen�. From this approximation we

obtain ψk
i,R(N-1) = ψk

f,R(N-1) in the matrix element of equation 3.6, and the

corresponding overlap integral becomes unity. Thus, in the frozen approxima-

tion binding energy of an orbital by de�nition equals its Koopmans' energy,

and we write:

Ev
B = −ϵk (3.13)

However, in reality the orbitals are not frozen but rather react to the core hole

created by the photo-ionization process and since the system tends to minimize

the total energy, the �nal state e�ects need to be taken into account for a more

accurate estimation of the binding energy. Usually Koopmans' binding energy

ϵk is corrected by the addition of two terms:

Ev
B = −ϵk +∆ϵrelax +∆ϵcorr (3.14)

where ∆ϵrelax is a term describing the change in the binding energy upon

atomic orbitals contraction around the core hole � relaxation � and the charge

transfer of polarization screening. The term ∆corr includes collective e�ects
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of electron-electron interactions in the system � correlation in the electron

motion. This term is often neglected as the correlation e�ects are rarely pro-

nounced, but can be important in certain cases. Inclusion of the relaxation

correction term into the calculations lowers the core-level binding energy and

gives better agreement with experimental data. However, even the relaxation

and correlation-corrected Koopmans' approximation only treats a sole �nal

state of an atom, which is not necessarily true.

A slightly di�erent approach to explain photo-excitation of an atom is by

the sudden approximation. Here the excitation of the promoted electron is

rapid and the inactive electrons do not relax before the excitation is complete.

The total �nal and initial states can be separated into the single promoted

electron ϕ and the inactive multiple electron Φ, this means that the dipole

matrix element can be simpli�ed to ⟨ϕf |p|ϕi⟩⟨ψf |ψf⟩, where the momentum

operator p is speci�c to the active electron. This mean that equation 3.12

takes the form:

σX-ray ∝ |Ê · ⟨ϕf |r|ϕi⟩|2 (3.15)

This shows that the intensity of a photoelectron peak is not just dependent on

the density of states and number of molecules. Certain transitions are far less

likely to occur and can a�ect the total absorption cross section. Also, as can be

seen from equation 3.15, the direction of polarization for the incoming radiation

is very important. If the molecules are not randomly oriented, then the cross

section can change when the sample orientation to the incoming radiation is

changed. In general the sudden approximation helps to explain the presence

of additional features in the photoelectron spectrum, such as satellite lines.

The presence of satellite lines in a photoelectron spectrum of an atom can

be well exempli�ed with �shake-up� spectral structure, observed to the lower

kinetic energies (higher binding energies) from the main photoelectron line.

Shake-up processes involve excitations of valence band electrons, thus a latter

are excited or are literally �shook up� to unoccupied valence levels. There are

also so-called �shake-o�� processes involving ionization of a valence electron
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into the continuum, i.e. o� the crystal, and resulting in the formation of broad

spectral features at higher binding energies. The photoemission spectrum can

consist of several lines as shown in Figure 3.4, the main line corresponding to

the most relaxed state, or fully screened core hole, at lowest binding energy.

The satellite lines are found at higher binding energies and involve di�erent

excited �nal states.

B
in

d
in

g
 e

n
e

rg
y

B
in

d
in

g
 e

n
e

rg
y

B
in

d
in

g
 e

n
e

rg
y

E
Fermi

ε
k

ε
k

ε
relax

+

satellite

main line

    Koopmans’

binding energy

    Relaxation

term included

      Sudden

approximation

(A) (B) (C)

Intensity (arb. units) Intensity (arb. units) Intensity (arb. units)

Figure 3.4: Schematic of the photoelectron line position calculated in frames of di�erent

approximations discussed: (A) Koopmans' frozen-orbital approximation, (B) with the re-

laxation correction term included, (C) Sudden approximation. The black solid line shows a

schematic of a real photoelectron spectrum upon these approximations.

In the ideal case the photoemission spectra would consist of sharp peaks,

broadened only as a result of their limited lifetime, but in the real case scenario

several sources of broadening can a�ect the line shape of the main photoemis-

sion peaks. The instrumental limitations and the core hole lifetime will always

be contributing factors.

The instrumental limitations are primarily monochromator resolution � the

width of the X-ray source � accompanied with the resolution of the analyzer,

makes essential contribution to the photoemission line width. The instrumen-

tal broadening is typically a Gaussian.[135] The natural line width, given by

a Lorentzian distribution[145], also contributes to the broadening due to the

�nite lifetime of the core-excited system. Since the lifetime of the core-hole is

�nite, in the atto- to femtosecond region[146], Heisenberg's uncertainty prin-
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ciple (h̄ ≤ ∆E × ∆t, where E is the energy and t is time) tells us there will

always be a degree of broadening in the energetic levels. As an example the

lifetime width of the core levels in the case of N 1s, C 1s and O 1s are close

to 0.1 eV.[146]

A split of the core-level peaks will also be present for orbitals other than s

orbitals, due to the spin-orbit coupling. This arises from the coupling between

the spin of an unpaired core electron with its angular momentum.[147, 148]

The spin (s) of unpaired electrons can be either parallel or anti-parallel to the

direction of its orbital angular momentum (l), whereas the paired electrons'

cancel each out and have no over-all spin. When one unpaired electron is

present, two discrete states will present with a total momentum of J = l ±1

2
.

In Figure 3.5 a photoemission spectrum of a gold sample is shown. Here

the photon energy used during data acquisition was 140 eV. The Au 4f state

splits into to discrete peaks corresponding to the Au 4f 5

2
and Au 4f 7

2
. In this

case l = 3 and the intensity ratio between the spin-orbit peaks is given by

the degeneracy of each state, 2J+1, resulting in a ration of 6:8. The orbital

angular momentum is proportional to the separation in energy of the peaks,

meaning a strong spin-orbit coupling is the result of the atomic shell being

close to the nucleus, and the energy splitting of the photoemission line will be

large.
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Figure 3.5: Au 4f peaks at a photon energy of 190 eV.

There are also other e�ects one may encounter when acquiring photoemis-

sion spectroscopy data. The spectra can be shifted in energy of the emit-

ted electron, and can provide valuable information about the system. These

shifts can be caused by the surrounding environment and are called chemi-

cal shifts. These shifts provide information about the functional groups in a

compound and determine the bonding arrangements between molecules and

surfaces. Here XPS is a powerful tool for identifying elements present in wide

energy scans and for determining the chemical environment of the speci�c

elements using narrow energy scans. The molecule of ethyl-tri�uoroacetate,

shown in Figure 3.6, is a widely used example to show the chemical shift since

it exhibits a shift of more than 8 eV.
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Figure 3.6: C 1s of ethyl tri�uoroacetate. Reproduction from [149]

3.4 X-ray Absorption Spectroscopy

The versatile technique of X-ray absorption apectroscopy (XAS) is founded on

the absorption of X-rays with di�erent energy. The technique provides infor-

mation about the unoccupied density of states by measuring the absorption

probability of an X-ray photon as a function of the photon energy h̄ω, meaning

that element-speci�c information about the energy distribution and symmetry

of unoccupied electronic states can be extracted, (see equation 3.15). In the

XAS scenario, where the energy of the X-ray photon is less than or equal to

the binding energy of one of the inner shell, this is called a photo-excitation

process. In this case intense, sharp and developed absorption structures will

be present in the energy range 5-10 eV below the upper energy limit � the

binding energy of the inner shell. This region is also called the pre-edge re-

gion. These characteristic structures will continue up to 30-50 eV above the

edge. This structure is called X-ray absorption near-edge structure (XANES)

or near-edge x-ray absorption �ne structure (NEXAFS). In principle, both of
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these abbreviations describe the same energy range. However, these are of-

ten referred to as NEXAFS for any pre-edge structure, and as XANES for

near-edge structures, respectively. Lately, an unwritten rule regulating the

terminology between NEXAFS/XANES is frequently obeyed, which can be

stated as �NEXAFS refers mostly to pre-edge sharp and pronounced struc-

ture of X-ray 1s (K-edge) absorption spectra for low-Z elements (C, N, O,

etc.) and probes its bonds to intra-molecular, and to a lesser degree, extra-

molecular neighbors.�[144] The technique of NEXAFS is commonly used when

the molecular orientation of adsorbed molecules on a surface is wanted. The

origin of the molecular orbitals in organic molecules are the result of the mix-

ing between the atomic orbitals. When the molecules consist of atoms with a

low atomic number they are very symmetrical and correlate very well with the

spatial arrangement of atoms in the molecule [144, 150] The orbitals usually

probed are the π∗ and the σ∗ orbitals. For organic molecules the π∗ orbitals

are a result of the overlap between of the two 2px and 2py, where the σ∗ is the

outcome of the overlap between two 2pz.[144] Within these two molecular or-

bitals the electrons are likely to be found in certain directions. The σ∗ orbital

will mainly be exhibit along the intermolecular axis and away form the inter-

molecular axis, whereas the π∗ orbital occurs above or below the bond[150],

this is displayed in Figure 3.7.
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Figure 3.7: Schematic illustration of spatial orientation of π∗ and σ∗ orbitals in three

important bonding arrangements. Molecules can be classi�ed depending on whether the π∗

or σ∗ orbitals point in a speci�c direction or whether they span a plane.

These two unoccupied molecular orbitals and the angle, Θ, between them

can be observed using NEXAFS. Figure 3.8 displays the coordinate system

showing the angles of importance for determining the angular dependence of

the resonances in a NEXAFS experiment. The orientation vector of the orbital,

Ô, is aligned with the maximum amplitude of the �nal state orbital for the

excited atom. Changing the x-ray incidence angle produces changes in absolute

intensity of the resonances.
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Figure 3.8: Diagram de�ning the angles used to determine the molecular adsorption ge-

ometry, with θ being the polar angle of the X-ray with surface. The term α denotes the

angle between the molecule and surface normal and is the one in question. The azimuthal

angle φ will be averaged out on highly symmetrical surfaces. The bottom �gure shows a

two-dimensional view, along the y-direction. The shaded area is representing an aromatic

ring structure.

The changes in resonance intensity will be proportional to the changes in

the X-ray absorption cross-section, and equation 3.15[150] can be written as:

σ ∝| Ê · Ô |2 (3.16)

The size of the absorption cross section for each set of orbitals is deter-

mined by the incoming light. The relationship between the absorption cross

section, the spatial arrangement of the orbital and the polarization of the light

is not straightforward since synchrotron radiation is not completely linearly

polarized.[144] By representing the elliptical polarization as a super position

of two electric �eld vectors, E|| and E⊥, where E⊥ is 90◦ out of phase, the

cross section becomes
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σ ∝| Ê|| · Ô |2 + | Ê⊥ · Ô |2 (3.17)

If we de�ne the amount of linear polarization as:

P =
|E|||2

|E|||2+|E⊥|2
, (3.18)

and since E|| is the dominant component, equation 3.17 takes the form:

σ ∝ P | Ê|| · Ô |2 +(1 + P ) | Ê⊥ · Ô |2 (3.19)

Using Figure 3.8 as a frame of reference, we can now write the NEXAFS signal

intensity, I, as a fuction of the the angle of orientation of the molecule to the

normal of the surface α, polar angle of the X-ray to the surface, θ, and the

azimuthal angle ϕ

I ∝ P |sin(α) cos(ϕ) sin(|θ)|2+(1− P )|sin(α) sin(θ)|2 (3.20)

If the intensity is considered as a function of the polar angle, meaning that

the azimuthal variations have been averaged out, and introducing a threefold

or higher symmetrical substrate equation 3.20 can be drastically simpli�ed to

I ∝ cos2(θ) cos2(α) +
1

2
sin2(θ) sin2(α) (3.21)

Equation 3.21 only takes this form if the light source produces highly linearly

polarized light, which is the case in the present work[151]. The motivation

for deriving equation 3.21 is to obtain the angle α between the surface and

the molecule, and this is straightforward, since θ is chosen by the user of the

equipment and the intensity of �nal state orbital is given by the ratio between

the σ and π intensities.

There is no question that high precision in the determination of the photon

energy is required when monitoring XAS. The precise calibration of this is

somewhat straightforward when using grating-based monochromators. These

kind of monochromators will transmit a small fraction of higher di�raction or-

der into the experimental chamber. The calibration method is called �2nd order
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light� calibration, and uses the fact that �second-order� photoelectrons possess

the energy of Ekin,2 = 2h̄ω1 − Ebin. The ��rst-order� photoelectrons have the

energy of Ekin,1 = h̄ω1 − Ebin, and the di�erence in kinetic energies becomes:

h̄ω1 = Ekin,2 −Ekin,1. Proper normalization of the incident photon �ux is also

necessary, since the intensities of the spectral features in the XAS depends on

this �ux. Promotion of artifacts in the absorption spectrum can occur due

to the structured energy-dependent �ux of incident radiation. These artifacts

will relate to features of the incident radiation rather than the properties of

the sample. One issue of great importance to normalization are spectral con-

taminations and imperfections. An example is the so-called �carbon-dip� that

arises from decomposition of carbon from the residual gas molecules when it

is exposed to the high intensity synchrotron light. The optical elements con-

trolling the guiding and focusing of the light will experience adsorption of this

carbon leading of a characteristic dip in the carbon absorption spectra, hence

the name.

At higher photon energies, beyond the absorption edge, the X-ray absorp-

tion intensity decreases monotonously as the cross-section for the correspond-

ing process goes down. However, within the X-ray absorption spectrum, and up

to several hundred electro-volts above the absorption edge, broad low-intensity

oscillation can be found. These oscillations are the result of interference be-

tween the initial and scattered photo-electron waves arising from the photo-

electron scattering by the atoms of the nearest coordination spheres.[152] The

technique using this extended energy range where called Extended X-ray Ab-

sorption Fine Structure, EXAFS. This is especially interesting for collecting

information about aqueous solutions, since EXAFS has proven to be sensitive

even to hydrogen atoms[153, 154]. EXAFS spectroscopy is not discussed in

detail here since it was not employed as an analysis technique in this thesis.
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3.5 Resonant photoemission spectroscopy

Another technique found within the realms of photoemission spectroscopy is

resonant photoemission spectroscopy, RPES. RPES shares a resemblance with

NEXAFS in the sense that an electron is excited from the core-hole to un-

occupied bound states of the system, but in RPES the kinetic energy of the

photoelectrons and thereby the binding energy is determined during a subse-

quent Auger decay at the di�erent photon energies. The decay mechanism of

an adsorbate-surface interface can hereby be studied.

The technique of RPES plays an important role in the determination of

charge delocalisation and charge transfer processes in organic photovoltaics

and DSSCs. In similarity to optical excitation from valence states, the initially

excited electron within the scheme of RPES will be promoted to a core-excited

unoccupied molecular state. Charge transfer that occurs from either valence-

hole excited states or core-hole excited states can be considered to be very

similar.[155] In Figure 3.9 the di�erent excitation and de-excitation situation

are sketched out. The decay of the core-hole can occur via three distinct

channels.
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Figure 3.9: Diagram showing possible decay channels from a core-excitation seen in (A).

Participator decay is shown in (B), where the originally excited electron is emitted as an

Auger electron. Spectator decay is shown in (C), where the originally excited electron

spectates the Auger decay of another electron from the occupied levels. In the presence of

charge transfer to the surface, normal auger decay can occur, as seen in part (D).

When the auto-ionization processes occur, an Auger electron is emitted,

and the leaves the system in a �nal state with an overall charge of +1. This

can happen through two distinct channel, termed participator and spectator

decay, respectively. They are labelled (B) and (C) in Figure 3.9. When the

decay uses the participator channel, the originally excited electron is emitted
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as an Auger electron. This process will show itself in the RPES spectra in

the low end of the binding energy scale having high intensity. Depending on

the electronic structure of the occupied valence band several points of high

intensity can be observed, albeit a large amount of spectator decay can make

them undistinguishable and therefore they can not be resolved from each other.

In participator decay, as seen in Figure 3.10, the originally excited electron

is emitted as an Auger electron. This can be observed in the RPES as a point of

high intensity with very low binding energy, as seen in the diagram of a typical

RPES Spectra in Figure 3.10. Participator decay leaves the system in the same

�nal state as valence band photoemission or PES of the highest molecular

orbital, so according to the previous equations it is indistinguishable from

PES and appears as a resonant enhancement of the state in photoemission,

hence the name. Several points of high intensity can be observed depending

on the electronic structure of the occupied valance band, although they may

be undistinguishable fore a large amount of spectator decay.
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Figure 3.10: Schematic diagram of a typical two-dimensional RPES spectrum. The lighter

areas represent areas of higher intensity. During the participator decay, the original excited

electron is emitted from a higher level, resulting in participator peaks at lower binding energy

in than of the normal Auger and spectator peaks. The Auger and spectator peaks can not

be resolved from each other.

Figure 3.9 (C) shows the spectator decay. As the name of this channel

indicates, the initial excited electron will take the role as a spectator, while an

electron from the occupied molecular orbital is being emitted. This electron

is only dependent on the valence-band electrons, and is found in a RPES

spectrum at a higher binding energy than that of the participator decay at

each resonance. The vast amount of electrons in the occupied valence band



CHAPTER 3. INSTRUMENTAL TECHNIQUES AND METHODS 55

compared to the number found in the core-excited state, and that the spectator

decay depends on them, results in a much larger cross section for the spectator

channel compared to the participator, even though some matrix element lowers

the cross section[155, 156]

If charge transfer is present, which is illustrated in Figure 3.9(D), an elec-

tron will be transferred into other states coupled to the system, and the system

relaxes via a normal Auger decay leaving it in an overall �nal state of +2. This

type of decay cannot be distinguished from the spectator decay, because the

spectator shift is in the order of 1 eV and the Auger peak/background itself

is very broad. The qualitative argument for proceeding involves considering

the two extreme cases of no charge transfer and maximum charge transfer.

The former will be the case for a thick multilayer of molecules on the surface,

where the molecules can be regarded as isolated form the surface. The latter

case is when a chemisorbed monolayer of molecules is present on the surface.

By monitoring the amount of participator decay in these two extremes it is

possible to determine the amount of charge transfer. Since the charge transfer

has to occur in the core-excited state � before the core-hole decay � the lifetime

of the core-hole becomes an upper time limit for which the charge transfer can

take place. This is also called the �core-hole clock� implementation, since the

lifetime of the core-hole serves as the time measurement device.[156]

In the derivation towards obtaining an expression for the charge transfer

some assumptions need to be laid out. The lifetime of the core-hole will always

stay the same whether or not charge transfer is occurring, therefore these two

processes will be regraded as independent. Since both of them are decay pro-

cesses, their probabilities of taking place are assumed to display an exponential

function of time, t, by the equation:[156]

N(t) = N0 exp

(

− t

τ

)

, (3.22)

where N (t) describes the number of molecules remaining unchanged after time

t. Before any other event can occur there are N 0 molecules in the excited

state. The characteristic lifetime for the core-hole decay or the charge transfer
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is denoted by τ . At the time X an event, such as core-hole decay, will happen.

Then the probability density, p, of an event occurring at time t is p(X = t)dt

= |dN (t)|/N (0). The probability of corehole decay occurring before time T

and the probability of no charge transfer event occurring before time T are

then given by equations 3.23 and 3.24, respectively.

Pchd(t) =

∫ T

0

1

τchd
exp

(

− t

τchd

)

dt, (3.23)

PnoCT (t) = 1−
∫ T

0

1

τCT

exp

(

− t

τCT

)

dt (3.24)

where τchd and τCT are the average time for a core-hole decay average time for

charge transfer, respectively. One of the preliminary assumptions was that the

two probabilities are independent, meaning the combined probability takes the

form:

PnoCTchd(T ) =
τCT

τchd + τCT

(

1− exp

(

T

τCT

− T

τchd

))

. (3.25)

When spectra are recorded the core-excited state has decayed, the limit T → ∞
becomes valid, and the equations take the form:

PnoCTchd(∞) =
τCT

τchd + τCT

. (3.26)

The ratio between the auto-ionization processes and the total combined

intensity from resonant and non-resonant decay (including the normal Auger

decay occurring when charge transfer to the surface is present) re�ects the

probability of the core-hole decay in the presence of no charge transfer. The

probability of de-excitation when no charge transfer is present becomes:

PnoCTchd(∞) =
Iauto

Iauto + IAuger
, (3.27)

where the variable Iauto is that of the auto-ionisation, the combination of spec-

tator and participator decay, and the variable IAuger arise from the normal

Auger decay, that results from charge transfer of the excited electron. We

note that the lifetime excited state can also be written in terms of an energy
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bandwidth, Γ due to the uncertainty principle.[156] When the molecule cou-

ples to the substrate, more de-excitation channels will be available � decreasing

the lifetime for the excited state � resulting in a broadening of the measured

unoccupied states.

The �nal state of the normal Auger decay and the spectator decay are

very similar, as displayed in Figure 3.9 The outcome of this is two similar

components in the RPES spectra. In theory it should be possible to resolve

them, due to the small o�-set. This o�-set arises from the excited electron

that screens the core-hole and a shift to higher kinetic energy in the spectator

signal is expected. In practise this spectator shift is too small to provide any

meaningful accuracy.[156]

A more fruitful route to follow is monitoring the participator channel. The

participator peaks consist of emitted electrons from the unoccupied bound

states, and therefore they are separated in binding energy from the normal

Auger peaks and spectator peaks. When the molecule is in the multilayer it

is isolated from the substrate and no charge transfer can occur. Only when

the molecule is coupled to the substrate in the monolayer is charge transfer

present. This means we can associate the reduction of the participator in-

tensity,
(

IparticipatorMultilayer − IparticipatorMonolayer

)

, to the charge transfer. The probability of

charge transfer can, then, be considered as the fraction of the participator peak

that has been reduced.

PCTchd(∞) =

(

IparticipatorMultilayer − IparticipatorMonolayer

)

IparticipatorMultilayer

. (3.28)

Core-hole decay always occurs eventually, whereas charge transfer can ei-

ther happen or not happen. So, in the limit that T → ∞, the sum of the

probabilities becomes PCTchd(∞) + PnoCTchd(∞) = 1. That means equation

3.26 can be written as:

PCTchd(∞) =
τchd

τchd + τCT

. (3.29)

and using equation 3.28 we obtain
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τCT = τchd
IparticipatorMonolayer

(

IparticipatorMultilayer − IparticipatorMonolayer

) (3.30)

If the lowest unoccupied molecular orbital (LUMO) is located below the

conduction-band edge there will be no charge transfer from this state to the

substrate since it is a forbidden transition. If this is the case, the participator

peaks from the integrated RPES spectra can be normalized to the LUMO

intensity. By normalizing the intensities to the total cross-section obtained by

the NEXAFS measurements, the charge transfer can be written as a function

of the intensities of the participator peaks for the multilayer and monolayer.

The expression for the charge transfer time becomes:

τCT = τchd

IRPESMonolayer

INEXAFS
Monolayer

IRPES
Multilayer

INEXAFS
Multilayer

− IRPES
Monolayer

INEXAFS
Monolayer

, (3.31)

where τchd is on the order of femto-seconds for the elements with a low atomic

number � 6 femto-seconds for the N 1s core-hole decay.[146]

To sum up, RPES provides information about whether a photo-excited

electron has been delocalized into the substrate or if it is still localized on the

adsorbate itself.[21, 156�158] The RPES spectra are produced by recording a

valence band spectra for a range of photon energies above the lowest unoccu-

pied molecular orbital. The outcome are two-dimensional spectra where the

de-excitation channels are clearly visible. This allows us to quantify the charge

transfer time and the timescale of the delocalisation,[18, 158�160] and since

core electrons are involved in the process, atom speci�city is ensured.

3.6 Energy level alignment

A crucial part of studying charge transfer between systems, is the alignment

of the di�erent energy levels. This provides information about which transi-

tions are possible. Only transitions where the unoccupied levels of the two

neighbouring systems overlap are allowed, thus electrons cannot tunnel into

already �lled energy levels or the band gap in the case of a semiconductor. In
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Figure 3.11 an energy level alignment is shown. The technique of NEAXFS

spectroscopy provides information about the unoccupied levels of the surface

when molecules are adsorbed on it. Photoemission spectroscopy studies make

it possible to locate the occupied levels of a surface with a layer of adsorbed

molecules, as well as the clean surface. The energy alignment for a metallic

substrate is somewhat easier than for the semiconducting counterpart. For the

metallic substrate its conduction band will end with the start of its valence

band, i.e. the calibration will set the Fermi level at zero binding energy. In the

case of a semiconducting substrate a band gap will be present. The band gap

can be found through optical studies and placed at the top of the measured

valence band, which will in turn de�ne where the substrate's conduction band

starts.

The calibration of the photon energies for the PES spectra is done by

measuring the �rst and second order light, and by moving the monochromator

during the NEXAFS scan the calibration for this data set is obtained. The

shift in kinetic energy gives the true photon energy. When these calibrations

are done the key issue is to place the two spectra on a common axis. As

mentioned, the NEXAFS spectra provide information about the unoccupied

levels, but initially they are measured relative to the core-level. Placing the

NEXAFS spectra on a binding energy scale relative to the Fermi level, together

with the photoemission spectra will then provide the information about the

allowed transitions between adsorbates and substrate.[20]

How to place the NEXAFS spectrum on a binding energy scale more or less

falls directly out of the schematic outline for the procedure shown in Figure

3.11

The term ∆ is de�ned as the binding energy of any point on the NEXAFS

spectrum relative to the biding energy of the core hole, hence EBining energy
NEXAFS =

−∆. The binding energy of the core-hole is calibrated to the Fermi level at 0

eV, and we obtain:

EBinding energy
NEXAFS = −∆+ EBinding energy

Core-hole . (3.32)
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Figure 3.11: Schematic �gure to illustrate how a NEXAFS spectrum is converted into a
binding energy scale.

We note that ∆ = hνstart + δ by de�nition and therefore equation 3.32 takes

the form:

EBinding energy
NEXAFS = EBinding energy

Core-hole − hνstart − δ (3.33)

In the case of the evaluation of charge transfer between an adsorbate and

the surface, it is useful to have the lowest unoccupied level to overlap with the

surface conduction band, since that gives rise to a forbidden transition. This

means that this state can be used as a reference point for the higher lying states.

These �gures represent an energy alignment for the system in its core-excited

state, in contrast to the their ground system. Hence, the unoccupied levels

are shifted to higher binding energy in the order of eV, due to the Coulomb

extraction between the excited electron and the core-hole.

3.7 Surface sensitivity

One of the key bene�ts of PES is the high surface sensitivity. The penetra-

tion of the incident X-rays are several microns[147] depth, but due to the high

amount of inelastic scattering only the photo-electrons near the surface will
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have the su�cient kinetic energy to leave the surface of the sample. The pho-

toelectrons produced within the bulk will undergo so many inelastic scattering

events that they will not escape the sample. Photoelectrons produced a few

atomic layers under the surface, having reduced kinetic energy will be recorded

as a broad background signal to any measurements taken.

The inelastic scattering processes may include energy transfer to other elec-

trons, or the excitement of phonons and/or plasmons, within the surface. All

of these interactions will reduce the kinetic energy of the photo-electrons. A

measure of how far the electron may travel through a particular medium is

given by the inelastic mean free path, λ(E). Equation 3.34 shows the relation-

ship between the initial and �nal intensities for a �ux of electrons travelling a

distance d through a metarial[136]

I(d) = I0 exp

(

− d

λ(E)

)

(3.34)

where I (d) is the intensity of an electron beam after travelling a distance d

through a material with an initial intensity I0. The inelastic mean free path

of an electron is de�ned as the distance an electron beam travels before its

intensity is reduced by 1

e
(≈ 0.37) of its initial value.[136]
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Figure 3.12: Graph of the mean free path of electrons in solids, plotted against electron

energy. The data points are for a wide variety of di�erent materials; the solid line is an

empirical �t to those data points and is called the universal mean free path curve. This

�gure is taken from [161].

The inelastic mean free path is highly dependent on the kinetic energy

of the electrons. It can be found from empirically derived �universal curve�,

showed in Figure 3.12 that the shortest mean free path at about 10 Å is given

for electrons with kinetic energies between 40-100 eV. A high surface sensitivity

is the outcome of a short mean free path, therefore producing photo-electron

with a kinetic energy of 50 eV is ideal. Therefore the incident photon energy

must be about 50 eV that of the probed binding energy level.
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3.8 Experimental setup for Photoelectron

Spectroscopy

A crucial part in a photoelectron spectroscopy experiment is the equipment

that can measure or detect the kinetic energies of the photoelectron. The typ-

ical equipment of choice is an electron analyzer, and the most widespread type

is the hemispherical electron analyzer. The schematic of a hemispherical ana-

lyzer is shown in Figure 3.13. The two conducting hemispheres, with applied

di�erent electrical potential will either guide the electron on it path towards

the detector.
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Figure 3.13: A schematic diagram of a hemispherical electron analyser. The solid line

indicates the correct path towards the detector. The two other scenarios will either result

in the electrons hitting the outer or inner hemisphere, depending on if there are too fast or

too slow in their paths, respectively.

The outer hemisphere having a negative potential, thereby repelling the

electron, and the inner hemisphere being at a positive potential, attracting
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the electrons. The centripetal electrostatic, Fcp and the centrifugal Fcf forces

the electrons experiences on their path, can be written as:

Fcp =
e∆V

(

1

rin
− 1

rout

)

r2
, (3.35)

Fcf =
mv2

r
=
Ekin

r2
(3.36)

respectively. Here r denotes the radius of the path of the electron through the

analyzer. The potential di�erence between the hemispheres is ∆V . The two

terms rin and rout are the radii of the inner and outer hemispheres, respectively.

It is possible to determine the kinetic energy necessary for the passage through

the analyzer by equating equation 3.35 and equating3.36, and we obtain:

Ekin =
e∆V

(

rout
rin

− rin
rout

) = Epass (3.37)

where the kinetic energy, Ekin now equals the pass energy, Epass.

In Figure 3.13 the path of the electrons is also sketched out. After the elec-

trons have been emitted from the surface of the sample, these photoelectrons

enter the �rst lens group, which focuses them on the decelerator. The decel-

erator applies the desired pass energy � the mean kinetic energy of electrons

traveling through the analyzer. At the second lens stage the photo-electrons

encounter an aperture, which focuses them onto the entrance slit and into the

the analyzer. If the electron energy is too low, marked with the dotted line,

it will hit the inner hemisphere and if it is too high, dashed line, it will hit

the outer hemisphere. Only the electron with the right energy, marked with

the curved solid line, will have the right trajectory to make it all the way to

through the analyzer and �nally reach the detector.

Some detectors are position-sensitive, where they use a micro-channel plate.

This enables the possibility to retrieve information about the photo-electron

angular distribution, k||. This can be achieved by measuring the distribution

of the number of electrons, N (E ), and scanning the kinetic energy by sweeping
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the retardation voltage in the decelerator, while the hemispheres are kept at

the �xed potential di�erence.

The energy resolution of the hemispherical electron analyzer can be calcu-

lated a ∂Ekin

∂r
where Ekin(r) is de�ned by equation 3.37:

∂Ekin

∂r
=

e∆V

2
(

1

rin
− 1

rout

)

r2
=

Epass
(

rin−rout
2

) =
Epass

rmean

, (3.38)

where Epass and rin−rout
2

is the pass energy of the electrons. This means that

the e�ective energy resolution of the hemispherical electron analyzer is given

by:

∆E =
∂Ekin

∂r
·∆r = Ekins

rmean

(3.39)

where s is e�ective slit width.[162] To increase the energy resolution the pass

energy Epass needs to be decreased or the radii of the hemispheres increased,

where the latter is practically impossible since they are de�ned by the man-

ufacture. The outcome of the this is at low Epass the resolution is high, but

there is a low count rate or poor throughput, since it is di�cult to focus the

electrons on the entrance slit at low energies. The reverse is present with high

Epass. This means, that during data acquisition a tradeo� between resolution

and throughput of the electron analyzer needs to be determined in real time.

A purely experimental aspect of binding energy evaluation has to be men-

tioned in this section, namely the reference levels for the kinetic energy of the

outgoing photoelectron and correct account and determination of the sample's

work function. The excitation of electrons in vacuum from a metallic sam-

ple as a result of a photoelectric e�ect is sketched in Figure 3.14(A), showing

also the energetics of the resultant photoelectron spectrum. The latter is a

superposition of the primary electrons with kinetic energy Ekin de�ned by the

equation 3.3, and the secondary electron continuum. The fastest electrons of

this spectrum will be primary electrons emitted directly from the Fermi level

(Ebin = 0) having Ekin = h̄ω−Φs, where Φs is the workfunction of the surface.

The slowest electrons will be secondary electrons that just barely escaped from
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the sample after having lost energy in inelastic scattering processes before ar-

riving at the sample surface. These electrons have a kinetic energy of Ebin

= 0. In order to determine the kinetic energy of the electrons they have to

pass through the electron energy analyzer, as in Figure 3.13 to end up on the

detector during the photoelectron experiment. A photocurrent �ows from the

sample to the detector of the electron analyzer. The analyzer/detector has

its own speci�c work function Φa, which generally does not coincide with the

sample work function Φs. Therefore, a contact potential of Vc = Φs−Φa

e
exists

between the sample and the analyzer once these are connected electrically, and

their Fermi levels are aligned as shown in 3.14(B). Usually the analyzer work

function is smaller than the sample work function, i.e. the contact potential

results in an acceleration of the electrons as they �y through the analyzer.

Consequently, the kinetic energy of all the electrons � primary and secondary

� increases by Φs − Φa, which yields

Ekin = h̄ω − Ebin − Φs+ Φs− Φa = h̄ω − Ebin − Φa (3.40)

If the work function of the analyzer is bigger than that of the sample, the

electrons photo-emitted from the sample would be decelerated while passing

the analyzer, but equation 3.40 would be the same. The reason for that is that

the kinetic energy of primary electrons is not in�uenced by the work function

of the sample (which is a result of the contact potential between sample and

analyzer that compensates any change of the substrate work function), but

they are in�uenced by the work function of the analyzer. The problem is that

the work function of the analyzer is generally not known. The other di�culty

is that all the photoelectrons which passed through the analyzer generate a

number of secondary electrons on the impact with the analyzer detector, these

are shown as the dotted area in Figure 3.14(A)�(D). The presence of analyzer

secondaries �cut-o�� can make it very di�cult to determine the precise position

of the sample secondaries �cut-o��, which is necessary for the determination of

the sample work function. However, applying su�cient negative potential to

the sample, usually 15-30 V, one separates the secondary edges of the sample
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and the analyzer shown in Figure 3.14(C).
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Figure 3.14: Schematic of the photoelectron process energetics. (A) directly at the sample

surface. (B) at the analyzer detector. (C) at the analyzer detector in the presence of

accelerating potential. (D) after de�nitive calibration by the Fermi level position.

Finally, the kinetic energy of the fastest electrons observed is set by de�-

nition as Ekin = h̄ω, which puts the binding energy axis origin onto the Fermi

level with Ebin = 0. Upon such calibration, all features of the spectrum ap-

pear at their kinetic energies before the respective electrons left the sample,

Figure 3.14(D). This process also shifts the sample secondary edge �cut-o��

to a kinetic energy corresponding to the work function of the sample, since

the �cut-o�� represents the electrons that had just enough energy on arrival

at the surface to overcome the sample work function. The binding energy of

the secondary cut-o� is then Ebin = h̄ω − Φs. Therefore, the work function of

the sample can be easily determined by subtracting the binding energy of the

cuto� from the photon energy.

Last but not the least, setting the binding energy of the Fermi level to zero,
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one also avoids the errors in determination of photon energy (hence binding en-

ergy) provided by a monochromator, if non-monochromatic (e.g. synchrotron)

radiation is used. In the present work such calibration was performed by mea-

suring the position of the Fermi level of the sample with the same photon

energy as for the core-level.

3.9 Beamlines

The synchrotron radiation used in this work has been monochromatized and

delivered to the experimental end-station and focused on the sample. This is

done by the beamline, containing the monochromator, X-ray optics and sets

of precision slits.

Beamline D1011

Beamline D1011 is a MAX II bending magnet beamline, designed for probing

the core-levels of light elements, such as carbon, nitrogen, oxygen, silicon, etc.

and covering the photon energy range from 30 to 1500 eV with high energy

resolution. The monochromator is a modi�ed plane grating Zeiss SX-700 with

a groove density of 1200 mm−1.[163, 164] The degree and type of the radiation

polarization at this beamline can be controlled by the extra pair of quadrupole

magnets �tted on the bending magnet, allowing vertical tilt of the electron

orbit within the magnet. In the tilted orbit the emitted radiation takes an

elliptical polarization, while in the non-tilted electron orbit it can be regraded

as linearly polarized. The degree of polarization is dependent on the actual

tilt. This facility promotes the investigation of magnetic properties of material

within the technique of X-ray magnetic circular dichroism. This technique

is founded in the presence of di�erent absorption cross-section in magnetic

materials for deferent light polarization. This technique was not employed in

this work, so will not be discussed in further detail.

The two end-stations of beamline D1011 are both designed for spectroscopy,

and the back chamber can also facilitate magnetic studies. In this work only
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the front chamber was use. The front end-station is equipped with a Sci-

enta SES-200 hemispherical electron spectrometer, and a MCP detector for

measuring XAS partial electron yield. Furthermore a mass-spectrometer and

a unit for observing low energy electron di�raction pattern is �tted. There

are no refocusing optics between the exit slit of the beamline and the front

end-station chamber, resulting in a relatively large spot size of the beamline,

around 2 mm × 1mm. Highly homogeneous samples are therefore desired be-

fore experiments can be conducted at this beamline. The energy resolution of

the beamline depends on the exit slit, where the monochromatized radiation

is focused. The back end-station chamber was not employed in this work, and

will therefore not be discussed.

Beamline I311

Beamline I311 also features the �two end-station design�, where the �rst end-

station is a conventional UHV set-up for spectroscopy studies, and in the

greater perspective similar to the equipment and design found at beamline

D1011. The energy range covered by beamline I311 is similar to that of

D1011, and beamline I311 also consists of a modi�ed plane-grating SX-700

monochromator form Ziess. The modi�cation allows interchangeable gratings

for di�erent photon energy ranges. The insertion device that deliver the X-ray

radiation at beamline I311 is from a hybrid-permanent magnet type undula-

tor. This beamline can deliver a much higher photon �ux to the sample, and

thereby increase the energy and spatial resolution. This is done by the refo-

cusing optics at the exit slits. The energy resolution depends on a number

of parameters like slit widths, undulator gap and photon energy. Normally

they are of the order of E
∆E

≈ 2000 to 20000. At a photon energy of 340 eV

this provides the best energy resolution for the C 1s of around 20 meV. The

refocusing optics in the front chamber provides a spot size on the sample of

500 µm × 100 µm.
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Beamline SEXTANS

The undulator beamline SEXTANS at the French national synchrotron facility,

SOLEIL, Paris, consists of three experimental work areas. An inelastic scatter-

ing branch, and two elastic scattering branches. Only the inelastic scattering

were employed in these studies. This branch is designed for detailed analysis

of radiative decay channel following a resonant excitation and for the investi-

gation of low-laying excitations associated with the ground state, analogous to

optical spectroscopy, with element selectivity (intermediate state core-hole).

Furthermore it strongly correlated � magnetic � materials can be investigated.

The SEXTANS beamline covers the photon energy range from 50 to 1700

eV with high energy resolution, with an estimated sample at 1× 1014 photons

per second, providing a beam spot size of 80 µm×2µm. The branch line is

equipped with a high-e�ciency 1024×1024 13 µm pixel back-illuminated CCD

detector held in a �xed position. The energy range is selected by adjusting

the grating angle using an encoded sine-bar drive, resulting in precise and

straightforward energy calibrations.

3.10 Resonant Inelastic X-ray Scattering

There are other relaxation processes possible in the core excited state that

we have not discussed yet. So far we have treated the core-hole decay as an

emission of an Auger electron, but an emission of photons is also possible � a

photon-in-photon-out process. This emitted photon will be a scattered photon

and it is in principle possible to determine the momentum, energy, and polar-

ization of this photon.[26] In the experimental setup it is possible to chose the

momentum, energy, and polarization of the incident photon, so it will resonate

with one of the atomic X-ray transitions of the system. Measuring the di�er-

ence in these physical properties to the emitted photon provides information

about the system. Choosing the correct resonance it is possible to enhance

the inelastic scattering cross section by many orders of magnitude, and infor-
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mation about charge, magnetic properties, and orbital degrees of freedom of

the system can be gathered.[165] This synchrotron based technique is called

resonant inelastic X-ray scattering, RIXS.

The �rst step in RIXS shares a resemblance with the aforementioned tech-

niques of RPES and XAS. The incoming photon will be absorbed and the

system will be in the highly energetic and unstable state, due to the presence

of a core-hole, and shortly after the system will decay and �ll the core-hole.

Here the similarities more or less end. In the RIXS process the core-hole will

be �lled with an electron simultaneously emitting a photon. The decay pro-

cess becomes a �uorescent decay. In this picture the electron that provides the

core-hole decay can originate from a di�erent state within the valence band

decay. For this to happen, both the photoelectric transition � the initial one

from the core to the valence state and the succeeding one from the valence

state that annihilates the core-hole � must be possible. Consequently RIXS

leaves the system in a neutral �nal state, while PES ends in a �nal ionized

state. In PES the binding energy of the electron is therefore shifted and the

orbitals in the ground states are not represented at the correct energy position.

In this technique the emitted Auger electron from anywhere on the molecule

provides the information of the complete density of states for the occupied

valence band. This is contrasted by RIXS where the initial and �nal state are

neutral and the state are much better represented by RIXS compared to the

technique of PES[26]. The highly localized core-hole on the atom, can only

be �lled by valence electrons if a spatial overlap between the valence band

orbitals and the orbitals of the core-hole is present. This provides the element

speci�city of the RIXS technique. These photo-electric transitions between the

core, the core excited state and the succeeding core-hole decay must be possible

before applying the RIXS. This means that only certain transition are allowed.

Within the constraint of conserving spin and angular momentum during the

decay (dipole selection rule) ∆ = ±1 and ∆S = 0 need to be ful�lled. As an

example the initial dipolar transition of 1s → 2p → 1s in the wide band-gap

insulator is possible, and happens at the K-edge of oxygen, carbon, nitrogen,
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and silicon.[165] Within the study of organic molecules RIXS therefore become

a very useful tool to employ. By monitoring the N 1s resonance RIXS spectra

information about the σ and π orbitals for the atom can be provided.

It has been shown[25] that the core-hole clock implementation can be

adopted within the technique of RIXS. This allows a new re�ned way to

study the charge transfer dynamics between semiconductor surfaces and or-

ganic molecules. A reduction of the intensity of the elastic peak between the

multilayer and the monolayer is present if an electron is transferred into the

substrate. Comparing the intensity of the elastic peak for di�erent photon

energies, corresponding to the bound states resonances between the multilayer

and the monolayer, thereby provides the information of the charge transfer. It

is the elastic peak for the monolayer that will experience the reduction. Along

the lines of retrieving the charge transfer information of RPES spectra, the

intensity of the participator decay is found in RIXS by considering the pro-

portion of the decay the occurs due to elastic scattering instead of inelastic

scattering. Normalising the areas, A, of the elastic peaks, and considering

them in the same way as for the intensities of the participator decay we obtain

by equation 3.30 the charge transfer time for RIXS:

τCT = τchd
Aelastic

Monolayer
(

Aelastic
Multilayer − Aelastic

Monolayer

) (3.41)

If the LUMO is located within the band-gap of the semiconductor, charge

transfer is a forbidden transition and again we can use the state as a bench-

mark for normalization, since charge transfer must arise from higher laying

LUMO+n states. Normalizing the areas for the LUMO+n states in equation

3.41 we obatain:

τCT = τchd

ALUMO+n
Monolayer

ALUMO
Monolayer

ALUMO+n
Multilayer

ALUMO
Multilayer

− ALUMO+n
Monolayer

ALUMO
Monolayer

. (3.42)



Chapter 4

XAS studies of single molecule

magnets on TiO2(110) and

Au(111) surfaces

4.1 Introduction

The search for novel magnetic materials for the electronics industry has, in

recent years, focused on single molecule magnets (SMMs) due to their poten-

tial as an active component within nanoscale information storage devices,[60]

spintronics[61] and quantum computation.[62�64] Single molecule magnets are

so-called as they exhibit a range of intrinsic magnetic properties which origi-

nate from a purely molecular basis.[85, 166] One of the properties that makes

SMMs fundamentally di�erent from traditional bulk magnets is their ability

to show slow relaxation of the magnetization after application of a magnetic

�eld. SMMs typically consist of a molecular framework of transition metal

atoms arranged in such a way that their spin carrying atoms interact and

allow description as a single large spin.[76]

The focus of this chapter is the single molecule magnet architecture based

on the Mn12O12 core cluster, as shown in Figure 4.1. The mixed valence do-

decamanganese (III, IV) core contains four Mn4+ ions at the core and eight

Mn3+ ions around the periphery. The four Mn4+ ions each have a spin of

73
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3/2 while the eight Mn3+ ions each have a spin of 2, leading to a total

spin of 10.[76] This particular single molecule magnet core surrounded by

acetate ligands has been widely studied in recent years.[75, 76, 86�88] One

of the reasons for the great interest in this molecule arise from its prop-

erty of showing bistability,[85] which makes it a potential candidate for mag-

netic storage devices.[62] The organic shell consisting of 16 ligands is cru-

cial in maintaining the correct manganese oxidation states. The most widely

studied example[74, 76] is Mn12O12(CH3COO)16(H2O)4, herein referred to as

Mn12(acetate)16, but the carboxylate ligands can be modi�ed by conventional

wet chemistry techniques, such as direct synthesis from the appropriate car-

boxylate reagents[90] or ligand exchange.[85, 91, 92]

In order to make practical use of the intrinsic magnetic properties of these

molecules it is important to be able to deposit them intact on suitable surfaces.

Several studies have explored techniques for the transfer of SMMs onto various

substrates. For example SMMs functionalized with sulfur containing organic

ligands have been transferred from solution onto a Au(111) surface,[86, 91, 167�

170] and carboxylate-terminated self-assembled monolayers have been used to

bind SMMs to �at surfaces and polymer sheets.[171] An alternative route is to

pre-functionalize both the substrate and the SMM to encourage electrostatic

interactions[172, 173] which are used to attach the molecules to the surface.

Pulsed laser deposition (PLD),[174] matrix assisted pulsed laser evaporation

(MAPLE),[175] a pulsed vacuum spray (PVS) technique,[176] and a local me-

chanical method[177] have been implemented to facilitate the deposition of

SMMs onto substrates held in ultra-high vacuum (UHV), although fragmen-

tation and damage of the manganese oxide core is frequently observed.[174�

176, 178]

From previous studies conducted by Saywell et al.[74] the Mn12(acetate)16

molecule and the related Mn12(benzoate)16 molecule have been investigated on

the Au(111) surface. Here they employ the technique of XAS to investigate

if any reduction of the magnetic core will occur when the two molecules are

deposited on the gold surface. Their result are displayed in Figure 4.2
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(b)(a)

(c) (d)

(e) (f )

Figure 4.1: (a) and (b) views of the dodecamanganese (III, IV) cluster. The carbon
within the carboxylate anchor of a ligand is shown as a grey sphere. Eight of these are
shown around the perimeter of the molecular view in (a) and four above and below the
molecular view in (b). The purple and red spheres represent the manganese and oxygen
within the cluster respectively. The two ligands benzoate (c) and tpc (d) are also shown.
The representations of (e) Mn12(benzoate)16 and (f) the larger Mn12(tpc)16 are shown in
the space-�lling representation.
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(A) (B)

Figure 4.2: (A) Mn 2p X-ray absorption spectra measured for a range of coverages from
0.2 monolayer (ML) to 2.5 ML of Mn12(acetate)16 on the Au(111) surface. (B) Mn 2p x-ray
absorption spectra measured for a range of coverages 0.1 ML to 2.3 ML of Mn12(benzoate)16
on the Au(111) surface. The positions of the peaks corresponding to the presence of the
Mn2+, Mn3+ and Mn4+ oxidation states are labelled. Reproduction after reference [74].

The results show that for both molecules the Mn3+ and Mn4+ oxidation

states are not present in the sub-monolayer regime. They conclude that the

acetate and benzoate ligands shells do not o�er su�cient protection of the

magnetic core when adsorbed on the surface. With their results, our motiva-

tion is therefore to introduce a bigger and more bulkier ligand in that of the

terphenyl-4-carboxylate ligand, as shown in Figure 4.1d, in order to investi-

gate the e�ect that modifying the protective shell around the magnetic core of

the SMM has on preventing a change in the oxidation states of the Mn atoms

when adsorbed on a surface. Furthermore we introduce a di�erent surface in

that of the rutile TiO2(110) described in Chapter 1.

Here we have used the non-thermal technique of UHV electrospray depo-

sition (UHV-ESD), which our group[74, 75] and others[76] have previously
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demonstrated for the deposition of Mn12(acetate)16 onto a Au(111) surface

for synchrotron radiation based electron spectroscopy and scanning tunneling

microscopy (STM). While STM and photo-electron spectroscopy data suggest

that the SMMs were deposited intact on the Au(111) surface, the Mn3+ and

Mn4+ oxidations state are not preserved at sub-monolayer coverage.[74, 75] In-

troducing the larger benzoate ligand,[74] shown in �gure 4.1e, still results in a

partial reduction of the magnetic core on the Au(111) surface. However, stud-

ies of Mn12(acetate)16 deposited by UHV-ESD on an insulating boron nitride

(BN) surface[76] show that the magnetic properties of the molecule can be pre-

served, suggesting that electronic decoupling of the molecule from the surface

is required. In this chapter we report on the deposition of Mn12(benzoate)16

and Mn12(terphenyl-4-carboxylate)16, herein referred to as Mn12(tpc)16 on the

non-metallic wide band gap semiconductor surface of rutile TiO2(110) and on

the metallic Au(111) surface in order to assess the e�ect of changing the size

of the protective ligand shell and the nature of the underlying substrate on the

oxidation states of the magnetic core.

4.2 Experimental Method

Beamline D1011 at the MAX-lab synchrotron radiation facility was used to

perform photoemission and X-ray absorption spectroscopy (XAS) measure-

ments. The surfaces were in the form of a Au(111) single crystal (3 x 10 mm

diameter) and a rutile TiO2(110) single crystal (10 x 10 x 1 mm). The Au(111)

crystal was cleaned by cycles of sputtering 1 kV Ar+ ions followed by annealing

at 900 K by passing a current through the tungsten wire mount.[95] Surface

contamination was assessed by monitoring the C 1s core level photoemission

peak. TiO2(110) was cleaned using the same sputter procedure as Au(111)

with annealing to 900 K using a pBN heater mounted behind the crystal. The

monochromator exit slits of the beamline were set to give a resolution of 100

meV for photons of 640 eV energy. X-ray absorption spectra were measured

using a partial yield detector (100 V retardation) and the photon energy scale
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was calibrated from the separation between the Ti 2p or Au 4f peaks measured

with 1st and 2nd order radiation.

The single molecule magnets were deposited using a commercial in-situ

UHV electrospray deposition source (Molecularspray, UK). Mn12(benzoate)16

was deposited from a solution of 1 mg of molecule in 10 mL of pure methanol.

Mn12(tpc)16 was deposited from a 1:10 solution of methanol and dichloromethane

at the same concentration. The liquid is delivered under a su�cient pressure to

a hollow stainless-steel emitter held at 1.9 - 2.5 kV. At this potential the liquid

becomes ionized and a plume emerges consisting of multiply charged droplets.

The plume enters a series of di�erentially pumped molecular beam skimmers

via a grounded entrance capillary (5 cm long with 0.25 mm internal diam-

eter), gradually losing solvent molecules through evaporation and a cascade

of Coulomb �ssion events. This deposition technique is described in greater

detail elsewhere[23] and has been successfully used to deposit a range of com-

plex organometallic molecules (including SMMs) previously.[56, 74, 127, 129] A

UHV gate valve separates the electrospray system from the preparation cham-

ber. With the valve closed the base pressure of the preparation chamber was in

the low 10−10 mbar range. With the gate valve open, but the emitter voltage

o� and thus no electrospray process occurring, the pressure in the preparation

chamber was in the low 10−8 mbar range. When the electrospray process was

carried out the pressure in the preparation chamber rose to the mid 10−7 mbar

range, the additional pressure being due to residual solvent molecules in the

molecular beam. The deposition spot from the electrospray source is circular

shaped with a gaussian pro�le. With this pro�le it is possible to produce a

surface coverage gradient, calibrated by comparing the attenuation of either

the Au 4f or the Ti 2p to that of the respectively clean substrates, with the

mean free path through the molecular magnets calculated using the Seah and

Dench model.[136]
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4.3 Results and discussion

Figure 4.3 shows the Mn 2p (L-edge) XAS spectra of the Mn12(benzoate)16

molecule adsorbed on the rutile TiO2(110) surface. The �gure demonstrates

how the di�erent absorption peaks develop as a function of the coverage, from

0.03 monolayers (ML) in the bottom spectrum, to 2.9 ML in the top spec-

trum. At low coverage the spectrum is dominated by a distinct peak at 640.3

eV, but as the coverage increases to 2.9 ML two peaks at 641.7 eV and 642.3

eV respectively grow in intensity and two shoulders develop at 641.2 eV and

643.3 eV. Based on the results of Voss et al [179, 180] we can assign the dom-

inating peak in the sub monolayer regime at 640.3 eV to the Mn2+ oxidation

state, the absorption energy of which has been identi�ed by comparison with

stoichiometric manganese oxide (MnO). At a coverage of 1.9 ML the magnetic

core shows some indication of retaining the correct oxidation states for the

Mn12(benzoate)16 cluster with relatively strong absorption peaks at the ex-

pected energies of Mn3+ and Mn4+ as indicated on the �gure. These features

dominate at a coverage of 2.9 ML suggesting that spectra at the two high-

est coverages comprise signals from the reduced molecules in contact with the

surface in the �rst adsorbed layer, and pristine molecules in the second and

third layers. These results are very similar to our previously published data

for the Mn12(benzoate)16 molecule adsorbed on a Au(111) surface.[74] This

data suggests that the �rst layer of adsorbed molecules is su�cient to protect

subsequently adsorbed SMMs, but that the benzoate ligand shell itself is not

large enough to protect the �rst adsorbed layer on either a TiO2 or Au surface.

The data does however suggest that a ligand shell bulky enough to emulate

the �rst layer of molecule would be su�cient to allow us to deposit pristine

SMMs on the surface.
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Figure 4.3: Mn 2p (L-edge) X-ray absorption spectra measured for a range of coverages

(0.03-2.9 ML) of Mn12(benzoate)16 on the rutile TiO2(110) surface. The vertical lines indi-

cate the peaks attributed to the presence of the Mn2+, Mn3+ and the Mn4+ oxidation states

at each coverage.

The e�ect of the ligand shell was explored by substituting the benzoate

ligands for terphenyl-4-carboxylate ligands to form the Mn12(tpc)16 SMM as

shown in �gure 4.1. The Mn 2p (L-edge) XAS spectra for Mn12(tpc)16 on the

TiO2(110) surface is shown in Figure 4.4 for surface coverages ranging from 0.4

- 2.8 ML. The spectrum for the highest coverage of 2.8 ML closely resembles

the spectrum of bulk Mn12O12-based molecules with dominant peaks at the

energies expected for the Mn3+ and Mn4+ oxidation states.[179, 180] At lower

coverages the shape of the spectra do not change signi�cantly compared to the

previously discussed benzoate molecule. Even at the lowest coverage of 0.4 ML

the spectrum is still dominated by the expected lineshape of the pristine single

molecule magnets. These results strongly suggest that the bulkier tpc ligand is

su�ciently large to protect the core, at least in terms of the oxidation states of

the manganese atoms necessary for the magnetic functionality of this molecule,

on the oxide surface. Furthermore we �nd the Mn3+ and Mn4+ oxidation states
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at higher absorption energies, for the intact manganese core which may also be

a result of isolation from the surface. The shoulder observed at the expected

Mn2+ absorption energy might actually be an intrinsic feature from the Mn3+

and Mn4+ oxidation states similar to that seen for bulk Mn12(acetate)16.[179,

180]
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Figure 4.4: Mn 2p (L-edge) X-ray absorption spectra measured for a range of coverages

(0.4-2.8 ML) of Mn12(tpc)16 on the rutile TiO2(110) surface. The vertical lines indicate the

peaks attributed to the presence of the Mn2+, Mn3+ and the Mn4+ oxidation states at each

coverage.

To explore whether the protection a�orded on the oxide surface by the

larger tpc ligands can be extended to the metallic surface, analagous X-ray

absorption spectra were measured for Mn12(tpc)16 adsorbed on Au(111), as

shown in Figure 4.5. At all coverages (0.3 - 1.7 ML) we observe the dominant

intensity in the absorption spectra at the photon energies expected for the

Mn3+ and Mn4+ oxidations states. This suggests that the large tpc ligand has

the ability to protect the magnetic core from substrate interactions even on

the gold surface.
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Figure 4.5: Mn 2p (L-edge) X-ray absorption spectra measured for a range of coverages

(0.3-1.7 ML) of Mn12(tpc)16 on the Au(111) surface. The vertical lines indicate the peaks

attributed to the presence of the Mn2+, Mn3+ and the Mn4+ oxidation states at each

coverage.

4.4 Conclusions

For a fully functional single molecule magnet adsorbed on a surface the mag-

netic core must not be compromised by any interaction (charge transfer or

chemical) with the surface itself. In the case of the Mn12(benzoate)16 on the

TiO2(110) surface we see a strong Mn2+ peak in the sub-monolayer regime,

while for higher coverages the spectrum is dominated by Mn3+ and the Mn4+.

This is indicative of a chemical or charge transfer interaction between the

directly adsorbed SMMs and the surface that cannot be prevented by the ben-

zoate ligand shell on TiO2(110) as previously found for Au(111). Conversely,

our results from the adsorption of Mn12(tpc)16 on both the rutile TiO2(110)

and Au(111) surfaces exhibit clear signatures of the Mn3+ and Mn4+ oxidations

states of the pristine SMMs. We conclude that the terphenyl-4-carboxylate

ligand is large enough to provide a substantial degree of protection for the
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oxidation states within the magnetic core when these molecules are adsorbed

on gold and titanium dioxide surfaces. This is a necessary but not su�cient

condition for the magnetic functionality of the molecules to be retained. Man-

nini et al [181] have shown that thin �lms of single molecule magnets might

not always exhibit the magnetic properties of their bulk counterparts due to

molecular distortions. Our studies continue to pursue further characterisation

of the magnetic properties of these protected cores.



Chapter 5

RIXS of Bi-isonicotinic acid on

a rutile TiO2(110) surface

5.1 Introduction

In this chapter the system of bi-isonicotinic acid molecule adsorbed on the ru-

tile TiO2(110) surface is explored. This system is of particular importance as

it acts as a model interface for the Grätzel solar cell [18], addressed in Chapter

1. The bi-isonicotinic acid and the �N3� molecule are shown in Figure 5.1A and

Figure 5.1B respectively. The understanding of the electronic properties that

enable the system to give the DSSCs such a high incident-photon-to-current

conversion is a key step for further development within this branch of renew-

able energy. The system has been extensively studied with in the technique of

resonant photoemission spectroscopy,[15�22] where one of the key discoveries

is the bonding between the bi-isonicotinic acid and the TiO2 substrate. The

molecule will make a strong 2-M bidentate coupling obtained by the deproto-

nation of the carboxylic acid groups, which provides a suitable spatial overlap

between the orbital of the molecule and the unoccupied density of states for

the surface.[16] It has been shown that this e�cient coupling between the

molecule and the substrate facilitates an ultra-fast charge transfer in the low

femto-second time scale.[18] The work presented here employs the technique

of resonant inelastic X-ray scattering (RIXS) for an investigation of the bi-

84
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isonicotinic acid on the rutile TiO2(110) surface. It should be mentioned that

this is largely a re-exploration of this setup when this technique[25] is applied,

but here we present measurements of much higher resolution, approximately

an order of magnitude and enable the discovery of new and not yet uncovered

properties for this highly important system in the pursuit of sustainable energy

sources.

(A) (B)

O OH

N

O OH

N

O OH

N

O OH

N

O OHOH

N

O

(C)

Isonicotinic acid Nicotinic acid Picotinic acid Benzoic acid

Figure 5.1: Schematic representation of the bi-isonicotinic acid (A) and the �N3� molecule
(B) [128]. Note the �N3� molecule consists of two bi-isonicotinic acid ligand, which both can
support as anchor groups.
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5.2 Experimental Method

Experiments were conducted at the SEXTANS beamline located at the na-

tional French synchrotron facility SOLEIL in Paris. The beamline has a pho-

ton energy range of 50�1700 eV and is equipped with a high resolution grating

X-ray spectrometer AERHA [182]. The radiation has a high degree of elliptical

polarization and may be considered as linearly polarized for the purposes of

this study. During measurements the pressure in the analysis chamber was in

the low 10−10 mbar range.

During preparations the substrate, a rutile TiO2(110) single crystal of di-

mensions 5mm×8mm×1mm, was mounted on a 25mm×25mm molybdenum

sample plate, ensuring good electrical and thermal contact with the sample

holder. X-ray photoemission spectroscopy (XPS) was used to monitor the

development of the coverages of the bi-isonicotinic acid. During this process

sample charging was likely to occur and to avoid this the sample was changed

from a insulator to a n-type semiconductor by introducing bulk defects.[183]

This was done through a series of sputter and anneal cycles with Ar+ ion

at 1 kV and heating to 800 K. Similar sputter and anneal cycles were used

when the sample was cleaned. When the C 1s core-level signal from the sam-

ple, measured with XPS, were negligible the sample was deemed clean. All

preparations and coverage calibrations of the samples were done in our own

laboratory at the University of Nottingham, UK.

The bi-isonicotinic acid molecules were evaporated from a crystalline pow-

der, in a Knudsen cell-type evaporator, at a temperature of 230 ◦C. Multilayers

were prepared by exposing the sample to the evaporator for several minutes

with the sample held at room temperature. The monolayer was estimated by

the X-ray photon emission count rate normalized to the incoming photon �ux

and compared to the monolayer as previously reported in literature.[25]

During measurements at the SEXTANS beamline RIXS spectra where

recorded between a photon energy of 360 eV and 420 eV. The RIXS spectra

were acquired over a period of 300 seconds, while the sample was repeatedly
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moved up and down within the 8 mm of the sample's length. This was done

within a period of 12 seconds. After 300 seconds a new line on the sample

was measured. The limitation of the RIXS acquisition time and the movement

of the sample where employed to avoid beam damage of the molecule.[184]

The beam damage was assessed by monitoring the spectra obtained by X-

ray Absorption Spectroscopy measurements (XAS) in relevant positions. The

XAS data were recorded in a �uorescence yield and the overall photon energy

calibrated to the known energy of the bi-isonicotinic acid multilayer LUMO

resonance at a photon energy of 398.8 eV.[21]

5.3 Results and discussion

Presentation of the XAS measurements

Within the core-hole clock implementation discussed in Chapter 2 at least

one of the lowest unoccupied molecular orbitals needs to be located below the

conduction band edge of the substrate. If this is ful�lled any charge transfer of

these states will be forbidden and they will serve as a normalization point for

when when potential charge transfer out of higher lying states are measured. In

this particular study of the bi-isonicotinic acid molecule on the rutile TiO2(110)

the location of the substrate's density of states and the conduction band edge

is found at a photon energy of 0.6 eV above the LUMO[18, 21], as shown

in Figure 5.2. Therefore the LUMO state of the bi-isonicotinic acid cannot

participate in the ultra-fast charge transfer.

Figure 5.3 displays the N 1s X-ray adsorption spectra for the monolayer and

the multilayer of the bi-isonicotinic acid on the rutile TiO2(110) substrate. In

good correspondence to previous measurements[21, 25] the LUMO resonance

is located at 398.8 eV, and LUMO+1 and LUMO+2 are present at 399.9 eV

and at 402.7 eV respectively for the multilayer. In the case of the monolayer

the LUMO, LUMO+1 and the LUMO+2 are found at similar photon energies.

During measurements some o�-resonance photon energies were chosen at 398.4
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Figure 5.2: Density-of-states for bi-isonicotinic acid on TiO2(110): experimental mono-
layer density-of-states, experimental clean substrate occupied density-of-states, theoretical
substrate density-of-states, and XAS calculation. Besides the common energy scale for XAS
and PES[156], the photon energy scale for the experimental XAS is given. The LUMO of
the excited system lies within the band gap, but the higher-lying states overlap the conduc-
tion band density-of-states. Electronic overlap is necessary for any electron transfer to take
place. Reproduced from reference [18]

eV, 399.2 eV, 401.7 eV, and 405 eV respectively for the multilayer and at 405

eV in the case of the monolayer. All probed photon energies are indicated with

red on the spectra.
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Figure 5.3: The N 1s k edge �uorescence yield X-ray absorption spectra for a multilayer

and a monolayer of bi-isonicotinic acid, on the rutile TiO2(110) surface, normalized to the

intensity of the LUMO resonance. The black dotted line shows the TiO2 conductions band

edge. The red dots on the multilayer spectrum indicates at which energies the system have

been probed.

The dotted vertical line in Figure 5.3 is placed 0.6 eV above the LUMO

resonance to indicate where the conduction band edge is located. Since the

molecules are potentially isolated from the substrate in the multilayer none of

the higher lying states (the LUMO+1 and LUMO+2) will participate in any
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charge transfer. In the chemisorbed monolayer the LUMO+1 and LUMO+2

are overlapping with the unoccupied density of states of the substrate, and

therefore ultra-fast transfer out of these states are expected in this experiment

as previously measured in the related method of RPES.[18] The insert in Figure

5.3, that shows the N 1s XAS spectrum from the study of Britton et al.,[25] are

shown to compare the good correspondence between our and those previous

results.

Multilayer coverage and presentation of results

In Figure 5.4 the resonant inelastic X-ray scattering spectra are presented for

each of the probed excitation energies. The dotted lines represent the o�-

resonance excitations energies, starting at 398.4 eV, 399.2 eV, 401.7 eV and

ending at the top in 405 eV. The solid spectra represent as indicated the

LUMO, LUMO+1, and LUMO+2 resonances. For the subsequent analysis

all the spectra have been normalized to their total area. This enables us to

compare the intensities of the peaks as a fraction of the total number of X-ray

photons emitted in the core-hole decay.

The peaks present at a photon energy below 397 eV emitted photon energy

originate from inelastic scattering, where the dominating peak at 393.8 eV rep-

resents the highest occupied molecular orbital (HOMO) of the bi-isonicotinic

acid molecule projected out of the probed N 1s core-level. The HOMO at

393.8 eV might not be in the right position and might be projected onto the

valence band. This will be evaluated further on. The peaks found at a lower

photon energy than the HOMO resonance do not disperse with excitation en-

ergy, however intensity shifts within the inelastic scattering of the HOMO are

present. This is being evaluated in Figure 5.5. This �gure shows the resonant

inelastic X-ray scattering only for the LUMO, LUMO+1 and the LUMO+2 to

illustrate that the shape of the peak of the HOMO resonance clearly changes

with excitation energy.
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Figure 5.4: A montage of spectra for each of the probed photon energies. The LUMO

(398.8 eV), LUMO+1 (399.9 eV) and LUMO+2 (402.7 eV) are indicated with solid lines.

The measured o�-resonance photon energies are 398.4 eV, 399.2 eV, 401.7 eV, and 405 eV

respectively and are all indicated by dotted lines. The vertical solid is placed at a 398.4 eV

to guide the reader's eyes. This feature at this energy will be discussed later on.

The spectrum for the valence band for the molecule has been projected on

top of LUMO, LUMO+1 and LUMO+2 spectra and is indicated as a dotted

line in Figure 5.5. The valence band were placed and calibrated along the

lines as explained in Chapter 3. It is clear that the valence band does not line

up with the peaks of the LUMO and LUMO+2 spectra. In the case of the

LUMO+1 a split of the peak has occurred. One major part is still present at
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393.8 eV and a second part is shifted 0.8 eV up to 394.7 eV, which lines up with

the valence band. This split is still present when the LUMO+2 resonance is

probed, but the ratio between the two peaks has changed. This split might be

due to a di�erent spatial overlap between the LUMO, LUMO+1 and LUMO+2

resonances and the occupied state involved in the resonant inelastic scattering

process. Alternatively, it might be due to the two ring structure (shown in

Figure 5.1A) of the bi-isonicotinic acid where a core-hole induced on one of

the rings breaks the symmetry of the molecule leading to di�erent orbital

distributions and overlaps.

At higher photon energies well above the HOMO state, the elastic peak is

found for each of the probed resonances. Regardless of the excitation energies

each of the elastic peaks always displays a contribution at a higher energy then

the probed resonance. This is especially notable at the low excitation energies

from 398.4 eV up to the LUMO+1 resonance. This is not a real contribution

to the measurements since nothing should be detectable above the emission

energies and originates from the shape of the beam imaging pro�le emerging

from the monochromator optics, and could potentially be �ltered out by a

series of small apertures. Applying the apertures in the attempt to remove this

arti�cial contribution where done, but it resulted in severe losses of the wanted

measurements, and was therefore left out for the �nal data acquisition. This

artifact of the spectra was not included in the curve �ts when the subsequent

analysis where performed.

Discussion of the elastic peaks for the multilayer

coverage

The elastic peaks disperses with excitation energy and displays the highest

intensity near the LUMO resonance. The intensity of the elastic peak slowly

decreases as the photon energy is increased. At high photon energies the

system will be closer to the continuum and the probability for the photon

to participate in the RIXS process will be low, therefore the decrease of the
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Figure 5.5: A montage of the LUMO, LUMO+1, and LUMO+2 resonances. The valence
band, indicated by the dotted lines, for the bi-isonicotinic acid for the multilayer have been
lined up with each of their spectra. In the top right corner the insert shown a close-up
of the peak representing the HOMO resonance when the LUMO+1 state is probed. The
bi-isonicotinic acid is shown in the multilayer and monolayer situations. For simplicity the
hydrogen atoms have been left out.
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elastic peak is observed. The strong elastic peaks especially for the LUMO and

LUMO+1 resonance is due to the molecules being decoupled from the surface

within the multilayer. The process is explained from the participator decay

displayed in Figure 3.9. When electrons from the HOMO �lls the N 1s core-

hole in the radiative transition of inelastic X-ray scattering it will happen at

lower photon energies compared to the elastic scattering, which are displayed

by the peaks on the left hand side of the elastic peak. From Chapter 3 we know

that only the states involving the nitrogen atoms of the molecule are probed,

therefore these peaks represent the partial density of states of the valence band

region.

Figure 5.6 shows a close up of the elastic regions obtained when the system

is probed at four di�erent excitation energies. Starting with Figure 5.6A, the

excitation energy is 398.4 eV. The curve �t consist of two contributions, here

marked with a line shaped pattern and with a dotted pattern. The former is

the contribution from the elastic peak at 398.4 eV and the latter originates from

the vibrational losses 0.23 eV away at 398.17 eV on the low photon energy side.

In general, RIXS probes electronic and nuclear � i.e. vibrational � inelastic loss

processes, therefore vibrational losses are to be expected RIXS measurements

and in the nature of how RIXS is conducted the vibrational losses will disperse

with the photon energy[26, 185�187].

Figure 5.6B shows a close up of the elastic peak for when the LUMO state

at 398.8 eV is probed. The contributions from the elastic excitation and the

vibrational losses are again marked with a line shaped pattern and the dotted

pattern respectively. The di�erence in photon energy of the elastic and the

vibrational contributions is 0.23 eV. The curve �t shows a clear distinct feature

at 398.4 this contribution is left unmarked and will from now on be referred

to a Virtual State A.

The spectrum shown in Figure 5.6C is obtained when the system is probed

at an excitation energy of 399.2 eV. The contributions from the elastic peak

at 399.2 eV and vibrational losses are again indicated with a line shaped and

dotted patterns respectively, and with a photon energy separation of 0.23 eV.
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The Virtual State A is also present at this excitation energy and noticeably it

has not dispersed with the photon energy, hence it is found at a photon energy

of 398.4 eV.

When the LUMO+1 state at a photon energy of 399.9 eV is probed the

spectrum obtain is shown in Figure 5.6D. The elastic peak and the vibrational

loss are found at 399.9 eV and at 399.67 eV respectively, and their contributions

are marked with a line shaped pattern and a dotted pattern respectively. Again

we �nd the Virtual State A at a photon energy of 398.4 eV. When a curve �t

has been done a fourth component at a photon energy of 399.15 eV becomes

present, this contribution will from now on be referred to a Virtual State B and

is marked with an undulation pattern. The di�erence in photon energy between

the Virtual State A and Virtual B is of 0.75 eV, which is highly comparable

to the spilt of 0.8 eV photon energy found in the HOMO resonance when the

LUMO+1 is probed.
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(A) hν = 398.4 eV (B) LUMO, hν = 398.8 eV

(C) hν = 399.2 eV (D) LUMO+1, hν = 399.9 eV
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Figure 5.6: The four spectra shown a close up of each of the probed excitations energies,

(A) 398.4 eV, (B) the LUMO state a 398.8 eV, (C) 399.2 eV, and the LUMO+1 state at

399.9 eV. The insert in (D) shown the spectrum obtained when the probed at a excitation

energy of 405 eV, and the constant loss feature just below the LUMO excitation energy is

clearly present.

The presence of the two Virtual States A and B when the LUMO+1 state

is probed dictates an investigation of the LUMO+2 state in the search from

similar features. In Figure 5.7 a noticeable shoulder on the main inelastic peak

between a photon energy of 396 eV and 399 eV are clearly present. This shoul-

der probably contains the two Virtual States of A and B, but the contributions

from these two state are masked in the contributions from the inelastic scat-
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tering. Therefore �ts for these two virtual states have not been done, due to

the shape of the spectrum. If such a �t was done, other contributions from

processes of non-relevance to these states might be included. The consequence

of not making the �ts for Virtual State A and B when the LUMO+2 resonance

is probed will be discussed later on.
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Figure 5.7: Resonant inelastic X-ray scattering for the multilayer at the LUMO+2 res-

onance at 402.7 eV in the rutile TiO2(110) substrate. The insert shows at close-up of the

LUMO+2 resonance.
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Discussion of the two Virtual States A and B for the

multilayer

From Figure 5.6 it becomes clear that the Virtual State at 398.4 eV is not

dispersing with photon energy. Since it does not disperse with excitation

energy it can not be an elastic or vibrational contribution.[26] At a photon

energy of 398.4 eV it is located 0.5 eV below the LUMO resonance, which

is signi�cantly above the highest occupied molecular orbital, therefore this

virtual state must be a transition, implying that it describes a state that

becomes occupied when the X-ray emission takes place and decays within the

lifetime of the core-hole. With the close position to the LUMO resonance it

is highly likely to originate from charge transfer from the higher lying states

� e.g. LUMO, LUMO+1 and LUMO+2 � within the molecule. These states

only exist in the core-excited state and are therefore not visible within the

technique of XAS, hence RIXS provides a more complete picture of processes.

The somewhat simple two-step approximation of the photon-in-photon-out

process of RIXS, is illustrated by Figure 5.8(I), the incoming photon excites

the electron to a higher lying state, in this case the LUMO+1 state, and decays

into the �nal state, by emitting a photon. Within this description electrons can

reach the �nal state by several scattering processes involving an intermediate

state, giving rise to vibrational losses, which are present in this experiment.

[26]
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Figure 5.8: A schematic representation of the di�erent processes within RIXS and RPES.

(I) the classical photon-in-photon-out model. In (II) a states just below the LUMO res-

onance, illustrated by the dotted line, is introduced and is representing potential charge

transfer within the excited molecule. The situation in (IV) describes the participator decay

when RPES is taking place. Introducing charge transfer (V) with in the molecule, will not

change the participator signal when RPES is measured.

In the situation of charge transfer within the molecule the situation is de-

scribed by Figure 5.8(II). The initially incoming photon excited a core electron

and thereby populating the higher laying states. When the X-ray emission is

taking place, electrons from the populated excitation states are charge trans-

ferring into the Virtual State A just below the LUMO, which then decays into

the the �nal state by emitting a photon. Regardless of the excitation energy,

the charge transfer within the molecule ensures a constant transition between

either the LUMO, LUMO+1 and the LUMO+2 and the Virtual State A and B

and is only present in the core-excited state. The presence of Virtual State A

and B are either a con�rmation of charge transfer within the molecule due to

the presence of a core-hole or they might be the result of ultra fast relaxation

of the molecule.

Monolayer coverage and presentation of results

In Figure 5.9 the resonant inelastic X-ray scattering spectra for the di�er-

ent photon energies are shown ranging from the LUMO resonance, LUMO+1,
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LUMO+2 and up to an excitation energy of 405 eV high above the LUMO+2

resonance. Immediately it becomes clear that the contributions from the in-

elastic scattering processes change dramatically when increasing the excitation

energy to a level above the LUMO resonance. For the LUMO+1, LUMO+2

and for the spectra of 405 eV photon energy the inelastic contribution merges

into one single broad peak. In the case of the LUMO resonance, the di�erent

contribution from the inelastic scattering processes are still able to be sepa-

rated and the main peak which is centered around 393.8 eV, represents the

highest occupied molecular orbital for the bi-isonicotinic acid molecule on the

rutile TiO2(110) surface for the monolayer. It is noticeable that the location

of the HOMO has not shifted between the multilayer and the monolayer when

the LUMO state is probed for both cases.
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Figure 5.9: A montage of each of the probed excitation energies. The top dotted line is the

o�-resonance at a photon energy of 405 eV. The insert is a close-up of the peak representing

the HOMO state the LUMO+2 resonance is probed.

The main broad peak obtained when the LUMO+1 resonance is probed is

centered around a photon energy of 395.7 eV, whereas moving to the LUMO+2

state, the main broad peak in this scenario seems to be spilt into two peaks.

Those two peaks are found at photon energies of 394.7 eV and 396.5 eV re-

spectively.

When the LUMO state is probed for the monolayer of the bi-isonicotinic

acid molecule on the rutile TiO2(110) surface, the elastic peak consists of
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contributions from the elastic scattering processes, the vibrational losses and

also a contribution from the Virtual State A at a photon energy of 398.4 eV.

The spectra for the LUMO+1 state, LUMO+2 state and the above-resonance

state at a photon energy of 405 eV, all show a sharp peak at their respective

excitation energies, which represent their elastic peaks. In the work of Britton

et al.[25] such sharp peaks where not reported, since required resolution was

not achievable at the time.

In Figure 5.10 a close up for each of the LUMO, LUMO+1 and the LUMO+2

resonances, lined up together with their multilayer and monolayer coverages

are shown.
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Figure 5.10: RIXS spectra showing the LUMO, LUMO+1 and LUMO+2 resonances for

both the multilayer and monolayer.

In Figure 5.10B where the multilayer and monolayer for the LUMO+1

resonance are shown we note that Virtual State A and B are not present in

the monolayer situation. The lack of the two virtual states is an indication of

charge transfer out of the LUMO+1, and will be discussed in the next section.



CHAPTER 5. RIXS OF BI-ISONICOTINIC ACID ON A RUTILE
TIO2(110) SURFACE 103

Estimating charge transfer by the core-hole clock

implementation

For comparison our results and the previously published results of the same

system[25] are shown in Figure 5.11A and Figure 5.11B. In Figure 5.11A our

measurements are displayed from when the LUMO resonance for the multilayer

of the bi-isonicotinic acid on the rutile TiO2(110) surface is probed. The insert

in Figure 5.11A show a close up of the elastic peak, where the contribution of

the elastic scattering (line shape pattern), the vibrational loss (dotted pattern)

and the virtual state A (not marked) are labelled. Figure 5.11B shows the

results from the work of Britton et al. where the elastic peak is indicated.
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Figure 5.11: The LUMO RIXS spectra for the multilayer of bi-isonicotinic acid on the

rutile TiO2(110) surface. The left hand side marked (A) shows our data obtain at SEXTANS

beamline, SOLEIL, France. On the right hand side marked (B) shows the LUMO RIXS

measurement publish by Britton et al. of the bi-isonicotinic acid on the rutile TiO2(110)

surface.

When the di�erent contributions in our cases are evaluated we �nd an area

of the elastic contribution to be 0.04, the vibrational loss to contribute with

an area of 0.02 and the Virtual State A have an area of 0.1. The full-width-

half-maximum (FWHM) of our elastic contribution is FWHMA
MultiLUMO = 0.2

eV. Making the same evaluation of the elastic in Figure 5.11B we �nd an area



CHAPTER 5. RIXS OF BI-ISONICOTINIC ACID ON A RUTILE
TIO2(110) SURFACE 104

of 0.167, which Britton et al. also reports, FWHMB
MultiLUMO = 0.6. We note

that adding the areas of the vibrational loss and the Virtual State A to our

elastic contribution, we obtain the same area as of Britton et al.[25] It is clear

from Figure 5.11A and Figure 5.11B that they did not have the resolution as of

the SEXTANS beamline, this is further stressed by the factor of 3 in di�erence

between the FWHMA
MultiLUMO and FWHMB

MultiLUMO since the FWHMB
MultiLUMO

consists of the contribution from the vibrational loss and the Virtual State A,

which Britton et al.[25] could not extract in their measurements.

Probing the system of at the LUMO+1 resonance at a photon energy of

399.9 eV the spectrum obtained is shown in Figure 5.12A and we note a much

higher intensity for the elastic peak compared to the peak representing the

HOMO resonance, again a result of the high performance SEXTANS beam-

line. The insert in Figure 5.12A shows a close up of the elastic peak, the

contributions from the elastic scattering process (line shape pattern), the vi-

brational loss (dotted pattern), and the two virtual states A (blank) and B

(wavy pattern), are labelled. The areas of each of these are found to be 0.046

for the elastic contribution, 0.025 for the vibrational contribution, and 0.036

and 0.014 for the contributions of virtual state A and B respectively. Given a

total area of 0.121. Extracting the same kind of information form Figure 5.12B

we �nd that the area of the �tted elastic peak is 0.127, in good correspondence

to Britton et al..[25] The di�erence in the FWHM of the elastic peaks in the

two data are still a factor 3. We note that from Figure 5.12B a spilt is present

in the peak representing the HOMO resonance. This split is 3 eV in photon

energy and the ratio between the two Gaussian �ts is found to be 80%

When the LUMO resonance at a photon energy of 398.8 eV for the mono-

layer of the bi-isonicotinic acid on the rutile TiO2(110) surface is probed the

spectrum shown in Figure 5.13A is obtained. The insert shows a close up of the

elastic peak, where the contributions from the elastic scattering processes (line

shape pattern), the vibrational losses (dotted pattern) and the virtual state A

(unmarked) �tted. Similarly as in that of the treatment of the multilayer, we

extract the areas of the three contributions and �nd the to be 0.1, 0.02 and 0.04
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Figure 5.12: The LUMO+1 RIXS spectra for the multilayer of bi-isonicotinic acid on the
rutile TiO2(110) surface. The left hand side marked (A) shows our data obtain at SEXTANS
beamline, SOLEIL, France. On the right hand side marked (B) shows the LUMO+1 RIXS
measurement publish by Britton et al. of the bi-isonicotinic acid on the rutile TiO2(110)
surface.

respectively, given a total sum of 0.16, and FWHM for the elastic contribution

is found to be FWHMA
MonoLUMO 0.198. Noticeable is the strong intensity of

the elastic peak compared to the peak belonging to the HOMO resonance. In

Figure 5.13B the spectrum obtained in the studies of Brittonet al. is shown.

We immediately see that here the elastic peak is reduced to a shoulder on the

broad peak displaying the inelastic scattering processes in their measurements.

Extracting the information from Figure 5.13B the FWHMB
MonoLUMO is found

to be 0.6 and we �nd the same area as Britton et al. of the elastic peak to

0.136.

Moving up to a higher excitation energy as in that of 399.9 eV photon

energy the LUMO+1 resonance will be probed. The spectrum here obtained

is shown in Figure 5.14A. We note, as in the previous section, that all the

processes from the inelastic scattering have merged into a single broad peak and

the LUMO+1 resonance shows itself with a sharp peak at 399.9 eV. The inset

in Figure 5.14A shows a close up of the elastic peak, where the contribution

from the elastic scattering processes are marked with a line shape pattern

and the vibrational losses with a dotted pattern. The areas of these two

contributions are found to be 0.034 and 0.007 respectively, given a total sum
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Figure 5.13: The LUMO+1 RIXS spectra for the multilayer of bi-isonicotinic acid on the
rutile TiO2(110) surface. The left hand side marked (A) shows our data obtain at SEXTANS
beamline, SOLEIL, France. On the right hand side marked (B) shows the LUMO+1 RIXS
measurement publish by Britton et al. of the bi-isonicotinic acid on the rutile TiO2(110)
surface.

of 0.041. The FWHMA
MonoLUMO1 is in this case found to be 0.2. On the left

hand side Figure 5.14B shows the spectrum obtain by Britton et al. when they

probe the system at the LUMO+1 for the monolayer of bi-isonicotinic acid on

the rutile TiO2(110) surface. Similar to their case of the LUMO resonance,

their elastic peak is heavily reduced to a low shoulder on their main broad

peak of inelastic contribution. They report the areas of the elastic peak to be

0.033, and they have a FWHMB
MonoLUMO1 of 0.6.

The LUMO+1 resonance is overlapping with the conduction band edge of

the rutile TiO2(110) and should therefore provide ultra-fast charge transfer

into the substrate on the timescale of the core-hole lifetime preventing the

originally excited electron to contribute to the participator decay. Accompa-

nied by the core-hole clock implementation [156] the �tted elastic peaks allow

thorough investigation of the charge transfer dynamics. The main �tted elas-

tic peaks within inserts Figure 5.11A, 5.12A, 5.13A, and Figure 5.14A are

representations of the fraction of the total number of photons arising from the

participator decay. The LUMO state can be regarded as a benchmark since
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Figure 5.14: The LUMO+1 RIXS spectra for the multilayer of bi-isonicotinic acid on the
rutile TiO2(110) surface. The left hand side marked (A) shows our data obtain at SEXTANS
beamline, SOLEIL, France. On the right hand side marked (B) shows the LUMO+1 RIXS
measurement publish by Britton et al. of the bi-isonicotinic acid on the rutile TiO2(110)
surface.

no charge transfer to the substrate is allowed from this state. In the multi-

layer the molecules are decoupled from the substrate and no charge transfer is

expected. By the absence of charge transfer the amount of participator decay

from the LUMO+1 state compared to the LUMO state can be determined.

A clear indication of charge transfer, in the lifetime of the core-hole, τCH �

reported to be 6 fs [188] for N 1s � to the substrate will be a reduction of the

ratio between the elastic peaks when moving to the monolayer situation.

Estimating the charge transfer out of the LUMO+1 state by the

core-hole clock implementation

In Chapter 2 we found that the excited electron transfer time, τCT, in terms of

the intensities of the participator channel for the isolated molecule Iiso in the

multilayer and for the system of the coupled monolayer Icoup can be obtained by

rearranging the equations of the relationship between the fractional spectral

intensity of the participator channel to the rates of charge transfer into the

conduction band and the core-hole decay displayed by Brühwiler et al [156].

This is shown in equation 5.1
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τCT = τCH
Icoup

Iiso − Icoup
(5.1)

The term Icoup is the relative intensity of the LUMO+1 in the monolyer of

the elastic peak, normalized to the intensity of the elastic peak of the LUMO

where charge transfer is forbidden. The term Iiso is derived from the intensity

of the elastic peak of the LUMO+1 in the multilayer and normalized to the

intensity of the elastic LUMO peak for the same coverage ending up with

equation 5.2

τCT = τCH

IMono
LUMO+1

IMono
LUMO

IMulti
LUMO+1

IMulti
LUMO

− IMono
LUMO+1

IMono
LUMO

(5.2)

The total sum of all the �tted contributions to the elastic peak of LUMO

in the multilayer is 0.159 and for the LUMO+1 it is 0.121, giving a fraction of

0.76 for the LUMO+1 of the observed LUMO in the absence of charge transfer.

All the peaks �tted to the LUMO state for the monolayer have a combined

intensity of 0.161. When the areas of the peaks �tted to the LUMO+1 are

added together we �nd a total sum of 0.041. This gives a corresponding fraction

of 0.25. This reduction in the number of participator events is due to charge

transfer out of the core-excited LUMO+1 state. Using equation 5.2 we obtain

a charge transfer time, τCT, of 2.9 ± 0.3 fs, which is in good correspondence to

the 2.8 fs ± 1.5 as reported from Britton et al.[25] Previous studies [18] where

the technique of resonant photoemission spectroscopy has been employed to

measure the charge transfer for the bi-isonicotinic acid, they report an upper

limit of 3 fs for the electron injection into to the substrate, which our results

are in good agreement with.

Estimating the charge transfer out of the LUMO+2 state by the

core-hole clock implementation

In Figure 5.15(A) and Figure 5.15(B) the RIXS measurement for the LUMO+2

for both the multilayer and the monolayer is shown. The insert in both �gures

shows a close up of the elastic peaks. The contribution from the elastic scat-
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tering are labelled with a line shape pattern and the vibrational losses with a

dotted pattern. In the case of the multilayer in Figure 5.15(A) we note that

between a photon energy of 396 eV and 399 eV a noticeable shoulder to the

main inelastic peak is present.
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Figure 5.15: The LUMO+2 RIXS spectra for the multilayer of bi-isonicotinic acid on the

rutile TiO2(110) surface. The left hand side marked (A) shows our data obtain at SEXTANS

beamline, SOLEIL, France. On the right hand side marked (B) shows the LUMO+2 RIXS

measurement publish by Britton et al.[25] of the bi-isonicotinic acid on the rutile TiO2(110)

surface.

As discussed in the previous section, virtual states A and B are most likely

present within this shoulder, but it is not possible to resolve them since they

are covered by the contributions from the inelastic scattering processes. From

the discussion for the LUMO+1 states we know that the virtual states A and B

clearly participate in the charge transfer process. In the case of the LUMO+2

we can not resolve these to virtual states and therefore estimate the charge

transfer out of the LUMO+2 state will not make any sense to perform.

From the work of Schnadt et al.[18] we know a charge transfer time in

the low femto-second regime should be expected for the LUMO+2. When

that charge transfer was measured, it was done by resonant photoemission.

When resonant photoemission is applied, it will measure the emitted photo-

electron from the highest occupied molecular orbital as shown in Figure 5.8(IV)
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and (V), which does not carry any information of charge transfer within the

molecule. When resonant inelastic X-ray scattering is applied to the system,

the photon emitted when the electron decays from the constant loss state to

the �nal state is measured. Since the Vibrational States A and B are not de-

tectable when the LUMO+2 state is been probed with the technique of RIXS

(see Figure 5.7) these highly important contributions to the charge transfer

between the molecule and the substrate can not be included and therefore a

non-real charge transfer time is obtained.

5.4 Conclusion

The reproducible result obtained for a charge transfer time of 2.9 fs out of the

LUMO+1 state to the substrate supports the core-hole clock implementation

to the technique of resonant inelastic X-ray scattering. Applying the clock-

hole clock implementation to RIXS is highly encouraging, but when higher

laying states where other contributions form interference can govern the mea-

surements, careful consideration to how and if the experiment is carried out

needs to be done. In our case were the noise and processes from the inelastic

scattering where overlapping the contribution from the virtual states of A and

B it was impossible to probe the charge transfer qualitatively. When evaluat-

ing higher laying states other factors as of charge transfer within the molecule

or ultra fast relaxation of the molecule become dominant. A path to follow

in the pursuit of the answer to if any ultra fast relaxation or charge transfer

within the molecule occurs will be to employ the molecule of isonicotinic acid

depicted in Figure 1.3(C). As mentioned in the Chapter 1 is the building blocks

of the bi-isonicotinic acid molecule. The split in the HOMO peak when the

LUMO+1 resonance is probed (see Figure 5.5) might be the result of intro-

ducing a core-hole excitation on one of the rings within the bi-isonicotinic acid

and leading to charge transfer between rings. The split of the HOMO peak

possibly originates from this charge transfer within the molecule. Therefore we

suggest to carry out similar measurements on the somewhat simpler molecule
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of isonicotinic to shed light upon this issue.



Chapter 6

RPES and XAS studies of zinc

porphyrin nanoring on

TiO2(110) and Au(111) surfaces

6.1 Introduction

The production of nano-scale electronic devices may potentially be realized

by utilising electronic components which have been produced via chemical

synthesis. Many systems have been studied where the electronic components of

a circuit are pre-designed �molecular components� with desired opto/electronic

properties such as light emitting diodes[189], photo-voltaic diodes[48, 190�193],

and �eld-e�ect transistors[45, 194�196]. In order to join these components

together to produce a truly nano-electronic circuit, molecular wires will be

required. Major candidates for molecular wires include materials like carbon

nanotubes[197, 198] and π-conjugated organic polymers.[199�201] As many

other organic materials, interfacial properties are likely to play an important

role in their applications in molecular electronics.[202] One of the great hurdles

of studies these e�ects is the di�culty of preparing suitable monolayer, since

these polymers cannot by sublimed. Here we employ the technique of ultrahigh

vacuum electrospray deposition preparing monolayer coverages of the c-P12

porphyrin nanorings shown in Figure 6.1.

112
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Figure 6.1: Ball-and-stick representation of the c-P12 molecule. (B) The chemical struc-

ture of c-P12.

6.2 Method

Experiments were carried out at beamline I311 of the Swedish synchrotron

facility MAXlab in Lund. The beamline has a photon energy range of 43-1500

eV and is equipped with a Scienta SES200 hemispherical electron analyzer.[151]

The radiation has a high degree of elliptical polarization and may be considered

as linearly polarized for the purposes of this study. The pressure, in the analysis

chamber, was in the mid 10−11 mbar range when measurements were carried

out.

Two di�erent substrates were used. The �rst substrate was a rutile TiO2(110)

single crystal of dimensions (10 × 10 × 1) mm, acquired from PI-KEM Ldt,

UK. The crystal was cleaned along the lines of Barth et al.[95] by cycles of

sputtering using 1 kV Ar+ ions and then annealing at 900 K using a pBN

heater mounted behind the crystal. Surface contamination was checked by

ensuring that the C 1s and K 2p peak were below the detection limits of our

measurements. The monochromator exit slits of the beamline were set to give

a resolution of 100 meV for photons of 640 eV energy. X-ray absorption spec-
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tra were measured using a partial yield detector with a 100 V retardation and

the photon energy scale was calibrated from the separation between the Ti 2p

peaks measured with 1st and 2nd order radiation.

The second substrate used was a Au(111) single crystal from Metal Crys-

tals and Oxides Ltd. having a diameter of 10 mm and 2.5 mm thick. It was

mounted on a loop of 0.5 mm diameter tungsten wire, that passed tightly

through the body of the crystal, ensuring a good electrical and thermal con-

tact. A thermocouple was attached within the body of the crystal in order to

accurately monitor the temperature. The crystal was cleaned along the lines

of Barth et al.[95] by cycles of sputtering using 1 kV Ar+ ions and then anneal-

ing at 900 K by passing a current through the tungsten wire mount. Surface

contamination was assessed by ensuring that the C 1s core level photoemission

peak was below the detection limits of our measurements.

When the measurements for on the gold surface were conducted the monochro-

mator exit slits of the beamline were set to give a resolution ≈ 50 meV for

photons of energy hν = 340 eV. The photon energy was calibrated from the

separation between the Au 4f peaks measured with 1st and 2nd order radiation.

For measuring X-ray absorption and resonant photoemission spectra, a taper

was applied to the undulator to reduce the intensity variation of the radia-

tion as the photon energy was scanned. For XAS and RPES measurements,

the analyzer pass energy and entrance slits were set to give a resolution of ≈
100 meV with respect to binding energy. The analyzer was also set to record

spectra in �xed mode for these measurements to give the best compromise be-

tween energy resolution and the number of counts required for two-dimensional

RPES spectra. The �nal RPES spectra were a summation of a series of short

measurements in order to take account of any change in coverage. For core

level spectra, the analyzer was set to record in swept mode with an electron

resolution of ≈ 100 meV.

The porphyrin nanorings were deposited using a commercial in-situ UHV

electrospray deposition source from Molecularspray, UK. The molecules were

deposited from a solution of 1 mg in a 10 mL of a 3:1 toluene-methanol mixture.
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The liquid is delivered under a su�cient pressure to a hollow stainless-steel

emitter held at 1.9 - 2.5 kV. At this potential the liquid becomes ionized and

a plume emerges consisting of multiply charged droplets. The plume enters

a series of di�erentially pumped molecular beam skimmers via a grounded

entrance capillary, 5 cm long and with 0.25 mm internal diameter. During

deposition the solvent molecule are gradually lost through evaporation and a

cascade of Coulomb �ssion events. This deposition technique is described in

greater detail elsewhere[23] and has been successfully used to deposit a range

of complex organometallic molecules previously.[56, 74, 127, 129] A UHV gate

valve separates the electrospray system from the preparation chamber. With

the valve closed the base pressure of the preparation chamber was in the low

10−10 mbar range. With the gate valve open, but the emitter voltage o�

and thus no electrospray process occurring, the pressure in the preparation

chamber was in the low 10−8 mbar range. When the electrospray process was

carried out the pressure in the preparation chamber rose to the mid 10−7 mbar

range, the additional pressure being due to residual solvent molecules in the

molecular beam. The deposition spot from the electrospray source is circular

shaped with a gaussian pro�le.

6.3 The c-P12 molecule on rutile TiO2(110)

Results of the c-P12 molecule on the rutile TiO2(110)

The main purpose of the this experiment was to investigate potential charge

transfer between the c-P12 molecule and the surface. XPS spectra where

recorded to in order to identify if any molecules have been deposited. These

non-calibrated datasets are shown in Figure 6.2

The di�erent datasets displayed in Figure 6.2 clearly show that molecules

have been deposited on the surface. Figure 6.2(A) and Figure 6.2(B) which

show the valence band photoemission spectra a multilayer and monolayer cov-

erage, were used to identify if the following measurements where conducted for
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Figure 6.2: XPS data for the c-P12 molecule on the rutile TiO2(110) surface. Each of the
�gures are labelled and displaying which kind of spectra they are, and at which excitation
energy they where recorded.



CHAPTER 6. RPES AND XAS STUDIES OF ZINC PORPHYRIN
NANORING ON TIO2(110) AND AU(111) SURFACES 117

either monolayer or multilayer. The small peak a 3 eV in Figure 6.2(A) is the

contribution from the HOMO of the molecule, where the other peaks arises

from the di�erent molecular orbitals of the molecule. In the Figure 6.2(B) a

small peak is located at a photon energy of 0 eV, which originates from defects

introduction to the substrate during the cleaning process of the crystal. In

the same �gure between 8 eV and 10 eV a shoulder to the main peak is found,

which are the valence band of the rutile TiO2(110) substrate. The shoulder is a

contribution from the molecule and was used as an indication if any molecules

have been deposited on the surface.

The C 1s spectra recorded at an excitation energy of 340 eV for the mul-

tilayer and monolayer are shown in Figure 6.2(C) and (D). The multilayer

spectrum (Figure 6.2(C)) shows a clear carbon peak originating from the vast

amount of carbon within each molecule. In the Figure 6.2(D) the C 1s spec-

trum for the monolayer is displayed. The shoulder on the main carbon peak

probably originates from residual solvents from the deposition.

The XPS data for the N 1s are shown in Figure 6.2(E) and Figure 6.2(F)

for the multilayer and monolayer, respectively. The main peak in both spectra

originates from the nitrogen within the molecule. For the monolayer in Figure

6.2(E) a second broad peak between a photon energy of 404 eV and 406 eV

is clearly present. From previous studies of the somewhat similar molecule

of zinc protoporphyrin, the zinc atom was reported to be pulled out of the

molecule[127] when deposited on an oxide surface. In our experiment the same

situation might be present, indicated by the peak between 404.8 eV, though

some of the are still intact. The ratio between the two nitrogen peaks suggest

that probably half of the molecules have su�ered from the loss of zinc. The

loss of the zinc from the molecules is due to the adicic nature of the rutile

TiO2(110) substrate.[127, 203]

The O 1s spectra for the multilayer and the monolayer are shown in Figure

6.2(G) and Figure 6.2(H), respectively. For the multilayer coverage the side

groups of the molecule will be the main contribution and the substrate are

not expected to been seen. When the monolayer spectrum is recorded the



CHAPTER 6. RPES AND XAS STUDIES OF ZINC PORPHYRIN
NANORING ON TIO2(110) AND AU(111) SURFACES 118

substrate is dominating and therefore the oxygen peaks in the two spectra are

shifted.

The XPS measurements for the multilayer and the monolayer for the Zn

2p are shown in Figure 6.2(I) and Figure 6.2(J). A reduction in the intensities

are presence but we can not calibrate the binding energies reliably.

In order to reliably identify and quantify charge transfer, the participa-

tor and spectator components of the auto-ionisation decay channels, arising

from an initial X-ray absorption excitation, must be identi�ed. Moreover, the

energetic position at which spectator electrons enter the spectrum needs to

be determined accurately. Aside from the inaccuracies of counting spectator

electrons as participator, it is essential to include as many participator elec-

trons as possible in the analysis of the channel in order to reduce the e�ects

of noise in the signal. These e�ects can be quite large, signi�cantly hindering

charge transfer assessment. The resonant photoemission data was obtained by

measuring the valence-band photoemission up to 19 eV binding energy for the

range of photon energies covering the N 1s absorption edge in 0.1 eV steps.

Collecting the data in this energy window ensured that the lowest unoccupied

levels were covered. Measuring the valence band spectra provides information

about any interesting behaviour in the means of charge transfer. In Figure 6.3

the two dimensional resonant photoemission spectroscopy, RPES, spectrum of

the multilayer is shown. It was recorded by scanning the photon energy, from

397 eV to 406 eV, over N 1s absorption edge, and thereby covering the lowest

unoccupied level.
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Figure 6.3: Resonant photoemission spectra of the c-P12 molecule on the rutile TiO2(110)

surface. The horizontal axis represents the binding energy and the vertical axis the photon

energy. The placement of the black line is discussed below.

The two main vertical features between 8.5-10.5 eV and again 15-18 eV

binding energy, truly dominate the spectrum with an intense peak at 399 eV.

The two main lines are the result of direct photoemission. The interesting

enhancement in intensity at a binding energy of 8.5-10.5 eV and a photon

energy of 399 eV can either be a result of resonant photoemission or an overlap

of Auger decays. The Auger decays processes disperse with constant kinetic

energy, due to the linear relationship between hν and the binding energy[156,

158], which enable their separation by subtracting the pre-edge structure from
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each recorded photon energy. The pre-edge structure in this setup is found

below a photon energy of 398 eV, and is here chosen to be 397 eV, since this

is where the photon energy scan starts. The pre-edge structure is obtain by

making a horizontal line scan at constant photonenergy of 397 eV. In this case

at a photon energy of 397 eV and from a binding energy of 0 eV to 19 eV.

The pre-edge structure is indicated by the solid blue spectrum in Figure 6.4.

For selected constant photon energies starting at 397 eV, 398.4 eV, 398.9 eV,

399.4 eV, 399.9 eV, 400.2 eV, 401.2 eV, and 406 eV similar integration have

been done over the two-dimensional resonant photoemission spectrum for the

c-P12 porphyrin nanorings. The two extremes obtained at 398.9 eV and 406

eV are labelled in the Figure 6.4 together, with the pre-edge structure at 397

eV.
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Figure 6.4: Integration over the two-dimensional RPES scan at constant photon energies.

The dotted lines indicates the the result after the integration. The blue solid line is the

integration over the pre-edge structure. The red solid lines in the bottom is the results after

subtraction the pre-edge structure from the integrations. The integration window between

2 eV and 5 eV binding energy is indicated.

These are indicated by the black curves in Figure 6.4. When the pre-edge

structure, indicated by the solid blue line, is subtracted from each of the inte-

gration spectra above the N 1s absorption edge are indicated by the red solid

lines in Figure 6.4. A clear common feature for each of the subtracted spectra

are the broad peak between 2 eV and 5 eV binding energy. An indication of the

feature is also found in the two-dimensional resonant photoemission spectrum
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in Figure 6.3. At a photon energy of 399 eV and at a binding energy of 3.5

eV a faint feature is located. This constant feature for each of the integrated

photon energies therefore suggest the an integration window well above any

contribution from Auger processes. This �nding we can place the black solid

line in Figure 6.3. This line represent the constant kinetic energy, starting at

the binding energy of 5 eV, and it takes the presented shape due to linear re-

lationship, Ekin = h̄ν. The binding energy of 5 eV is also the lower limit of the

main Auger peak, having a bright white feature at a binding energy of 9.5 eV.

Any features at lower binding energy in that of the constant kinetic energy line

will be due to photoemission and resonant photoemission only. This is shown

in Figure 6.5. In Figure 6.5 the RPES spectrum is normalized to the LUMO

found at a photon energy of 399 eV, as is the corresponding XAS spectrum

which is also shown.

The Auger decay matrix element in�uences the intensity of resonances

through the Auger transition rate that is given by a Fermi's Golden Rule

treatment of the transitions (see Chapter 2. For a system where no charge

transfer can occur, following normalization to the LUMO resonance the in-

tensity will be re�ected by the matrix element from the participator channel.

An increase in the participator LUMO+1 can then occur through an increase

in matrix element for the RPES representing the LUMO+1 or a decrease of

the matrix element of RPES representing the LUMO. The matrix elements

are dependent upon the Coulomb operator-modi�ed overlap between the ini-

tial and �nal state wavefunctions of the system. Assuming the applicability of

single electron states, this takes the form < ϕ∗
occϕ

∗
k | 1/r | ϕN1sϕunocc > where

< ϕ∗
occ | represents the state of a hole in the occupied orbitals of the low bind-

ing energy region of the valence band that are involved in participator decay,

ϕ∗
k is the electron emitted, ϕN1s represents the state due to the core-hole, and

ϕunocc represents the core-excited unoccupied state (i.e., LUMO, LUMO + 1,

etc.). An increase in matrix element of the RPES representing the LUMO+1

would then be motivated by a decrease in the spatial extent of the LUMO+1

or the low binding energy valence states, yielding a smaller spatial separation
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between these orbitals, which feature in the initial- and �nal-state wavefunc-

tions. Similarly, a decrease in the matrix element representing the LUMO

would be motivated by an increase in the spatial extent of the LUMO or the

low binding energy valence states. It is noted that matrix elements associated

with the XAS signal have not been considered. These are neglected on the

basis that many more states contribute to the intensity of this signal; hence,

changes to the top of the valence band are much less important as compared

to the a�ect on the participator signal. Therefore, choosing the LUMO inten-

sities as normalization points for both the RPES and XAS spectra allows the

investigation of any changes to the spectra. If any changes are present between

the multilayer and monolayer, which will be analyzed in the following, it can

be explained by charge transfer between the molecule and the surface.[18]

The two-dimensional monolayer RPES spectrum of the c-P12 molecule on

the rutile TiO2 surface is shown in Figure 6.6. This spectrum was acquired in

a similar way in that of the multilayer spectrum. The somewhat faint vertical

line found between a binding energy of 8.5 eV and 10.5 eV arises from the

molecule. On a clean TiO2(110) surface (not shown) this would not be present

as we would expect. In contrast to the multilayer in Figure 6.3 the monolayer

(Figure 6.6) displays an intense broad vertical band between 3 eV and 7 eV

binding energy is the direct valence band photoemission from the substrate.
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Figure 6.5: The N 1s RPES and XAS spectra of the c-P12 on the rutile TiO2(110) surface
for the multilayer.
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Figure 6.6: Resonant photoemission spectra of the c-P12 molecule on the rutile TiO (110)

surface. The horizontal axis represents the binding energy and the vertical axis the photon

energy.
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Charge transfer between the molecule and the substrate, in either direction,

depends on the energetics of the lowest unoccupied molecular orbitals with

respect to the substrate density of states. If the LUMO lies within the band

gap of the TiO2 surface then charge transfer from this state is not possible.

In the core-excited state, the presence of the core-hole can lead to the LUMO

state being excitonically pulled down so that it crosses into the band gap of

the TiO2 surface.[155] We can measure the position of the core-excited LUMO,

with respect to the band gap, by placing the calibrated N 1s XAS and valence-

band photoemission for each monolayer on a common energy scale,[20] as in

Figure 6.7. The alignments of the spectra are done along the lines explained in

Chapter 3. Here the valence band have been calibrated to the vacuum level at

27 eV of the TiO2(110) surface, providing a common energy scale in ionization

potential[20]. The data show that the LUMO of all the molecule lie above

the band gap in the core-excited state. This provides a theoretical transfer of

electrons from all the vibrational states of the core-excited LUMO.
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Figure 6.7: Energy level alignment of the substrate valence band and the unoccupied

molecular orbitals of the molecule for c-P12 molecule on the rutile TiO2(110) surface.

Using the core-hole clock implementation to estimate the charge transfer

times out the core-excited states, relies on the fact having at least one of the

core-excited states lying within the band gap of the substrate[156], normally

the LUMO, but in some cases also the LUMO+1 lays with in the band gap

as well.[126] If the LUMO state is located within the band gap, no transitions

from this state to the substrate are allowed[156], and the LUMO state becomes

a benchmark, to which all the higher lying resonances can be normalized.

Comparing the losses of intensity between the the higher lying states in the

integrated XAS and RPES spectra for the monolayer it is possible to estimate

the charge transfer out of the higher lying states in the orders of the core-

hole life time.[156] In the case of the LUMO laying within the band gap the

di�erence between the integrated XAS and RPES are quite profound.[23, 126]

The XAS spectrum will still display the higher laying LUMO states, whereas a
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depletion of the these states will be present in the integrated RPES spectrum,

due to the charge transfer process. From the di�erence in these intensities

and the core-hole clock implementation, the charge transfer time between the

molecules and the substrate can be extracted.

In our case, as seen in Figure 6.7, all the unoccupied states lie above the

band gap of the TiO2 substrate. This allows potential charge transfer from

all the core-excited states to take place. This mean that all the states could

be depleted. Figure 6.8 shows the integrated XAS and RPES spectra for

a monolayer of the c-P12 molecule on the rutile TiO2 surface. When the

multilayer coverage was the evaluated the resonant photo-emissions processes

was found to take place between the biding energies of 2 eV and 5 eV. A similar

integration window was used to obtain the RPES spectrum. Both spectra were

normalized to the LUMO resonance found at 399 eV.
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Figure 6.8: The N 1s RPES and XAS spectra for a monolayer coverage of the c-P12

molecule on the rutile TiO2(110) surface.

Figure 6.8 clearly shows that the RPES spectrum displays a high level

of noise. A highly generous interpretation of the RPES spectrum would say

that the RPES spectrum to some extent follows the one of the XAS when

normalized to the intensity of the LUMO. Figure 6.8 underlines the prediction

obtained from Figure 6.7, that there potentially is charge transfer out of all

the core-excited states. Even though that we can not estimate any charge

transfer time out of the core-excited states, the results are still encouraging.

In the pursuit of high e�cient solar cells the highest amount of charge transfer

from the molecule is wanted. Therefore having all the core-excited states of

the molecule located above the conduction band edge of the substrate will be
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the most promising path to follow.

6.4 The c-P12 molecule on Au(111)

In this section the results of the c-P12 molecule on Au(111) are presented.

Similar to the measurement conducted on the rutile TiO2(110) surface, the

technique of XPS was employed to verify if any molecules were deposition on

the Au(111) surface. The non-calibrated XPS datasets are display in Figure

6.9

The di�erent datasets displayed in Figure 6.9 clearly show that molecules

have been deposited on the surface. Figure 6.2(A) and Figure 6.2(B) which

show the valence band photoemission spectra a multilayer and monolayer cov-

erage, where used to identify if the following measurements where conducted

for either monolayer or multilayer. The small peak a 3 eV in Figure 6.9(A) is

the contribution from the HOMO of the molecule, and is found at the same

photon energy disregarding the surface, as we would expect. In Figure 6.9(A)

shows the valence band for the monolayer coverage. The steep slope found at

0 eV is the Fermi level of the Au(111) surface. Between a photon energy of

8 eV and 10 eV a shoulder to the main peak is found. This a contribution

from the molecule and was used as an indication if any molecules have been

deposited on the surface. In the same spectrum two peaks are found around

the photon energies of 23.5 eV and 27.5 eV. They are peaks originating from

the gold substrate.

In Figure 6.9(C) and (D) the spectra for C 1s measurements for both the

multilayer and the monolayer are shown, respectively. In contrast to the simi-

lar C 1s spectra for the TiO2(110) surface, no residual solvent contribution is

recorded for for the monolayer on the Au(111) surface. The solvent probably

does not bond to the gold surface as e�cient as in that of the rutile TiO2(110)

surface, hence no residual solvent is observed here. The C 1s monolayer spec-

trum in Figure 6.9(D) is somewhat nosier due to the lower coverage compared

to the corresponding multilayer spectrum in Figure 6.9(C).
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Figure 6.9: XPS data for the c-P12 molecule on the rutile Au(111) surface.
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Considering the spectra in Figure 6.9(E)-(J) the only main di�erence the

multilayer and the monolayer are the level of noise due to di�erent coverages.

For the monolayer N 1s spectrum in Figure 6.9(F) we note there is no second

peak, which were recorded when the molecule where deposited on the TiO2

surface. The lack of this second peak is due to the metallic substrate and the

zinc atom is not pulled out of the molecule. All the molecules can therefore

be regarded as intact.

One approach toward determining if charge transfer could be possible be-

tween a molecule and the substrate is by measuring the spatial overlap between

the LUMO resonance of the molecule and the orbitals of the surface. Along

the lines of the details in Chapter 3 the angle resolved spectra provides the

information about the orientation of the molecules on the surface. The dipole

matrix element associated with excitation to the π∗ orbitals is oriented per-

pendicular to the plane of the aromatic ring structure of the molecule. When

the polarization vector of the light lies perpendicular to the molecular plane,

the NEXAFS cross section will be maximized.[144, 150] The reverse being true

of the intensity variation of the σ∗ states.[144, 150].

In Figure 6.10 the spectra over the N 1s for a variety of angles for the

c-P12 molecule on the Au(111) surface. The spectra have been corrected

for undulator intensity variations and normalized to the continuum of states

above the vacuum level at 420 eV. The angles shown are the ones between

the surface normal and the wave vector of the radiation. This corresponds to

the dominant component of the electric �eld vector to the surface plane. The

azimuthal intensity variations can be neglected since the Au(111) substrate has

a three-fold rotational symmetry[144, 150] and the molecules have a 12-fold

rotational symmetry. The sharp low energy peaks below 405 eV are identi�ed

with the π∗ unoccupied molecular orbitals.[127] The structure above a photon

energy of 405 eV are identi�ed with the σ∗ states.[127]
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Figure 6.10: Angle resolved NEXAFS spectra N 1s for a monolayer of c-P12 molecule on

Au(111). Inset shows the variation of the LUMO intensity with the angle of the incident

radiation to the surface normal. The �t curve is the theoretical angular dependence for an

aromatic ring with tilt angle of 45◦ to the surface normal, assuming a random azimuthal

orientation and linear light polarisation[144, 150]. Photon resolution was ≈ 100 meV.

The π∗ intensity takes its highest value when the electric �eld vector is 55◦

to the surface plane. The π∗ intensity obtains it's minimum value when the

electric �eld vector is parallel to the surface at 0◦. The variation of LUMO

intensity with angle for the c-P12 molecule reveals a tilt of 86 ± 10◦ shown

in the inset. This curve is based on perfect linear polarisation of the light

and an averaged azimuthal orientation of the nitrogen atoms within the ring

structure. Even through the spectra have been normalized to the continuum

far above resonance some variation are still present, resulting in the somewhat

high uncertainty of ±10◦. Nevertheless the results show that the molecules
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can be regarded as laying �at on the surface. This result of the adsorption

geometry of the c-P12 molecule on the Au(111) is in good correspondence to

previous reported scanning tunneling microscopy measurements of the c-P12

molecule on the similar surface.[37] A STM image of the porphyrin nanorings

are shown in Figure 6.11

Figure 6.11: The c-P12 molecules on the Au(111) surface. The samples examined by

NEXAFS and STM are not the same. Reproduced from reference [37].

The porphyrin nanoring possessing this adsorption geometry parallel to

the Au(111) surface will provide spatial overlap between the 5d orbitals of the

Au(111) surface and the LUMO orbital of the molecule. This would potentially

facilitate charge transfer between the molecule and the surface.

Resonant photoemission spectra of the c-P12 molecule the Au(111)

The two-dimensional resonant photoemission spectra of the c-P12 molecule the

Au(111) surface for the multilayer and for the monolayer are shown in Figure
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6.12. The datasets were obtained by measuring the valence band photoemission

up to 16 eV binding energy for the range of photon energies covering the N 1s

absorption edge in 0.1 eV steps.

For the multilayer in Figure 6.12(A) we immediately see a dominating ver-

tical line between a binding energy of 9 eV and 11 eV. At this coverage no con-

tributions from the substrate are expected, therefore only the c-P12 molecule

will be present in the spectrum. In good correspondence with literature[204]

this line at binding energy of 9 eV and 11 eV originate from the zinc atoms

within the molecule. We note that it is found in the same binding energy region

as of when the experiments where carried out in the rutile TiO2(110) surface

as we would expect. The somewhat faint, compared to that just mentioned,

vertical line between a binding energy of 5 eV and 7 eV originates from the

Au(111) substrate. In the case of the medium layer shown in Figure 6.12(B)

the features from the substrate and the contribution from the molecules take

more or less the same intensity. The contribution from the substrate is located

between a binding energy of 1.5 eV and 7 eV and the molecule contributes

between 9 eV and 11 eV. Moving on to the monolayer shown in Figure 6.12(C)

the substrate is truly dominating the spectra between 1.5 eV and 7 eV. The

faint line found between a binding energy of 9 eV and 11 eV is the contribution

from the molecule.

When the experiments where conducted on the rutile TiO2(110) surface,

the multilayer coverage showed a faint feature between a biding energy of 2 eV

and 5 eV. For the multilayer coverage when the Au(111) surface was employed

only the features from the molecules and the substrate are observed.

The spatial overlap between the molecules π∗ orbital and the orbitals of

the Au(111) surface could potentially lead to a high amount of charge transfer

between the molecules and the surface. Further investigation of this potential

charge transfer between the would be to enlighten the situation from a ener-

getic point of view. Following this path the core-hole clock implementation of

resonant photoemission outlined in Chapter 2 the the valence band and NEX-

AFS spectra are aligned on a common binding energy scale[20], see Chapter 3.
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Figure 6.12: N 1s resonant photoemission for a monolayer (A) for the medium layer (B)
and for the multilayer (C) of c-P12 molecule on Au(111).
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This is presented in Figure 6.13. Having a metallic substrate the Fermi level

is used as a calibration point and is de�ned to be at 0 eV binding energy.
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Figure 6.13: Energy level alignment of the molecule unoccupied and the substrate occupied

states. Both spectra were acquired with the sample in normal emission. The XAS spectrum

is recorded over the N 1s edge. The Fermi level of the substrate is used at calibration for

the binding energy.

Figure 6.13 shows that the core-excited LUMO and LUMO+1 overlaps

with the unoccupied states of the substrate. This means that after resonant

excitation charge transfer from these molecular states can take place. Outlined

in Chapter 2 at least on of the core-excited states of the molecule needs to

overlap with occupied states of the substrate, providing a forbidden transition

out of this state. In our case all the unoccupied states in the core-excited

state of c-P12 molecule on the Au(111) surface lie above the Fermi level of

the Au(111) surface so the initial conclusion is that charge transfer from the
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molecule is possible due to the spatial overlap between the unoccupied states

of the molecule and the substrate. This is underlined by comparing the RPES

and XAS spectra for the monolayer coverage on the Au(111) substrate. This

is done in Figure 6.14. They are both normalized to the LUMO intensities and

with the integration windows being between a binding energy of 2 eV and 5

eV. Similar, to the case when the rutile TiO2(110) substrate was employed the

generous interpretation of the RPES spectrum would say that it follows that

of the XAS. Figure 6.14 underlines the prediction obtained from Figure 6.13,

that all the core-excited states can potentially participate in charge transfer.

Similar, conclusion as with the previous substrate, this result is encouraging

in the pursuit of high e�cient solar cells.
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Figure 6.14: The N 1s RPES and XAS spectra for a monolayer coverage of the c-P12

molecule on the Au(111) surface
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6.5 Conclusion

The energy alignment for the c-P12 molecule on the rutile TiO2(110) surface

and for the Au(111) surface both states that all the core-excited states elec-

tronically overlaps with the unoccupied states of the surface, providing charge

transfer out of all of these states. Having no core-excited states laying within

the band gap of the rutile TiO2(110) surface or below the Fermi edge for the

Au(111) it is not possible to estimate a charge transfer time out of these states

within the realms of the core-hole clock implementation. However for a real

solar cell application all of the core-excited states should be located across the

unoccupied states of the substrate to facilitate high transfer e�ciency.

When probing the N 1s XAS, a core exciton � bound electron-hole pair �

will be created, whereas in a real dye-sensitized solar cell a valence exciton will

be created. The presence of a hole in both XAS and optical absorption shift

the unoccupied states to higher binding energies with respect to the ground

state.[23, 125, 126, 155] The binding energy of the excitons, equivalent to the

amount by which the unoccupied levels shift,(about 1.5 eV[18]) is attributed

to a combination of the Coulomb interaction between the hole and excited

electron, and the rehybridisation of the molecular states upon core- or valence-

hole creation.[155] This result shows for sure that the LUMO would lie above

the conduction band edge of the TiO2 substrate in a real solar cell.



Chapter 7

Summary and conclusion

The aim of all the research in this thesis was to gain a better understanding of

charge transfer between organic molecules and surfaces, especially relating to

the situation observed in dye sensitized solar cells. This broad theme can be

further subdivided into two main avenues of research. Firstly, there was the

X-ray adsorption studies of the single molecule magnets on the two di�erent

surfaces in that of rutile TiO2(110) and the Au(111) single crystal. The NEX-

AFS analysis for the Mn12(benzoate)16 on the rutile TiO2(110) surface show

that the expected oxidation states for the single molecule magnet undergo

a reduction of its core in the sub-monolayer regime facilitating a unwanted

charge transfer between the molecules and the substrates. In the multilayer

the intermediate layer protects the magnet core and no reduction is observed,

hence their magnetic properties are maintained. Replacing the ligand shell

with the must larger terphenyl-4-carboxylate ligand provides a substantial de-

gree of protection for the oxidation states even for the sub-monolayer coverage

on both the gold and titanium dioxide surfaces. This shows that we are able

to deposit the complex single molecule magnets without alternating the mag-

netic core upon deposition, which are highly encouraging in the pursuit for

nano-scale electronics.

As well as studying molecules adsorbed onto metal and semiconducting

surfaces, we also studied charge transfer from adsorbed molecules into the

conduction band of a semiconductor substrate. Previously, photoemission had

139
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been used to perform a core-hole clock analysis, which is described fully in

chapter 2. Research within our group[25] have shown that the core-hole clock

implementation can be adapted to the technique of resonant inelastic scatter-

ing. Here we revisit the system of bi-isonicotinic acid adsorbed on the rutile

TiO2(110) surface. In contrast to the single molecule magnets where charge

transfer was an unwanted e�ect within the system, charge transfer from either

the molecule to substrate or within the molecule itself will here be the prime

goal of this research. By measuring the change in the elastic peak for the

monolayer for the LUMO and LUMO+1, compared to the respective change

for the multilayer we could reproduce the previous results of the charge transfer

2.9 ± 0.3 femtoseconds. Using the high resolution beamline of SEXTANS at

the French National Synchrotron Facility of SOLEIL we discovered vibrational

states as well as virtual states only present in the core-excited states of the

molecule. These states prove to be highly important when charge transfer out

of the higher lying states are evaluated. When the LUMO+2 resonance was

probed, these states where masked by the inelastic scattering and we could

therefore not estimate any charge transfer out of this state. During the res-

onant inelastic scattering process a core-hole is introduced on just one of the

rings within the bi-isonicotinic acid. This core-hole can facilitate charge trans-

fer within the molecule and might be the reason for the observed split of the

HOMO peak when the LUMO+1 resonance is probed. The results suggest

either ultra fast relaxation of bi-isonicotinic acid molecule or ultra fast charge

transfer within the molecule. In the further investigation to enlighten this is-

sue we suggest to conduct resonant inelastic scattering measurement on the

isonicotinic acid.

In chapter 6 we studied the large and complex π-conjugated zinc porphyrin

nanorings. Here we employed the techniques of resonant photoemission spec-

troscopy and near edge X-ray absorption �ne structure. Our studies shows

that the c-P12 molecules lies �at on the gold surface, which is in good corre-

spondence to previous reports.[37] The resonant photoemission spectroscopy

measure of the c-P12 molecules on both the rutile TiO2(110) surface and on
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the Au(111) shows that all the core-excited states can potential participate in

charge transfer into the substrates. Since all the core-excited states lies over-

laps with the unoccupied states of the substrates estimates of charge transfer

in the means of the core-hole clock implementation have not been conducted.

Although the almost complete reduction of the participator peaks compared to

previous studied molecules[23, 125, 126, 129] suggest ultrafast charge transfer

around the molecule itself and its further reduction in the monolayer supports

ultrafast charge transfer to the surface. Having all the core-excited states over-

lapping unoccupied states of the substrates are promising in the pursuit for

new materials of renewable energy sources.
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