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Abstract

This thesis describes the development of a novel game-like method, the AnimalSeek

method, which can be used, along with motion tracking technology, to measure the

localisation ability of a child under five years of age. For the game-like task to be

successful, a high number of responses (in particular correct head turn responses)

was required. Previous studies, although not all looking at localisation ability,

have used many different techniques to obtain the maximum number of responses

from a child. The children were engaged inside a custom-built environment inside

an anechoic chamber. Three large video screens onto which backgrounds and an-

imated characters were projected and manipulated and used to engage the child

in the game-like task. Behind the video screens were loudspeakers from which the

auditory stimulus where presented. A correct response to the auditory stimulus

i.e. a head, hand or eye movement towards the target speaker was rewarded with

a animated character presented on the screens (incorrect responses were presented

with a static character). The location of the reward in relation to the auditory

stimulus was a point of interest and was investigated to see how it affected the

number of responses. The method shows it was possible to engage the child with

the visual environment and obtain responses, however, the results showed gener-
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ally fewer head turn responses responses than expected, especially in the younger

age groups. Motion tracking technology was used to measure the localisation abil-

ity of the children, as well as measuring the responses, the motion tracking data

was used and programs developed which could automatically classify the responses

the children made to the sounds. The thesis has shown that it is possible to devise

a new method which can be used to engage the child in the task and extract and

classify their responses to auditory stimuli in order to measure their localisation

ability.
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Chapter 1

Introduction and Motivation

1.1 The Auditory System

The auditory system in humans is a complex structure consisting of many parts

that are responsible not only for converting sound waves into brain waves but

also the processing and interpretation of these sounds.

Figure 1.1: General structures of the outer and middle ear.
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1.1.1 Peripheral Auditory System - Outer and Middle Ear

Sounds first arrive at the outer ear (pinna) where they are funneled into the ear

canal. At the far end of the ear canal is the tympanic membrane (ear drum)

that is connected to three small bones (ossicles: malleus, incus and staples)

which are inside the middle ear. The lateral movement of the tympanic mem-

brane in response to sound waves moves these three bones which perform an

impedance transformation converting the mechanical movement of the tym-

panic membrane due to sound waves in the air (low impedance) into movement

of the oval window. The movement of the oval window then causes pressure

waves inside the liquid in the cochlea (high impedance) that cause the basilar

membrane (BM), which lies insides the cochlea, to move. The movement of the

BM excites hair cells, which in turn transmit neural signals to the brain stem via

the auditory nerve.

1.1.2 Ascending Auditory Pathway

The auditory nerve passes signals along to the first nuclei, the cochlear nucleus

complex. At this point the signal is split into a number of ascending pathways.

The cochlear nucleus (CN) has connections to the superior olivary complex

(SOC), which in turn projects up to the nuclei of lateral lemniscus (NLL) and

the inferior colliculus (IC). IC then projects up to the final stage before auditory

cortex (AC), the medial geniculate body (MGB). These nuclei are responsible

for processing and encoding sound information.
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1.2 Binaural Hearing

The description so far has been given with respect to listening to sound with

one ear; humans (along with most other species) have two ears. The reasons we

posses and use two ears are numerous. This section will discuss the binaural

system and how it can help us in communication and navigation.

1.2.1 Binaural Cues

Interaural Cues

Figure 1.2 shows an overhead view of a listener and a speaker placed to their

right. If this speaker speaks, we can see that sound will arrive at the listener’s

right ear before the listener’s left. This is due to the propagation of sound only

having a finite speed and results in a time difference between the two ears,

this is referred to as the interaural time difference (ITD). The human auditory

system is very sensitive and is capable of detecting an ITD as short as 10µs

(700µs being the physical maximum i.e. the time taken for a sound to propa-

gate through the air from the left to the right ear, typical human head radius of

8.75cm). The sound will also be smaller in amplitude (intensity) by the time it

reaches the left ear, which is caused by the head attenuating the sound, causing

an acoustic shadow at the left ear. This level difference is called the interaural

level difference (ILD). These physical cues were first proposed at the beginning

of the 20th century by Lord Rayleigh [1]. The use of these cues in sound local-

isation are called the Duplex Theory that states that ILDs are dominant at high
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frequencies since their wavelength is small in comparison to an adult human

head and therefore is diffracted less by the head. At high frequencies the wave-

length of the sound compared to the head is small, this results in large differ-

ences in amplitude between the two ears (as much as 35dB for a 10kHz tone [2]).

At low frequencies (below around 1kHz) the wavelengths of sound are several

times larger than the diameter of the human head, this makes ITDs more dom-

inant due to the absence of substantial ILDs. The Duplex theory holds true for

pure tones but not complex sounds. Complex or more real world stimuli have a

combination of both high and low frequency energy. It has been shown that the

perceived direction of a complex stimulus is determined by their low frequency

ITD, when presented alone in silence [3]. When background noise is present, it

was found that subjects always use the most optimal cue available to them, be

that the ITD or ILD [4]. The superior olive is critical for sound localisation [5].

It is believed that the lateral superior olive complex (LSO, part of the SOC) is

the area where the computation of high frequencies takes place, suggesting it is

responsible for the processing of ILDs [6]. The medial superior olivary complex

(MSO, part of the SOC) however, has a large proportion of cells which respond

only to low frequencies, suggesting that it has a role in the processing of ITDs

[7].

Spectral Cues

Besides ITDs and ILDs, spectral cues are also available to us. Spectral cues are

caused by the filtering effects of the pinna (outer ear) as well as the listener’s

4



torso and shoulders. Spectral cues are useful as they allow the ambiguity of

front/back confusion to be resolved as well as helping to locate sounds along

the vertical plane (medial plane) [8]. Spectral cues are processed in the dorsal

cochlear nucleus (DCN), that is part of the cochlear nucleus [9].
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Figure 1.2: If a speaker is to the right of the listener, the voice will reach the lis-

tener’s right ear before the listener’s left ear. This time delay is known

as the interaural time difference (ITD). The head will also cause an

acoustic ‘shadow’ on the left ear. This is caused by the head attenu-

ating the speech. This drop in level between the two ears is called the

interaural level difference (ILD). Combinations of these cues as well as

spectral properties of an auditory stimulus enable us to localise sounds.

6



1.3 Spatial Hearing In Normal Hearing Adults

1.3.1 Sensitivity of the Binaural System

Delivering stimuli over headphones allows the experimenter to vary the sound

presented at each ear. The smallest changes (just-noticeable difference, JND)

detected in listeners for ILDs is around 0.5-1dB [10]. ILD-JNDs are almost in-

dependent of frequency (0.2kHz to 10kHz) although there is a slight increase of

the JND at 1kHz [11]. ITD-JNDs are frequency dependent, the JND of ITDs can

be as low as 10µs for sinusoidal tones up to 1.5kHz. Above 1.5kHz, measure-

ment of ITD-JNDs is impossible due to the auditory system not developing this

ability at these frequencies [12]. ITD-JNDs slightly increase to around 15µs for

non-sinusodial stimuli (noise band, tones and clicks) with frequencies between

0.5kHz and 1kHz [13]. Interestingly, although no ITD-JNDs can be measured

for sinusoidal tones above 1.5kHz, subjects can detect ITDs for noise stimuli

which contain energy above 1.5kHz. It is thought this ability is due to ampli-

tude modulations (AM) in the envelopes of the stimuli [14, 15].

1.3.2 Horizontal Sound Localisation in Adults

Azimuthal Spatial Acuity in Adults

Spatial acuity can be measured by the minimal audible angle (MAA). This sim-

ple method involves the use of two spatially separated sound sources placed

along the horizontal (azimuth) or vertical (elevation) plane. The subject is asked
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to discriminate between the two sources. The angle separating the two sources

is then reduced until the subject can no longer hear directional changes between

them. If the reference source lies ahead of the listener (0◦ azimuth), for frequen-

cies below 1kHz the MAA is around 1◦ (at one meter) for sinusoid tones [16].

MAAs are largest at frequencies between 1.5kHz and 1.8kHz. As reported ear-

lier, the Duplex theory states that we use ITDs at low frequencies and ILDs at

high. However, ambiguity occurs in the middle, as was shown in headphones

studies by Mills [17]. As the reference source moved from the midline, MAAs

rise considerably and when the reference was placed at 60◦ or greater along

on the azimuth, the MAAs become around seven times larger. When the fre-

quency of the stimulus is greater than 1.8kHz, the MAAs are unmeasurable

due to their wavelength [18]. Although MAAs are useful at demonstrating the

spatially acuity of the auditory system, they are in fact not true measures of

localisation ability, i.e. the exact pinpointing of the sound in space. The reason

for this is that discrimination of spatial separated sounds can be achieved using

a single acoustic parameter, and does not require the computation of an actual

spatial image by the auditory system [19].

Absolute Sound Localisation in Adults

To fully evaluate localisation ability, methods are required in which the sound

can only be truly located by using a combination of all the binaural cues avail-

able to the listener. The easiest and best way to do this is to play a sound in

an environment with no acoustic reflections (free-field) and ask the listener, in
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some way, to indicate where they hear the sound. Methods of indication are

numerous, this can be as simple as asking the subject to verbally report where

the sound was [20, 21, 22]. To create truly anechoic conditions, Stevens et al.

[20] placed their subjects on the roof of a building in order to eliminate the

possibilities of reflections from nearby structures. A loudspeaker was placed

approximately four meters away from the participant and moved in 15◦ incre-

ments along the azimuth. The participants were asked to report the location

of the loudspeaker. The study found that participants would make front/back

confusions on pure tone stimuli. The error was at its largest when the tone

was around 3kHz. The root mean square (RMS) error for ‘clicks’ was reported

as 8◦ and 5.6◦ for a ‘hiss’. Verbally reporting the stimulus position in a local-

isation test has drawbacks. Firstly, both participant and experimenter errors

can occur. The method is also slow, with some methods only collecting two

to three locations per minute [22]. Similar problems exist with methods which

ask the participants to draw the location of a stimulus on paper [23]. In recent

times, technology has been utilized to try to overcome the problems of verbal

reporting and other transcribing methods. A study by Gilkey et al. [24] used a

system referred to as ‘God’s eye location pointing’ (GELP). Subjects’ were asked

to place an electromagnetic sensor on a plastic sphere in reference to where they

thought the location of the sound was. The subjects’ heads were restrained and

the average errors in localisation for broadband stimuli was found to be around

18.2◦. Interestingly, when the same experiment was conducted but the subject

was asked to report the location verbally, an error of 9◦ was found. These re-
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sults showed a conflict with results found by Wightman and Kistler [22], who

reported much larger errors (20◦). It was hypothesised that acoustic reflections

from the plastic sphere cause discrepancies in the findings. It was also reported

by the authors, that the use of such a method was ‘two to eight times faster’

than either verbal reporting or head pointing [24]. The method also allows

the user to point to any location in the room and it can be used to assess lo-

calisation ability across 360◦. Djelani et al. [25] questioned methods such as

GELP and in particular raised concerns regarding errors in judgments and the

need for training on the task. Less extrinsic and more accurate ways of indica-

tion include using the participant’s body such as their finger, head or eyes [26].

Issues with finger pointing methods ([27, 25]) are that methodological errors

occur. Soechting et al. [28] found that pointing at targets causes errors due to

disparities between visual system and the sensorimotor system. Accuracy was

improved when a ‘pointer’ was used instead of the finger. A number of studies

have used a laser pointer as a visual indicator [29, 30, 31]. Issues with pointing

are that the disparities found by Soechting et al. [28] can still occur. Work by

Seeber [30] overcame their issues by using a roller ball which in turn moved a

visual pointer. This could evaluate localisation ability accurately and quickly

(mean absolute errors (MAE) of 1.6◦). Seeber’s method removed the issues of

using a laser by having the subject’s pointing from an egocentric frame of ref-

erence, decoupling the motorical system.

Eye movements towards sounds have also been studied in humans [32, 33, 34].

The advantage of using eye pointing is that it can be done with no training
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and eye location can be measured to high accuracy (1/10th of a degree as re-

ported by Populin et al. [35]). The downside of the procedure, however, is that

eye tracking equipment is expensive and can require lengthy calibration. The

main downside is that eye movement is restricted by how far a subject can look

without moving their heads.

Head tracking

Although the propensity of head movements varies between adults, it has been

shown that most adults will move their heads towards a sound source [36]. It

is believed that the orientation is done to align the visual system to the sound

source. The reasons for this are numerous, for example, it can alert the lis-

tener to potential dangers or enable orientation towards the face of a person

whilst they are speaking for better understanding [37]. Using head movements

to assess localisation ability is advantageous because head movements towards

sounds are natural and therefore require no training. Also, in the modern day,

motion tracking devices and software are readably available. A number of stud-

ies have used a variety of methods to track head motion for the purposes of

auditory research [38], and to attempt to evaluate sound localisation abilities

[19, 39, 40, 41]. An early study by Thurlow et al. [38] investigated the sorts of

head movements made towards auditory stimuli. The study used a wooden

frame with marks on it, which was placed on the participant’s head. The exper-

iments were recorded on 16-mm video film. Head movements were then mea-

sured after the experiment using a microfilm reader. Though these experiments
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did not specifically evaluate localisation ability, they recorded head movements

in relation to sound for the first time. Using film cameras to record head move-

ments makes measurement of the head movement and processing difficult.

One way around this is to use motion tracking technology from which head

motion data is easily obtained. The first study to use motion tracking technol-

ogy to evaluate absolute localisation ability was by Makous and Middlebrooks

[19]. The study used electromagnetic markers placed on a participant’s head

which measured the rotation of the head in response to a presented sound. The

method showed high localisation accuracy for brief, wideband sounds (RMS of

2◦-3.5◦) with an increase in the error as the stimuli moved away from midline

and to the sides of the participants (maximum of 20◦). This can be explained

by the limited movement of the head at more peripheral angles as well as re-

duced localisation ability at the periphery. Other studies by Recanzone et al.

and Carlile et al. [39, 40], have used motion tracking to evaluate localisation

ability, and found similar findings to the work by Makous and Middlebrooks

[19].

Using head pointing as a method of evaluating absolute localisation ability has

a number of advantages. As previously discussed, head movements towards

sounds occur naturally, and so no training is required to use them to evaluate

localisation, unlike GELP or pointing tasks. Although eye pointing also shows

natural responses to auditory stimuli, head pointing is an easier metric to use

as it does not require complicated setups like eye tracking experiments. With

todays technology, head tracking is easily implemented and provides an accu-
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rate evaluation of sound localisation ability. Head pointing is, however, not the

fastest method of evaluating localisation ability. Each head turn takes time to

complete, making it potentially slower than other methods of indication such

as selecting from a display of possible locations. Measurements of head turn

would also require some form of signal processing to extract salient informa-

tion from the motion tracking data or a method of indication of the location

being localised, i.e. a button press.

Interim Summary of Adult Localisation Ability

Adult humans are very sensitive to interaural cues and as a result are able to

pinpoint sounds in space to a high degree of accuracy. Localisation ability for si-

nusoids varies as a function of frequency, whilst wideband, modulated stimuli

provide us with the best cues with which to localise. The ways in which sound

localisation is measured are numerous making comparisons of results difficult.

Methods range from simple verbal reporting to the use of motion tracking tech-

nology to evaluate a participant’s response to a hidden source. While methods

report different magnitudes of errors in localisation ability, they all show a high

level of accuracy when the sound is presented in front of the listener, and de-

creasing accuracy as the sound moves out to the periphery.
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1.4 Behavioural Testing in Infants

Before findings can be discussed regarding localisation ability in children, the

methods used to obtain localisation data must be outlined. The methods which

are presented in this thesis are all forms of behavioural audiometry (BA). BA

is an umbrella term under which a large number of procedures and techniques

exist, all of which allow the assessment of a child’s auditory system and percep-

tion. All BA techniques follow a simple paradigm, a stimulus is presented and

a change in behaviour is looked for. The complexity of the change in behaviour

varies and will be addressed along with each method. Another difference be-

tween procedures is the way in which responses are encouraged, or rewarded.

Most methods use conditioning and reinforcement to encourage the child to

respond to the stimuli. The ways in which this is achieved vary and will be

addressed when each method is discussed. All BA techniques used two people

who conduct the test, the first engages the child in the task and the second con-

trols the experiment, i.e. present the sounds and rewards.

Early work in BA was not related to sound localisation, but was rather used

to measure hearing thresholds in young children. Pure-tone audiometry used

by audiologists today to measure hearing thresholds in adults involves the pre-

sentation of a tone and the listener indicating if they heard it. Dix and Hallpike

[42] noted that these techniques were not applicable to young children. They

comment that in pure tone audiometry, the relation between a tone and what it

signifies is non-existent in young children. With these restrictions, Dix et al. [42]

proposed a technique referred to as ‘peep-show’ audiometry. Like the popular
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child’s game peek − a − boo, on which its name is based, the procedure involves

an animated puppet which appears when the child responds correctly (press-

ing a button) to the presented sound. Children are first conditioned using both

the visual and auditory stimuli and once conditioned, the auditory stimulus is

presented alone and the visual reward presented if the child responds correctly

to the presented sound. The method was reported by Dix et al. [42] to reliably

obtain hearing thresholds children as young as three years. The downside to

this method is the method of indicating the sound, i.e. a button press. This

would not be possible with younger infants.

One of the most important factors in using BA is to obtain a large number of

responses from the child before they get bored and stop responding. This is par-

ticularly important if the audiologist is trying to measure thresholds, as a cer-

tain number of responses are needed in order to determine a threshold. Suzuki

et al. [43] presented an improved, but similar, method to peep-show audiom-

etry called conditioned orientation reflex (COR) audiometry. Suzuki et al. as

well as Statten et al. [44] noted that as for younger age children, the number of

responses obtained using peep-show drops off drastically and that the response

criteria (i.e. what type of response to the sound is marked as correct) due to the

young child’s age, needed to be made much simper. In the simplified set up

the child is placed between two loudspeakers under which soft toys are placed.

A sound is presented from one of the loudspeakers. The method relies on the

child responding using their natural orientation reflex response and that such

a response can be conditioned. By conditioning the child’s natural reflex be-
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havior to novel sounds it was hoped that more trials could be obtained from

younger children. Using such a method, thresholds can be obtained in 85% of

the children aged 1-3 years, [43]. The COR method was an improvement on the

peep-show method as it conditioned natural behaviour towards novel stimuli,

these are elicited by children who are too young to be able to press a button as

required in the peep show method.

Issues with just conditioning natural reflex responses is that the children soon

habituate. Liden and Kankkunen [45] saw this problem with the COR method

and so devised a new method called visual reinforcement audiometry (VRA).

VRA marks a trial correct if one of the following types of responses are seen to

the stimulus: reflexive or investigatory behaviour, orientation or spontaneous

responses. The set up used is similar to that used in COR methods with the

child placed between two loud speakers and a stimulus then played from one

of them. The child was presented with a reward when they responded with one

of the responses discussed above. Liden and Kankkunen concluded that hear-

ing thresholds were easier to obtain in young children using the VRA method.

The most common form of BA used by most audiologists at a clinical level is

VRA [46]. Today VRA is implemented using a variety of setups with modern

day practices using video screens and DVDs instead of animated puppets [47].

One of the main issues with VRA is that it looks for a wide range of responses

to the sounds. This makes classification difficult and as a result is dependent

on the abilities of the audiologists at judging responses and is subject to ex-

perimenter bias. If the audiologist can not distinguish between a response and
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random or inattentive behaviour then false positive trials will occur (i.e. the au-

diologist scoring a correct response when it was not, and incorrect diagnostics

on the child’s hearing ability will be obtained). One way of reducing experi-

menter bias on the judgment of responses is to make the audiologist blind to

the presentation of the sound. This can be implemented when the audiologist

presents the sound via a button press, however, unbeknown to the audiolo-

gists, the button press will not always present a sound. If the audiologist goes

to present the reward when no sound was presented, a false positive is scored

and no reward is given. If too many false positives are scored the experiment

can be stopped with no results for the experimental block. This form of VRA

is called the observer-based psychoacoustics procedure (OPP) [48]. By track-

ing the false positive rates, the skill of the audiologist can be monitored and if

needs be the testing session can be stopped, however, this still does not address

or eliminate the issue of experimenter bias but simply present a method of over-

coming it. The method also requires that the audiologist has a high degree of

training so that responses can be observed correctly and their false positive rate

not so high that a test can not actually be completed. This makes reducing the

bias in BA techniques very difficult and their application on large scale studies

difficult because highly trained experimenters are required.
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1.5 Spatial hearing in normally-hearing children

Development of the Auditory System

The auditory system undergoes a large process of development and matura-

tion during the first twelve years of life [49]. Early development during the

embryonic stages shows the formation of the basic structures, i.e. inner ear,

cortex and brainstem pathways. The development and full maturation (adult-

like state) of the cochlea occur by the 14th week. By the perinatal period, a peak

rate of development is achieved and the brainstem becomes mature. It has been

shown that auditory processing is taking place at this stage of development in

studies such as those by Kisilevsky et al. [50]. This study found that a babies

heart rate would change differently depending upon whether it was presented

with a recording of its mother’s or a stranger’s voice. These findings suggest

an ability to process and discriminate the difference between voices. By birth

the auditory system is not fully mature but has been shown to process binaural

cues [51]. The full maturation of the auditory system is a point of dispute, some

studies believe that it becomes adult like by the ages of 6-7 years [52, 53], whilst

others believe it continues to develop into the teenage years [54].
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1.5.1 Sound Localisation in Children

Assessment of Spatial Acuity in Children

Measurements of MAAs work well with young infants. The method can be

adapted to look for behavioural changes rather than orientation towards sound

sources, something which requires development of muscles and motor skills.

Morrongiello et al. [55] have measured MAAs in infants as young as 8 weeks

(an error of 27◦, measured as the angular difference between the actual loca-

tion of the stimulus and where the child indicated). Using a classical MAA

setup [16], the infant sat with their parents and sounds were presented from

two loudspeakers. The stimuli used were wideband noise burst (500ms) and

the experimenter was blind to when a trial began. The experimenter scored

a trial as positive if a change in behaviour was observed. The work found a

decrease in MAAs as the children got older, with 24 week old infants having

MAAs of around 18◦. Follow up work by Morrongiello [56] found that from six

months to eighteen months, MAAs again reduce by a third (12◦ to 4◦). Litovsky

[57] found approximately the same MAAs in children aged 18 months (5.7◦).

Litovsky also shows that adult levels of MAA are reached at around five years

of age [57]. Similar to the adult data, it has also been shown that MAA perfor-

mance in children decreases as the reference is moved away from midline [58].

Differences in MAAs can be explained by the nuances of the procedures used

in different studies, however, all the studies show that as the children get older,

their MAAs decrease. The changes in MAAs show that the auditory system
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goes through a process of maturation as discussed in the previous section.

Absolute Localisation in Children

Measurements of MAA are not considered a true evaluation of localisation abil-

ity but similar methods can be used to evaluate absolute localisation ability in

children. Moore et al. [59] used VRA, but instead of conditioning a wide range

of responses, just conditioned head turns. Although the study was not look-

ing at evaluating localisation ability but looking at reinforcement conditions,

it showed that BA techniques could be used in a localisation paradigm. Fur-

thermore, one study has looked into the role of localisation in VRA [60]. The

study found that even when using VRA as a method of measuring threshold,

the child is still localising a sound. If this localisation aspect is taken away from

VRA, the number of responses reduces.

Early attempts to conduct absolute localisation tests with young children were

undertaken by Clarkson et al. [51], who measured head movement towards

the stimuli using surgical tape placed on top of a child’s head as an indicator.

Stimuli were wide-band pulse trains (created using a gated rattle sound). In-

fants were awake and alert, they were held by the experimenter between two

loudspeakers which were placed at either side (±90◦) of them. Although only

two speakers are used, the task is not a discrimination task but one in which

measurements of the accuracy of the childs’ head turn toward a sound sources.

Localisation was measured by measuring the rotation of the head to the sound

source via the tape placed on the child’s head. It was found that for sounds
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played at ±90◦, the absolute average rotation along the azimuth was around

35-40◦. During this procedure no rewards were used to encourage or condition

responses. The method was criticized by Morrongiello et al. [61], who argued

that errors of the strip placement would carry on over to the measurements

and so devised an improved method, involving placement of strips on the in-

fant’s (one to two days old) face and head with the movement being videoed

and scored later using a protractor on the screen. The method also used four

speaker locations (36◦, 54◦, 72◦, and 90◦) and a 500ms noise burst was used.

The study found that the average error was around 26◦. Morrongiello and Roca

[62] also used this method on slightly older children of between six to eighteen

months. They found localisation RMS errors of 16◦ and 6◦ for children aged six

and eighteen months respectively. Data for children aged two and three years

is not present in the literature to the authors knowledge.

Attempts to evaluate children aged four and above was undertaken by Van

Deun et al. [63]. Using an identification task, they found RMS errors of around

10◦ for children aged four years. This dropped to 4◦ (RMS) for the oldest chil-

dren tested (six years). The four year olds showed significant differences from

the other groups (five and six years old and adults). The other groups showed

no significant differences from each other. These findings, as well as those

found by another study, suggest that the binaural system is at adults levels

by the age of five [57].
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Interim Summary of Child Localisation

The auditory system goes through large changes during early infancy and the

first few years of life. Spatial acuity in infants is shown to increase with age.

Measurements of MAAs in 8-week old infants found they are around 27◦ [55],

decrease as infants get older until they reached adults levels (1◦) at 5 years of

age [57]. This development is also reflected in the improvement of absolute

localisation ability. Clarkson et al. [51] found localisation ability in new-born

infants to be around 35-40◦. Van Deun et al. [63] found RMS errors to be equal

to adult levels (4◦) when the children were aged 5 years.

The section has described how many of the approaches towards sound localisa-

tion measurements in younger children are, in the authors opinion, quite crude

(protractor on a video screen), prone to errors and also slow. It is believed that

by using more modern approaches to this problem, these issues can be over-

come.
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1.6 Research Objectives

The binaural system is an important part of our everyday lives, it allows us to

understand speech in a noisy environment and alerts us to the location of po-

tential dangers. Assessment of a subject’s binaural system can be achieved by

evaluating their localisation ability. A number of localisation studies have been

carried out in adults, but few have been conducted with children under five

because evaluation of a child’s localisation ability is difficult. It has been dis-

cussed in this chapter that the binaural system is seen to go through a process

of maturation during the first five years of life.

One of the first problems to overcome is, how do you know when a child has

heard a sound? In adult localisation studies, this can be achieved, for exam-

ple, with a button press or the subject verbally reporting. These approaches

are not possible to deliver consistent results in young children. To overcome

this problem, previous studies have employed BA techniques which look for

changes in behaviour as an indication that the child has heard the sound. Such

an approach can be performed with very young children, however, it requires

at least two highly skilled experimenters to keep the child interested in the task,

control the experiment and judge responses. If used in large scale studies this

would be both labour intensive and time consuming.

Another issue with the current approaches discussed in this chapter is, how do

you know where the child has turned to in order to evaluate their localisation

ability? Previous methods discussed analysed the responses once the experi-

ment was over, this again is both labour intensive and time consuming for use
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in large scale studies.

Development of a method which could simply and accurately evaluate the lo-

calisation ability in children under five would make further research into the

development of the binaural system easier and allow for a large population

of children to be tested. As well as normal hearing children, having a tool to

evaluate the binaural system would allow for better evaluation of, and also the

development of, bilateral cochlear implants in children. This might be a way

to conduct larger studies with BiCi quicker and in a cost effective way. It could

also be used to look at new coding schemes and ways to maximise the effec-

tiveness of BiCi in children.

The overall aim of the project is to develop a new method which can be used

to obtain localisation responses from young children and develop techniques

which can analyse and score these responses. Such a technique would be valu-

able as it would allow research into the binaural system of young children. This

would not only inform how the binaural system develops through childhood

(especially in children aged between two and three, where no literature is pre-

sented) but also could be used with binaural cochlear implant children to look

at ways of improving binaural hearing in cochlear implants. For such a method

to be developed a number of objectives must be accomplished. The objectives

are:

1. Develop a game-like method which is engaging to the child and from

which a large number of response can be obtained,

2. Collect data on the localisation ability of normal hearing children ranging
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from one to five years,

3. Develop and accurate and fast method of measuring children’s localisa-

tion ability so that response can be processed on a trial by trial basis,

4. Develop a way of measuring a response to a sound, from a child, based

on a set of criteria.
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1.7 Thesis Layout

Chapter two will discuss the experimental and laboratory setup which will be

used to develop and test the new method. Chapter three will present and dis-

cuss results of the localisation method in terms of how successful it is at keeping

the child engaged in the task. Chapter four will look at how to measure local-

isation ability using the new method and the results obtained during testing.

Chapter five discuss methods of classifying head turn responses automatically

using the raw motion tracking data. Chapter six is a discussion and draws

conclusions regarding the findings of the thesis.
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Chapter 2

Experimental Setup

2.1 Introduction

Chapter one discussed the methods which have been used to evaluate locali-

sation ability in young children and also proposed the development of a new

method which would improve upon previous methods. Before the new method

can be presented, a full overview of the laboratory in which the method is im-

plemented must take place.
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2.2 The Laboratory

2.2.1 The Anechoic Chamber Setup

All experimental procedures described within this thesis were carried out in an

anechoic chamber (AEC) situated in the Psychology Department of the Univer-

sity of Nottingham. The AEC is a 5m x 2m room with triangular acoustic foam

(0.8m long) placed on all walls, including the floor and ceiling. The AEC con-

tains a custom-built setup (sound play back, visual environment etc) referred to

as the ’Simulated Open-Field Environment‘ (SOFE). A full, in depth overview

of the system can be found in Seeber et al.[64]. This chapter will discuss parts of

AEC and SOFE developed or used specifically by this project. Figure 2.1 shows

parts of the SOFE systems inside the AEC.
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Figure 2.1: Systems within the AEC. 1 - 36 speakers arrange in 10◦ intervals around

the participant. 2 - Three video screens (2.1m wide) made of acoustic

transparent material. 3 - Three full high definition projectors, two ei-

ther side also placed slightly above side screens (not visible in picture).

4 - Four motion tracking receivers placed on the roof of the AEC, four

more are also placed around the seat.

2.2.2 The Control Room

The control room is situated adjacent to the AEC. The control room contains two

independent computer systems, these are referred to as the audio PC and video

PC. The primary function of the audio and video PC is to respectively control

the audio playback and the visuals which appear on the projector screens re-

spectively . The audio PC and video PC are connected to a high speed network

inside the control room which allows for fast communication between the com-
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puters and devices. Also situated in the control room are the motion tracker

unit and the amplifiers used for sound playback. Figure 2.2 shows the layout

of the control room.

Figure 2.2: Systems within the control room of the AEC. 1 - Computer rack contain-

ing the video PC and audio PC. 2 - Amplifier racks containing 48 ampli-

fiers (two channels per rack mount amplifier) which drive the speakers

inside the AEC. 3 - Control point of the audio PC. 4 - Control point of

the video PC.

2.2.3 Connections within and between the AEC and Control

Room

Figure 2.3 shows the connections between the systems inside both the AEC and

control room and the connections between the two rooms, the schematic also

shows how the systems are linked and over what protocols. This diagram is
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used to show how the different systems communicate and interact when they

are discussed in this thesis.

Figure 2.3: Connections between the systems of the AEC and the adjacent control

room. Also labeled are the types of connection between each system

and in the case of devices connected to the local area network (LAN),

the type of protocol used.
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2.3 Motion Tracking

The new localisation method requires the measurement of localisation responses

to auditory stimuli. A method of doing this is to use motion tracking technol-

ogy.The motion tracking system used is the Liberty Latus tracking system [65].

This system was used in the study because it was already part of the AEC and

the SOFE system.

The system works using electromagnetic motion tracking markers which are

placed on the object or person wishing to be tracked. The markers track in

both polar (azimuth (Az), elevation (El) and roll (Ro)) and Cartesian (X,Y,Z) co-

ordinates. This type of tracking is referred to as six degrees of freedom (6DOF).

These degrees are shown in Figure 2.4 in reference to a head and torso. This

thesis will mainly look at the rotation of the head along the azimuth to a sound

source.
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Figure 2.4: Co-ordinate system to describe responses to the auditory stimuli.
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Motion tracker receivers

The motion tracking system consists of eight tracking receivers which are placed

at defined locations within the AEC. These are in turn connected to the video PC

via the motion tracking unit inside the control room. The receivers are placed

on both the ceiling and floor of the AEC to allow for maximum tracking cov-

erage around the participant. The layout of the receivers placed on the ceiling

and floor are shown in Figure 2.5 and Figure 2.6 respectively.
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Figure 2.5: Schematic and picture of the four motion trackers placed on the ceiling
of the AEC. Markers placed on floor and ceiling to increase coverage.
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Figure 2.6: Schematic and picture of the four motion trackers placed on the floor
and around the seat of the AEC. The markers, along with those placed
on the ceiling provide dense coverage around the participant.

The motion tracker is specified to track with an accuracy better than 1◦ and with

a quoted spatial resolution of under 1cm (manufactures specification ([65]) and

also verified by a member of the MRC Institute of Hearing Research).
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Motion Tracker Markers

Along with the receivers, the motion tracker has four motion tracking markers

which are used to track the response of the participant to the auditory stim-

uli. Each marker weights approximately 80grams and has the dimensions,

7.4x4x2.2cm (length, width and height).

During the development of the method it was unclear exactly what sort of re-

sponses would be made to the sounds presented so all four markers were used

and placed on the participants head, body and arms. Placement of the markers

on the participant is shown in Figure 2.7.

Figure 2.7: Red boxes show the locations of the motion tracking markers. The mo-
tion markers are held in place via the motion tracking gear worn by the
child.

The markers were attached onto clothes (motion gear) which the child would

wear over their own clothes. The ’motion gear’ worn is shown in Figure 2.8.
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Figure 2.8: Picture showing the motion gear which the child wears over their own
clothes. The motion trackers are attached to the motion tracking gear
using industrial Velcro.

The small size and weight of the makers made it possible to fit them easily to the

participants (placed upon special garments) without obstruction to their move-

ment. The motion tracking markers are held in place using Velcro attached

to the top of the crown and the motion tracking marker respectively. This al-

lows for the motion trackers to be removed for calibration and battery changing

whilst at the same time providing a reliable method of attachment to the motion

tracking gear. The head markers are placed forward facing onto straps on the

crown. They are attached to the top of the jacket, between the subjects shoul-

der blades. The hand markers are attached by placing them into small pockets

sewn onto the wrist bands. Issues did arise from certain children who did not

enjoy wearing the garments to which the motion trackers were attached. This

is discussed in depth later in the thesis.
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Control of the Motion Tracking System

The tracking system is controlled via an independent program (developed by

the author in Python [66]. The program was developed in Python as it was

faster than MATLAB at reading the motion trackers serial port. The program

is controlled via open sound control (OSC) messages. OSC is a protocol com-

monly used for the control of music instruments, however, the language allows

for the control of almost any device over a network and was used because it

was already used by the visual environment as developed by Seeber et al. [64].

OSC works by sending a key word along with a message. The keyword tells

the receiving device what to expect and the message contains the data which is

being passed. The OSC messages are sent from MATLAB (on the audio PC) to

the motion tracking controller (video PC) over UDP to a specific IP and port.

The Python script interprets the OSC message and in turn controls the part of

the program called by the OSC message. For example, to collect head data, the

OSC message ′/startcollecting′ as well as an integer telling the Python program

how long to collect motion tracking data for. The Python program connects to

the motion tracker via a serial port. As well as controlling the motion tracker,

the motion tracker controller also creates folders and files on the video PC to

contain the motion tracking data on a session basis. This information is again

sent via a OSC message from the MATLAB script. A full list of the OSC mes-

sages and functions they control is shown in Appendix C.
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Calibration of the Motion Trackers

When the motion tracking system is first switched on, the motion tracking

markers are not seen by the computer and they must first be initialised. Once

initialised the motion trackers are calibrated. The launch and calibration of

the markers is done via the motion tracking controller and controlled from the

MATLAB experimental script. The calibration involves placing each marker

in a set location (where the participants head is during the experiment) and

then aligning them to the midline speaker until they read zero degrees. This

is done because sometimes the marker will be 180◦ out. To overcome this, the

marker was powered down and powered back up again. This procedure was

introduced to reduce the issues regarding the motion tracking changing their

polarities during a testing session or during a trial. Although correct launching

and calibration of the markers reduced this happening, the issue still remained

on some occasions and the data had to be post processed to eliminate these

unwanted effects.
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2.4 Visual Environment

The visual environment is the name given to the program which controls the

three video screens inside the AEC. Three projectors (Epson EMP TW-2000 [67])

mounted 2.2m above the AEC floor project images onto three 2x2m acoustically-

transparent screens. The images are also mirrored, using an image splitter, onto

three screens inside the AEC so they can be observed by the experimenters in

the control room. Figure 2.9 shows the three screens onto which characters and

backgrounds are projected.

Figure 2.9: The three video screens inside the AEC with an example background
and a character (sun).
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The visual environment (VE) is a custom-built program written in the C pro-

gramming language. The original VE was developed by Seeber [64] and later

adapted to three screens for this thesis by the author, B.Seeber and V.Chilekwa.

The program is built using the OpenGL and GLUT libraries [68] which allow

for the creation of screens and images along with their manipulation (move-

ment, rotation etc) in real time. Added to the visual environment code were a

number of functions which allowed for the loading of bitmaps into the visual

environment and functions which allow for the movement and manipulation of

images. The visual environment code was already able to interpret OSC mes-

sages which could be sent from a number of devices or programs, e.g. MATLAB

or a roller-ball mouse. The code was expanded by the author to include the in-

terpretation of OSC messages which could be used to manipulate the images

on screen.

The images are rendered on the screen using 2D ’sprites’. The 2D sprites are flat

squares onto which the images are rendered. A function is used to upload all of

the possible images available into a structure when the program is first run (a

total of around 20 such images are currently used). A maximum of four sprites

can be on the screen at any one time (including the background image), addi-

tion of more sprites is possible, however, the speed of the visual environment

slows down noticeably. All of the properties regarding the image are stored

in the code via structures, i.e. the images size, location, type of image being

displayed, and if it is being displayed or not. Parts of the image structures are

changed via OSC messages. For example, if the size of the image is wished
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to be changed, the UDP message ’/object1size’, followed by a scaling factor,

is issued. A set of structures and OSC messages are also used to control the

background images in a similar way. A full list of OSC messages and what they

control can be found in Appendix B.

The characters used in the visual environment are shown in Figure 2.10. Char-

acters were obtained from a number of sources, the dog and sun characters

were obtained from the MRC Institute of Hearing Research’s, the sheep was

obtained from [69], the pig from [70] and finally the goat from [71]. These char-

acters were not tested beforehand to check if children could identify the ani-

mals. They were also not checked for any bias which they might introduce, for

example, the child being frightened of a particular animal presented.

Figure 2.10: The characters which are used within the visual environment. The
characters can be projected and moved on the screen independently.
The visual environment allows up to around four such characters on
the screen at any one time.
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2.5 Video Cameras for Response Judgments

Chapter one discussed a range of different methods which are used, or have

been used, to measure localisation ability in young children. All of these meth-

ods required at least two experimenters, one who controlled the experiment,

i.e. presented the auditory stimulus and visual rewards, and a second experi-

menter who kept the child engaged. The method to be developed in this the-

sis will also use two experimenters, however, both will control the experiment

whilst the visual environments and screens keep the child engaged. In order to

monitor the child and their responses three video cameras are placed inside the

AEC. The camera placement is shown in Figure 2.11
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Figure 2.11: Top view of the camera layout and coverage within the AEC. The cam-
eras were placed so that full coverage of the participants was achieved.
The cameras were placed on mounts which allowed full three dimen-
sional adjustment allowing the cameras to be set up for maximum cov-
erage for each participant.

The AEC contains three HD video cameras, Sanyo VCC-HD4000 [72]. The cam-

eras are mounted on custom-built mounts (constructed by the Institutes work-

shop) and are placed in front and to the sides of the participant (see Figure 2.11).

The cameras are visible to the participants and are fixed about a meter away

from them just below the projection screens. Placing the cameras in this loca-

tion allows for the clear view on the video feed of the participants head, eyes

and torso.

The cameras are controlled using Sanyo-VMS software [72]. This software con-
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trols the cameras over the network and records their outputs onto the audio

PCs hard-drive. The software also allows viewing of all three cameras simulta-

neously on one screen at a rate of 25 frames per second.
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2.6 Speakers and Sound Playback

The AEC contains 48 custom-built loudspeakers, 36 speakers are placed at ear-

height (1.24m above the floor) along the azimuth plane with a separation of

10◦. A further twelve speakers are placed in the floor and ceiling to allow for

the simulation of rooms, this feature is not used in this thesis.

Figure 2.12: One of 48 custom built speakers inside the AEC. The speakers are
placed along the horizontal in 10◦ increments. Full description and
schematic of the speakers is provided in [64]

Each speaker is driven by a Alesis R© RA500 amplifier [73] located in the control

room. Sound playback is achieved via Matlab which is run from the audio PC.

Such a system allows for the 48-channel system to be equalized in real time. A

more in depth description of sound playback system can be found in [64]. Five

speakers are used in this thesis, the auditory stimuli and it’s parameters will be

discussed where appropriate.
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Chapter 3

Description of the AnimalSeek

Method Used To Evaluate

Localisation Ability in Children

Under Five

3.1 Introduction

This chapter proposes a new method called AnimalSeek which can be used to

evaluate localisation ability in young children aged between one and five years

of age. For the method to be successful, it must be able to keep the child en-

gaged in the task which is being used to evaluate their localisation ability.

The children’s localisation ability was measured via motion tracking technol-
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ogy. Analysis of the motion tracking data is discussed in chapter four (see

page 87).

This chapter will firstly discuss the procedural aspect of the BA techniques,

their issues and how parameters of these have been changed in order to increase

the number of responses obtained during testing session. Once key points from

these studies are highlighted, the AnimalSeek method is discussed in depth in a

step by step manner. The number of responses the AnimalSeek method obtains

are then presented and discussed.

3.1.1 Methods for Increasing the Number of Responses in Be-

havioural Audiometry

BA has been used to evaluate both localisation ability and to obtain hearing

thresholds with most BA techniques usually involving at least two experimenters.

The first experimenter controls the experiment whilst the second sits in front of

the child and engages them in the task. Being able to reduce the BA technique

to one experimenter would make the method more efficient and therefore more

beneficial in a clinical setting. However, reducing the method to one experi-

menter does increase the possibility of experimenter bias which affects the re-

sults. The method presented uses two experimenters to judge the responses the

children makes the the auditory stimulus.

During a BA trial two key events take place; firstly the presentation of the au-

ditory stimuli and secondly the presentation of a visual reward. Both of these
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events can effect the number of responses obtained from the child being tested.

Effects of Stimuli on Number of Responses

Early studies of infant audiometry by Hoversten et al. [74] found that auditory

stimuli and their intensities had an effect on the number of head turn responses

obtained from young infants. The study found that infants responded more

consistently to human speech as compared to a 4kHz tone. Other studies such

as Thompson et al. [75] and Weiss et al. [76] showed similar results to Hover-

sten et al. [74], with more responses obtained when a voice-like stimulus was

used. This suggests that the best stimuli for eliciting responses are those which

are either speech or which possess speech characteristics. Similar findings are

seen in animal behavioural studies with species-specific sounds [77].

As well as its frequency content, the duration of a stimulus has an effect on the

eliciting of head turns. Clarkson et al. [51] found that newborns orientate to

wideband rattle sounds which are both short (one second) and long (twenty

second). Stimulus which are shorter than one second have shown to lead to

fewer responses [78].

Effects of Rewards on Number of Responses

Rewards are used to condition a child to respond to a sound. If a sound is pre-

sented and the child responds correctly, a visual reward is presented. Moore et

al. [59] showed that the number of responses obtained from a child were influ-

enced by the types of reward presented. The study used four types of reward;
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no reward, social reward, simple visual reward (i.e. a blinking light) and a com-

plex visual reward (i.e. an animated toy). The study found that a complex vi-

sual reward provided the most trials before the child stopped responding. More

recently, several studies have investigated the effects of a complex reward i.e.

using a video screen showing a children’s DVD instead of a mechanical puppet

[79, 80, 79, 81]. These studies found that the video screen obtained a higher

number of responses compared to the traditional animated puppet.

Another aspect of the reward which can be altered is the duration of presen-

tation. Culpepper and Thompson [82] found that with pre-term two year olds

presenting the visual reward for four seconds produced fewer responses (be-

fore habituation) as compared to presenting the reward for half a second. The

number of rewards also has an effect on the number of trials. Thompson et al.

[83] found that if several different rewards were presented to the child during

a testing session, the longer the child would take before responding. Moreover,

the study found that introducing a ten minute break between testing sessions

led to an increase of five trials per session.

Primus et al. [60] found that by presenting the auditory stimulus away from

the visual reward affected the number of responses. The study used three lo-

cations: the reward location itself, above the child’s head and directly opposite

the reward location (i.e. if the stimuli was presented at +50◦, then the reward

would be presented at -50◦). Presenting the auditory stimulus at the opposite

side to the reward produced the fewest trials. This is because the two are spa-

tially separated and the meaning of the reward in relation to the sound cannot
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be established by the child.

3.1.2 Motivation and Proposal of the AnimalSeek Method

This chapter will present the AnimalSeek method which can be used in the eval-

uation of the localisation ability of a child under five. The method is developed,

based on the studies above, to obtain the highest number of responses before

the child becomes disengaged with the task and stops responding. Unlike pre-

vious BA methods, no experimenter is required to be placed in front of the child

- instead the child is engaged in the task via the three large video screens of the

visual environment discussed in chapter two (see page 41).

Aspects of the method will be altered in order to see how the number of re-

sponses can be increased; in particular, where the reward is presented in rela-

tion to the auditory stimulus.
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3.2 The AnimalSeek Method

The procedure is split into three main stages: the start of the trial and sound

presentation, the presentation of a reward and the end of the trial. A trial shall

be discussed in a step by step process.

Beginning of a Trial and Stimuli Presentation

Responses were judged based on the responses the children gave. By doing this,

no button presses or other forms of indication were required and as a result the

method can be used with a wide age range of children. One of the issues with

developing a method which can be used with children of a wide age range is

the types of instructions given to them. For this reason the procedure was re-

quired to produce head turn responses towards auditory stimulus without giv-

ing instructions to the participant. During pilot testing it was found that when

testing normal hearing older children (three plus years) some instructions were

required in order to make the children at ease when first visiting the AEC. As

a result a simple instruction of ′ f ind the animal′ was given before the children

began their first testing session. For all children under three years of age, no

instructions were given. This approach proved successful. The procedure also

did not use any form of conditioning so that exposure to the task was limited

and responses were as natural as possible.

When ready, the child put on the motion tracking equipment as described in

chapter two. The child then sat on their parent’s/guardian’s lap unless old
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enough to sit on their own. If sat on their own, in order to reduce any anxiety

the child might have had about the AEC, the parent was to take the child into

the AEC and then stand at the back, out of sight of the child, and asked to re-

main silent throughout testing.

The method uses no experimenter inside the AEC. The child is engaged in the

task using cartoon characters projected in front of and to the sides of the child.

A trial begins with a character flashing twice (on and off) at midline for a du-

ration of two seconds (on/off time of 500ms). After the second disappearance

of the character, a short random delay (approximately 0-100ms) was added so

that the child could not learn the exact time the stimulus were presented. After

this delay, the sound was presented. The sounds were designed to be as easy

to localise as possible. This required them to be above threshold, have a wide

frequency range and be modulated in accordance with the literature. The stim-

ulus was a child speaking animals name (dog, pig, sheep, goat and sun). The

animal names related to the rewards which would be presented. The stimuli

were around 1500ms long and presented at 60dB SPL with a random level-rove

of ±6dB SPL. The stimuli were presented randomly from one of five speaker lo-

cations (0◦, ±30◦ and ±70◦) along the azimuth, positive speaker locations were

to the right hand side of the child (see Figure 3.1).

Response Judgment

After presentation of an auditory stimulus a response by the child to the stim-

ulus was looked for. Responses were judged from a live video feed from inside
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Figure 3.1: An overhead schematic of the AEC. The five red speakers correspond

to the directions used in the experiment.

the AEC. The video feed allowed the judges to see the front and both sides of

the children’s head, eyes and torso. Sound presentation was initiated by the

experimenters and the direction of the auditory stimuli were known to them.

A response was marked as either correct or incorrect and then categorised to

allow for the evaluation of the method. If a response was correct then it cate-

gorised into one of the following criteria:

• Head turn towards the sound source from which the stimulus was pre-

sented

• Eye movement towards the sound source from which the stimulus was

presented

• Hand pointing towards the sound source from which the stimulus was
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presented

If a response was scored as incorrect it was then categorised into one of the

following:

• Head turn not towards the sound source from which the stimulus was

presented

• Eye movement not towards the sound source from which the stimulus

was presented

• Hand pointing not towards the sound source from which the stimulus

was presented

• Null response.

To reduce errors in the response judgments, the number of response criteria

was kept low so that correct and incorrect trials were easy to identify and cat-

egorise. The number of speaker locations were kept small for similar reasons.

Using the frontal camera, it was possible to judge which side the child turned to

and using the side cameras it was possible to see which speaker the child was

turning to. Experimenter bias was reduced by keeping the types of responses

classified low (head, hand and eye) and by using two experimenters.

Judgments were made shortly after sound presentation by the two experimenters

independently and recorded on sheets containing the trial number and response

options. If there was a conflict in judgment a ‘null response’ was scored, this

was to maintain the flow of the testing and not hold up a trial by deciding what
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response was observed. A trial was also scored a ‘null response’ when the child

did not seem to be trying to localise the sound, for example, when a sound

was presented and the child turned to their parent/guardian (if sat holding the

child or sat at the back of the AEC), the child started crying, or tried to get off

their parents/guardians lap.

Blocks were terminated early if five no trials were observed in a row, this was

to reduce the stress on the child if they were not responding and also provided

an indication of how effective the method was without trying for excessive

amounts of time.

Reward Presentation

A correct response to the sound resulted in an animated (spinning or waving)

visual reward being presented. If the child produced an incorrect responses,

the visual reward was still presented but remained static, i.e. it was not ani-

mated. Where the visual reward was presented in the visual environment in

reference to the auditory stimulus is a topic of interest and will be discussed in

the following sections. The visual reward was presented (static or animated)

for 2000ms. A short time was used so that exposure to the reward would not

reduce the number of responses (as shown by Culpepper et al. [82]). Thomp-

son et al. [83] showed that using more visual rewards obtained more responses

before habituation. Therefore, a total of five different animated characters were

used (see Figure 2.10). The number of characters which could be used was lim-

ited by the number of animals present in the speech corpus (Institute’s in house
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corpus). The rewards presented are dependent on the auditory stimulus, i.e.

the word dog, resulted in a picture of a dog being presented.

End of a Trial

At this point in the trial, it is assumed the child has turned to the sound pre-

sented off midline (zero degrees). With each trial starting at midline, it is im-

portant to get the child looking back there before the next trial can begin. To

encourage the child to move back to midline the visual reward, after being pre-

sented, scrolls back across the screens to the midline (front).

During the testing of children aged between one to five years, it was found

that all children tracked the character back to the midline and were ready for

the next trial. It is also noted that even if the child responded incorrectly, the

scrolling visual reward is still useful for drawing the child’s attention back to

the start of a trial. This allowed the experiment to flow trial by trial without the

need for a second experimenter inside the AEC capturing the child’s attention

at the start of each trial.

3.3 Experimental Design: Effect of Reward Location

on the Number of Responses

It is common for most BA techniques to present the visual reward in the same

location as the auditory stimulus. Issues with this are that the child can learn
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Figure 3.2: Figure shows an over view of the AEC and the child in the center. In or-

der to re capture the child’s attention and start each trial from midline,

the character presented as a reward is scrolled slowly back to midline

(taking approximately five seconds). It was found that with all of the

age groups this scrolling action was very good at drawing their atten-

tion back to midline without the use of an experimenter inside the AEC

or instruction.

where the auditory stimulus is being presented from by simply learning where

he/she sees the visual reward. This is particularly true if only a few auditory

locations are tested. One way to overcome this would be to spatially separate

the two, however, as discussed, Primus [60] found that separating the reward

and the auditory stimuli by too much results in fewer responses. To overcome

this, the visual reward was presented close to but not at the stimulus location

at a random location within 20◦ of the auditory stimulus. By doing this, the

child still had to turn to the direction of the auditory stimulus to see the reward

i.e. the two are related, but the visual reward did not show where the auditory

stimulus was presented. It was hoped that by doing this, the task would still

remain game-like, reduce any learning effects and not affect the number of re-
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sponses obtained. To test that spatially separating the two does effect response

performance, another type of reward location was tried where the reward was

presented always at zero degrees. In accordance to the Primus [60] study, this

was believed to be the least interesting for the children and that the number

of responses would be less than both presenting the reward at, or close by, the

stimulus location.

The three reward types are defined as follows:

• Reward type zero: Reward always presented at zero degrees (i.e. midline)

• Reward type at location: Reward presented at the stimulus location

• Reward type jittered: Reward presented at a random location ±20◦ about

the stimuli location.

The study was broken up into three visits for each participant. Visits were

spaced around one week apart (depending on time commitments of the par-

ent/guardian and child). Each visit contained three blocks, with each block

consisting of 30 trials. Each block would last around five to ten minutes de-

pending on the compliance of the child.
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Figure 3.3: Overview of the three reward types used. The red speaker corresponds

to where the sound was presented from, the smiley face shows the lo-

cation of the reward. The ’jittered’ condition presents the reward ran-

domly at a location equally 20◦ within where the auditory stimulus was

presented.

With each child visiting three times, there was a total of nine blocks (270 trials).

During each visit, each reward type was tested. A Latin square design [84] was

used to balance the rewards over the three visits. This resulted in each reward
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being the first, second or third block in the visits. Each child was assigned a

random Latin square upon the first visit using a script developed in MATLAB.

An example can be see below in Table 3.1.

Block 1 Block 2 Block 3
Visit 1 zero at location jittered
Visit 2 jittered zero at location
Visit 3 at location jittered zero

Table 3.1: Example of how reward types are randomly assigned to each child using

a Latin square design. Each square was generated for the child upon

their first visit. The latin square was generated using functions con-

tained within the LATSQ toolbox [85]

Breaks of approximately ten minutes were given between each block, following

the work of Thompson et al. [86], who showed that ten minute breaks between

blocks increased the number of responses in subsequent blocks compared to no

breaks being given. During the breaks, the children were free to move around,

play with the toys in the control room and to have refreshments.
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3.4 Participants

Participants were recruited using several methods. These included the distri-

bution of fliers and posters at local community and play centers, postings on

websites (i.e. http://www.netmums.com) and via direct email contact. The

information pack given to interested parents/guardians is reproduced in Ap-

pendix D.

In total around 35 normal-hearing children were recruited into the study. Of

these seven children did not complete all visits; two due to ear related prob-

lems, and five due to other commitments. According to parental report, the

children had normal hearing and had not recently suffered from a cold or other

sickness. The children, also according to parental report, had no disabilities

or learning difficulties. Older children (three years plus) were given hearing

screens (20dB SPL) up to 8kHz on their first visit, using play audiometry. Ap-

proval for the study was obtained from the Research Ethics Committee of the

Department of Psychology of the University of Nottingham. Parents gave writ-

ten informed consent. The parents of child participants were given an inconve-

nience allowance to cover their travel and time costs.

Participants were split into three age groups, the age groups were decided

based on the number of participants available and the age groups boundaries

were created to maximize and balance the number of children in each age

group. This was so that analysis and comparisons of the age groups were pos-

sible.

The three age categories are show in Table 3.2 along with the standard deviation
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and mean of their ages.

Age Group N Mean age in years (SD)
1.0-2.2 years 11 1.68 (0.26)
2.2-4.0 years 9 2.86 (0.35)
4.0-5.0 years 8 4.24 (0.36)

Table 3.2: Total number of participants, N, for each age group. The mean and stan-

dard deviation (SD) of each groups age is also shown.
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3.5 Results

The success of the procedure was judged by looking at both the total number

of trials (sum of both correct and incorrect trials) obtained by the method, that

gives an indication of how long the child is willing to sit before becoming bored

and stops responding, and also the number of correct head turn responses ob-

tained, i.e. the number of head turns to the target stimulus which were used

to evaluate localisation ability. Also discussed are the numbers of incorrect re-

sponses including incorrect head turns and also null responses. Null responses

are a good indication of how effective the method is at keeping the child’s at-

tention and levels of boredom. The areas reported are the effects of age on the

method, the effect of exposure to the task and finally the effect of the reward

type on the number of responses obtained.

3.5.1 Effect of Age on the Number of Responses

Age (years) Total Responses M(SD) Total Correct M(SD) Correct Heads M(SD)
1.0-2.2 20.4(5.5) 12.6(5.6) 9.2(5.2)
2.2-4.0 23.4(5.1) 14.9(5.5) 10.4(4.3)
4.0-5.0 26.9(4.1) 19.8(6.0) 12.5(3.8)

Table 3.3: Mean (M) and standard deviation (SD) for the total number of responses
and the correct number of head turns for each age group per block. Data
is averaged over the three rewards types and across the three visits.
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Age (years) Total Incorrect M(SD) Incorrect Head M(SD) Null M(SD)
1.0-2.2 7.9(2.0) 0.4(0.4) 7.2(1.7)
2.2-4.0 8.4(2.0) 0.8(1.0) 6.9(2.9)
4.0-5.0 7.1(2.9) 0.6(0.7) 5.9(2.4)

Table 3.4: Mean (M) and standard deviation (SD) for the total number of incorrect
responses, the total number of incorrect head turns and the number of
null responses for each age group per block. Data is averaged over the
three reward types and across the three visits.

This section performs a number of statistical tests to compare the different age

groups, reward types and task exposure. These statistical tests shall be dis-

cussed at the start of each section where applicable. The statistical tests used

in this section are Kruskal Wallis tests. The test is used to see if the data being

compared is from the same distribution i.e. are the age groups the same. If

differences are seen between the groups, a Mann-Whitney U-test is performed

in what is known as, post hoc analysis. The Mann-Whitney U-test is used to

see if the two sets of data are the same e.g. differences between age group

1.0-2.2 and 2.2-4.0 years. A Bonferroni correction is used to remove the effect

of the multiple comparisons of the groups. Table 3.3 shows the mean number

of total responses, the mean number of total correct responses and the mean

number of correct head turn responses averaged for all three age groups and

averaged over all reward types and visits. As expected, the data shows an in-

crease in all the responses as the children get older. For the total number of

responses, this increase is significant between the age groups (Kruskal-Wallis

test, H(2) = 7.3, p < 0.05). Post hoc tests show a statistically significant differ-

ence only between age groups 1.0-2.2 and 4.0-5.0 years (Mann-Whitney U-test

with Bonferroni correction, z = 0, p < 0.017).
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Table 3.4 shows the total number of incorrect responses, number of incorrect

head turn responses and the number of null responses. The number of total

incorrect responses is highest for the middle age group (2.2-4.0 years) with the

least numbers of correct responses being the oldest age group, 4.0-5.0 years, sta-

tistically there is no difference, however, between the age groups.

It was expected that the youngest group would have the most incorrect re-

sponses out of all of the groups, however, this is not the case. When looking

at the null responses however, i.e. ones which are due to inattentiveness of the

child and cannot be categorised, the youngest age group (1.0-2.2 years) shows

the most. Differences between the age groups are not significant for null re-

sponses.

When evaluating localisation ability, we require a high number of correct head

turns, across all age groups we see an increase, however, statistically there is

no difference. The biggest difference between the correct number of head turns

and the total number of responses is for age group 4.0-5.0 years, with correct

head turns making up 46.6% of the total number of trials. The smallest differ-

ence is for age group 2.2-4.0 years, with head turns making up 44.5% of the total

trials. The lowest number of incorrect head turns are for age 1.0-2.2 years (45%),

the most incorrect head turns are seen in the age group 2.2-4.0 years, difference

of the number incorrect head turns between age groups are not significant.

The method shows that it is possible to obtain responses from children as young

as one years old even without an experimenter keeping the child’s attention. As

predicted it can be seen that the number of responses is age dependent. In the
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youngest age group, the mean number of correct and total response was less as

compared to the other two groups. The oldest group, 4.0-5.0 years, showed the

most responses in terms of both correct and total response, they also showed

the lowest number of null responses. This was expected, with the younger chil-

dren not willing to sit for as long as the older children.

Other BA studies use innumerable different stimulus and testing conditions.

Such studies have the number of trials ranging from approximately 10 to 30

trials for children aged between one and two years [87, 88, 89, 90, 91]. Studies

using VRA to evaluate localisation ability do not comment on the number of

trials obtained. If the total number of responses is taken as the measure, then

the AnimalSeek method is comparable to other studies. This suggests the child

is interested in the task and is willing to sit and engage in it, but the amount of

correct head turns is only around 50% of the total number of trials. This could

be due to the motion tracking gear the child wears causing them to be distracted

or the fact the children were not conditioned to the auditory stimulus in an at-

tempt to obtain natural head turn responses.

Total correct responses made up 61.6% of all of the responses made by age

group 1.0-2.2 years, 63.8% were correct responses made by 2.2-4.0 years and

73.7% of the responses were correct for the age group 4.0-5.0 years.

The next section will look at the number of responses with respect to the differ-

ent visits and also the blocks within those visits. Such analysis will show how

well the AnimalSeek method is at engaging and motivating the children.
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3.5.2 Effects of Exposure to the Procedure on the Number of

Responses Obtained

A major issue when testing children using a behavioural task is that they be-

come bored with the task and stop responding. For this study a large set of

data was required so that localisation ability could be investigated. For this

reasons it was understood that to increase the number of responses, the testing

must be divided into a number of different visits (with time between each visit)

and each visit divided into a number of different blocks (with breaks of at least

ten minutes between each block).

Responses Over Three Visits

The statistical tests used in this section are the Friedman test and also the Wilcoxon

signed-rank test. The Friedman test is used to look at the differences between

the age groups when they have repeated measures i.e. multiple visits or blocks.

The Wilcoxon signed-rank test is used as a post hoc test used to look for dif-

ferences between individual measures e.g. the difference between visits one

and two. Table 3.5 shows the total number of responses, total number of cor-

rect responses and the number of correct head turn responses averaged over all

blocks and reward types. Table 3.6 shows the total number of incorrect trials,

the number of incorrect head turn responses and the number of null responses

averaged over all blocks and reward types.

Testing was broken down into three visits to limit the effect of the game be-
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Total Number of Responses M(SD) Total No. Correct Responses M(SD) No. Correct Head Turns M(SD)
Visit 1 2 3 1 2 3 1 2 3
Age

1.0-2.2 20.3 (5.6) 20.7 (8.3) 20.3 (5.3) 13.8 (5.5) 12.0 (7.6) 11.8 (6.1) 10.1 (5.1) 9.5 (7.0) 8.0 (5.6)
2.2-4.0 24.0 (9.3) 23.7 (5.3) 22.3 (5.6) 17.6 (9.0) 14.7 (5.9) 12.4 (5.1) 13.1 (7.1) 9.6 (5.2) 8.5 (4.8)
4.0-5.0 27.3 (4.1) 27.7 (4.6) 25.5 (5.2) 12.9 (6.2) 20.2 (6.9) 17.2 (6.3) 15.1 (4.5) 12.1 (5.2) 10.4 (3.8)

Table 3.5: Total and correct number of responses obtained during each visit for each age group. Averaged over blocks and reward types.
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Total No. of incorrect responses M(SD) No. incorrect head turns M(SD) No. Null M(SD)
Visit 1 2 3 1 2 3 1 2 3
Age

1.0-2.2 6.5(2.9) 8.7(2.6) 8.4(2.9) 0.2(0.4) 0.5(0.7) 0.6(0.5) 6.2(2.5) 7.8(4.0) 7.7(3.7)
2.2-4.0 6.5(4.3) 9.0(2.8) 9.9(2.3) 0.4(0.5) 0.7(0.9) 1.5(2.6) 5.8(4.3) 7.1(3.4) 7.8(3.5)
4.0-5.0 5.4(3.0) 7.5(4.4) 8.3(2.8) 0.5(0.9) 0.9(1.0) 0.3(0.4) 4.7(2.8) 5.5(3.6) 7.5(2.6)

Table 3.6: Total number of incorrect, incorrect head turns and null responses obtained during each visit for each age group. Averaged over
blocks and reward types.
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coming boring to the children and the number of responses dropping between

visits, this was particularly important for the number of correct head turns. The

oldest age group (4.0-5.0 years) shows a significant difference between the three

visits (Friedman, χ2(2) = 7.0, p < 0.05). Post hoc tests were only significant

for visits one and three (Wilcoxon signed-rank test with Bonferroni correction,

z = 0, p < 0.017).

The other response types show no significances between visits for all age groups.

Responses within Each Visit

With the number of responses decreasing for subsequent visits, in order to in-

vestigate how the number of responses changed between blocks (i.e. does ex-

posure to the task during a single visit effect the number of the responses) the

data will need to be corrected to remove the effect of the visit. Before this can

be investigated it was shown that the more visits the children attend we see

an overall drop in the number of responses obtained. For analysis of the effect

different blocks have within a visit, the effects of the visit must be corrected for.

This is to correct for the drop in responses due to each visit and just see the drop

in blocks within each visit. The relative number of responses within each block

are corrected for by subtracting the mean across the three blocks per visit from

the data within each block. The equation for this is shown in Equation 3.1;

BCij = Bij − V̄j, (3.1)
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where BC is the corrected block, B is the block to be corrected, i is the block

number and j is the visit number. V̄ is the mean number of trials during visit

j. Table 3.7 shows the total number of relative responses, the total number

of relative correct responses and the number of relative correct head turns for

each age group and block, averaged over each reward type and corrected for

each visit. Table 3.8 shows the total number of relative incorrect responses, the

relative number of incorrect head turns and relative null responses for each age

group and block, averaged over each reward type and corrected for each visit.

All three age groups show a drop in responses across the three blocks on each

day’s visit, with block three having the biggest drop in responses for all three

age groups. When looking at the correct head responses, age group 1.0-2.2 years

shows a significant drop between visits (Friedman, χ2(2) = 14.6, p < 0.05).

Post hoc analysis shows significance between visits one and two (Wilcoxon

signed-rank test with Bonferroni correction: z = 0, p < 0.017) and also vis-

its one and three (Wilcoxon signed-rank test with Bonferroni correction: z =

0, p < 0.017). Age group 1.0-2.2 years also show a significant drop in the total

number of correct responses (Friedman:χ2(2) = 8.7, p < 0.05). Post hoc analy-

sis shows a difference between blocks one and two (Wilcoxon signed-rank test

with Bonferroni correction: z = 0, p < 0.017) and also blocks one and three

(Wilcoxon signed-rank test with Bonferroni correction: z = 0, p < 0.017). Age

group 2.2-4.0 years also shows a significant drop in the total number of correct

responses (Friedman:χ2(2) = 12.7, p < 0.05). Post hoc analysis shows a drop

between visits one and two (Wilcoxon signed-rank test with Bonferroni correc-
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Relative No. Total Relative No. Correct Relative No. Correct head
Blocks 1 2 3 1 2 3 1 2 3

Age Group
1.0-2.2 4.0 (6.9) -0.8 (8.7) -3.0 (8.8) 6.5 (7.5) -2.4 (7.2) -4.3 (7.3) 3.2 (6.3) -0.4 (6.0) -2.9 (4.3)
2.2-4.0 3.3 (4.5) 0.5 (5.6) -3.7 (6.9) 4.0 (5.2) -0.1 (6.4) -3.9 (7.0) 3.1 (4.3) -0.4 (4.6) -2.7 (6.1)
4.0-5.0 1.2 (2.4) 0.3 (6.8) -1.4 (6.7) 1.9 (5.1) -0.1 (7.0) -1.7 (7.2) 1.4 (3.0) 0.3 (4.8) -1.7 (4.3)

Table 3.7: Relative total number of responses per block (30 trials per block) and correct head turns per block corrected for visits using
Equation 3.1. Signs are kept to show an increase (positive) or decrease (negative) in the number of responses per block.
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Relative No. Incorrect Relative No. Incorrect Head Relative No. Null
Blocks 1 2 3 1 2 3 1 2 3

Age Group
1.0-2.2 -1.2(2.6) +0.5(2.4) +0.7(3.4) +0.1(0.5) 0.0(0.6) -0.1(0.4) -1.0(2.8) +0.5(3.6) +0.5(3.3)
2.2-4.0 -0.8(3.8) +0.6(4.4) +0.2(1.7) 0.0(1.1) 0.0(1.3) 0.0(1.0) -1.1(2.8) +0.5(3.6) +0.5(3.3)
4.0-5.0 -0.7(3.6) +0.4(4.5) +0.3(3.7) 0.0(0.8) 0.0(0.8) 0.0(0.6) -0.7(2.9) +0.2(3.0) +0.6(2.7)

Table 3.8: Relative number of total incorrect responses per block (30 trials per block), relative number of incorrect head turns per block
and relative number of null responses, corrected for visits using Equation 3.1. Signs are kept to show an increase (positive) or
decrease (negative) in the number of responses per block.
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tion: z = 0, p < 0.017) and also visits one and three (Wilcoxon signed-rank test

with Bonferroni correction: z = 0, p < 0.017).

Age group 4.0-5.0 years also shows a significant drop in correct head turns be-

tween visits (Friedman:χ2(2) = 6.7, p < 0.05). Post hoc analysis shows a differ-

ence between blocks one and three (Wilcoxon signed-rank test with Bonferroni

correction: z = 0, p < 0.017).

The results suggest for all of the children, the total number of responses and

the number of correct head turns is highest during block one and the number

of incorrect responses lowest during block one. The drop in total and correct

responses and increase in incorrect responses is seen to affect the younger age

groups more (1.0-2.2 years and 2.2-4.0 years). Age group 4.0-5.0 years does

show a change in the number of responses, however, this change is more grad-

ual compared to the other two age groups.

Overall we see that increasing exposure to the task leads to a reduction in the

number of responses and increase in the number of incorrect responses. This

can be seen in terms of visits and also within blocks. It was hoped that by

spreading testing over a number of visits and having breaks between blocks

that this could be eliminated. However, the results that even with such breaks

and visits, the children still become bored with the task.
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3.5.3 Effect of Reward on Responses

The following section discusses the effect of reward type on the number of re-

sponses obtained by the AnimalSeek method. Full descriptions on the reward

types can be found on page 58. Table 3.9 shows the total number of responses,

the total number of correct responses and the number of correct head responses

for each age group and reward type, averaged over all blocks and visits. It was

hypothesised that reward type zero would produce the fewest responses be-

cause the visual reward and the auditory stimulus are spatially separated. This

does not encourage head movements and it is believed that the children will

soon become uninterested in the procedure. For all the data, across all of the

age groups, we see only a significant for age group 1.0-2.2 years and the total

number of correct responses (Friedman, χ2(2) = 6.19, p = 0.05). Post hoc anal-

ysis shows a difference between reward type zero and reward type at location

(Wilcoxon signed-rank test with Bonferroni correction, z = 0, p < 0.017).

All of the other responses types for all of the age groups show no significant dif-

ferences between reward types. Although statistically no differences are seen,

due possibly to the low numbers of children testing, trends in the data are still

observed.
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If using the reward type to remove learning effects, the age of the child being

tested would have to be taken into consideration. The older children seem to

produces more correct head turn responses and less incorrect / null responses

when presented with this reward type. The middle age groups however, (2.2-

4.0 years) show a lower number of head turns and higher numbers of incorrect

and null responses. For the youngest age group, performance of the children

when the reward is jittered is similar to when simply presented at zero, in terms

of numbers of correct head turns and total responses.
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Total Number of Responses M(SD) Total No. Correct Responses M(SD) No. Correct Head
Reward Type 1 2 3 1 2 3 1 2 3

Age
1.0-2.2 19.4 (5.9) 22.8 (7.0) 20.1 (6.0) 11.3 (5.9) 15.1 (6.9) 12.3 (5.4) 8.1 (5.4) 11.0 (6.1) 8.6 (5.1)
2.2-4.0 21.2 (6.8) 23.9 (5.7) 25.0 (4.5) 13.3 (5.7) 16.0 (6.3) 15.3 (5.2) 9.6 (4.4) 11.3 (5.2) 10.3 (3.9)
4.0-5.0 25.8 (5.2) 27.0 (4.0) 27.8 (3.5) 18.7 (6.8) 19.4 (6.7) 21.3 (5.3) 11.7 (4.6) 12.2 (4.3) 13.7 (4.0)

Table 3.9: Mean (M) and standard deviations (SD) for the total number of responses and number of correct head turns for each age group
and reward type per block.
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Total No. of incorrect responses M(SD) No. incorrect head turns M(SD) No. Null M(SD)
Reward Type 1 2 3 1 2 3 1 2 3

Age

1.0-2.2 8.1(1.8) 7.8(2.2) 7.8(3.3) 0.4(0.4) 0.6(0.7) 0.3(0.5) 7.5(1.5) 6.9(1.7) 7.2(3.0)
2.2-4.0 7.9(3.0) 7.8(1.6) 9.6(2.6) 0.9(1.2) 1.0(1.6) 0.7(0.8) 6.5(3.4) 6.3(2.5) 7.9(3.8)
4.0-5.0 7.1(2.5) 7.6(4.0) 6.5(3.2) 0.5(0.6) 0.5(0.8) 0.6(0.8) 6.2(2.5) 6.3(3.3) 5.3(2.5)

Table 3.10: Mean (M) and standard deviations (SD) for the total number of incorrect responses, incorrect head turns and null responses for
each age group and reward type per block.
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3.6 Discussion

The chapter set out to present and evaluate a new method for evaluating the

localisation ability of children under five. The method was required to be en-

gaging to the child so that an adequate number of trials could be obtained so

that their localisation ability could be evaluated. The new method showed that

head turn responses to an auditory stimulus could be elicited in children as

young as one years old.

Previous studies have found that the number of responses obtained from chil-

dren aged two years range from 10 to 30 and 16 to 20 for children aged 1 years

[91, 87, 88, 92, 89, 90, 93]. In comparison, the new method presented in this

chapter showed the mean total number of correct head turns (i.e. the response

used to evaluate localisation ability) for the age group 1.0-2.2 years was 9.2, for

the age groups 2.2-4.0 and 4.0-5.0 was 10.4 and 12.5 respectively. The overall

number of responses was 20.4 for the age group 1.0-2.2, and 23.4 and 26.9 for

the age groups 2.2-4.0 and 4.0-5.0 respectively. Direct comparisons with other

studies is difficult because most of the studies use BA to obtain hearing thresh-

olds and look for a large number of different responses to the auditory stimulus

(i.e. head, eye movement and other gestures), and not just head turns. Also the

conditions and experimental parameters are numerous, with a wide range of

stimulus types (wide-band and pure tone) as well as the use of video screens

and mechanical puppets.

The total number of responses (i.e. total number of responses correct and incor-

rect responses) are comparable to previous studies. This suggests the method
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is engaging for the child and that they are willing to sit, however, the number

of correct head turn responses which are used to evaluate the child’s localisa-

tion ability is generally lower than expected per block. The number of incorrect

head turns per block are quite low with the results showing each of the age

groups has less than one per block. The number of null responses is quite high

for each age group.

The results also showed that exposure to the task, i.e. the more blocks under-

taken, there is a decrease in the number of correct head turns for all of the age

groups. If the main aim is to use this new method as a tool to evaluate lo-

calisation ability in children with bilateral cochlear implants, then testing will

take place in a clinical environment. The time allowed for testing in a clinic

is generally shorter than that for a research study. On the basis of the present

study, however, if three or more blocks could be obtained per visit and around

30 correct head turn responses obtained (i.e. within an hour visit) this would

be adequate to begin to evaluate the childs’ localisation ability. With more than

one visit more likely in a research study, the method could be used to gather

data regarding a children’s binaural development and also research into the

improvement of bilateral cochlear implants.

The Effect of Visual Reward Location

The method presented a new way of presenting the visual rewards to the chil-

dren. Usually BA techniques present the reward at the same location as the

auditory stimulus. It was believed that by doing this with a small number of
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speaker locations then the child could learn the auditory stimulus location by

remembering the location of the visual reward. Taking such an approach might

not be ideal for the younger age groups (1.0-2.2 years and 2.2-4.0 years) because

the jittered location produces few correct head turn responses as compared to

the at location reward type. Caution would also have to be taken because for

middle age group the jittered reward type produces a higher number of incor-

rect head turn and total responses. The findings follow those of Primus [60]

in that the reward type which was most spatially separated from the stimulus

(presented at zero degrees) produced the fewest results.

When looking at the correct number of head turns and also the total correct

number of responses, the data show reward type at location as having the high-

est means for age groups 1.0-2.2 years and 2.2-4.0 years. For age group 1.0-2.2

years, the difference between at location and zero is significant. For the younger

two age groups (1.0-2.2 years and 2.2-4.0 years), the number of incorrect head

responses is highest for the at location reward type, this might be the children

being engaged by this reward type more but it not eliciting more correct head

turn responses.

The most correct head turn and also the total correct number of responses for

the age group 4.0-5.0 years are seen by reward type jittered. This suggests that

presenting the reward away from the auditory stimulus location makes the task

more interesting for the child resulting in more head movement and turns dur-

ing trials. Null responses are also lowest for this reward type for this age group.

The differences between the reward types for this age group (4.0-5.0 years) how-
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ever, are not significant.

It was hypothesised that presenting the reward away from the speaker loca-

tion (i.e. jittered reward type) could reduce the effect of the child learning the

speaker location, as in the at location reward type and provide a better method

of evaluating localisation ability. The results suggest that for age group 1.0-

2.2 the jittered location is not ideal because it produces few correct head turn

responses as compared to the at location reward type. For age groups 2.2-4.0

years and 4.0-5.0 years, the jittered reward type produces a higher number of

total responses, statistically, however, there is no difference between the reward

types. For the oldest age group tests (4.0-5.0 years) the most correct head turns

are produced by the jittered reward type, however, this reward type also pro-

duces the most incorrect head turn responses.

With all of the results discussed, although trends are evident in the data, due

to the small sizes of the groups statistical significance is not shown in the data

apart from the total number of correct responses for age group 1.0-2.2 years.

If using the reward type to remove learning effects, the age of the child being

tested would have to be taken into consideration. The older children seem to

produces more correct head turn responses and less incorrect / null responses

when presented with this reward type. The middle age groups however, (2.2-

4.0 years) show a lower number of head turns and higher numbers of incorrect

and null responses. For the youngest age group, performance of the children

when the reward is jittered is similar to when simply presented at zero, in terms

of numbers of correct head turns and total responses.
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If the method was to be used in a clinical or research setting, jittering the re-

ward would be advantageous because it would reduce the learning effects of

presenting the reward at the speaker location. This has been shown to suggest

that this could effect the number of responses, however, the differences for all

of the response types (correct, incorrect etc) were shown to be only a few trials

difference for all of the age groups.

3.7 Conclusion

The new method showed that it was possible to replace the experimenter in-

side the AEC with three large video screens. Even though the experimenter

was not inside the AEC, the overall number of responses was comparable to

studies which did use an experimenter, suggesting using the visual environ-

ment does engage the child well and can keep the child’s attention in the task.

The downside of the method was that from the collected dataset the number of

correct head responses was lower than expected. This could be partially due

to the motion tracking gear worn by the child with some children refusing to

wear the gear or consistently tried to remove it during testing. The children

were also not conditioned to the auditory stimulus and as a result could have

been confused by the nature of the task. The method did find that the number

of correct head turns were lower than expected with only around ten obtained

per block, however, with most children taking part in three blocks per visit this

is potentially enough response to begin to evaluate a child’s localisation abil-
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ity. This approach yields caution, however, due to the drop in the number of

responses observed over several blocks and visits.

The next chapter will discuss how the method was used to obtain localisation

results from the children.
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Chapter 4

Development of Head Motion

Analysis Methods and Their Use To

Evaluate Localisation Ability in

Children Under Five.

4.1 Introduction

Propensity of head movements can vary between adults, but it is known that

adults will automatically move their heads towards a novel sound [36]. Such

head movements have also been found in infants who are just a few days old

[94]. Discussed in chapter one (see page 8) were a number of studies and meth-

ods which have been used to evaluate absolute sound localisation ability in

87



adults. One of the large variations between these studies is how participants

indicate where a sound source is. Methods of indication include, but are not

exclusive to, verbal reports of the target location [20, 21, 22], abstract pointing

methods, i.e. indication of the target on a globe [24], pointing using a laser

pointer [29, 30, 31], finger pointing [27, 25] and head pointing [19, 39, 40, 41].

All these methods have advantages and disadvantages which are discussed in

chapter one.

The main downside of these methods of indication is that they are impossible to

use with young infants. Using head pointing as a method of evaluating locali-

sation ability has a number of advantages. Firstly the spatial coordinate system

of the head is the same as that of the stimulus. Also, we turn our head to novel

sounds in our everyday lives, this means no special training is required before

conducting localisation experiments. Head pointing also has appeal since it can

be performed by very young children because it does not need instructions as

it is a natural response [94].

This section will look at a number of studies which had used head pointing as

a method of evaluating absolute sound localisation ability in both children and

adults and the difficulties and issues these approaches have to overcome. The

chapter will then present an analysis technique which can be used in order to

avoid some of the issues these studies had.
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4.1.1 Measuring Head Turns in Adults and Children

Measurement of Head Turns in Adults

Measurements of head motion in adult localisation experiments have become

ever more popular over the past two decades due to the increased availability

of motion tracking technology. The first study, to the authors knowledge, to

use electromagnetic motion tracking technologies to evaluate absolute sound

localisation was Makous et al. [19]. The study used a Isotrak Polhemus electro-

magnetic tracking system [65]. The setup consisted of a motion tracker and a

receiver capable of sampling the head movement at a rate of up to 20Hz. The

tracker was placed onto the participant’s head using a specially designed hat.

Indication that the target had been localised was done by the participant via a

button press. The study looked at localising sound sources along both the hori-

zontal (azimuth) and vertical (elevation). The study did not separately analyse

the horizontal and vertical axis, with all locations along the azimuth being el-

evated with a minimum of plus or minus five degrees. For the frontal target

speaker locations a high localisation accuracy was found with an error ranging

from 1.5◦-2.2◦ RMS, for stimuli presented along the horizontal and vertical at

(0◦,±5◦).

The study showed that measuring the head was possible using motion track-

ing and that accurate data could be collected. Analysis of the data from this

study was easily done due to the nature with which the participant indicated

they had localised the sound i.e. a button press. A number of other studies also
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used this approach [40, 39]. Issues with this method are that it cannot be easily

used with children, especially young infants (less than one year), who cannot

be instructed to press a button when they have turned to a sound. Other studies

have used different techniques to analyse the data. Brimijoin et al. [41] post-

processed the results by marking the point in each head trace where the target

was localised using a special software GUI (head location taken as ±3◦ of the fi-

nal head resting position). This approach could be used with children, however,

the task is very labour intensive and would not be practical in a clinical setting.

Recanzone et al. [39] used a time window which found the point of localisation

as 1950-2000ms after the onset of the sound. Again, although computationally

simple and faster than the human analysis demonstrated by Brimijoin [41], the

method relies on each subject responding consistently each time over many tri-

als, something which is not possible when working with children.

Goldring [95] devised a method in which signal processing techniques were

applied to the collected data so that the start and end of the head turns as well

as the point at which the sound was localised could be extracted. A method

for extracting the start and end of the head turn based on the velocity of the

head turn towards the target sound source was developed. This study did not

use motion tracking technology but a more rudimentary method involving a

hockey helmet attached to a potentiometer via a universal joint to measure the

rotation of the head. The voltages from the potentiometer were collected and

stored during each trial and processed after the experiment to define the start

of the head turn and the fixation point to the target sound source. Velocities
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exceeding 15◦/s were classified as the start of a head turn. The author reports

’head and gaze movements were determined, based on position and velocity criteria‘,

however, these criteria are not explained. The study was not investigating lo-

calisation ability but instead the eye-head gaze shifts towards visual and audi-

tory targets. Populin [35] used a similar approach to Goldring [95], measuring

head rotation using small metal loops and electromagnetic receivers (identical

to those used in eye tracking experiments) to measure the rotation of the head

to a target sound source. The start of the head movement was defined by first

measuring the ’baseline‘ velocity, which is defined as the mean velocity of the

head 100ms before and 10ms after stimulus presentation. The point at which

the sound was localised (also marked as the end of the head turn) is defined as

the point where the head velocity returned to within two standard deviations

of the baseline velocity. Using this method, the end of head turn could be ex-

tracted quickly and easily from a large data set. None of the methods discussed

errors which might occur from measuring localisation ability this way.

Measurement of Head Turns in Children

Adult studies have shown that it is possible to motion track head responses

to target sound sources and use signal processing techniques to evaluate lo-

calisation ability from this data. One of the advantages of using head motion

as a method of pointing to a target sound source is that it requires no train-

ing as it is a natural orientation response and has been shown to be present in

children who are just a few hours old [94]. For this reason head pointing is
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an ideal method of measuring absolute sound localisation ability in younger

children. Clarkson et al. [51] devised a method which involved placing surgi-

cal tape on the newborns forehead. Printed on to the surgical tape were vertical

dashed lines spaced 0.5 inches apart. During the procedure the childs’ face were

recorded with a video camera, which faced the children head on. Responses

were measured by looking at how many of the dashed lines were obscured (out

of the cameras view) as a result of the infants movement. Using this method the

study found that for sounds played at ±90◦, the average error was 33.6◦. This

method was criticized by Morrongiello et al. [96] who saw the measurement

technique as inaccurate. The argument for this was that the placement of the

strip in the center of the head could be off center, any amount of off centering

of the head would also translate into measurement errors. To overcome this,

the same technique was used but instead of multiple marks being placed on

the strip, just one was used which marked the middle of the child’s head. The

same procedure and measurement technique as Clarkson et al. [51] was then

undertaken. This technique was used and data collected from both newborns

[61] and children aged six to eighteen months [96]. The method shows an in-

novative and non-invasive method of measuring absolute localisation ability in

young children. Nevertheless, the method of measurement is not ideal because

it is very time consuming. The way of measuring the response is slow as each

trial is measured by hand using a protractor and a TV screen playing the trails

back. This would allow factors such as the distance of the child from the screen

to influence the accuracy of the measurements. However, accuracy is reported
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by Morrongiello et al. as being around 2◦.

4.1.2 Development of Techniques to Evaluate the Localisation

Ability of Young Children

Chapter three discussed the development of a behavioral test (AnimalSeek method)

that could be used to evaluate localisation ability in young children. This chap-

ter will discuss the development of signal processing techniques which shall

be used to extract salient information from the raw motion tracking data. Dis-

cussed in this section were methods, which have been used to attempt to eval-

uate localisation ability. Although many of the adult studies have methods

which can collect and evaluate localisation ability, none of them are practical

with young children. Furthermore, the methods used with children require

analysis on a trial by trial basis using crude and time intensive measurements.

This chapter will discuss the development of techniques which can evaluate lo-

calisation ability in a fast and more accurate way. It is hoped to develop meth-

ods which can ultimately be used in real time, providing the localisation error

on a trial by trial basis.
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4.2 Experimental Data for Head Turn Analysis

4.2.1 Child Participants

The participants discussed in this section were the same as those used in chap-

ter three. Whilst the method was being assesed, localisation data was being

collected. During testing, assessment of the method as well as the collection of

motion tracking data was made. The following section will discuss the use of

the motion tracking data.

The motion tracking gear consisted of a hat, a jacket and two wrist bands.

Placed onto these garments were motion tracking markers which provided six

degrees of tracking (see Figure 2.4). The garments did cause issue with some

of the children, especially those in the age group 1.0-2.2 years. Some of the

children would refuse to wear the hat or insist on taking it off after only a few

trials. As a result limited motion tracking data is available for those age groups.

Collection of the motion tracking data and the development of the AnimalSeek

method (Chapter three) took place at the same time. If the tracking gear worn

by the children caused them distress and made them not able to perform the

AnimalSeek game, the garments containing the motion trackers were removed

and the child continued with the AnimalSeek method without the collection of

the motion tracking data. Table 4.1 shows the number of children in each age

group from which usable data was obtained.
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Age (years) N(total) Mean age in years (SD of ages)
1.0 to 2.2 4 (11) 1.65 (0.36)
2.0 to 4.0 8 (9) 2.90 (0.33)
4.0 to 5.0 8 (8) 4.22 (0.38)

Table 4.1: Number of participants from which adequate tracking data was ob-

tained. It can be seen that compliance issues were with the youngest

age group, 1.0-2.2 years.

Response screening

Initial analysis was on responses marked as a correct head turn towards the

target stimulus. This analysis showed large errors and variance across all age

ranges, something that was not expected after the testing sessions. For this rea-

son the data were screened so that erroneous responses which were marked as

correct responses were rejected. During the piloting stage of the experiment,

data were collected for just over two seconds after the onset of the auditory

stimulus. This approach was taken as the childs’ natural response to the sound

was wanted and be within the first few seconds after sound presentation. For

some of the children this two second window was too short and as a result they

would start their head turn either after the two seconds or near the end of the

two seconds. These responses were still scored as correct by the human ob-

server but the data does not contain adequate information (due to the tracking

time) because the head turn is not fully present within the time window. This

makes analysis with the developed algorithms impossible. The criteria for a

response is that both the start and end of the head turn is clearly visible within

the two second time window. By removing responses which did not meet this
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criterium and also trials where data from the tracker was simply noise, the re-

sults showed lower variance and more accurate responses as expected. Unfor-

tunately, this did reduce the overall amount of responses available for analysis,

especially when looking at individual children.

Number of responses

As a result of the children not wearing the hat and also after the post process-

ing of the erroneous responses, equal numbers of responses were not gathered

from each age group, direction and child. Table 4.2 shows the total number of

collected head turns and the number of usable responses after screening them

by hand. For some of the children the number of responses per sound source

was very low. Some, after screening, showed zero responses to particular sound

sources. For this reason analysis was performed on pooled data across all par-

ticipants of the particular age range.

Direction (◦) Age (years)
1.0-2.2 2.2-4.0 4.0-5.0 Adult

-70 22 38 45 24
-30 10 14 13 24
+30 17 22 19 24
+70 12 33 46 24

Total Responses 61 107 123 96

Table 4.2: Number of correct responses for each direction and age group.
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4.2.2 Adult Participants

Data was collected from four adult participants (three males, one female, mean

age (SD): 26(3.3) years). The adults were tested so that they could be used as

a comparison to the child data. Subjects’ hearing were screened using con-

ventional audiometry for hearing thresholds within 20dB SPL of audiometric

zero at frequencies between 0.5kHz and 8kHz. Adult participants were naive

to the study and took part in the same task as the children. A simple instruc-

tion of ‘turn your head to where you hear the sound’ was given. The adults

were told to follow the animated character back to midline after which the next

trial started. The reward type used was ‘at location’. The same speaker loca-

tions were used as in the children’s experiment (0◦,±30◦,±70◦) stimuli were

presented from each location six times during a single block. The adults did

only one block, this resulted in 24 response for each direction.
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4.3 Analyzing and Extracting Head Turn Informa-

tion

Discussed in the chapter’s introduction (see page 87) were methods used to

evaluate absolute localisation ability in both adults and children. Although

most of these methods used motion tracking technology to evaluate responses,

their are three main methods used to extract the point at which the sound was

localised. These methods are, the participant reporting the location via a button

press, manual observation (someone hand judging responses) and via signal

processing techniques based on criteria of the motion. This section will discuss

the development of an extraction algorithm which is designed to take in the

raw head turn data from the motion trackers and extract the point at which the

participants localised the sound. The extraction algorithm MkII developed will

also be used in the automatic classification of responses, discussed in chapter

five (see page 138).

Ideally, the extraction algorithm would operate in real time and allow the anal-

ysis of responses on a trial by trial basis. In order to develop the method, all

results presented in this section were all analysed offline, i.e. the trials were

not processed whilst the children were making responses but instead recorded

and then processed at a later date. Data was collected and processed offline

so that an understanding of what the responses data would look like could be

established and the method of extracting them developed fully.
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4.3.1 Description of a Head Turn

An example of a ‘correct’ head turn is seen in Figure 4.1. The parameters which

are to be extracted by the algorithm are also shown in Figure 4.1.
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Figure 4.1: A typical head response as seen in adult participants. The x-axis shows

the time, in milliseconds, after the presentation of the sound. The y-axis

shows the rotation of the head along the azimuth from midline. The

start and end of the head turn (green and red crosses respectively) can

be visibly seen on the responses. The points which are to be found are

the times of the start and end of head turn, Ts and Te respectively, and

also the direction the head is pointing at the start and end of the head

turn, As and Ae respectively. Using these parameters, the localisation

ability of the child can be measured.

Ts and Te show the start and end of head turn respectively. As and Ae define

the value of the head rotation along the horizontal (azimuth) at times Ts and

Te respectively. Extraction of these points would allow for the evaluation of

the start and end of head turn, these can be in turn used to evaluate where the

sound was localised.
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4.3.2 Proposed Extraction Algorithm

The motion data was read from the motion trackers at a rate of 100Hz. Due

to the nature of the serial port however, data could not be streamed at this

speed to a text file. Instead the data was read for approximately two seconds,

stored into a buffer, and then placed into a text filed at the end of the trial. Each

sample was placed onto a new line of the text file. For analysis, the data was

transformed using MATLABs interpolate function (interp1.m) to transform the

data from the samples in the text file into milliseconds so it could be used for

analysis. Each head turn was tracked for exactly 2262 milliseconds. All the data

points are made absolute (sign removed) before they are processed, to prevent

any issues which resulted from the instabilities of the motion tracking gear the

polarities they reported.
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Figure 4.2: Flow diagram on the method of extraction used. The data is first ‘pre-

processed’ in which the raw head turn data is differentiated to obtain

the velocity of the head turn, it is then squared so that the head turn

peaks in the velocity vector are amplified and the smaller, random head

movements are suppressed. After this the data is filtered using a mov-

ing average filter to suppress any further noise. The peaks in the data

are then used as the determinants of the start and end of the head turn.

A zero crossing algorithm is used to find the start and the end of the

head turn by determining when the head velocity goes over and then

falls back down over zero, these points are taken as the start and end of

the head turn respectively. The angle of the start and end of head, As

and Ae respectively, is taken as the head location along the azimuth (◦)

at Ts and Te respectively.

To extract the start and end of the head turn, the velocity of the head turn is re-
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quired. To do this, the first derivative (approximated by the difference between

adjacent samples divided by the sampling interval) of the head position over

time is found. The peak of the velocity vector represents the middle of a head

turn, i.e. the fastest point of the movement. The Ts and Te of the head turn can

be defined as the point at which a change in velocity goes above (start of head

turn) or below (end of head turn) zero, these points can be found by using zero

crossing techniques.
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Figure 4.3: Typical head turn showing both the rotational movement (black) and

also the velocity of the movement (blue). The start and end of head

turn (Ts and Te respectively) are seen at points when the velocity vector

crosses zero. These points are used as the start and end of the head

turn. The data shown has been through the pre-processing stage of the

algorithm i.e. it has been squared and also smoothed.

Before zero crossing is preformed on the data, it is first squared and smoothed.

Ideally, a correct responses should exhibit one peak in the velocity vector cor-
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responding to a turn to the sound source. More peaks in the velocity vector are

due to random head movements, the response to the sound source is usually

the the largest peak in the velocity vector. The data is squared to enhance the

biggest peak corresponding to the head turn and suppress any of the smaller

peaks present in the data. The data is smoothed using a moving average filter (-

3dB at 5Hz, ‘filtfilt.m’ function used in MATLAB providing a zero phase delay).

The data was smoothed because, although the data is already low pass filtered

by the head tracker using an inbuilt hardware filter, it was found that noise was

still present in the raw traces. Once squared and smoothed, the mean velocity

of the data is taken away from the velocity vector, this removed any offset and

is required for the method to work successfully. Zero crossing is implemented

by looking for the point where the velocity changes magnitude, i.e. crossing

from a negative to a positive velocity, or positive to negative, representing the

start and end of head turn respectively. If no peaks could be found in the data,

Ts and Te were set at one millisecond and 2262 milliseconds respectively. This

stopped the analysis program from crashing when analysing large data sets

and did not get rid of any more trials because numbers were already low. The

number of trials scored this way was 0.8% (two trials) for the correct head turn

data.
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4.3.3 Evaluation of the Extraction Algorithm

Accuracy at finding the start and end times of the head turn

To evaluate the effectiveness of the extraction algorithm, all raw data from all

age groups (see Table 4.2 for numbers) were judged by hand by the author to

find the start and end of a head turn. This was done by visual inspection of all

the motion tracking data trial by trial and marking Ts and Te, this took several

seconds per trial. As and Ae were obtained by finding the corresponding head

angle at Ts and Te respectively. This data was then used as a comparison to the

extraction algorithm. The difference between the start (Ts,ha) and the end (Te,ha)

were calculated as shown in Equation 4.1 and Equation 4.2 respectively. It is

important to get the extraction algorithm as close to the human judged data as

possible so that accurate measurements of the head angle can be made.

Te,ha = Te,h − Te,a
(4.1)

Ts,ha = Ts,h − Ts,a
(4.2)

Where Te,h,Ts,h are the end and start of the head turns as picked by a human

observer and Te,a,Ts,a are the end and start of the head turn as picked by the

algorithm. It is noted that the data is not made absolute as the sign of Te,ha and

Ts,ha indicate if the algorithm is either under- or overshooting the hand picked

location.
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Age Group Start(ms) M(SD) End(ms) M(SD)
1.0 to 2.20 yrs -647.2 (+644.4) -131.2 (+540.9)
2.20 to 4.0 yrs -703.0 (+684.9) -189.5 (+508.3)
4.0 to 5.0 yrs -659.1 (+632.9) -116.0 (+484.8)

Adult -140.6 (+173.5) +225.4 (+135.2)

Table 4.3: The time differences between the hand picked start and end of head

turns and the ones extracted using the algorithm. The results show large

mean and standard deviations for the start of head turn extraction. This

error is large across all of the children but lower in the adult data. The

end of head turn can be seen to be relatively small of the adult and chil-

dren, however, the standard deviation of the data is large for the children

and lower for the adults.

Table 4.3 shows the mean and standard deviation of the time difference between

the hand judged responses and the extraction algorithm. The algorithm is re-

quired to be as close to the hand judged responses as possible. The data shows

that the algorithm can find the end of the head turn for the children within

200ms, however, the consistency of the responses, i.e. the standard deviations,

are large at around 500ms. This suggests that the extraction algorithm is not

consistent in finding the end of the head turn. For the start of the head turn the

accuracy is very poor with the average error for the children age groups being

greater than -600ms.

For the adult data, the detection of the end of the head turn accuracy is poor

(+225.4ms), the adult data however, does show a lower standard deviation,

showing that the judgment of the extraction algorithm is more consistent. Ts,a

for the adults is low (-140.6ms) suggesting it is accurate at finding the start of

the head movement in adults. The reason for the slightly better performance in

the adult data is due to the consistency of the head turn response data, i.e. less
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noise, unlike the child data.

By looking at the magnitudes of Ts,ha and Te,ha, the algorithm can be seen to be

either under- or overestimating the point where the human observer judged the

response. For all the child age groups, the algorithm is overestimating the end

of head turn. However, for the adults the algorithm is underestimating. For the

start of a head turn, all groups tested show an overestimation. The adult data

shows that the algorithm is consistent in misclassification (high errors and low

standard deviations) suggesting it is not good at finding the start and end of

the head turn.

Accuracy at finding the start and end angles of the head turn

To find the angular difference between the human judged and algorithm judged

responses, Equation 4.3 and Equation 4.4 are used.

Ae,ha = Ae,h − Ae,a
(4.3)

As,ha = As,h − As,a
(4.4)

The main reason the extraction algorithm was developed was so that it could

automatically evaluate the localisation ability of the child. The point at which

the sound is localised, Ae, is taken as the head’s location at time Te. Using

Equation 4.3, the difference between the extracted end of head turn and the

hand picked end of head turn can be computed. The differences in the data

is plotted on a histogram showing Ae,ha against the number of occurrences.

106



Figure 4.4 shows a histogram showing the accuracy between the two methods

and if the algorithm is under- or overshooting the hand picked locations.
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Figure 4.4: Distribution of the difference between the manual and algorithm esti-

mation. Results show large differences (mean and standard deviation)

across all of the age groups. The positive skewness of the histograms

about zero show that the algorithm is underestimating the point at

which the child localizes the sound.

For the child data we see the algorithm gives large errors in finding the end of

the head turn. The largest difference is seen in the the oldest age group of 4.0-5.0
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years (mean - 12.5◦). The other age groups show an error of just under 10◦ but

with large standard deviations (19.3◦ and 15.5◦ for the 2.2-4.0 years and 1.0-2.2

years respectively). The adults show the lowest mean error and also the lowest

standard deviation, 4.3◦ and 3.8◦ respectively. One way of understanding why

the algorithm is going wrong is to look at the skewness of the data, i.e. is the al-

gorithm consistently over- or undershooting the hand picked values (skewness

calculated using the skewness.m function in MATLAB). All the data shown in

Figure 4.4 had positive skew, i.e. the algorithm is consistently undershooting

the hand picked location.
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4.3.4 Issues with the Proposed Extraction Algorithm
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Figure 4.5: Three examples of the extraction algorithm failing to classify the correct

head turn. Shown on the figure is the head position over time (black)

and also the head velocity (blue). A: shows multiple head movements

to and away from the target stimulus. B: shows a fast response to mid-

line and C: shows a slow drift. Because the method is only assuming

one head turn, all the data is analysed and the last peak chosen as the

head turn. This is obviously not correct if multiple head turns are in

the data.

Figure 4.5 shows three correct head turn responses, each from a different age

group (A = 1.0 - 2.2 years, B = 2.2 - 4.0 years and C = 4.0 - 5.0 years). The

figure shows both the head displacement along the azimuth (black) and the

head velocity (blue). By looking at the head rotation along the azimuth (black)
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it can be seen that the responses have a number of movements most of which

do not correspond to the localisation of the sound. Marked in green and red

crosses are the calculated start and end of head turn respectively. Response

A shows several different head movements which makes choosing the correct

head turn to the sound source difficult, the current method simply looks for the

largest peak, B shows a fast return to midline after sound localisation, whilst

C shows a slow return to midline after sound localisation. The algorithm is

failing because it scans all the data and picks the start and end of head turn

based on the zero crossing. The algorithm is storing the last peak it sees as

the head turn towards the target. When differentiated, a head turn response

consists of several small head movements which do not correspond to the child

turning to the sound source (as shown in Figure 4.5). When processing a trial

it is necessary to choose which of these head turn are correct, something the

current extraction algorithm (MkI) fails to do. These errors in processing is also

why Figure 4.4 shows the algorithm overestimating the hand picked location.

4.3.5 Improving the Extraction Algorithm - Extraction Algorithm

MkII

To overcome the problem of the algorithm selecting the wrong peak, the peaks

are selected based on a criterium which corresponds to movement towards the

stimulus. Figure 4.5 showed three typical head turns seen in the child data and

depicts how the algorithm failed to classify these because the correct peak was
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not chosen. To choose the correct peak a set of criteria must be used. Panel B

in Figure 4.5 shows a large velocity peak as the head returns back to midline. It

can be seen in panel B that such a head movement can cause misclassification

of a head turn. To suppress such peaks, criteria based on their width can be

used. The data presented in this thesis used a cut-off of 100ms. It was found

that if the cut-off was made too small, the extraction algorithm would continue

to misclassify such head movement peaks, however, if made too big, all head

movements would be suppressed. To eliminate the issues seen in panels A and

C the data must be processed further based on the difference in angle between

the start and end of head turn. For panels A and C it can be seen that the largest

peak corresponds to the head turn. Based on this, the peak that is chosen is the

largest peak. It can be seen this works well for panel C. However, for data in

panel A the start of the head turn is still not 100% accurate due to the child’s

head rotation stopping and then turning again. It is notable that the end of

head turn is picked out correctly, which is important when trying to evaluate

localisation ability.
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Figure 4.6: Flow diagram on the refined extraction method. The algorithm uses

a different pre-processing to version one of the algorithm, instead of

squaring the data to suppress the small head movements and amplify

the big ones, all peaks are kept as they may correspond to a head turn

towards the sound source. One the data is pre-processed and the zero

crossing points found, the width of each peak is measured, using zero

crossing, and the largest peak is measured to see if it is wide enough. If

it is not, then the next biggest peak is found and so on until the largest

peak with a width of greater than 100ms is found. This peak is then

analysed for the start and end of it, which corresponds to the start and

end of head turn respectively.
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Figure 4.6 shows a flow diagram of the modified extraction algorithm which

searches for the correct peak based on their widths and magnitudes. The data

is pre-processed the same way as the previous algorithm. However, instead of

squaring the data, it is simply made absolute, differentiated and then smoothed.

The data is no longer squared as all the peaks in the data want to be preserved

for analysis. Zero crossing is used to find the start and end of each peak. Once

all the peaks in the data are found, as well as their corresponding start and

ends, the largest peak is found and the difference in time between the start and

end measured. If this is greater than 100 ms then it is taken as the start and end

of the head turn towards the sound source. If it is not then it is rejected and the

next largest peak used, the width of this is checked and so on until the largest

peak with a width of more than 100ms is found. Figure 4.7 shows the results

obtained using extraction algorithm MkII.
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Figure 4.7: The improved algorithm showing the start (green) and end (red) points

(×) of the head turn.
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4.3.6 Evaluation of Extraction Algorithm MkII

Age Group Start(ms) M(SD) End(ms) M(SD)
1.0 to 2.2 yrs -87.9 (+344.9) +119.9 (+330.2)
2.2 to 4.0 yrs -40.2 (+398.7) +24.9 (+317.5)
4.0 to 5.0 yrs -103.8 (+289.0) +69.2 (+304.2)

Adult -77.4 (+60.7) +126.0 (+94.4)

Table 4.4: The table shows the differences between the human judged and the im-

proved extraction algorithm. The results show that both the start and

end of head turn can be found with reasonable accuracy with reduced

means and also reduced standard deviations. The adult data shows very

good agreement with the start of head turn mean and standard deviation

being less than 100ms. The end of head turn both are within 150ms. The

child data show low means with acceptable levels of standard deviation.

Table 4.4 shows the improvement in the results at finding the start and end of

the head turn. The table shows that there is decrease in difference in time be-

tween the human observer and the refined extraction method (<150ms across

all age groups) and also a reduction in the size of the standard deviation (<350ms

across all age groups) for both the start and end of head turn. The adult data

show good accuracy for the start and end of head turn with all means and stan-

dard deviations showing a large improvement over the first algorithm, how-

ever, it can be seen that the end of head time is larger than the child data. The

standard deviations, however, are the lowest of all the age groups. The increase

in accuracy of finding the end of head turn can also be seen in an increase in

accuracy at finding the point at which the sound is localised.

Figure 4.8 shows a histogram for each age group calculated using Equation 4.3

and Equation 4.4. Compared to Figure 4.4 the results show a reduction in error

between the human observer and the extraction algorithm, the adults show a
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mean error of 1.◦ and the worst performance (age group 1.0-2.2 years) having a

mean error of 3.4◦. The standard deviations are also smaller across all of the age

groups, <16◦ for the children and only 1.5◦ for the adult data. From measuring

the skewness of the data we see that the data for the children is overestimating

(negative skewness) the responses angle. For the adult data, the algorithm is

underestimating the angle (negative skewness). The level of skew is reduced

when using extraction algorithm MkII.
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Figure 4.8: Figure shows the difference between the human judged responses and

the new, improved extraction algorithm for all four age groups.All re-

sults show high accuracy with means less than 6◦ across all age groups

and considerably smaller standard deviations than the first extraction

algorithm.

4.3.7 Discussion of Extraction Algorithms

This section sets out to discuss the automatic extraction of parameters from the

raw head tracking data. The extraction algorithm is capable of extracting the
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start and end of head turn as well as the point at which the sound is localised.

Due to the motion tracking data containing small head movements not nec-

essarily to the target sound, this was not a trivial task. With the accuracy of

the algorithm showed a significant improvement once the peak selection was

incorporated. The accuracy across all age ranges improved. The algorithm

still shows some errors and in some cases complete misjudgment, this can be

seen when the error between the two is large i.e. greater than 30◦. The errors

are quite low as compared to the time saved by the method, the method takes

around twenty milliseconds per trial where as the hand picked method takes

around four seconds per trial.

The next section will apply extraction algorithm MkII to the localisation data

and use the results to assess the localisation ability of the four age groups.
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4.4 Evaluation of Localisation Abilities Using Extrac-

tion Algorithm MkII

Error Measures

Results in this section are discussed in terms of medians, interquartile ranges

(lower quartile - 25%, upper quartile - 75%) and mean absolute error (MAE,

Equation 4.5). MAEs are used for the child data instead of root-mean-square

errors (RMS, see Equation 4.6) due to the nature of the child data. The RMS er-

ror calculation squares the data before it is averaged, this gives large weighting

to one-off, large errors [63]. Such errors exist often in the child data due to mo-

ments of inattentiveness and as a result give large errors in the measurments.

For this reason, MAEs are used in all the calculations presented in this results

section.

MAE(◦) =
1

n

n

∑
i=1

|targeti − responsei| (4.5)

RMS(◦) =

√

1

n

n

∑
i=1

(targeti − responsei)2 (4.6)

119



4.4.1 Child Localisation Ability

Stimulus Location ( °)
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Figure 4.9: Localisation ability for each age group, 1.0-2.2 years, 2.2-4.0 years, 4.0-
5.0 years and adults. Localisation ability expressed in terms of medians
(×) and interquartile ranges (lower quartile - 25%,upper quartile - 75%)
for each speaker location.

Age Speaker location
-70◦ -30◦ +30◦ +70◦

MED (IQR) MED (IQR) MED (IQR) MED (IQR)
1.0-2.2 years -60.3 (27.8) -38.0 (14.9) +31.5 (20.4) +33.0 (29.7)
2.2-4.0 years -64.3 (20.2) -31.5 (14.1) +28.3 (12.7) +57.2 (15.0)
4.0-5.0 years -60.2 (21.5) -35.5 (10.5) +25.5 (13.8) +62.4 (22.9)

Adults -50.9 (12.8) -22.8 (8.0) +32.0 (12.7) +60.0 (7.1)

Table 4.5: Medians (MED) and interquartile ranges (IQR) obtained by the extrac-
tion algorithm for each age group and speaker location.
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Age Speaker location
-70◦ -30◦ +30◦ +70◦

MAE(◦) MAE(◦) MAE(◦) MAE(◦)
1.0-2.2 years 15.6 15.3 12.1 32.0
2.2-4.0 years 13.1 6.6 7.0 13.3
4.0-5.0 years 12.9 7.5 8.1 14.2

Adults 19.4 8.3 7.6 10.1

Table 4.6: Mean absolute errors (MAE) of the data obtained by the extraction algo-
rithm. The MAEs are shown for each age group and speaker direction.

Age group, 1.0-2.2 years

The top left panel of Figure 4.10 shows the localisation responses of the age

group 1.0-2.2 years. The responses to the inner angles target locations, -30◦ and

+30◦, have response medians of -38.0◦ and +31.5◦ respectively. Both these me-

dians show an overshoot of the sound source, especially responses to the neg-

ative speaker locations. The quartile ranges (+30◦=14.9◦,-30◦=20.4◦) and also

the MAEs (+30◦=12.1◦, -30◦=15.3◦) for these two locations are large, indicating

uncertainty in the children’s responses.

Responses to the outer speaker locations, -70◦ and +70◦, show medians of -60.3◦

and +33.0◦ respectively. The results for the outer angles indicate the expected

undershoot. Response to the inner angles show that the localisation accuracy

is poor, this is shown in terms of both the median of the responses and also the

large interquartile ranges. However, this could also be due to the low numbers

of trials collected not measuring localisation ability effectivly.

The MAEs for the outer angles (-70◦=+15.6◦ and +70◦=+32.0◦) show that for the

+70◦ sound source the MAE is the largest of all the age groups, the MAE for
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the -70◦ location, however, is lower than that found in the adult data. A reason

for this could be due to the child turning their whole body to the sound source,

rather than just the head. If the children were rotating their whole bodies, a

smaller undershoot to the target and smaller MAEs would be seen.

The MAEs and quartile ranges are particularly large for the positive sound lo-

cations (+30◦ and +70◦), the difference between the medians on the outer and

inner angles on the positive side is around 1◦. A line of best fit can be drawn

between the medians of the outer angle and the inner angle on both sides of

responses to gauge the level of undershoot. If responses were ‘ideal’ to the pos-

itive angle locations, the line would have a gradient of one. The line of best

fit shows that for the positive angles the gradient is very shallow, +0.17. The

large errors, and also the shallow gradient, suggest that the children of this age

group may not be localising but simply discriminating sound sources on their

right-hand (positive speaker locations) side.

This can also be seen by performing statistical tests (Mann-Whitney U-test -

non-parametric independent two sample test) because of the pooled data on the

positive and negative speaker pairs to see if they are significantly different, i.e.

if the distribution of response to +30◦ difference to the distribution of responses

to +70◦. The tests confirm that the response to the negative speaker locations

(-30◦,-70◦) are significantly different (U = 91, z = 3.0, p < 0.05). The positive

angles (+30◦,+70◦) do not differ significantly (U = 190, z = 0.4, p > 0.05). This

suggests that for the sources on the right, the children were simply discriminat-

ing and not localising.
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A number of studies have looked at MAEs in infants who are just a few days

old. Clarkson et al. [51] found MAEs ranging between 35-40◦ for targets pre-

sented at ±90◦. As expected, these errors are larger than those of the current

study. In a study with slightly older children (0.5 years) (Morringello et al. [62]),

MAEs of 16.9◦ and 16.5◦ were measured for responses to sounds presented at

36◦ and 72◦ respectively. Errors were averaged over the positive and negative

stimulus locations. The results for the target locations in this thesis were 14.8◦

for the inner angles and 22.1◦ for the outer angles. As the children got older,

the MAEs dropped, for the oldest age group, 1.5 years, the MAEs were 5.9◦ and

6.6◦ for sounds presented at 36◦ and 72◦, respectively.

The results show that the MAEs found in this study are comparable to those

found for the 0.5 years age groups. The reason for this could be due to the ac-

curacy of the data collected due to the low number of participants used in the

1.0-2.2 years age group and as a result the total number of trials collected being

low. However, interestingly the results shown by Morriengello et al. [62] do not

show an undershoot for the outer speaker locations. The MAEs for sounds pre-

sented at 18◦ and 90◦ are the same. This suggest the children turned their heads

fully round, even to the outer speaker locations. For the results collected and

presented in this study we did see the undershoot expected from adult studies

even with such large errors present in the data.
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Age group, 2.2-4.0 years

The top right panel of Figure 4.10 shows the localisation responses of the age

group 2.2-4.0 years. The results for the inner speaker locations (±30◦) show

appropriate localisation accuracy with medians of +28.3◦ and -31.5◦ for sound

sources at +30◦ and -30◦ respectively. This age group shows a smaller quartile

range (-30◦=14.1◦ and +30◦= 12.7◦) for the inner angles as compared to the 1.0-

2.2 years age group, but it is larger than in the adult data. The MAEs for the

inner angles (-30◦=6.6◦ and +30◦=7.0◦) are considerably lower than those found

in the 1.0-2.2 years age group and are within a few degrees of the adult data for

the corresponding angles.

The outer speaker locations show medians of -64.3◦ and +57.2◦ for sound sources

at respectively +70◦ and -70◦ respectively. The quartile range for the outer

speaker locations (-70◦=20.2◦ and +70◦=15.0◦) are smaller than the 1.0-2.2 years

age group but larger than those found in the adult data. This suggests that

this age group’s localisation ability is less accurate for the outer target sound

sources. The MAEs for the outer angles (-70◦=13.1◦ and +70◦=13.3◦) are some

what higher than the 1.0-2.2 years age group, but lower than the adult data.

For the +70◦ sound source however, the MAE is lower than the 1.0-2.2 years

age group but higher than the adult data.

The gradient of the least square-linear line-fit through the medians of the -30◦

and -70◦ sound sources is high, -0.84. One reason for this could be due to chil-

dren of this age turning their whole bodies and not just their heads. This could

explain why the MAE is lower (1◦-2◦) than the adult data. For the positive
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angles the gradient is lower, 0.56. A Mann-Whitney U-test on the responses

for each location shows a statistical difference between the responses to the

speaker locations on each side, positive (U = 269, z = 6.0, p < 0.05) and nega-

tive (U = 128, z = 5.0, p < 0.05).

The gradient on the negative side shows a consistent offset from the ‘ideal’ line.

This suggests that the children were consistently undershooting the negative

locations. As discussed in the adult data, this is not due to the extraction al-

gorithm as it is also seen in the raw data. Issues may lie in the calibration of

the motion tracking system, although during each session the head tracker was

fully calibrated. A child moving the hat or adjusting it could introduce errors

in the measurements. However, the children were monitored and if the hat was

removed, the experiment was halted and the hat and marker placed back on

correctly.

Comparisons with other studies for children aged 2.2-4.0 years is difficult due

to the lack of literature on the this age range, this study has been the first to at-

tempt such measurements. Overall the results show lower MAEs and quartile

ranges than the 1.0-2.2 years age group. Comparison with the adult data show

MAEs for the inner and outer angles the responses are comparable and in some

cases lower. The quartile ranges compared to the 1.0-2.2 years age group are

smaller, an absolute averaged difference across all directions of 8.7◦. Compared

to the adult data, the quartile ranges are higher, an absolute averaged difference

of 5.4◦. This suggests that although the children are, on average, as accurate as

the the adults, the consistency of their responses is not. This could be due to the
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children having much shorter attention spans and as a result responding less

consistently when being tested.

Age group, 4.0-5.0 years

The bottom left panel of Figure 4.10 shows the localisation responses of the age

group 4.0-5.0 years. The medians of the responses for the inner angles show

good agreement with the sound sources, with median responses of -35.5◦ and

+25.5◦ for sound sources at -30◦ and +30◦ respectively. The quartile ranges (-

30◦=10.5◦ and +30◦=13.8◦) are only slightly larger than those found in the adult

data. The +30◦ quartile range is slightly larger than the 2.2-4.0 years but com-

parable to the adult data.

Responses to the -30◦ sound source are comparable to the results found for the

2.2-4.0 years age group, however, the responses to this angle are generally larger

than the adult data. The MAEs (-30◦=7.5◦ and +30◦=8.1◦) for the inner sound

sources are comparable to adult data and also the 2.2-4.0 years age group, with

both MAEs for both sound sources being only a few degrees larger.

The outer angles show median responses of -60.2◦ and +62.4◦ for sound sources

at +70◦ and -70◦ respectively. The quartile ranges (-70◦=21.5◦ and +70◦=22.9◦)

are higher than those found in the adult data and the +70◦ being higher than

the same angle in the 2.2-4.0 years age group. The MAEs for the outer angles

are -70◦=12.9◦ and +70◦=14.2◦.

The MAEs for the 4.0-5.0 years age groups are the same as those found in the

2.2-4.0 years age group and the adult data, with the difference between the av-
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eraged MAEs across all directions being less than 1◦. The mean quartile ranges

are higher than the 2.2-4.0 years (2.3◦) and higher than the adult quartile range,

with a difference of 9.5◦. The gradients for both sides show good agreement

with the sound sources (positive gradients = 0.88, negative gradients = -0.75).

The positive angle shows a consistent undershoot for +30◦ and +70◦, this can

be seen in the offset of the linear-line fit between the two sound sources. Com-

parisons with the 1.0-2.2 years age group show differences of around 8◦ for the

MAEs and around 7◦ difference for the quartile ranges. Overall, the results

show that the age groups 2.2-4.0 and 4.0-5.0 years have similar responses both

in terms of MAE and quartile ranges. The age group 4.0-5.0 years, although

showing similar MAEs to the adult data, has larger quartile ranges suggesting

inaccuracies in their responses.

A number of studies have looked at sound localisation ability in children of

this age range. However, many were not what has been defined in this thesis as

’absolute‘ sound localisation. Van Deun et al. [63] performed an identification

task which consisted of nine visible loud speakers from which the child was to

choose where a sound came from. The study found RMS errors of around 10◦

for children aged four years. The results presented above show slightly higher

values than this. Litovsky et al. [97] conducted a similar identification task to

Van Deun et al. [63] using speech stimuli. The results from seven five year olds

found a mean RMS across all the subjects of 18.3◦. This results is higher than

those found in the 4.0-5.0 and 2.2-4.0 years age group. The results are more

comparable to the 1.0-2.2 years age group, however, results are presented as
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RMS and not MAEs so therefore not directly comparable. Another study by

Litovsky [57], found that children aged five had performance levels equal to

those of adults in a minimal audible angle (MAA) task. The results above sug-

gest that the MAEs are equal and sometimes lower than the the adult data for

the 2.2-4.0 and 4.0-5.0 years age groups. However, the quartile ranges are usu-

ally higher for the children, suggesting a lower consistency between responses,

this could be due to the lower number of trials collected.

4.4.2 Adult Localisation Ability

The bottom right panel of Figure 4.10 shows the localisation responses of the

adult participants. The results for the inner angle speaker locations, sound

source at -30◦ and +30◦, show medians of -22.8◦ and +32.0◦ respectively. The

medians show that response to -30◦ show a relatively large undershoot. The

MAEs for the inner speaker locations (-30◦=+8.3◦ and +30◦=+7.6◦) are also large

suggesting errors in the adults localisation ability. Even with such errors, the in-

terquartile ranges for both inner sound source locations (-30◦=+8.0◦ and +30◦=+12.7◦)

are low suggesting the adults are making consistent responses to the target

sound sources.

The outer speaker locations, sound sources at -70◦ and +70◦, show median re-

sponses of -50.9◦ and +60.0◦ respectively. The interquartile ranges for the outer

angles again show consistency in the responses (-70◦=+12.8◦ and +70◦= +7.1◦).

The same is true for the interquartile ranges of the inner angle sound sources.

The MAEs for the outer angles are larger than those found for the inner angles
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(-70◦=+19.4◦ and +70◦=+10.1◦). The medians for the outer angles show a consis-

tent undershoot to the target, which is seen in the larger MAEs values. The re-

sults for the outer speaker locations show an undershoot which is expected and

seen in all localisation data in which head turns are measured [19, 39, 40, 41].

The undershoot is due to the head only being capable of rotating so far due to

physiology, with the eyes making up the azimuth angular difference between

the maximum head rotation and the sound source.

The results show a consistent offset between the positive and negative speaker

locations, i.e. difference between ±30◦ is around nine degrees as is the dif-

ference between ±70◦. Looking at the raw data and the processing method it

seems that this is part of the results and not a systematic error in the processing

of the results.

The results always undershoot the negative target locations. The adults have

more undershoot to the negative angles; from looking at the raw data this is

not due to the extraction algorithm but present in the raw data. One reason

for this could be due to the instructions given to the participants. To try and

obtain natural responses the adults were simply instructed to ‘turn to face the

sound’. Some of the adults may have not turned fully and used their eyes in-

stead in some of the trials resulting in large undershoots. Most of the adults in

previous studies also had training, in the task, this was avoided so that natural

responses were obtained from the participants and was an important part of

the AnimalSeek method. Also, the number of participants used in this study

was lower than those used in previous investigations.
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The overall errors are quite large compared to other sound localisation studies.

Makous et al. [19] showed small errors for brief, wide band noise stimulus,

with RMS errors of around 0.6◦ for stimulus presented from midline and RMS

errors of 7.5◦ for stimulus presented between 60◦ and 80◦ (70◦ was not tested).

The average MAE found using the new localisation test method for the outer

speaker locations was 14.7◦, twice that of the RMS error found in Makous et

al. study [19]. Interestingly, the results from the Makous et al. [19] show an

increase in errors to 9.7◦ and 9.4◦ for sound sources at (+60◦,+5◦) and (-60◦,-5◦).

This then drops to 5.2◦ and 5.5◦ for sound sources at (+80◦,+5◦) and (-80◦,-5◦),

i.e. localisation accuracy gets worse as the participants localise sounds away

from midline but then performance gets better. The size of the error then in-

creases again up to a maximum at sounds sources placed at +160◦. Other stud-

ies found similar results to this, i.e. Recanzone et al. [39]. For noise stimuli,

MAEs of 2◦-4◦ were found for speaker locations ranging from 0◦ to 48◦. No

undershoot was seen even at 48◦, however, the standard deviation increased in

the responses.
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4.4.3 Comparison of Localisation Ability between Hand Judged

and Extraction Algorithm MkII
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Figure 4.10: Localisation results for each age group. Localisation ability expressed
in terms of medians (×) and interquartile ranges (whiskers). The two
sets of responses for each age group show those obtained by hand
picking (blue) and the extraction algorithm (red). The two are offset
by 5◦ along the x-axis to show the two on one figure.

Age Speaker location (◦)
-70◦ -30◦ +30◦ +70◦

MED (IQR) MED (IQR) MED (IQR) MED (IQR)
1.0-2.2 years 1.9 (3.6) 1.0 (5.1) 0.5 (2.1) 4.1 (8.7)
2.2-4.0 years 0.9 (5.4) 1.5 (0.1) 0.7 (0.4) 0.3 (5.5)
4.0-5.0 years 0.7 (0.5) 0.2 (0.2) 0.2 (1.5) 0.2 (1.8)

Adults 1.4 (0.4) 0.3 (0.1) 1.3 (0.8) 2.5 (1.2)

Table 4.7: Difference between the human picked and the extraction algorithm of
the medians and interquartile ranges as obtained by Equation 5.1 and
Equation 5.1 respectively.

∆m = mh − ma (4.7)

∆iqr = iqrh − iqra (4.8)
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The adults show errors of under 2.5◦. Results for the age groups, 2.2-4.0 years

and 4.0-5.0 years show excellent agreement both in terms of their medians and

also interquartile ranges. For the age group 2.2-4.0 years we see slightly higher

interquartile ranges for the lateral locations for the age group 4.0-5.0 years, al-

though they are within 5◦.

The youngest age group, 1.0-2.2 years, shows the largest differences between

both approaches in terms of medians and interquartile ranges. This is espe-

cially true for the outer target locations. One of the reasons for this could be

due to the types of responses and quality of responses seen for this age group

making accurate extraction difficult. Also, the number of participants and data

points in this age group are low.

4.5 Discussion

The results show that the methods of extraction can be used to evaluate locali-

sation ability. The results from the adult participants show low quartile ranges

and MAEs. The MAE for the -70◦ sound source shows a large error. However,

looking at the raw motion data we see this is present in all of the participants.

The quartile ranges for the adults show consistent responses with the mean of

the quartiles being 10.2◦ across all directions. The average MAE across all di-

rections is 11.4◦. Comparisons with other studies show that the errors in the

responses are slightly higher than expected. Makous et al. [19] found average

MAEs of 6.6◦ for targets average across 20◦-40◦ and 60◦-80◦. The difference
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in the results could be due to the accuracy of the methods. Makous et al. in-

structed the participants to press a button when the sound was localised, some-

thing with more direct instruction and a defined head turn point.

Looking at the child data, the difference between 2.2-4.0 years and the 4.0-5.0

years age group MAEs is only 0.8◦. The largest MAEs are seen in the 1.0-2.2

years age group. The smallest quartile ranges are also found in the 2.2-4.0 years

age group, 2.3◦ lower than the 4.0-5.0 years age groups average quartile range.

The largest average quartile range is the 1.0-2.2 years age group with a mean

quartile range of 26.1◦ across all directions. It could also be due to the lack of

data available due to there being only a small number of children who were

willing to wear a hat.

The point at which the child localised the sound was taken as the point in which

the head stopped moving (Te). This approach was taken as it was easily identi-

fiable and as expected in an ideal responses, i.e. the response flattens out when

the sound is localised. This measured point might not have been where every

child localised the sound and they may have moved their heads after. However,

finding a point where the child had localised the sound is difficult due to the

amount of trials available from the head tracker. Overall however, this method

seems to get reasonable measures of localisation ability in children.

Comparison between the algorithm and the hand picked data shows good agree-

ment across all age ranges with the biggest difference being 4.1◦ and an average

difference of 1.1◦. This shows that the method could be used as a fast alternative

to the hand picking method and would allow the rapid evaluation of localisa-
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tion ability in even the youngest of children.
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4.6 Conclusion

The chapter set out to develop a method which could rapidly and accurately

evaluate localisation ability in young children from raw motion tracking data.

The chapter has shown, for this first time in a child localisation study, that such

a method can be developed and that by using signal processing techniques

it is possible to evaluate localisation ability to within 1◦ of that measured by

hand but around 100 times faster (approximately four seconds by hand, around

twenty milliseconds using the algorithm). At this processing speed it is possi-

ble to use the algorithm in real time to asses localisation ability on a trial by trial

basis.

Improvement of the method and future proposals

The results show responses can be automatically extracted from the raw motion

tracking data using the technique proposed. The method showed that localisa-

tion ability could be measured with similar accuracy to hand judging the data

but faster. The main issue with the results is the amount of data available. This

was due to the motion tracking gear and how it was mounted on the child. The

hat in particular, used to measure head rotation, caused distress to the child

who refused to either wear the hat or would only keep it on for a few trials, this

resulted in a poor yield of trails. One way around this would be through the

use of more ‘remote’ tracking. Although not as transparent as electromagnetic

tracking, reflective tape could be placed onto the child’s head / forehead, simi-
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lar to the studies by [51, 96, 61], and the motion tracked using infrared cameras.

This would allow for signal processing techniques to be applied to the data and

the localisation ability of the child assessed in real time. This would require

camera tracking software however. This poses a lot of issues and problems

which would need to be overcame such as the development and implementa-

tion of software which could extract and analyse the movement from camera

data. An even more unobtrusive method would be the use of facial recognition

software. A number of studies [98, 99, 100] have used remote tracking via a

video camera to determine the types of head movement and also the magni-

tude of the head movement in free space. Such methods use a number of dif-

ferent approaches. Zivkovic et al. [99] uses a polygon model based paradigm

onto which the face is superimposed. From this the rotation of the head can be

extracted from the video in real time. This sort of method is common and is

easily implemented if using the correct equipment. Applying such a method to

this study would allow for less distractions to the child during testing, i.e. no

need to wear a hat or tape on the head.

Another aspect of the study which would be interesting would be the tracking

of the subjects eyes. Conventional head tracking equipment tends to be large

and bulky and apparatus available to us during this study was not applicable

to the children. Being able to study the eye movement would allow experi-

menters to collect a lot more information on the types of strategies used when

localising the sounds. Analysis of the data would be similar to those used in the

head movement as data is similar. Work by Frankchak et al. [101] has shown

136



tracking of the infant’s eyes is possible. Another approach would be to track the

eye remotely using cameras, something which has been shown to be possible

in adults [102].

The current method processed the results after they had been collected. For

the method to be used in a clinical setting real time analysis of the head turns

would be required. This would require recoding of the experiment to pass the

head tracking data to the analysis software (MATLAB), although such an imple-

mentation is not complicated due to time constraints it was not implemented.
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Chapter 5

Development of an Artificial

Observer to Automatically Classify

Head Turn Responses in the

AnimalSeek method

5.1 Introduction

So far a method and a set of analysis techniques have been discussed and pre-

sented which can be used to evaluate the localisation ability of children under

five. This chapter will look at ways in which the judgment of the children’s

responses can be made automatic.

In chapter three it was shown that by using the new localisation method, a
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relatively high number of responses could be collected from children without

using a second experimenter inside the AEC. Instead, three large video screens

displaying scenes and characters were used to engage the child and bring their

attention back to midline. However, two experimenters were still used during

the testing of the new method to reduce experimenter bias in the judgment of

responses. Due to the use of humans in the procedure, and even with methods

such as OPP, in the authors opinion, response judgment is subjective, due to

the usual wide variety of responses which are used to classify the responses as

opposed to random or inattentive behaviour and also the high level of train-

ing required by the experimenter to notice these differences. The AnimalSeek

method attempted to obtain consistent results by classifying a small set of re-

sponses to a small number of speaker locations. The responses, which are based

on a set of criteria, can then be used to train a classifier (based on artificial intel-

ligence) to judge each response.

With the AnimalSeek method we wish to classify correct head turn responses

which were clearly to an auditory stimulus and reject responses which are not,

i.e. head movements not towards the target stimuli or other forms of responses.

The other type of response witnessed during the testing of the method was

what was judged as a null response. This usually involved the child failing to

respond within five seconds or turning to their parents/guardians, crying or

attempting to get down from their parents/guardian lap or the chair. These

types of responses were commonplace, especially with the younger age group,

so it is important that they can be classified and rejected correctly. If the trial is
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a correct head turn, it is important that the classifier can classify the direction

of the head turn i.e. is the response to +30◦ or +70◦. The classifiers must also

be able to do this correctly and to the highest rate of classification possible. The

more accurate the method is, the more reliable a tool it is to be used at judging

responses.

This chapter will discuss two classifiers and compare their results. The compar-

isons will be made upon their rate of classification and also their false positive

rates. False positives are trials which are scored as correct head turns when

in fact they were incorrect. Such classification is unwanted as it could lead to

confusion in the child by presenting them with a reward when they did not re-

spond correctly and subsequent wrong analysis of the trial. The methods will

be trained and implemented offline, ideally they would be implemented in real

time on a trial by trial basis. The end of the chapter will discuss such imple-

mentation.
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5.2 Template Matching

Gesture recognition is the identification of a predefined gesture (e.g. a person

waving) from data which may contain a mixture of other types of gestures, ar-

bitrary responses or noise. One way of identifying gestures in a set of data

is through the use of a technique called template matching. Template match-

ing uses a predefined template of the gesture which is to be recognised. This

template is then compared to the data set for occurrences of that template, as

measured by the error between the template and the data. The templates used

in template matching can take many forms; these range from simple represen-

tations of the data such as a gesture in its raw motion form [103] or templates

which are based on statistical representations of the gesture, such as values de-

scribing the mean or standard deviation of the data [103, 104]. This section

will look at using a template matching method to see if response to an audi-

tory stimulus can be identified. The rotation of the head towards a auditory

stimulus (the gesture wishing to be classified) ideally has a sigmoid-like shape

(see Figure 4.1). This means that a head turn can be categorised using a simple

pre-defined template to see if the response is correct or not. The simplicity of

the method and also the fact that only one type of response is to be classified

makes template matching an attractive method to use for classification of head

turn responses.
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Dynamic Time Warping

When using template matching on raw motion data a problem can occur due

to the temporal nature of movement; the time it takes to make a head turn to-

wards a target stimulus will differ between subjects and also between trials.

Dynamic time warping (DTW) is a form of template matching which attempts

to overcome the issues of temporal mismatch between the template and the

data being classified. First developed by Sakoe et al. [105] for use in speech

recognition tasks, the method has been used and applied to a number of classi-

fication problems, including human gesture recognition [106, 107] and speech

recognition tasks [108].

To illustrate the DTW algorithm, Figure 5.1 shows a template of the word,

‘head’ - and a response which is a stretched form of the word ‘head’, HEEEADD.

We can represent the template and responses as shown in Equation 5.1 and

Equation 5.2 respectively:

Xt = xt1, xt2......xti (5.1)

Xr = xr1, xr2......xrj (5.2)

where Xt and Xr represent vectors containing the template and response data

respectively. i and j are the lengths of the template and response data.

Figure 5.1 shows a choice of movement at the second E in the response HEEEADD.

From the cell marked (i − 1, j − 1), the algorithm has a choice of movement to

one of three adjacent cells: the choice of movement are (i − 1, j),(i, j − 1) and
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Figure 5.1: Example of the DTW algorithm illustrated by matching a word. The

template, HEAD, is matched against the response HEEEADD, a longer

(temporally stretched) version of the template. The blue squares show

the path of the DTW algorithm. The second E in HEAD of the response

shows a series of arrows corresponding to where the DTW algorithm

can go for its next step. The next step is the step with the lowest dis-

tance. Once the full sequence is completed, the response is warped to

the new sequence, the template is then compared against the response

and an error measure obtained.

(i, j).

Movement between cells is constrained by several rules; firstly, the boundary

conditions within which the movement can take place, defined as being be-

tween (xt1,xr1) and (xtn,xrm). Secondly, the algorithm can only move forward

and to adjacent cells, defined as the monotonicity condition:

i1 <= i2 <= iL (5.3)

j1 <= j2 <= jL (5.4)
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The final restriction is that the path can only move one cell at a time, this is

defined as the continuity condition.

The DTW algorithm moves through the matrix shown in Figure 5.1 from left

to right, starting at the origin. The size of each movement or the distance, is

referred to as the local cost measure. As the algorithm moves, the local costs

of each step can be added together to give the total cost of the algorithm’s path

costp(Xt, Xr), as shown in Equation 5.5:

costp(Xt, Xr) =
L

∑
l=1

cost(xtml
, xrnl

) (5.5)

for a warping path, p, of length L, with respect to the local cost measure, cost(xtml
, xrnl

).

The local cost measure for each point, l, on the warping path is the Manhattan

distance (the absolute difference between the two points) between the xt value

of point l (xtml
) and the xr value of point l (xrnl

).

In the example given in Figure 5.1, the movement with the lowest cost would be

to cell (i − 1, j), since the xt and xr values of that cell match (the letter E), giving

a local cost measure of 0. Movement to other cells would result in a larger cost

function, since the letters would not match. The DTW algorithm computes all

paths through the matrix according to the rules discussed above. The path with

the lowest overall cost across the whole response is then used as the warping

path. Once complete the time axis of the data gets ‘warped’ onto the new time

axis of the path with the lowest cost function.

The DTW algorithm was implemented in MATLAB using the DTW toolbox de-

veloped by Micó [109]. The use of DTW algorithm is ideal for the application
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required in this thesis as it allows the classification of a predefined shape which

is subject to temporal differences, i.e. a head turn from a child.

Support Vector Machines

The output of the DTW algorithm is an error measure. This error measure is

used to classify the data into either a correct or an incorrect responses to the au-

ditory stimulus. One way of doing this is to draw a decision boundary between

the values which represent correct and incorrect responses. The boundaries can

be formed in a number of ways. One way would be to form a simple cut off by

visual inspection, i.e. values greater than X are correct, less than X, incorrect.

This method is quite a crude approach and would result in large errors of clas-

sification. The method used in this thesis are support vector machines (SVM).

Figure 5.2 shows a graphical representation of a two-dimensional SVM. SVMs

work by constructing a plane (refered to as a hyperplane in higher dimensions)

which separates the values of two or more classes, respectively. Data can be

described as a set of vectors, xi, with each vector in xi belonging to a class. Fig-

ure 5.2 shows the two classes represented by the symbols ∗ and +. The plane,

p , separating the classes is described in Equation 5.6:

h(x) = x.w + w0 (5.6)

where x.w describes the dot product of the data, x, and w, the vector normal to

the separating plane. w0 describes the distance between the origin (0,0) and the
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Figure 5.2: Application of a SVM to separate two classes of data, ∗ and +. The

plane p is used to separate the two classes of data. This is achieved

by using support vectors, highlighted by red circles. Support vectors

are chosen so that the separation between the two classes, called the

margin, is at its maximum.

vector w.

SVMs choose data points in each class, referred to as support vectors. The sup-

port vectors are used to form boundaries to separate classes. The two bound-

aries constructed in this example are defined as, p1 : x.w + w0 = +1 and

p2 : x.w + w0 = −1 where d1 and d2 are the distances between the separat-

ing plane, p, and p1 and p2, respectively. These boundaries separate class ∗

and class +, respectively.

The distance between p1 and p2 is defined as the margin. Because the mag-
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nitudes of d1 and d2 are equal, we will define this distance simply as d. The

distance is shown in Equation 5.7

d =
|w.x + w0|

|w|
(5.7)

The width of the margin can be written as shown in Equation 5.8

margin =
2

‖w‖
(5.8)

SVM work by finding support vectors which maximize the margin separating

the classes. The approach discussed above is the original ‘linear maximised

margin’ definition of SVMs as defined by [110]. In current implementations the

margin is maximised according to rules relating to ‘soft margins’ [111]. A soft

margin allows classification of the classes even if some of the data belonging

to class ∗ lies in the region of class +, and vice versa. SVMs can also be im-

plemented to produce non-linear separating planes. By implementing SVMs,

the most efficient boundary can be created allowing for accurate classification

of the DTW error measures. The discussion of soft margins is out of scope of

this thesis. Linear SVMs were implemented using the open source MATLAB

toolbox ’OSU-SVM’ [112] to separate the DTW results.

A different SVM was trained for each set of data wishing to be classified (cor-

rect/incorrect, correct/null and direction). The SVMs were trained on ran-

domly divided data with 70% of the data and then tested on the remaining

30% to verify classification.
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5.2.1 Implementation of a Template Matching Classifier

The data used for classification were from all age groups except 1.0-2.2 years,

because the results from chapter four showed that this age group were not lo-

calising but discriminating the speaker locations. This makes fitting a template

difficult when categorizing directions.

A correct head turn comprises of a sigmoidal shape with its maximum in the

direction of the sound source. Although the child data was not always a perfect

sigmoid like those seen in the adult data, the head turns are usually sigmoidal

enough that a template can be reasonably fitted and an error measure obtained.

The template was derived by averaging the head turns responses from the adult

data. The template is shown in Figure 5.3.
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Figure 5.3: Template of head turn used in DTW algorithm.
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Templates for the classification of correct / incorrect head turns

A template is required to decide if the head turn response is correct or incorrect.

One issue with using template matching techniques is that they do not scale the

template in terms of amplitude and the responses we wish to classify have two

possible amplitudes (30◦ and 70◦). One approach to overcome this would be

to scale the template and the response data to the same values e.g. between

zero and one. However, scaling responses would mean that small movements,

e.g. in a null response trial, would be amplified. When the template is fitted

to the data, the amplification of a non-directed head movement could produce

a similar error measure to that of a directed head turn, and thus be incorrectly

identified as a correct response. Another approach to this problem is to scale the

template so that its maximum amplitude is the mean of the median response to

the four stimulus directions. This gives template with a maximum amplitude

of +42.5◦.

In addition to the magnitude of the template, the polarity of the template must

also be taken into consideration. The responses to the negative angles will give

an inverted sigmoid and result in large errors if compared to a template with a

positive magnitude. One approach to overcome this would be to use two tem-

plates which would also be useful for checking the direction of the responses.

However, this approach was not possible, since the data had to be made abso-

lute before they were passed through the DTW algorithm. This is due to errors

made in the data collection stage and the motion trackers often switching po-

larity (see page 40 for details). Instead, by pooling all the data into just two
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directions, +30◦ and +70◦, only one template is needed.

Templates for the classification of the target direction of correct head turns

For the classification of directions, one template was used which was scaled to

two different magnitudes. The first is scaled, starting at 0◦, to the mean of the

median responses to +70◦ (56.0◦) and the second to the mean of the median

responses to +30◦ (29.4◦). This approach is used as it is anticipated that error

measures for the responses to the auditory stimuli placed at 30◦ and 70◦ will

be less than the errors to incorrect responses. Correct responses to the angles

should have smaller errors than null or incorrect head movements, which will

contain either under- or overshoots to the auditory targets. SVMs are not used

to classify these responses but instead simple comparisons to which template

(30◦ or 70◦) has the lowest error.

5.2.2 Classification Rates using Template Matching Classifier

The classification was achieved by randomly dividing the data up into a ratio

of 70%/30%, which corresponded to the training and test data respectively. All

test and training data also have a corresponding response type, i.e. correct or

incorrect. Once divided, an error measure was obtained for each trial using the

DTW algorithm and then classified using the SVM. The SVM was then applied

to the test data on a trial by trial basis. The response judgement from the SVM,

correct or incorrect and direction, was then compared to the outcome from test
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data response type. The same template was used to classify the data, apart from

where scaled.

Classification of correct / incorrect head turns

A total of 341 trials were used, 230 correct head turn responses and 111 incorrect

head turn responses. The incorrect trials were those marked as incorrect head,

hand or eye responses to the auditory stimulus. All of the trials were randomly

divided up into training and test data (70% and 30% respectively), along with

their corresponding response type (1 = correct, 0 = incorrect). The results show

a classification rate of 63.3%, with a false positive rate of 21.2%. The results

show that the classification rate were quite low and the false positive rate high.

The reason for the high false positive rate is due to the incorrect responses con-

taining head turns which are being fit to the template. As discussed previously

in Chapter four, this results in similar error measures as the correct head turns

and makes them hard to classify in the SVM.

Classification of correct head turns and null responses

A total of 766 trials were analysed, 230 correct head turns and 536 null re-

sponses. Null responses were the responses which resulted from the child be-

coming inattentive, turning to their parent/guardian or not responding within

five seconds. The data was randomly divided up into training and test data,

along with their corresponding reward types (1 = correct, 0 = null). The classifi-

cation rate was 76.0%, with a false positive rate of 6.5%. Once again, the results
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show a relativley low classification rate and but relativley good false positive

rates.

Classification of the direction of correct head turns

The correct trials were used to classify the direction of the responses. A total of

230 trials were used, 68 response to 30◦ and 162 to 70◦ (1 = 30◦, 0 = 70◦). The

results show a classification rate of 90.9%. False positives rates are 7.4%.

5.2.3 Discussion of the Template Matching Classifier

The DTW method is simple and easy to apply to the data. It is also fast, taking

approximately 10ms to classify each trial (i.e. the time taken to fit the template

and compare to the SVM). The classification rates of responses as correct, in-

correct or null are low i.e. less than 80%, but the classification of the direction

of correct responses which showed a high rate of classification. The main issue

with the template method is that it fits a template to all of the recorded head

movement and classifies it as a head turn; this is an issue when trying to clas-

sify data on just a single feature, i.e. the rotation of the head.

The method showed high rates of classification for the direction data, i.e. if

the responses was to +30◦ or +70◦. The method showed lower levels of perfor-

mance however for the correct/incorrect and correct/null responses. Chapter

four showed that statistically 30◦ and 70◦ were different and therefore discrimi-

nation between the two is possible. Issues arise with the other responses due to
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the noise present in the data. The downside of using a template method on the

raw data is that incorrect/null responses contain head turn components which

the template will fit too. An approach to overcome this is to take the raw data

and only use the salient information about the head turn to classify it. The next

section will look at such an approach.

153



5.3 Artificial Neural Networks

The previous section showed that it is possible to classify head turns using a

pre-defined template of a head turn. Noise and head turn components in the

incorrect/null data made template matching produce low classification rates

and high false positives. Another approach to classification is to break the data

down into a set of features and then use these features for classification. By do-

ing this, the issues of the template matching method should be reduced because

the whole head trace is not presented to the classifier, only the salient informa-

tion corresponding to a head turn.

This section will look at the use of features vectors and their classification using

Artificial Neural Networks (ANN). It is hoped that using such an approach will

increase the classification rates to around 90% with false positives below 5%.

Feature Vectors

Feature analysis involves breaking down raw gesture data into a set of features

which can be used to describe a gesture. The features are placed into a feature

vector which can then used to classify responses using one of many types of

classifier. Before the feature vector can be classified, the features must be ex-

tracted from the data. Feature extraction methods can be done several ways -

one approach is to describe the data using simple statistics, which can include

values such as means, medians or standard deviations. More complex statisti-

cal representations of the data can also be used; examples from recent literature
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include principal components [113, 114], discrete cosine transforms [115], or

discrete wavelet transforms [116].

Classification Techniques

Once feature vectors of the data are obtained, they are classified using any num-

ber of classification techniques. Such types of classification can include non-

probabilistic classifiers such as support vector machines (SVM), Bayesian based

probability classifiers such as Hidden Markov Models and statistical model

classifiers such as Artificial Neural Networks (ANN).

The type of classifier used is dependent on the type of data which is to be classi-

fied. Hidden Markov Models are commonly used on classification and speech

problems in which continuous, movement data is collected. The use of Bayesian

probabilities allows the constant stream of data to be classified in real time us-

ing the rules of Bayesian probability. However, the classification problem ad-

dressed in this section is not continuous with data being collected on a trial by

trial basis and processed as such. Non-probabilistic classifiers such as SVMs

or nearest neighbour methods can show good performance, however, the type

of classifier which was used during this thesis are ANNs since they provide a

robust way of solving classification problems. They are also well supported in

MATLAB, with a MATHWORKS toolbox available [117].
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Artificial Neural Network Architectures

ANNs are made up of artificial neurons which are mathematical models of bio-

logical neurons. The first artificial neurons and artificial neural networks were

suggested by McCulloch and Pitts [118], who showed that it was possible to

compute functions using a suitably constructed network of neurons. The first

implementation and usable ANNs were developed much later by Minksy et al.

[119]; these first ANN were called perceptrons.

Today, ANNs are used in a large number of real world classification problems,

including financial prediction [120], medical diagnosis [121] and in engineer-

ing problems [122]. Figure 5.4 shows the architecture of a simple, single-layer

Figure 5.4: A schematic of a perceptron. The perceptron consists of two layers, the

input layer and the output layer. The inputs xi are fed through their

corresponding weights,wi, the weights are adjusted during the training

phase of the neural network so that the presented inputs give a corre-

sponding output. The output of each weight is summed together and

fed into the activation function. The output then changes depending

on a threshold, θ. When the activation function level is reached, the

output changes. The output of these perceptron is limited to a boolean

expression (1 or 0, true or false)
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ANN (the perceptron). The ANN consists of two layers, the input layer and the

output layer. Each i inputs, xi, also has i corresponding weights, wi. The inputs

pass through their corresponding weight and are summed together to produce

an output, H(x), this is shown in Equation 5.9:

H(x) =
n

∑
i=0

xiwi, (5.9)

the summed values, H(x), are then passed to an activation function, G. The

activation function for a perceptron is a step function described as follows:

G(H) =















1, H ≥ θ

0, H < θ

(5.10)

from the activation function we can see that the output of an ANN can only

be true or false. The input also contains a node referred to as the ‘bias’ of the

network. The bias node has a constant output of one and an associated weight,

wb. The bias allows the position of the decision boundary (θ) of the activation

function to be moved i.e. the point which makes the output either correct or in-

correct. The output of the ANN can thus be defined as shown in Equation 5.11:

y(x) = G(
n

∑
i=0

xiwi), (5.11)

where y(x) is the output when supplied with the inputs, xi, wi the correspond-

ing weights and G, is the activation function,

ANNs are trained using a supervised learning technique, i.e. a set of inputs and
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their corresponding outputs are provided to the learning network. The weights

of the ANN are adjusted in an iterative process until the lowest error between

the outputs of the training ANN and the expected outputs is obtained. Learn-

ing is generalised as backpropagation. When a simple form of backpropagation

being the delta rule which is the method used in perceptron learning. The delta

rule is defined as shown in Equation 5.12:

∆wi j = α(ytj − yaj)xi, (5.12)

where ∆wi j is the change of the ith weights of the jth neuron, yt is the target

output, ya the actual output at each iteration, xi the input and α the learning

rate of the network. The delta rule is used to find a set of weights which give

the smallest error between the actual output, ya, and the target output, yt, of

the network.

The type of ANN discussed above is a very simple, linear ANN. As the area

of ANN was researched more and computing power increased, several others

architecture types emerged, including feed-forward networks, recurrent net-

works and probabilistic networks [123]. A simple, linear ANN like the percep-

tron is too simplistic for solving the head turn data feature vector, so instead

this section will discuss the use of a feed-forward neural network.
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The Feedforward Network

Figure 5.5: Schematic of a feedforward network. This feedfoward network con-

tains three layers. This is one more than the perceptron and includes

what is referred to as the hidden layer. The inputs are connected to the

hidden layer via their corresponding weights. The hidden layer allows

the ANN to perform more complex processing. The hidden layer is con-

nected to the output layer. The hidden layer and the output layer have

their own sets of activation functions. Learning in the feed-forward

network is achieved via a backpropagation algorithm.

Figure 5.5 shows the architecture of a feed-forward network. The feed-forward

network differs to the ANN discussed previously in that it contains an addi-

tional layer called the hidden layer. The hidden layer takes its name from the

fact that its state cannot be observed from the input or the output layers. The

hidden layer allows the network to perform more complex, nonlinear calcu-

lations compared to the linear ANN. The activation function (G) of the feed-

forward network can be any of a varied set of mathematical functions (i.e. lin-
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ear, sigmoid or hyperbolic tangent sigmoid). The hidden layer and the output

layer each have their own activation functions which can be the same or differ-

ent to one another. The more complex activation functions allows the output

of the feed-forward network to be continuous, i.e. not restricted to a boolean

expression like the one used in the perceptron. The type of activation functions

used in this thesis are discussed when the network is designed in the following

section.

The feed-forward network uses a backprorogation algorithm to learn. Unlike

the perceptron, finding the minimum error, E, of the feed-forward network is

slightly more complex due to the hidden layer and a non-linear learning rule

must be applied. The learning rule used here is the Levenberg-Marquardt (LM)

algorithm [124, 125]. The LM algorithm solves the sum of squares of the non-

linear function relating the weights of the network, w, and the error observed

at the output of the network E. The minimum of the function is found by using

the LM algorithm to solve Equation 5.13:

(JT J + λI)w = JTE, (5.13)

where J is the Jacobian of the function being solved, λ the Levenbergs damp-

ing factor, w the weight update vector and E the error vector. During each

iteration of the training procedure the error gradient, JTE, is computed, and

a new set of weights is found by solving Equation 5.13 for w. Using the new

weights, the output error (yt − ya) of the network is found. The LM algorithm

is used as it is the fastest (yet most memory intensive) method of solving the
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sum of squares of a non-linear function. The algorithm works by updating the

weights by different amounts depending on the state of the error gradient. If

the gradient is a constant slope, large changes are made so that the algorithm

converges quickly. If the gradient is changing rapidly, the weights are changed

by a smaller amount so that the minimum of the function is not missed and as

a result, never converges [126, 127].

5.3.1 Implementation of a Classifier Using ANN

Chapter four and the previous section regarding template matching showed

that the head turns are made up of a sigmoid shape. From these raw head

turns a number of simple values can be extracted to form a feature vector which

describes a head turn response. A correct head turn response will consist of a

start and an end. The start and end of the head turn will have a value in time

(milliseconds) and also a magnitude (◦). The absolute difference between these

points are used in the feature vector and are described as ∆t and ∆a. From

these parameters, the average gradient of the head turn can be derived, this

feature is referred to as ∆a/∆t. A final feature which will be used in the feature

vectors is the number of peaks seen in the velocity vector of the head turn. It

can be seen in the examples (see Figure 4.7, page 110) that correct head turns

towards sound sources are made up of one or two rotational movements of the

head. Incorrect head turn responses usually contain a larger number of head

movements. Therefore, the incorrect head turns will show more peaks in the

velocity vector. The four features are therefore defined as:
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1. ∆t, the time difference between start and end of the head turn.

2. ∆a, angular difference between start and end of the head turn.

3. ∆a/∆t, gradient of response.

4. P, the number of peaks in a response.

Using these four simple features it will be possible to discriminate between a

correct head turn responses and incorrect/null responses and also to identify

the direction of a correct head turn. This section will discuss the design of a

simple feed-forward network for the classification problem discussed in this

chapter. The neural network must take in the feature vector presented in the

previous section, process it and then decide on whether the response was firstly

a correct head turn or not and secondly to which direction.

The network consists of three layers, firstly an input layer which is made up of

four nodes, corresponding to one per feature. Connected to the input layer is

the hidden layer which contains twenty nodes (large number chosen to allow

for effective classification). There are no rules which determine how many hid-

den layers should be used, or how many nodes should be in a hidden layer.

Since it is advised by Russell et al. [128] that a single layer is capable of solving

all continuous classification problems, one layer was used. Finally, connected

to the other side of the hidden layer is the output layer. The output layer con-

tains two nodes. For the first neural network, these outputs will represent if the

response was correct (1) or incorrect (0). For the second ANN, which will be

trained to discriminate direction, one will represent a response to 30◦ and one
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to 70◦ (output of the ANN will classify a 1 as 30◦ and 0 and 70◦. The activation

functions used for the hidden and output layer are hyperbolic tangent sigmoid

transfer functions.

The use of this activation function allows for a continuous output. The out-

put is then processed further by simple rounding it to the nearest whole in-

teger. A number of methods were used to make decision boundaries on cor-

rect/incorrect classification, however, this proved to get the highest rates of

classification. Before the data were analysed they were separated randomly into

a ratio of 70%/30% (training data/test data, as discussed in MATLAB Neural

Network Toolbox [117]). The ANNs were trained three times, each time with

the data being randomised and then presented to the ANNs. The results from

these three runs were then averaged to obtained a classification and false posi-

tive rate.

The network was trained using the training data set and then simulated on the

test data. The test data results were then compared with those outputted from

the ANN. Classification rate was the percentage correct obtained by the ANN.

The false positive rate, that is, the number of responses scored as correct when

in fact it was not was also calculated, to make sure over fitting has not taken

place.
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5.3.2 Classification Rates Using ANN Classifier

Classification of correct / incorrect head turns using ANN

A total of 341 trials were used, 230 correct head turn responses and 111 incor-

rect head turn responses, these were randomly divided up into training and

test data (70% and 30% respectivley). The results show a classification rate of

79.1% with a false positive rate of 11.5%. Although the classification rate is

higher than the template matching method as is the false positive rate, how-

ever, this rate is still quite high. The reason for the false positive rate, like with

the template matching methods, is that some of the incorrect head turns are be-

ing classified as correct and as such lead to misclassification. It was hoped that

by classifying using feature vectors this could be overcome, but the rates are

still high, however, the performance has increased as compared to the template

matching method.

Classification of correct head turn and null data using ANN

The data contained a total of 766 trials, 230 correct head turns and 536 null

responses, these were randomly divided up into training and test data (70% and

30% respectivley). The results show a classification rate of 84.6% with a false

positive rate of 8.4%. The ANN shows fairly high classification rates, however,

the false positive rate is again quite high. The use of feature vectors still show a

resonably high rate of misclassification, suggesting that the null data contains

many compoents present in a correct head turn.
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Direction of head response

The correct trials were used to classify the direction of the responses. A total of

230 trials were used, 68 response to 30◦ and 162 to 70◦. It was found that using

all four feature vectors, a classification rate of 87.0% and a false positive rate

of 13% could be achieved. These rates could be improved, however, with the

removal of features, ∆t and P. The new vector gave classification rates of 90.8%

and a false positive of 7.3%. It seems the reason for this is that the inclusion

of the peak and time data adds variance to the feature vectors which causes

error in the classification rate. Although many of the correct responses have

one peak, some also have two or three peaks; this results in errors when trying

to find a boundary to classify. The same is true for the inclusion of the time

vector.
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5.3.3 Discussion of the ANN Classifier

The results showed that classification is possible with relatively simple net-

works and feature vectors which are easily derived from the response data. The

time taken to process each trial is around 15ms. The results show a fairly high

rate of classification (all greater than 80%), however, the false positive rate is

also quite high because a high proportion of null responses and incorrect head

turns contained head turn components and were classified as correct. This was

hoped to be overcome by using the feature vector method as compared to the

template matching method. The next section will discuss and compare the two

methods.
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5.4 Discussion and Conclusion

5.4.1 Comparison of the Two Classifier Methods

Method Correct/Incorrect Correct/Null Direction
DTW 75.2 (17.1) 76.0 (6.5) 90.9 (7.4)
NN 79.1 (11.5) 84.6 (8.4) 90.8 (7.3)

Table 5.1: Comparison of the two classification methods for the child data. Data

shown as percent correct with the percentage of trials which were false

positive in brackets.

Discussed in this chapter were two different approaches for the classification of

the head turn responses. The first was the template matching technique which

used a predefined template of a correct head turn and fitted it to each trial in

order to obtain an error measure which was then classified using a SVM. The

second was an ANN, which classified the data using four feature vectors based

on a number of parameters of each head turn.

The ANN classifier showed higher classification rates and lower false positive

rates for both the classification of correct / incorrect head turns and null re-

sponses. When inspecting the raw misclassified data it can be seen that the

template method will classify all types of head turn as correct, as only one fea-

ture is given to the classifier, the error measure. The ANN approach gives im-

proved results because it provides more information to the classifier in the form

of the four features in the feature vector, as predicted. The rate of false positives

is comparable for the correct / null classification, with the template matching

method producing better rates.
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The ANN and the template method provide the same rate of classification of

directions. The ANN provides slightly lower false positives but this difference

is small (<0.1%). The reason for the lower than expected results when using the

ANN is that the feature vectors are describing a head turn but such head turn

components are present in the incorrect/null data. This is due to the quality of

the raw data from which the classification is based. To increase the classification

rates more information would be needed. This could take the form of other fac-

tors of the head turn i.e. the roll or elevation. However, when looking into this,

such components were also noisy and even more varied between, and within,

participants. Errors in the data scoring would also carry over into the classifica-

tion results, i.e. the experimenters judgments. Although precautions and care

were taken in the response judgment, this problem was unavoidable. The data

from the motion trackers was also not ideal, with some of the null and incorrect

traces containing noise or polarity inversions. Although attempts were made

to overcome and screen out these responses, some errors still remained in the

data which can effect the classification rates.

Looking at the two methods it can be seen that the ANN is advantageous be-

cause it provides higher classification results, apart from when classifying di-

rections. If further development of the method was undertaken and the method

used in real time, implementation of the ANN classifier would be more diffi-

cult than the template matching method. Development of the ANN classifier

and feature extraction would ideally be done outside of MATLAB using a faster

and more independent programming language (e.g. C++). This is so that the
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processing of the trials would be as fast as possible and the system would not

be reliant on the MATLAB environment.

Implementation of the template matching classifier would be simpler, the raw

motion tracking data could be fed into the classifier and an error measure ob-

tained which could then be classified by the SVM. This could also be developed

in a programming language such as C++. Although the template matching

method would be easier to implement and is faster at processing the trials, the

differences in percent correct and also the time taken to process between the

two methods, show that the implementation of the ANN classifier would be

advantageous.

5.4.2 Conclusion

The chapter has discussed two methods which could be used to classify re-

sponses children make to sounds during a new localisation test method. The

issue with the localisation method and previous methods were that they re-

quired at least two experimenters to control the experiment and engage the

child, and to remove experimenter bias in any measurements made. The chap-

ter has shown that using a classifier approach, adequate rates of classification

can be obtained with the child data. Such approach has not been attempted

before in both an adult or a child localisation study. For the method to be used

in a clinical setting, the false positive rates would have to be reduced. The high

rates of classification are thought not to be due to the method but the quality of

the raw data used. Even with a method (ANN) which didn’t use the raw data
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but instead the salient information, noise in the data caused misclassification.

To improve this, more data would need to be collected so that the amount of

training data available to the classifiers was increased and boundaries easier to

determine.

For the method to be effective in a clinical setting it would need to be imple-

mented in real time so that responses could be assessed on a trial by trial basis.

For the method to be implemented in real time, the way the system would

need slight recoding so that data could be passed from the motion tracker and

directly to MATLAB for analysis.
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Chapter 6

Discussion and Conclusions

This chapter provides an overview of the findings presented in this thesis and

also discusses the aims and possibilities for future work.

Development the AnimalSeek Method

The main aim of the thesis was to develop a new behavioural test method which

could be used to evaluate the localisation ability of children under five years

of age. The method was required to be intuitive so that even young children

(one year old) could perform it without instruction. The children were engaged

using the three large video screens, these were also used to return the child’s

attention back to midline at the end of each trial. By using the video screens

in this way, it was also possible to reduce the need for an experimenter to be

inside the AEC engaging the child. Such an approach has not been undertaken

before in a child localisation study.
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The method tested 28 participants ranging from one to five years of age. The

method was evaluated by looking at how many responses (correct and incor-

rect) could be obtained from the child before they stopped responding. Re-

sponses were marked as correct or incorrect and the method evaluated on the

total number of responses (correct and incorrect trials) and the number of cor-

rect responses which were the trials consisting of a head turn towards the target

stimulus location. The number of responses were seen to be a function of age,

i.e. the younger children produced fewer responses than the older children.

This was to be expected because the attention span of the younger children

is shorter. The total number of correct head turn responses for all of the age

groups was generally lower than the total number of responses obtained (ap-

proximately 50%). Comparisons with other methods are difficult because many

BA studies do not score just head turn responses, with other types of responses

and gestures scored as correct.

The total number of responses (sum of correct and incorrect trials) are compara-

ble to previous studies. However, the number of correct head turns (those used

to evaluate localisation ability) were lower than expected with only around ten

obtained per block. It was found that most children would sit for at least three

blocks per visit, this can elicit enough trials so that localisation ability could

be obtained. One of the main reasons for the low number of responses per

block was the the motion tracking gear worn by the child, and especially the

youngest age group (1.0-2.2 years), which caused them distress and as a result

caused many blocks to be terminated early.
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As well as looking at the methods performance, the effect of the reward loca-

tion on the number of responses was also investigated. The visual environment

allowed the experimenter to manipulate where the reward was displayed with

respect to the auditory stimulus. Three reward locations were tested:

1. The reward was presented at the same location as the auditory stimuli.

2. The reward was presented at midline (zero degrees), no matter where the

auditory stimuli was presented from.

3. The reward was presented at a random location ±20◦ about the target

stimuli.

It was hypothesised that presenting the reward at midline (zero degrees) would

make the game-like task uninteresting for the children and would produce the

fewest number of responses. In regard to the other two reward types it was hy-

pothesised that these rewards would produce the same number of responses,

however, the jittered condition would be the preferred due to it taking away

learning effects regarding where the sound was presented from. It was hypoth-

esised that by using the jittered reward, the location of the auditory stimulus

could not be learnt by the child by simply remembering where the visual re-

ward was presented, this would be particularly problematic if only a few audi-

tory stimulus locations were used. When the reward was presented at zero, as

expected, fewer responses were seen. For age group 1.0-2.2 years reward type

at location produced the most responses, however, statistically, the jittered loca-

tion was no different. However, a statistical difference was observed between
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at location and zero for this age group. For the older age group, 4.0-5.0 years,

the jittered condition was preferred, however, statistically there was no differ-

ence. Presenting the reward at zero produced the fewest responses across all

the age groups but only showed a statistical significance for the youngest age

group when looking at total correct responses. The amount of data available

for comparisons was lower than expected so more testing would be required to

confirm these differences.

Overall a good number of responses were obtained using the AnimalSeek method,

however, the proportion of correct head turns, which is used for evaluating lo-

calisation ability, was found to be lower than that obtained in previous studies..

Measurement of Localisation Ability

As well as evaluating the method, during the testing of the children in chapter

three, motion tracking data was also being collected. Chapter four investigated

ways of evaluating and measuring the head motion of the children to an au-

ditory stimulus and using the motion data to evaluate the child’s localisation

ability. Previous methods of evaluating a child’s localisation ability have been,

in the author’s opinion, crude and both time and labour intensive. A method

was required that would evaluate the children’s responses both accurately and

quickly. By having such a method, the analysis could be performed on a trial

by trial basis.

The extraction algorithm (see page 110) worked by looking at the velocity of

the head turn and taking the point of localisation as the point where the head
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stopped moving. To evaluate the method the start and end of the head turn

were found manually and the times and magnitudes of the head turn at these

points recorded, the same process was then performed using the extraction al-

gorithm and the two compared. The extraction method showed good agree-

ment with the hand picked data. Compared to hand picking the data this

method was a lot faster and could analyse the head movements and extract

the salient information in milliseconds rather than seconds. Using this process-

ing technique allows for the fast evaluation of head turn responses, something

which has not been seen in child localisation literature before.

The extraction algorithm was then used to evaluate the localisation ability of the

children. The youngest age group of children (1.0-2.2 years) showed generally

poor localisation results, this was seen by large undershoots to the target stim-

ulus. The older children (age groups 2.2-4.0 years and 4.0-5.0 years) showed

better performance. This data, in comparisons with other studies, showed large

errors in the children’s localisation ability. The data was also evaluated by hand

and showed similar levels of performance suggesting that the raw data was the

reasons for the errors. The reason for the poor performance could be due to the

low number of children tested, the low number of trials and also issues with

windowing of the data during collection. The point at which the sound was

localised (end of the biggest head turn) could also have caused errors in the

localisation performance, such a point is difficult to evaluate in young children

however because there is not method of indication and so must be extracted

from the raw head data.
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Making the Evaluation of Responses Objective

Chapter five presented a method of automatically classifying the responses

made by the children to the presented sounds. It is hoped that using such a

method would allow for the consistent judgments of responses based on a set

of criteria. Data in this section was done offline, i.e. the data was first collected

and then analysis took place. The automatic classification of response will ide-

ally take place in real time on a trial by trial basis.

Responses made by the children to the auditory stimulus were classified as ei-

ther correct or incorrect, if correct they were also classified to a direction (30◦

or 70◦). The chapter presented two methods of classification, template match-

ing and artificial neural networks (ANN). When using the template matching

approach, the raw head turn data was fitted to a template of a head turn and

an error measure produced. Based on the error measure, the data was clas-

sified. This method produced a low classification rate due to the amount of

variance present in the raw data. To try and overcome this, a feature vector

and a ANN approach was used. This approach split the raw data into four fea-

tures which described the head turn data. The ANN was then used to classify

the feature vector. The ANN method was able to classify response as correct

or incorrect/null at rates of around 85%. Directions were classified at a rate of

around 90%. Issues with the classifiers were the high rates of false positive clas-

sification - around 9% for all response types. False positives are not desired as

they could lead to confusion for the child who is responding to the sounds. One

reason for the high false positive rates is the quality of the data being presented
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to the classifiers. Even when using a feature vector approach, head turn compo-

nents and features are still present in the incorrect/null data and are classified

as correct.

Although the classifier was not implemented in real time, it showed that it is

possible to classify the head turn responses accurately even though the raw

head traces were highly variable. Previous techniques needed a number of ex-

periments, who were required to be highly trained, to judge response. This

suffered from subjectively issues resulting from experimenter bias’s in the judg-

ments.
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6.1 Future Research

6.1.1 Application of Results

This thesis looked at a new method which could evaluate the localisation abil-

ity of children under five. Although the AnimalSeek method is an adaptation of

a BA technique, the setting in which the method took place (SOFE) was novel.

The AnimalSeek method has shown that it is possible to engage a child in a BA

task using a visual environment and without the need for an experimenter in

front of the child. Although it was shown that the method did not obtain a high

level of head turns as required for a localisation task, it did show that response

could be obtained. This could mean that the method could be adapted and used

for other BA tasks.

The visual environment allowed for the presentation of rewards anywhere on

the visual environment in front, and to the side of child. Unlike previous BA

techniques which regularly use a static reward, this allowed for research into

how the location of the visual reward affected the motivation of the child. Due

to the low numbers of children involved, the results showed no differences be-

tween the reward types, trends in the data, however, suggest that there could

be an effect of reward location. Having a tool such as the visual environment,

which can be altered easily with a few lines of code, would allow further re-

search to look into a number of different factors regarding the visual rewards.

With the simple recoding of the experiment a large number of different aspects

of the visual reward could be altered easily (e.g. duration, type etc) to look into
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the effect of the visual rewards.

The thesis presented methods to evaluate the localisation ability of children

and developed a method which automatically evaluates the responses children

make to the presented sounds. These methods could be used in future research

which attempt to evaluate localisation responses in children. Such methods

could use more advanced methods of motion tracking (e.g. a camera based sys-

tem) to overcome the issues discussed in this thesis but the algorithms would

remain the same.

The methods, as well as the classification techniques could also be used in adult

studies where the responses are more ideal and in which the processing tech-

niques may work to a higher level of accuracy. This would save the lengthy

evaluation techniques used in the evaluation of adult localisation ability dis-

cussed in the previous chapters.

6.1.2 Application of the ANN Classifier in Real Time

Presented in this thesis was a behavioural test method which could be used,

along with motion tracking technology, to analyse and classify responses the

children made to the auditory stimuli. For the method to be usable in a real

world setting, i.e. in a audiological clinic, the head turn responses the children

make to the auditory stimulus must be analysed in real time and feedback given

no more than one to two seconds after their response. In chapters four and

five, extraction algorithms were discussed which could analyse the data around

15ms, however, due to time constraints of the project, the extraction algorithms
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were never tested in real time.

For the extraction algorithms to run in real time, a number of additions would

be needed to be added to the control script and motion tracker controller so that

data could be sent to the control script for analysis, analysed, and then images

presented on the video screen. To evaluate the method it would need to be also

scored by a human observer, the accuracy of the automatic method could then

be evaluated.

6.1.3 Using the Method to Evaluate Localisation Ability in Bi-

lateral Cochlear Implant Patients

The method set out to be a test which could be used to understand the devel-

opment of the binaural system in young children and to be used as a tool for

investigating aspects of bilateral cochlear implants. The method was shown

to be able of measuring the head turn responses. However, for the method to

be fully verified it would need to be tested on children with bilateral cochlear

implants. This could be achieved using the current method discussed in this

thesis or if the method was developed to analyse response in real time, it could

be performed as part of a larger study.

Adaptation of the Method for a Clinical Setting

The method presented in this thesis took place in a custom built laboratory.

Ideally the method would be used by anyone wishing to investigate bilateral
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cochlear implants in children, be that in a research laboratory or in an audio-

logical clinic. The method would need to be performed in a sound booth. The

first issue with the setup is the size of the video screens. Research into how the

size of the screens affects the number of responses would be required. If such a

method could be performed with smaller screens or even TV screens, it would

make the method a far more viable test method.

The use of motion trackers are becoming more common. There are many such

systems on the market and even open source alternatives which could be used

to provide accurate results of head motion. Ideally, a video based approach

would be used to monitor the children’s responses. This would also reduce the

issues regarding children wearing the motion tracking gear. This is discussed

in more depth in the next section.

6.1.4 Remote Methods of Tracking

One of the main issues with the method was the use of motion tracking gear

which distracted the child and caused distress. This resulted in fewer trials be-

ing obtained from the children. One way to overcome this would be by using a

remote tracking technique. This would be a form of camera setup which would

record and analyse the movements of the child in real time. Application of such

methods have been done, however, the development of such a method would

be far from trivial [129, 130, 131, 100].

Remote tracking would reduce the stress on the child as they would simply take

part in the game without the need of first placing on the motion tracking gear;
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this might produce more responses from the child. This sort of setup would

require a camera setup along with the processing software.

6.1.5 Introducing Eye Tracking

The thesis discussed a method which tracked and evaluated just the head mo-

tion to the auditory stimulus, however, the eye movement is also an important

factor in the localisation of sounds. The undershoots of the head to the target

stimulus shown in the results is due to the head not fully turning to the target

location (due to physiology) with the eyes making up the angular difference

between the end of the head rotation and the auditory stimulus. To investi-

gate the eye movement, eye tracking would be required. Several studies have

looked into tracking the eyes of infants [132, 133, 134].

Research into eye movement with respect to the localisation of an auditory stim-

ulus, to the authors knowledge, has not been conducted and would add to the

literature on child localisation ability. Tracking both the head and eyes could

help improve the classification rates of the classifiers.
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6.2 Overall Conclusion on the AnimalSeek Method

The thesis has proposed a new behavioural method which can be used to evalu-

ate localisation ability. The method engages the child in a game-like task whilst

evaluating their head turn response using motion tracking technology. It has

been shown that the number of experimenters required to undertake the task

theoretically can be reduced to one. This was achieved by using a combination

of a visual environment, which engages the child and replaces the experimenter

inside the AEC, and signal processing techniques which can judge responses

made by the children, score them appropriately. This takes away any experi-

menter bias which might be caused by a human observer scoring the responses.

Application of the method has not been undertaken in real time, however, the

results suggest that the method could be used as discussed.
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Appendix A

Experimental script overview

Flow diagram of the experimental script developed in MATLAB. Boxes high-

lighted in pink represent that they send messages (over OSC) to the motion

tracker. Boxes highlighted in green represent that they send messages to the

visual environment. A full list of OSC messages to control the visual environ-

ment and the motion tracker can be found in Appendix B and Appendix C,

respectively.
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Present end screen and sound.

Save experimental file.

NoYes

Yes

No

Message sent to 
motion tracker 

Message sent to 
visual environment

=

=



Appendix B

Visual Environment Messages

A list of all of the OSC messages added to the visual environment as part of this

thesis. The messages control parameters inside a series of structures relating

to the objects and backgrounds. A maximum of four objects can be controlled

on the screen at one time. Three backgrounds are used (one relating to each

screen). All commands are sent over the OSC protocol and include a message

containing datum. A list of the commands and their corresponding messages

(including variable type) are shown on the next page.

187



OSC messages to control the background and characters within the visual environment.

Change the size of the object. Scaling factor sent as an integer

/objectX
Select which object (X) wishing to be manipulated. Commands are sent as strings to turn the object 'on' and 
'off''. Maximum of four objects on the screen at one time. 

/objectX_texture_idx Changes the character image of the objectX to 'idx'. Idx is an interger.

/objectX_pos Change the position of ObjectX. Position sent as a 3x1 float array representing Az, El and Ro. 

/objectX_size



Appendix C

Motion tracker control messages

A list of all of the functions present inside the motion tracker controller along

with the corresponding OSC commands which can be used to control them.

Some of the OSC commands also can be used to pass data. The messages (*msg)

are explained along with their variable type.

The motion tracker script must be activated on the V-PC before OSC messages

can be sent to it.
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OSC messages to control the motion tracker.

OSC message Function description

/close_serial Closes the serial connection to the motion tracking unit

/create_file

/close_file

/calibration

/set_path

/create_folder

/marker_launch

/marker_check Check the markers. Making sure they all are calibrated correctly. 

Creates a file with the file name put as *msg. *msg is sent as a string.

Close the file with the name specified in *msg. *msg is sent as a string.

/htstart
Start reading from the head tracker and writing to the last opened file. Read for the number of 
seconds specified in *msg (interger).

Reads the motion tracker for one second. *msg contains the subjects information, sent as a string.

Sets the home directory of the files to the directory specified in *msg. *msg sent as a string.

Creates a folder with the name *msg, *msg sent as a string.

Launch the markers. Checking that the receivers identify all four motion tracking markers and make 
sure they are calibrated. 



Appendix D

Participant Information documents

Six documents were sent out to interested parents / guardians. All documents

had ethics approval from the University of Nottingham Psychology Depart-

ment. The documents are as follows: 1) A contact letter explaining the study

2) Participant information form containing all the information which is needed

by the parent regarding why the research was being done and why we would

like them to take part. 3) General questionnaire regarding the child / children

to be tested. 4) Consent form for the study. 5) Consent form for the video which

are collected during the judgment of responses 6) Further contact forms for the

study.

Before testing was undertaken, an overview of the project and why it was being

undertaken was given along with what was to be expected during the testing

sessions. The parent/guardian of the child was asked if they fully understood

the study and had the oppitunity to ask questions.

As well as approaching the parents/guardians directly, posters were also put
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up in local community centers, libraries and post offices.
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  Part icipant  code:  
 
 

 
 
 

Tak ing par t  in the study 
HOW  CHI LDREN FI ND SOUNDS  

 
This quest ionnaire is to be com pleted by the parent / guardian of the 

child taking part  in the ‘how children find sounds’ study. 
 
 

1. Today's date:               ………………/ ………………/ ……………… 

 

2. Child’s Date of Bir th? (dd/ m m / yyyy)   ………………/ ………………/ ……………… 

 

3. Child’s Gender?     Male        /     Fem ale  
(Please circle  appropriate opt ion)  

 

4. Which hand does your child predom inant ly use to e.g. write, draw, cut?      
(Please circle  appropriate opt ion)  

   
        Left         /      Right  

 
 

5. Has your child suffered from  an ear infect ion within the past  three 
m onths or had glue ear?  
(Please circle  appropriate opt ion)  
 

                                                                   Yes        /         No 

 



CONSENT FORM  for the study “How  Children Find Sounds”  

All informat ion provided will be t reated confident ially. I t  will be kept  on a computerised 
database. None of the inform at ion will be disclosed to anyone outside the research team . The 
Medical Research Council is covered by the term s of the Data Protect ion Act . 

 

I  . . .. .. . .. . .. . .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . . (Parent ’s nam e in block capitals)  

and my child 

 

. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . . (Child’s nam e in block capitals)  

are able/ are not  able*  to help with this research study. ( * Please delete as appropriate)  

  

. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . . (Parent ’s signature)  

 

. . . .. .. . .. . ./ .. .. . . .. .. . ./ . .. .. .. . . .. .      (Date -  DD/ MM/ YYYY)  

I f you are not  able to help, this is all the informat ion we require. Please return the form  in the 
envelope provided. We will t ry to ensure you are not  contacted again over this study.  

I f you are able to help, please read the following informat ion and cont inue to complete the 
form :  

• I  understand that  I  can change my m ind at  any point  in the study and withdraw my 
child from  the study without  prejudice to any service I  or my child may need now or 
in the future.  

 
• I  have read the informat ion provided, and (where appropriate)  have had my queries 

answered sat isfactorily. 

 

Your relat ionship to the child   . . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . 

Child’s Date of Bir th (dd/ m m / yyyy)  .. . .. .. . .. . ./ .. .. . . .. .. . ./ . .. .. .. . . .. . 

Hom e Address     . . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . 

       . . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . 

Post  code      . . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . 

Telephone num ber/ s    . . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. .    

Em ail       . .. . .. . .. .. . .. .. . . .. .. . .. . .. .. .. . . .. .. . .. . .. .. .. . .  ( if available)  

 

THANK YOU FOR COMPLETI NG THI S FORM 

Please return it  as soon as possible in the enclosed envelope (no stamp required)  



 

 

 

Video Consent Form 

As part of the study videos recordings are to be made of your child which will include you if you are 

holding your child. Cameras will be placed discreetly inside the specially designed room.  These 

recordings will be used by us for later analysis of your child’s responses. The recordings will not be 

given to anyone outside the research team.  

If you decide you do not want the experiment to be recorded please tell the experimenters. The 

refusal to be recorded does not affect your child’s ability to participate in the study and a reason 

does not have to be given, however if you do not mind the experiment being recorded we would be 

grateful of the video for our research because it would help us check your child’s responses to the 

sounds more accurately. Thank you for your help.  

 

TO BE COMPLETED BY THE CHILD’S PARENT/GUARDIAN 

I have read and understood the above information and give / do not give my permission for me 

and my child to be recorded during the experiment.  

Signature of child’s parent or guardian. 

 

...............................................................................................   

 

Printed Name 

 

............................................................................................... 

 

Date  

 

.................................. 



 

 

 

Video Consent Form – Permission to present recordings at scientific meetings 

Thank you for agreeing to video recordings being taken of your child and of you (if you are holding 

your child) during the experiment. We believe that it will be important to demonstrate the 

procedure of the experiment and responses of children to sounds to a scientific audience.  We 

hereby ask you if the recordings of you and your child taken during the experiments may be 

presented to a scientific audience at scientific meetings. Please be assured that we will not disclose 

your or your child’s name. 

If you decide you do not want recordings to be presented at scientific meetings please tell the 

experimenters. The refusal to do so does not affect your child’s ability to participate in the study; 

however, if you do not mind the recordings being presented, it may help other researchers learn 

better from our research results and experience. Thank you for your help.  

 

TO BE COMPLETED BY THE CHILD’S PARENT/GUARDIAN 

I have read and understood the above information and give / do not give my permission for video 

recordings of me and my child to be presented at scientific meetings.  

Signature of child’s parent or guardian. 

 

...............................................................................................   

 

Printed Name 

 

............................................................................................... 

 

Date  

 

.................................. 



 

 

 

Video Consent Form – Permission to present recordings to lay audience and on the internet 

You have agreed to video recordings being taken of your child and of you (if you are holding your 

child) during the experiment. Our research is funded by the taxpayer and we frequently present our 

research results to the public, i.e. in schools, in interviews and on our web-pages. We anticipate that 

it will be important to demonstrate the procedure of the experiment and responses of children to 

sounds to the public to help explain the research and its results. We hereby ask you if the video-

recordings taken during the experiments may be presented to the public in the ways described 

which include scientific areas on the internet. Please be assured that we will not disclose your or 

your child’s name.  

If you decide you do not want recordings to be presented to the public please tell the 

experimenters. The refusal to do so does not affect your child’s ability to participate in the study; 

however, if you do not mind recordings to be presented it may help explain our research to the 

public. Thank you for your help.  

 

TO BE COMPLETED BY THE CHILD’S PARENT/GUARDIAN  

I have read and understood the above information and give / do not give my permission for video 

recordings of me and my child to be presented to the public, e.g. in interviews, presentations or on 

the internet.  

Signature of child’s parent or guardian. 

 

...............................................................................................   

 

Printed Name 

 

............................................................................................... 

 

Date  

 

.................................. 

 



 
“How  children f ind sounds ”   

Contact  Form  
 
I  am  interested in taking part  with m y child in this study at  the MRC 
I nst itute of Hearing Research.  
 
Please contact  m e with m ore inform at ion about  the study.  
 
 
Please fill out  in BLOCK CAPI TALS.  
 

My first  nam e:  

My Fam ily Nam e:         

My Child’s First  Nam e:     

My Child’s Fam ily Nam e:   

Hom e Address:  

 

 

Town:   

Postcode:   

Phone (dayt im e) :  

Phone (evening) :   

Mobile:   

Em ail:   

 

Signature:   

Date (dd/ m m / yyyy) :  

 

 

 

 

 

 



“How  children f ind sounds”  

Future Studies Form  
 

I  am  interested in taking part  with m y child in future studies when the m ethods 

have been developed further.  

 

Please contact  m e with m ore inform at ion about  future studies.  
 
 
 
Please fill out  in BLOCK CAPI TALS  
 

My first  nam e:  

My Fam ily Nam e:         

My Child’s First  Nam e:     

My Child’s Fam ily Nam e:   

Hom e Address:  

 

 

Town:   

Postcode:   

Phone (dayt im e) :  

Phone (evening) :   

Mobile:   

Em ail:   

 

Signature:   

Date (dd/ m m / yyyy) :  

 

 

 

Please cont inue to com plete the next  set  of quest ions. These are designed 
to help us understand bet ter  w hat  w ill be needed to ensure w e m ake the 
test / gam es fu lly appropr ia te for  your  child.



My child has som e dif f icult y w ith the follow ing: 

Hearing?         YES /  NO 
(Please circle  as appropriate)  
 
I f YES, please give br ief details  
 
 
 
 
 
 
 
 
 
Eye sight?        YES /  NO 
(Please circle  as appropriate)       
 
I f YES, please give br ief details  
 
 
 
 
 
 
 
 
 
Learning?        YES /  NO 
(Please circle  as appropriate)       
 
I f YES, please give br ief details 
 
 
 
 
 
 
 
 
  
 
Medical?        YES /  NO 
(Please circle  as appropriate)       
 
I f YES, please give br ief details  
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