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Abstract

This thesis outlines problems in the estimation of conediutin value of an absorber
present in a medium that is scattering and shortcomingsin§uke currently available
techniques for the characterisation of such a scatteringumedrhe work describes ex-
periment and analytic techniques used to overcome thesdepns. This thesis explored
experimentally the practicality of using polarisation gabtion technique to minimise
the effects of scattering components on the measured datw®dlk also considered the
case when this technique has not been used owing to its lirmagptication, and to that
end, the improved linear equation and nonlinear fitting nmdend gradient processing
method were developed on the basis of the assumed beha¥ibowa medium’s scat-
tering coefficient changes with wavelength to provide infation about the fractional
concentration value of an absorber. The performance oéttehniques evaluated via
simulation showed that linear equation model has the fagtesessing speed, nonlinear
fitting method is robust to system noise and is able to proamdeverall more accurate es-
timate of value with mean of errors of less thaih%. The gradient processing method has
intermediate performances with accuracy of its estimatddevimproved by about0%
with an increase in the spectral resolution framm to 0.5 nm. This work concludes
that gradient processing method would be employed if acguwbestimated value, noise
robustness and computing time are of concern. Howeverjmearlfitting method would
be chosen in case high accuracy of the estimated value isedqBoth of these methods
can be suitably used as complementary techniques to dliass@ssment of skin grafts
and burnt skin. The simultaneous solution of linear equatimdel works well if all the
measurement parameters are known.
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Chapter 1

Introduction

1.1 Motivations

In a non-scattering medium, light attenuation changestfigevith the absorption prop-
erties of the medium and they are related by the propagaistarate of the photons (in
a non-scattering case, this is the thickness of the sanfeye the measurement of at-
tenuation gives an estimate of medium’s absorption. Thaiogiship is described by the
Lambert-Beer law, which will be discussed in section 2.1.wklver, the presence of
scattering causes the photons to propagate along randtis g&ansequently, uncertain-
ties in the photons’ pathlength mean that the sample’s abiearproperties cannot be
accurately estimated using the Lambert-Beer law based dhitteess of the sample.

In addition, scattering also results in an attenuationedffa’hich is the intensity loss
even when the medium has no absorbing substance presenaké&tinmgs more difficult,
the scattering properties of the medium change with measme wavelength, which

causes different attenuation values to be detected eventivbabsorption of this medium



remains unchanged.

Different approaches towards the characterisation of #iesoay sample have been re-
ported in the studies of turbid media over the last few desa@lrese efforts have mainly
revolved around finding a quantitative solution that is pexsive, fast (i.e. real-time)
and effective, as these are highly sought after by indisstieh as food,clinical (e.g.
oximetry,2~® bilirubin concentration measuremeritspharmaceuticd® and also in other
research applications, e.g. oceanogral¥nll of the scattering media in these applica-
tions share a common characteristic, in that they respanitbsly towards the incoming
light, and photon migration in these media depends upon theiais properties. The
interaction of photons with (absorbing and scattering}iplas in the medium modifies
the intensity of transmitted or reflected light, promotingam-invasive means of medium
characterisation which makes optical absorption spemtfmsan attractive method to use.
An increasingly important and well-known application winiexploits this is in the opti-
cal clinical diagnostic field, where cancerous cells canibgdjuished by analysing the
scattered light!

The measurements and analysis techniques commonly usegitioal examination of
scattering media include spectroscopic monitoring temlnes, the use of photon migra-
tion models and analytic models to extract the value of oppiaeameters (very often this
is the fractional concentration value of an absorlfgrin a scattering medium that con-
tains at least two light absorbing species). The flow of thicapspectroscopic process
can be summarised in Fig. 1.1. This diagram shows that théewdrocess involves two
main stages, namely optical measurement and data analysgis underpinned by the
use of appropriate photon transport models. Photon trahspadels are important in

terms of validating the performance of a measurement tqalenithe value of measure-



ment parameters and to provide the reflectance or transitétgpectra to solve an inverse
problem. Scattering reduction techniques can be implesdesind used with the optical

spectroscopic techniques to remove the heavily scatt@amgponents of the detected

light.
: Scattering reduction !
| techniques !
______ _———— =1
Measurement v .| Measurement Analytical models Optical
techniques parameters parameters

_[ Linear equation model

_[ Time domain ]

_[ Frequency domain ]

A A
| |
I |
: |
: |

|
| |

- —[ Cumulants-based model
—[ Continuous wave ]

_[ Inverse problem solution ]
—[ Power law model ]

Simulated data

——|Validation

— ———{Validation

Photon transport
models

_[ Diffusion equation ]

—[ Kubelka Munk ]

—[ Monte Carlo ]

Figure 1.1: Techniques for spectroscopic monitoring aratatterisation of a scattering
medium.

Even though different techniques and models listed in Fit.ate available for spec-

troscopy and analysis of a scattering medium, most of treedetques require extensive



computational processing;*” bulky and expensive equipmeits® and do not provide

real-time characterisation, while others lack robustmegzovide limited and poor per-
formance as will be elaborated in the next chapter. Thisysailmhs to overcome some of
these shortcomings and they are described in section 1.2.

Since there is an increased interest in the spectroscopglofiral tissues for the de-
tection of cance®’ and other diseases (such as diabeteéskimetry is used in this thesis
as an example of application. This work considers oxy- ancylememoglobin, which
are the main light absorbers in blood, as the medium’s abs®mhenever the modelling
of a scattering phantom for the demonstration of the dismigschniques is required, and
the quantifiedf, value is given by the fractional concentration of oxyhaelobign (or
commonly known as blood oxygen saturation,,S@hich will be further described in
section 2.5.1).

In addition, the reason of this choice is that pulse oximettyich is a well known in-
strument used to find Salue owing to its fast processing time and non-invasivarneat
has limited application, wherein its performance detaties when arterial SQiropped
below 70 %. This is because manufacturers (of pulse oximeter) areilpteti to induce
extreme hypoxia on volunteers when collecting calibratiata for SQ measurement?
This results in poor accuracy of value estimated from exti@pd data. Even though
the accuracy of value given by arterial blood gas analyseoidimited to a certain S©
range, this is a less popular method due to its invasive ctera/arious efforts have been
made to develop different technique suitably used as amaliee non-invasive means for
oximetry. These methods, however, have their own drawh&dse of these efforts and

methods, and their shortcomings are briefly described &sisi
1. to seek a suitable attenuation model, with the commorgyl usodel is Modified

4



Lambert Beer law (MLBL). The search of S@alue using this model requires
either the optimal wavelengths found using brute force oebthr a fitting routine.

Both of these methods can be time consuming.

2. to use either labour-intensive heuristic search metma@halytical solution of dif-
fusion equation theory, which succeeded only under cemaidium conditions and
geometries? to determine a model suitably used to fit to the measured data-t

tract the value of S@

3. to use Monte Carlo method or diffusion theory to simulatetph migration in a
medium to give a library of pre-measurement data. Theseatatased to deduce
the value of parameters of interest through the fitting ofrésailt to the measured
data. Accurate estimation of $S®alue using this method, however, requires strict

knowledge of the medium structure, geometry and its opficgperties values.

Further discussion of current state of art of the above raeatl and other techniques
that can be used to give an estimate of optical propertiagesadf a scattering medium

(e.g. skin tissues) can be found in section 2.5.

1.2 Aims of this thesis

This thesis is mainly concerned with problems in the quanatiion process caused by the
insufficiency of analytic models to accurately predict asaber’s fractional concentra-
tion value in a scattering medium (shown in top right of Fig.)1 The main purpose of
this thesis is to investigate the feasibility of using diffiet experimental and analytical

means to recovef, or SO, value. This thesis has the following objectives:



1. to further investigate the performances of differergiahrisation technique, which
is known by its ability to reject heavily scattering compots that was theoretically

examined in previous works (fiand Stockfordet al.?°) using experiment method

2. to find and develop fast, robust and effective analytibnegues to find the value
of parameter of interest, with no restriction in their apation (in terms of the true
SO, range where they can be used). This thesis also aims to figlémi optimal

technique for quantification work under different pradtimansideration.

With these aims in mind, this study focuses on investigataxgperimental and analyt-
ical) methods that can be suitably applied and used for ateguantification of, value
(or SG; in oximetry) via absorption spectroscopy instead of theckedn and analysis
of photoplethysmographic signals that are used in pulseetxy. This is owing to the

simplicity of absorption spectroscopic system operatioch fexibility in its application.

1.3 Contributions of this thesis

The four primary contributions of this thesis are listed@kfvs.

The first contribution of this thesis is the development of@ans to recovef, value
without either using a library of data or the direct use of aeratation model, which
are normally required to determine optical properties @alurhis value is found via the
analysis of attenuation response of different wavelengttsp

Second, this work found different generic strategies ofelewgths selection to recover
favalue using MLBL. These strategies allow optimal waveleagthbe selected without

the use of brute force method which is accepted as a standatttbchin many related



studies*?>26

The third contribution is the development of a suitablerfgtimodel directly from
cumulant based model and using knowledge inferred fromiquely developed Expo-
nential model’ The process of finding this model does not involve the comgnaséd
heuristic search method.

The fourth is the experimental evaluation of efficiency aratpcality of using polari-

sation subtraction technique using the experiment systsigded in this work.

1.4 Structure of this thesis

The rest of chapters is organised as follows.

Chapter 2, “Background and literature review”, provides aulson of optical properties
of a scattering-absorbing medium, an overview of spectfsdmaging techniques and
current state of art of experimental and analytical methadsl their tradeoffs) in their
application in scattering media characterisation. Thigptér also discusses the effects
of scattering on measurables obtained from different imgggchniques and problems in

the accurate estimation of a sample’s absorptive compsnent

Chapter 3, “Experimental investigation of polarisation tsaittion technique”, investi-
gates the performance of linear polarisation techniqusitin experimental spectroscopic
measurements. The main purpose of this investigation isamane the practicality of us-
ing this technique and its performances at minimising thétesgag effects on measure-

ment parameters when this technique is incorporated itenmployed optical system.

Chapter 4, “Optical examination of scattering media usingdr equation model”, presents



the use of linear equation model to accurately estimatertlwidbnal concentration value
of an absorber in a scattering medium using nonpolarisewksgThis chapter discusses
the basis on which the wavelengths may be selected to yietdereor in the estimated
value. This work also considers necessary modificationsi@éoMLBL to account for
the effects of wavelength dependent scattering on the Isigihe optimal wavelengths
and criteria considered in selecting this wavelength coatimn for a given measurement

medium and experiment system are also presented.

Chapter 5, “Absorber’s fractional concentration estinmati@ the analysis of attenuation
of wavelength pairs”, investigates an analytic techniqu&bly used to find an absorber’s
fractional concentration value when there is no restnictin the selection of wavelengths.
This method is developed based on the cumulant-based nasaklt works without the
direct use of an attenuation model. The validity and vesatf this technique are also
tested using a medium with more than two absorbers whosscéri coefficient spectral

signatures are very similar.

Chapter 6, “Nonlinear fitting of attenuation spectrum an@dsparison with other tech-
niques”, uses cumulant-based model to elucidate the mdysieaning of the terms in
exponential model, which is developed previously on héigreearch basis. Despite the
good performance that has been claimed by Rodiiahe exponential model requires
nine fitting coefficients, so fitting using this model is unttadly time consuming. A
more efficient model is developed from cumulant based madéehprove accuracy of
estimated value and decrease the computation time. Therpenice of this model and
the exponential model is also compared via simulations thidh of other techniques de-

scribed in this work.



Chapter 7, “Conclusions and Future work”, sums up the findimgglications and final
conclusion of this work. Also included in this chapter arggestions for future work and

further improvements.



Chapter 2

Background and literature review

The purpose of this chapter is to provide context for thearsepresented in this the-
sis. The first part of this chapter is focused on a discussfarptical properties of a
scattering-absorbing medium. An overview of photon tramnsmodels, and instruments
and imaging techniques used for the analysis and in imadiagreedium are reviewed in
section 2.3 and section 2.4, respectively. Section 2.5g@vgeneral discussion of state of
art of existing analytic models and methods used to fipndThis provides backgrounds
for contributions of this thesis in Chapter 4 to 6. Finallyistohapter includes a brief

description of scattering reduction techniques in se@ién

2.1 Optical properties of scattering and absorbing media

Spectroscopic measurements of a scattering medium carebeéaidetermine its optical
properties via the analysis of its measured properties. elimesmasurement parameters can

be in various forms depending on the types of the measuremenformed. A range of

10



these parameters will be discussed later in section 2.4 d€beease in light intensity as
it traverses a medium is the most basic parameter used iaateasing a medium. It
is related to the medium’s optical properties and descriyetthe light transmittancel;,
as?®

T=— 211
I (2.1.1)

wherel, and! are the intensity of illuminating and detected light, retpely. The light

attenuationA, is given by?8

A= —log(T) (2.1.2)
= —log (é) . (213)

Unless stated otherwise, the logarithm term used to produoeEg. (2.1.3) idog,, and

this is used throughout this work.

2.1.1 Absorption properties

The absorption process in a medium involves a transfer opliwons’ energy to the
absorbing substances, which causes dissipation of theplestergy. The inverse of
the mean distance a photon will travel before being absoidbgien by the absorption
coefficient, 15, of the sample that is expressedninn=—. This u, is determined by the
concentration of absorber(s) in the medium and their coordipg molar absorptivity

values?®

pa(N) =D Coen(N) (2.1.4)

11



Here,C,, andes, (\) denote the concentration and wavelength dependent egtinabef-
ficient of n™ absorber in the medium with units afol L~' andL mol ™' mm~', respec-
tively.

If only an absorber is present in the medium, this work assufmgschanges in the
measured:, value (Au,) can only occur under two circumstances, which are when (1)
the absorber’s concentration value varies as shown in Ef5)2 or (2) when a different
wavelength is used as shown in Eq. (2.28Roth of these changes can be quantified by

the 15 value obtained from two successive measurements.

Apg = eAC (2.1.5)

Apia = pa(A1) = pra(A2) = (e(A1) — £(A2))C (2.1.6)

Here, na(\1) is the u, value measured at;, AC andC' are the concentration change
and absolute value for absorber concentration, respégtiwilst ¢ ands(\,) are the

extinction coefficient of this absorber at any fixed wavetbrand at\,, respectively.

2.1.1.1 Lambert-Beer law

In 1768, Lambert demonstrated the linear relationship betwattenuatiomd and the
medium thickness], while Beer completed the law by relatingto the medium’su, to

produce°

A = piod (2.1.7)

12



Alternatively Eq. (2.1.7) can also be written using Eqg. (2)hs?!

I = I,10+=d (2.1.8)

Eqg. (2.1.7) and Eg. (2.1.8) are known as the Lambert-Beer lawa non-scattering
medium, light pathlengthd,, is given by the physical separation between the source
and the detector]. Measurement ofi can therefore be used to obtain The Lambert-
Beer law is still the basis of the vast majority of analytic ralsdused to quantify the

absorptive components of a medium.

2.1.2 Scattering properties

The scattering process in a medium does not directly attertha intensity of the in-
coming light but results in a random change in the directiba @ropagating photon
upon arriving at a boundary with a different refractive ird@his causes a diversion of
light away from the finite-sized detector and so reducesrttensity of light that reached
the detector. The scattering coefficient, is used to describe the probability of photon
scattering in a medium. The scattering direction of a pragiag photon depends on the
anisotropy factorg, which is the mean cosine of the scattering andless()), whered is

the scattering angle. Avalue approaching-1, 0 and1 represents the scattering patterns
of strongly backward, isotropic and forward scatteringpectively?® In many media, in-

cluding tissue, this scattering direction can be estimhbgetthe Henyey-Greenstein phase

13



function, which is given by?-3°

2
L4 g2 (e } if g0

cos(0) = 29{ <1 g+29€>
26—1 if g=20

(2.1.9)

where is a random number betwe@nand 1 drawn from a uniform distribution. The
s and g values are two independent parameférand can be used to give the reduced
scattering coefficient, which is the reciprocal of the photon effective mean paitjle

before a scattering event in unitsiafn—!;

!/

ps = (1 —g)ps (2.1.10)

2.1.2.1 Photon pathlength and mean free path

In a scattering-absorbing medium, scattering and absorptiocesses will determine the
average distance a photon does travel (light pathlengtbyéescaping from the medium.
This parameter, however, should not be confused with théopfeomean free path. Both
the photon pathlength and mean free path values depend omeitiem’s s and.,, and
are expressed in units afm, but they do not have the same meaning. Their differences
are outlined as follows.

The scattering process modifies the direction of propagatimotons, affecting the
propagation time of these photons before exiting a medilnwse photons with large
traversing times are more likely to be absorbed in the pasehan absorber. The pho-

ton pathlengthd,y, is given by this propagation time,as

14



Here, cm= ¢/nn is the velocity of light in the medium with refractive index, and
c= 3 x 10" mm s~ ! is the speed of light in a vacuum. The uncertainty in the photo
propagating time, and hence the photon pathledgthis the factor which contributes to
the inaccurate medium characterisation using the Lanbest-law’

The photon mean free path{p) describes the mean travel distance of a photon before
being scattered or absorbed and it is defineéfas:

mfp= B (2.1.12)

H
where = us + 115 1S the total attenuation coefficient. According to Eq. (22), if a
sample’sus and(or) i, is increased, the fp is decreased, increasing the probability of
photons being scattered and(or) absorbed before hittiegl#ttiector. This reduces the

detected light intensity and results in a higher attennatadue.

2.2 Temporal Point Spread Function and the derivation
of attenuation value

The Temporal Point Spread Function (TPSF) is the temposgamse of a medium to
a delta function of light. In a pure scattering medium, thegeral distribution of pho-
tons is broadened by the different paths taken by the phatoego scattering, and this
TPSF ‘width’ increases with the samplei§ which is apparent in the transmission mode

measurement. Therefore the statistical properties of &P&important to quantify the
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photon propagation time and the mean pathlength the phbtrestravelled.

Even though a medium’s TPSF can be measured using time dameasurements
(described in section 2.4.2), an approximation of the TP&Fscattering media used
in this thesis is derived using the Monte Carlo method which vé described in sec-
tion 2.3.3. This is due to the complexity and cost of the unsients required for such
experiments. An example of a simulated TPSF given from a nmedvith optical prop-
erties shown in Fig. 2.1 is plotted in Fig. 2.2(a). This TPSbtained afte20 million
photons were launched normally into a rectangular mediuntiwhas dimensions of
50 mm x 45 mm x 10 mm (L x H x W). Photons reaching a finite size detector with
detector radius 03 mm in different time bins are counted and plotted in Fig. 2.2{d)is
detector is placed at a distant@ mm from the source. Also shown in Fig. 2.2(a) are
the detected TPSFs when light transmitted through a medantaming only water (i.e.
us = 0 mm~1), and when the medium hag= 8 mm~! andg = 0.93. The mean and
variance of photon time-of-flight distribution are shownRig. 2.2(a) to increase with
the medium’sus. Let S(t) represents the distribution of scattered light that reddhe
detector whem, = 0 mm~!, the amount of the energy of the detected lighit.s), after

light with energyF, illuminated a pure scattering medium can be written as

Eus) = /t Sy (2.2.1)

=0

This energy value is lower thah, due to the scattering of light away from the detector
as shown in Fig. 2.1.
It is possible to determine the TPSF of a medium with unifgrdistributed absorbers

of different absorption levels using the Monte Carlo methad,running a Monte Carlo
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model for a large number gf, values is time consuming. Therefore, the incorporation
of the absorption effects into the TPSF is performed pastikition by applying the Mi-
croscopic Lambert-Beer 1atf4° (i.e. 10~+«nt) to every time point of5(¢) to produce the

energy of light detected from a scattering-absorbing nrediwven by:

o0
Blisns) = [ S(10 1 (2.2.2)
t=0
ua=0mm'l W =10 mm
=5 mm’”
g =093
\K F] - ~=\
No. of photons 7>~ J \ No. of photons
1000 Light source . Detector 500
—o—fk— <« S0
t(s) H =45 mm t(s)
t=0 t= E
Cm

Figure 2.1: The medium used in the Monte Carlo model to prodoed PSF (forus =
5 mm~! andg = 0.93) shown in Fig. 2.2(a) (diagram not drawn according to thealct

scale for clarity).

Using the relationships in Eq. (2.1.1) - Eq. (2.1.3) and BQR.Q) - Eqg. (2.2.2), the total

light attenuation is given by
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Figure 2.2: (a) The normalised TPSF of a non-scattering aattesing samplesuf =
5 mm~t and8 mm~1, g = 0.93 for both), and whem, = 0 mm~"! in these samples. (b)
Attenuation,A, versus absorption coefficienf for these media.
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A=—log (%’:S)) —log (%) (2.2.3)

= As+ log (/ s(t)lO_“aCmtdt) (2.2.4)
t

=0

whereFE (us) andE (us, pa) represent the energy of light detected from a scatteringuned
in the absence and presence of absorption, respectidgly.the scattering dependent at-
tenuation offset shown in Fig. 2.2(b), whilé€t) describes the probability of detecting
photons at a given photon time-of-flight, and is produced tmymalising Eq. (2.2.2) us-
ing its zeroth moment, i.e(us) in Eq. (2.2.1)#? The attenuation values are calculated by
applying Eq. (2.2.4) to the TPSF in Fig. 2.2(a) and are shoving. 2.2(b). In the absence
of scattering, the linear relationship betweéand, is represented by the Lambert-Beer
law. Meanwhile, the effects of scattering on the light atteion can be seen on the
versusy, plot whenus are5 mm~! and8 mm~1 in Fig. 2.2(b), in which the nonlinearity
in these relationships are produced by the scattering aswtjatiion dependent variation in
the photon mean pathlength (expressed in Eq. (2.1.11)).2E¢b) also shows that both
Asand the nonlinearity in thd versusu, relationship vary with the mediumjs,. Besides
this, the A versusu, relationship becomes more linear;asncreases, which is when the
photon mean pathlength approaches the source-detectanachstas the effect of adding
more absorption is to reduce the contribution from photoitls lwenger pathlengths. This

will be described later in section 2.6.1.
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2.3 Photon transport model

Numerous models have been developed over the past few dacestedy the theoretical
behaviour of photon propagation in a medium. Many of thasdies aim to find a suitable
and time-efficient photon transport model to provide a bettelerstanding of a system,

to evaluate the performance of optical techniddésand even to predict the value of

different measurable®:*°It has also become increasingly common to use a photon trans-

port model to solve the inverse problem through numericalelimg of the systertf and
by mapping the system’s measurables to the sample’s optiogkrtiest’*> The basis
to all the photon propagation models is the Radiative Trar&feory (RTT)#® which is

discussed in the following section.

Radiative Transfer Theory (RTT)
RTT is an equation which has been used rigorously to exarhméheoretical behaviour
of photon migration in a mediurfY. It describes the changes in light intensity at timat

positionr and into the directiors, /(r, 5, ¢). This equation of transfer is expressed*a®

1 OI(r,s,t
1.0I(r, s, )+§V](r,§,t)Z—Mtf(r,§at)+ﬁ/ p(8,8)I(r,5,t)dw" +€(r, 3,1)
4m

Cm ot 47
(2.3.1)
wherep(s, §) is the scattering phase function which characterises temsity of light
incident in directions’ and scattered into directioh® The first term on the right hand
side of Eg. (2.3.1) describes the decrease in the light sitiedue to scattering and ab-
sorption, while the second term refers to the increase @msity as light is scattered from

directions’ into s. The total increase in the intensity is given by the intagraof light
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intensity over a solid angley’. The parametes(r, s,t) defines the temporal and spatial
emittance characteristics of the source. This equatiowsltbat light distribution can
be calculated ifus, 1s and the phase function are availabte-However, to solve these
parameters requires a solution to the RTT, which is diffitarall kinds of media except
for those with the simplest geometries. In the followingsediions, a review of different
models derived from RTT%#’which are numerical (i.e. Monte Carlo) and analytical (i.e.

diffusion equation, Kubelka Munk theory) models, are pnése.

2.3.1 Diffusion approximation

The derivation of diffusion equation from RTT shown in Eq.-32) is based on the as-
sumption that each photon in the medium does not have a prdi@r propagating di-
rection but rather follows a random waiR To arrive at the diffusion equation, a narrow
collimated beam is often used to illuminate a semi-infiniteao infinite homogeneous
scattering medium, and the temporal distribution of phstarir,¢), can be estimated

directly using the diffusion equation which is given fy:

1o

— o0 1) - DV2¢(r,t) + pag(r,t) = P(r,1) (2.3.2)

whereP(r,t) is the source term and) is the diffusion coefficient, which is expressed

a315,18,45

1
P =) (253

Pattersoret al.*® has previously derived the transmittance and reflectaneetrspfor

the semi-infinite and infinite slabs from Eq. (2.3.2). It wasrsbnstrated that, using the
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derived reflectance response, the parameteasid ., can be obtained by fitting the sim-
ulated data to the reported results from human calf muscésaorements$? However, the
requirements for these results to be valid are that scadtésipredominant over absorp-
tion, ua < s(1 — g), and the region of interest is located far from the sourcanbaries
and detectot?*>4649Therefore this approximation fails to produce an adequaserip-

tion of photons at their early interactions with the paggcin a highly scattering medium.

2.3.2 Kubelka Munk theory

Kubelka Munk theory is another analytic model derived fromiTRLike the Diffusion

approximation, it is an approximation to RTT and it is use@dyercome the complexity
and difficulty of solving the photon transport problem usiRigr.*¢ Kubelka Munk theory
describes the propagation of uniformly diffused light in absknd it is popular for its
simplicity as it allows the estimation of a sample’s optipabperties directly from the

deduced reflectance expression which is giveri4gy:

yr(A) = cosh™ (W) (2.3.4)

Here, the variabler()\) is the negative natural logarithm of the measured refleetanc
spectrum, while the symbolg ) ands(\) denote the Kubelka Munk absorption coeffi-
cient and scattering coefficient of the sample, respegtitfel

Even though this theory is analytically simple, it is basadlee assumptions that there
are no boundary mismatches and photons in the medium hawsgore isotropic scat-
tering. Both of these assumptions do not hold in the situatiban light propagation in

the medium is dominated by anisotropic scattering, for gparim biological tissue$*4®
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2.3.3 Monte Carlo simulation

The earliest use of the Monte Carlo method dates baclo49, when it was used in
studies of stochastic physical proces3e$his method is a numerical solution to prob-
lems that are difficult to solve by analytic approaches. srajiplication to spectroscopy,
this method is able to produce accurate predictions of photmgration in a scattering
medium within the limits of its stochastic natuteThis is because this method allows
direct handling of arbitrarily complex medium geometriesd range of parametefs.

An excellent agreement between experiment results angdadected using the Monte
Carlo model have been presented in several wotk&1952Notably accurate results are
predicted using the Monte Carlo method because each indivghoton in the simula-
tion is traced along a random walk until the propagation @ssds halted either when
the photon has escaped from the medium or after it has teav&l a considerably long
distance. In this case, jf, # 0 mm™!, the contribution of this photon’s energy to the
detected intensity would be negligible. Unlike the deteristic approaches discussed in
section 2.3.1 and section 2.3.2, where the photon direbtisrbeen neglected, the propa-
gation direction of each photon in this model is determined @escribed by longitudinal

angle,d, and azimuthal angles, which is given by32>3

¢ = o€ (2.3.5)

Here, the value of is a random number uniformly distributed betwegeto 1, so thaty
is uniformly distributed betweef and2x. The probability distribution for cosing is
expressed in Eq. (2.1.9) afidhas a value betweédnto . For the Monte Carlo model em-

ployed in this work, each of these photons propagates in #gium with an incremental
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stepsizeAs, given by??

As= &) (2.3.6)
Hs

This model requires several millions of photons to be trawedroduce statistically
valid simulation results, particularly if the medium hash&kness of up to several cen-
timetres?’ Therefore, the drawback of using this model is that it is cotaponally in-
tensive and is a time consuming process. It is also less tifieeat to use this model
for the statistical analysis of a thick, heavily scattenmgdium, e.g. breast and cerebral

tissue?®>*when the transmittance measurements through these tissaiperformed.

2.4 Instrumentation for the measurement of optical prop-
erties

It was mentioned in section 2.1 and section 2.2 that the phearand scattering in a
medium modify the system’s measurables given from diffene@asurement techniques.
In the following, continuous intensity spectroscopy whaan be used to measurkis
briefly reviewed in section 2.4.1. For completeness, timexain and frequency-domain
techniques which can be used to provide temporal informatfathe propagating light
are also discussed. All these measurements can be perf@ithed in transmission or
reflectance mode and they are briefly compared here in terrttewfperformance and

cost.
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2.4.1 Continuous intensity measurement

The majority of absorption spectroscopy measurements gsatamuous intensity tech-
nique to characterise a scattering medium. Continuoussityfemeasurements usually
employ a constant intensity light source with the detectiblight intensity via a suitable
detector such as a photodiode or a Charge-Coupled Detector (€dmjs technique is
popular because the equipment is cheaper than for the tinmaxid and frequency-domain
techniques which will be described in the following subget, and it is also simpler to
use>® Moreover, the recent development of hyperspectral canvenash capture images
across a series of wavelengths, elg) nm to 920 nm at an interval of typicallyt nm,>®
with fast scanning rat@$allows a large volume of intensity data to be collected withi
relatively short amount of time, making this a favourableick for spectroscopy. One of
the measurement techniques that adopts continuous itytemsasurement is polarisation
measurement, which is an increasingly popular method toruspectroscopy to reduce
the effects of scattering in the detected light. The padaias measurement will be intro-
duced later in section 2.6.3 as one of the scattering remtutdéchniques to be considered

in this thesis.

2.4.2 Time-domain measurement

In time-domain measurements, an ultrafast light sourceaasticbak camera can be used to
measure the temporal spreading of a short, e.g. picosergnd,pulse after its propaga-
tion through a sample. This produces the TPSF of the mediuwdesgibed in section 2.2.
However, to generate an ultrashort pulse, only a single lwagéh source such as a solid

state lase¥® or cavity-dumped mode locked dye la¥ecan be used. Thus, to perform
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measurements at different wavelengths, a tunable lasecesoumultiple sources are re-
quired. The repetition frequency of the light pulse woulddoeipled and synchronised
with the scanning rate of a streak camera, which is expersigebulky> Time Cor-
related Single Photon Counting (TCSPC) is a more affordabéeredtive to measure the
temporal response of the medium. It uses a Photon Multipliee (PMT¥° or Avalanche
Photodiode (APDP! to detect photons at different time bins, but photon detedtising
these devices is slow and limited to the resolutiom@®@ps as compared td ps when a

streak camera is use#.

2.4.3 Frequency-domain measurement

In frequency-domain measurements, the measured paranaeéethe modulation depth,
M, and phase shift in relation to the incoming light, M is given by I,/ 4. where I,
and 4. are the amplitude of the oscillating and constant lightristes, respectively?

and both of the parameters M apdvary with a sample’s optical properties. This type
of measurement employs a radio frequency (RF) modulatetidmirce and a phase sen-
sitive detector. The light source used in this measuremamtbe either broadband or
narrowband and the detector can either be a Photon Multiplibe (PMT) or Avalanche
Photodetector (APD}*°8 One method of demodulation the detected signals is to modu-
late the gain of the detector at a frequency offset by sekétafrom the frequency of the
modulated sourcé This serves as a down conversion of the RF signal to an Audio fre-
quency (AF) signal, where it is easier to detect small chang® ande.°8 An alternative
method is to use an external mixer to mix the signal down toserinediate frequendy.

If the modulation frequency is less thar00 MHz, then¢ is approximately linearly

26



related to the mean of photon pathlength distributidm) and it is given by%26

~ 27Tf<dph>

Cm

¢ (2.4.1)

However, this equation does not hold for light modulatedt@gaer frequency. Tromberg
et al.®® showed that photon density waves modulated at higher frexes become in-
creasingly damped as they propagate at shallower depthisibeding to a very small, if
any, change to the measurementssdtt

The advantage of using the frequency-domain techniqueaiswithout the use of a
streak camera and a mode-locked laser source, the equipmaelvied is less bulky and
cheaper as compared to the time-domain technique. Eveghhoeasurement af al-
lows the estimation ofdpn) using light modulated at low frequency, it does not provide

complete information about a TPSF.

2.5 Analytic models for obtaining optical coefficients

So far some measurement techniques which can be used farcgoepy of a scattering
medium have been reviewed and the results from these measoie can be analysed
to provide an estimation of the value of sample’s opticalpprties (e.g.i,). However,
the use of Lambert-Beer law in Eq. (2.1.7) as the analytic maeild result in a poor
estimation ofu, value as the attenuatiohexpressed in Eq. (2.2.4) differs from that given
by the Lambert-Beer law in terms of the attenuation offsigtand nonlinearity in thed
versusy, relationship shown in Fig. 2.2(b).

Some of the methods such as the simultaneous solution okarlimodel or fitting
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process using cumulant-based model, exponential modelsoits simulated by photon
transport model were briefly introduced in Chapter 1 as othigatsle means used to find
favalue. The use of these and other models and methods, howegdts own tradeoffs

and these are discussed in the following subsections.

2.5.1 Linear equation model

The equation deduced by Twerskys among the earliest works in the efforts to account
for the attenuation offset due to scattering. This offseh@tuded in the Lambert-Beer

law to give 36

A = piad — logyo(107Bw0=wd 4 g1 — 10~ Beli-w)dy) (2.5.1)

whered represents the ‘light pathlengthB is a factor which depends on the wavelength,
scatterer size and detector geometryescribes the light detection efficiency amds
the volume fraction of the sample which contains scatter@tss equation shows that
the source of light attenuation can be split into absorive scattering components. Al-
though this is not strictly true, as the effects of scattgand absorption on the attenuation
are inseparable as shown in Eq. (2.2.4), this model has bewtified in the Modified

Lambert-Beer law.

2.5.1.1 Modified Lambert-Beer law

Duling and Pittma# substituted the scattering term (i.e. logarithm term) in @5.1)

with a variable, so giving the Modified Lambert-Beer law (MLBUjitten as?
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AN) = G+ pa(N)d (2.5.2)

Here an offset(7, is considered as an estimate of the attenuation due t@sogttDuling
and Pittman assumed the medium’s scattering properties are invarightolanges in
the wavelength of the illuminating light, and that the sigrndetected at any wavelength
have the same properties in terms of the light pathlengtlfagteduation offset. The use of
this model was demonstrated in oximetry when two haemoglobmpounds, i.e. deoxy-
haemoglobin (Hb) and oxyhaemoglobin (H)Qare present in a blood medium. The

absorptivities of these absorbers are well-documente@sndhown in Fig. 2.3.

0 H 1 1 1 I 1 1 1 1 1 =
450 500 550 600 650 700 750 800 850 900 950 1000
A (nm)

Figure 2.3: The extinction coefficients of Hp@nd Hb compiled by Zijlstraet al.>
(published in Biomedical Optics Research Laboratory-UCL homge).

In this caseyu, in the medium is given by:
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pra = ((€1bo, — €Hb)SOs + enb) TH (2.5.3)

where eypo, and ey, denote the extinction coefficient of HpGnd Hb, respectively,
SO, represents the blood oxygen saturation value or fractionatentration of oxy-
haemoglobin with respect to the total haemoglobin conedétr. It is given from the

concentration of Hb®(Chpo,) and Hb Cyp) as follows:

Chibo,
S = ——= 25.4
% Chibo, + Chib ( )

while the total blood concentratioflyy = Cppo, + Chip.

In the demonstration of their work, an isosbestic wavelengir, which are wave-
lengths when the extinction coefficient of deoxyhaemogiamd oxyhaemoglobin are
the same (i.e420 nm and450 nm, 520 nm and546 nm), was used to define a straight
line according to Eqg. (2.5.2), while a non-isosbestic wangth was used to estimate the
SO, given by

_ Anl(es,, —€8p,) + Ana(es;, —€B,,) + Aml(es,, —€8,,)

SO, = 2.5.5
< (AIQ - An) EABp, ( )

where subscripts A and B refer to oxyhaemoglobin and decxyloglobin compounds.
Parameters with subscripi and /2 in Eq. (2.5.5) denote data that are associated with
the isosbestic wavelength pair, while those with subsafiptorrespond to that of the
non-isosbestic wavelengtii;; and A,, are the attenuation value measured using one of
the isosbestic wavelengths and a non-isosbestic wavélerggpectively.cag,, denotes

the extinction coefficient difference between oxyhaembigi@and deoxyhaemoglobin at
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the non-isosbestic wavelength.

Instead of limiting the selection of wavelength to isoslwestivelengths, Smithgener-
alised the use of MLBL so that S@an be estimated using data at any three wavelengths
(i.e. M1, A2, \3). Using the assumptions by Duling and Pittnmasplving the simultaneous

equation in Eq. (2.5.2) gives an equation of,.S®hich is expressed as follows:

A1(553 - 552) + A2(551 - 553) + A3<€Bz - 551)
Ai(eps, — €aBs) + A2(caBs — a8,y ) + As(cas, — €aB,)

SO, =

(2.5.6)

Herecpg, = ca, — ¢, TheG andd in Eq. (2.5.2) are defined as:

G- A1 (epB4EB, — €ABLEBs) + A2(aB,EBs — €AB4ER, ) + A3(cAB,EB, — €AB,EB,)
€nB, (€8, — €B,) T €aB, (B, — €B,) + €aBs(€B, — €B,)

(2.5.7)

~ Ai(eas; —€aB,) + Ao(eas, — €as,) + As(as, — €aB,)
d— (2.5.8)
en. (€8, — €By) + EnB, (€ — €B,) + EaB, (€8, — €B,)

where the wavelength index is shown by the subscript. Thaildeif the derivation of
SO,, G andd shown in Eq. (2.5.5) - Eg. (2.5.8) can be found in Appendix A.

This model is simple to use and it requires only data at thraeelengths to estimate
the SQ value. However, the accuracy of this estimated value dependthe choice
of wavelengths. The optimal wavelengths for oximetry hagerbproposed by various
investigators>* Some of these workers employed the types of wavelength stegby
Duling and Pittman (i.e. an isosbestic wavelength pair amoiaisosbestic wavelengtf),
while others determined these wavelengths on an empirastbIn the latter case, the

true SQ value (which can be measured from the co-oximeter) is reduso that the
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value estimated by every combination of wavelengths is @megpto this value before
the optimum wavelengths are decided. Using the selectedlaryths, both Smithand
Alabboud® reported the estimated $®@alues with the lowest absolute errgh SO, |, of
approximately%, whereby Delort observed a mean absolukS0O, of 14.55% using an
isosbestic wavelength pair and a nonisosbestic wavelength

Several approaches were taken to improve the use of the MLBLoae of these is
by using an estimated value of photon pathlength. An examiptkis approach is pre-
sented in a paper by Delpst al.t® who defined the mean pathlength in Eq. (2.5.2) as
(dpny = DPF x W, where W is the medium'’s thickness and DPF is the differeptih-
length factor, a value determined from the measured TPSRrandEq. (2.1.11). The
DPF relates changes in the measured attenuation to an iectahstep change in the
medium’s absorption, so giving a more accur@jevalue so that a change in the concen-
tration value can be more accurately estimated by the MLBR.dmilar study, Tsuchiya
and Urakami® demonstrated that the estimation of the absolute chandesiorlaer con-
centration can be achieved with a single wavelength usiag#thlength value directly
measured from frequency domain measurements. The coatientchange AC, was

derived from MLBL as
1

AC =
&{dph)

AA (2.5.9)

whereAA is the changes in the measured attenuation values athe absorptivity of
the present absorber. Meanwhile Mayhetral.®” showed that the percentage error in the
relative concentration change of less thafi estimated using the MLBL when photon
pathlength is expressed as a nonlinear function of absorptid scattering.

A second approach is to modify the MLBL. Alabboiichas recently published an
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alternative way of using the MLBL to account for the changeattenuation offset with

scattering. This equation is expressed@s:

A=Gs+ pad (2.5.10)

whereG, d and SQ (in u, expressed in Eq. (2.5.3)) are the free parameters which are
varied during the fitting of the model in Eq. (2.5.10) to theeatiation spectrum. The
scattering terms, in the equation is given by the wavelength depengdémnalues tabu-
lated by Meinkeet al..®® The error between the actual and calculated $@s shown to
have a maximum value af10%.

It is important to note that some works have also establistkiedetry using two wave-
lengths, which is the principle to the operation of the coriamal pulse oximetry. Fantini
et al.?® and Huebeet al.®® derived an expression of S@btained by solving the simulta-

neous equation of the absorption value of a wavelength pdirtasgiven as follows

SOZ _ Ha EBy — Hap€B, (2511)
Ha€ABy — Ha €AB,

where i, values are calculated from Eg. (2.5.2) using the attennatiadd values ob-
tained from the frequency-domain measurements. Maximuonseof8% and25% in the
estimated S@values were observed by Fantatial.2® and Huebeet al., ®® respectively,

and systematic errors were attributed as the source of théseences.
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2.5.2 The solution to an inverse problem using a photon transport

model

A popular approach to obtain the optical properties of a madis to map the simu-
lated results, which are produced by photon transport nsodistussed in section 2.3,
to the measurement parameters. The investigation of asocgtimedium begins by per-
forming the measurement using one or a combination of, tioreadn 164> frequency
domain®’1"2or continuous intensity techniqué®®’3"4Following this, the medium’s
optical properties are obtained through the fitting procedising results simulated by
models derived from RT 12457273791 based on a library of reflectance (or transmission)
spectra given by a Monte Carlo modéf® Through these mappings, Pattersairal.*®
observed a relative, error of23%, Qin et al.” obtained an averag€ error of7.5% and
a minimumy., error of40% and Pifferiet al.1® showed the relative error in the fitted
andy of < 10% using data simulated by the Monte Carlo method, while errbgsemater
than30% were reported when the diffusion approximation was empuloye

The derivatives of RTT such as diffusion theory are more papas they have shorter
computation times and do not require extensive processiegertheless, some research
have been done to improve the performance of a Monte Carlo Inmdd as by the vari-
ance reduction technique which allows one to propagate mhaoyons simultaneously,
yet still achieve the desired accuratyin other work, by assuming that the anisotropy
factor, g, and medium refractive index,,, are constant and known parameters, a ‘mono
Monte Carlo modef*161’can be produced and used. The reason this is possible i$ that i
was shown that there is a high similarity in the TPSFs prodingechedia with different

g, therefore by selecting a smallgrvalue in the Monte Carlo calculation, it shortened
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the computation time and gave results with a respectabte errithe estimateg:, and
s values of approximately% — 2%.%" However, these errors were shown to increase to

10% when the incorrect,, was assumed and used.

2.5.3 Cumulant-based method

The propagation time of a photon, in a scattering medium is a random variable and
the continuous distribution of the detected photofi§)) is causal. This distribution
is previously characterised using the moment generatingtifon, M, by Ostermeyeet
al.”® and Sassaroét al.”” In their work, moments of a distribution were used to describ
changes in the intensity of a light source due to the opticapgrties change at each
‘voxel’, i.e. elementary segment, of an absorbing-sciaigemedium. Then™ moment,

m,, Of this distribution is written as

_ S Sty

Here,t; is the time spent in the medium by ti& detected photon. These moments were
used to describe the absorption dependent relative chamtfeslight intensity, and have
a logarithmic relationship with cumulants, of the cumulant generating functiof;,

which is defined a8

35



In (Z 1y, M) “aCm > Z o, (THacm)"” ’““"‘Cm (2.5.13)
K= Z i, Hacm)” aCm (2.5.14)
Based on Eq. (2.5.13) and the relationship between attemuatd intensity in Eq. (2.1.3),

the moment dependent intensity change given by Sassaaili’ can be converted to the

expression of absorption dependent attenuatignas 4279

2 3 4
Aaq = K1ltaCm — K2 (1aCm) + K3 (J1acm) — Ky (J1acm) + ... (2.5.15)
21 3! 4]
=-y o, (ZHacm)" (2.5.16)
n!

Both moments and cumulants can be used to descrihg thependent intensity change
but the use of cumulants is preferable in this work as theye lewnon-logarithm re-
lationship with attenuation value, using which a mediuml Wwé characterised. From
Eq. (2.5.16), the total light attenuation is obtained byiagdhe attenuation offsetls or

ko, INto the equation to produce

& — UaCr )™
A=ro—Y ﬁn% (2.5.17)

This equation is an exact solution to the attenuation valaét, will be used in Chapter

5 and 6 as the expression for the real attenuation and sodretiwlly verify the validity
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of the proposed models. An equation which is similar to tihats in Eq. (2.5.16) has
been reported by Tsuchigawho termed the:" cumulant,x,,, as then" derivative of
A with p,. The parabolic form ofA versusp, relationship proposed byibbers and
Wodick® is the truncated form (up to = 2) of cumulant generating function shown in
Eq. (2.5.17).

It can be seen from Eq. (2.5.16) that the samplg’'san be determined ifi;, and all
the TPSF cumulants are known. There are different meandaflaing the cumulants,

among them is by the differentiation of Eq. (2.5.16) withp@st to:, given by2341:42

1 d"Aa
(_Cm)n dlug ,Ua:()

(2.5.18)

Kp = —

Alternatively, cumulants can also be derived from the camtugenerating function of
an analytic model, whose expression is not in an infinite sation form;*! or from a
measured TPSF described as follows.

If a sample’s TPSF is measured in the time-domain experinteatmoments of this
TPSF can be calculated from Eq. (2.5.12) and #Hfecumulant is calculated using a

recursive formul&-2 as follows:

3
-

(n — D)rgmp,—g
(k—1D)!(n—k)!

(2.5.19)

Rp = My, —

B
Il

1

wherex; andx, are the mean and variance of a distribution (of photon tifaiéight), re-
spectively’8 If the frequency-domain measurement is used, the even ahdwdulants

are given by the measured attenuation and phase, respeétiv®Using these cumulants,
the change in the, value, Ap,, can be estimated using the signals measured from the

constant intensity measurements. In practice, howeves,impossible to measure all
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the cumulants (i.e. up to infinite terms). Therefore th@ersusy, curve fails to con-
verge to the real curve even with a large number of cumulanis the accuracy of the,
value estimated using this model is limited to a small rarfg&/@..** In the work demon-
strated by Morrié!, A, was assumed to have been produced by a variation in,ldb®
Hb (AHbO, and AHb), and wavelength§50 nm and600 nm were chosen to estimate
AHbO, andAHb using Eq. (2.1.5). It was shown that using the first four glamts and
the value ofA A, the mean error in the estimatésHbO, and AHb (from Ap,) were
shown to be less thah10%. These results were consistent for both the transmittamde a

reflectance data simulated by a Monte Carlo model.

2.5.4 Power law model

The Power law model is designed to determine a medium’s dgircperties based on
the measured parameters and a fitting routine. The nonlinearof A versusy, rela-
tionship derived from RTT for the reflectance measurementa semi-infinite medium

with matched boundary was shown to be well approximated bynaeplaw model?

A =1.06—1.45u°% (2.5.20)

whereu = pa/ps is unitless. The power law model shown in Eg. (2.5.20) all@ans
estimation of a sample’s optical properties by fitting thiedal to the spectrum mea-
sured from a continuous source system, but the validity isfrtiodel is reported to have

restricted to the: value in the range betweénx 10-* and0.1.
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2.5.5 Other fitting models

An exponential model! which does not show the limitations shown by Monte Carlo
model and diffusion equation, was previously developed ohamistic basis in the Ap-
plied Optics Group in University of Nottingham. This modelatesA to u, and is ex-

pressed &<

A = ay exp(—pab1) — ag exp(—paba) + epta + fral + g\ + h (2.5.21)

whereaq, b1, as, b, €, f, g andh are the fitting parameters. If this model is fitted to the
attenuation spectrum measured from a non-scattering meg@isi=# 0 mm 1), all the pa-
rameters in the equation, other than the parameteould become zero and Eq. (2.5.21)
is reduced to the Lambert-Beer law. In a demonstration of ém@®pmance of this model
using Monte Carlo forward modelled data, ffieof an infinite slab geometry was varied
linearly with wavelength while:, is as given in Eqg. (2.5.3), it was shown that this model
can recover S@values with an absolute error of less thtag%.?’

Other workers such as Kobayasttial 2 proposed a cubic function to represent light

attenuation measured from a blood medium expressed as

A = oy  +btan* Cmer+Ctag Cmel” +dCmer” +eltag >+ f Hag Cmel+9Cmer > +hptag +iCrmer
(2.5.22)

whereu,, andCy,e; are the blood absorption coefficient and the concentrafioretanin,

respectively. Both of these parameters and the coefficietds in Eq. (2.5.22) can be

determined through the fitting process.
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2.6 Scattering minimisation techniques

The previous section has described analytic models whieh &iaincrease in complexity
beyond the Lambert Beer law as the media are scattering. Huowiscattering can

be minimised then a simple model such as the linear MLBL mods} be applicable.
Scattering minimisation techniques are expected to ingtbeg linearity of thed versus

113 relationship at the cost of higher light attenuation valu€ee performance of three
techniques, namely added absorber, spatial filtering dfeteintial polarisation method,
have been compared using the Monte Carlo method within théiégp@ptics Group in
University of Nottinghan?*#4 The theory of these and some other techniques that can
be used to minimise scattering components in the signatsthenrecent development of

these methods, are briefly addressed in the following stibssc

2.6.1 Added absorber

A method which linearises thd versusy, relationship is by adding absorber into the
medium to increase the absorption value of this medium. & stewn in Fig. 2.2(b) that
the A versusu, relationship becomes increasingly linear in highregion. This is because
as/i, increases, photons with long pathlength are attenuated heavily than the weakly
scattered photons which have travelled at routes closdremptical axi$* Since the
mean and variance of a TPSF have been reduced (i.e. via theptbsy it decreases the
uncertainty in the photon pathlength and results i@z ) value which is approximately
the physical distance between the source and the detefdioe. (¢ value is known, using
this calculated(d,n) in Eq. (2.5.2) would produce a more accurate estimation @f:th

value. However, an obvious side effect of using this teclig that it contaminates the
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medium and so is not always applicable (e.g. to in vivo appbod.

2.6.2 Spatial filtering

It is mentioned in section 2.1.2 that photons in a scattamedium propagate in random
directions, so heavily scattered photons are expecteditdhexsample at positions fur-
ther away from the optical axis than the weakly scatteredqis Therefore, a spatial
filter positioned in front of the detector can be used to ref@avily scattered photons.
However, because of the stochastic properties of thesalyysaattered photons, not all
these photons are rejected via this technigue as some ofdtwlchescape the medium at
position close to the optical axis and be detected.

In practice, scattering in a medium contributes to intgrisgs when a detector or cam-
era with a small detection area is employed. Therefore, @ttspscopic measurements
of scattering media, an optical lens is commonly used tecbknd focus light onto the
detector or camera, increasing the amplitude of the ligienisity. Provided that all the
incoming light is collected by the lens for example in the cakan integrating sphere,
the use of optical lens, iris diaphragm or detector with atkchaperture are categorised

as spatial filtering.

2.6.3 Differential polarisation technique

The polarisation technique is based on the fact that phgbomgagate in a scattering
medium will have both their directions and polarisationestaltered>#°and only weakly
scattered photons will maintain their polarisation stabeshis section, linear and circular

polarisation measurements are described. The main differeetween the two measure-
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ments is that, for scattering particles with size greatanthe light wavelength (i.e. which

is so in many scattering media such as biological tissugssaks and the atmosphere)
circularly polarised photons propagating through this medare capable of maintaining
their polarisation states to a greater extent and endure suattering events before their
polarisation states are randomised than are linearly isehphoton$® Under these con-
ditions, larger signals are detected from circular poditsy measurements than in the
linear polarisation experiment. Despite a poorer signal to noise performance, a linear
polarisation measurement is better at rejecting highlytsead photons. The properties
of photons detected in different polarisation detectioarciels after polarised light is
transmitted through the medium are tabulated in Table 2.1.

The only difference in the categories of photons detectedaneflectance mode from
that shown in Table 2.1 is the detection of both surface refteghotons and heavily scat-
tered photons in channel#’ It is clear from Table. 2.1 that the polarisation technique
is able to discriminate weakly scattered photons from hgaecattered photons by means

of their polarisation states.

Table 2.1: The linear and circular polarisation illumioatidetection schemes for trans-
mission mode measurements.

Channel lllumination Detection Types of photons
1 Linear co Linear weakly + heavily scattered photons
2 Linear cross Linear  heavily scattered photons
3 Circular co Circular weakly + heavily scattered photons
4 Circular cross Circular heavily scattered photons

According to Table 2.1, photons detected in the co-polaosaletection channel, i.e.

channel 1 and 3, consist of both weakly scattered photonshwiave preserved their
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polarisation states, and multiple scattered photons odépelarised photons. Whereby
the cross polarisation detection channel allows only thétipke scattering photons to
propagate through the polariser and reach the detectoseTrhaltiple scattering photons
have random polarisation states, so the probability oftipé®tons distributed across co-
and cross-polarisation detection channels is assumedequm®’ For transmission and
reflection measurements, the discrimination of photonk short pathlengths is given by
the mathematical subtraction of intensity measured froencitt+ and cross-polarisation
channels given by#48’

Iswp= 1 — 11 (2.6.1)

wherelsy, is the calculated intensity of the weakly scattered photaneread | and/
are the intensity of light detected in the co- and cross#sation channels, respectively.
For the reflectance measurements performed using theaimoibrisation scheme, weakly
scattered photons are obtained by subtracting the inyeveliite measured from channel
3 from that measured from channel 2.

The depolarisation rate of the propagating photons can amieed by the degree of
polarisation PO P) which value is in betweefi and1. It is expressed as the fraction of

the detected photons which have maintained their poléisatatesi*8487

Iy -1,

DOP =
IH + 1,

(2.6.2)

A high DOP value implies that a high fraction of the propagating phetbave their
polarisation states maintained, and vice-versa. Prelyioerperiments using differential
polarisation techniques were either to try and improve #solution of an imag&-°

or to linearise theA versusy, relationship in the estimation of a medium’s absorptive
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components*

Using a medium withus = 5 mm ™!, Stockfordet al.?® concluded that linearly polarised
signals given from the subtraction of signals from co- arabss linear channels yielded
the best performance in terms of giving the lowest mean afrar2% in the estimated
concentration ratio of two absorbers, while etial.?*44 showed that linear polarisation
is the most effective at selecting weakly scattered ligbtrfithe scattering signals com-
pared to other techniques (i.e. circular differential pskion, added absorbers and spa-
tial filtering). These techniques were evaluated via situig and these workers have
expressed their concerns over the practicability of usiedihear polarisation subtraction
technique on a shot-noise limited system when the medipg¥s 7 mm—!.4

Experiments have also been used to assess the performaheeddferential polarisa-
tion technique. An example is the experiment by Siegal.°* who used a xenon arc lamp
and Charge-Coupled detector (CCD) in the system. This polemisateasurement tech-
nique was performed on a tissue phantom to estimate an asocbncentration value
by a shape fitting procedure. They showed an average erioe iestimated haemoglobin
concentration value of less thaf whens is a constant. This experiment, however, did
not investigate the signal to noise performance of the medssignals when the intensity

of these signals could be small and susceptible to noise.

2.6.4 Othertechniques

There are other studies which aim to reduce the light stadten the measurements,
with most involving alterations of the optical propertidstee measurement subjects, e.g.

biological tissue and tissue simulating phantoms. Thed$stques include administering
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chemical agents into a local area of tis&f& and by compressioff: The injection of
chemical agents into the target area dehydrates the refjimecesf? and reduces the
cell diameter, lowering the mismatched refractive indetkMeen scattering centers and
their ‘shrinking’ surrounding. As a consequence the ligtdttering from the sample is
reduced”

A compression method was previously demonstrated on humanspkcimens. It
involves asserting pressure on the specimens before theteefler transmitted signals are
measured as it reduces the spacings between intercelartgyanents? This is because
in the process, water is drained out from the specimens. prbduces a similar effect to
that when chemical agents are used and it was reported togéde light scattering and
resulted in an increase in the light transmittance.

Time gated measurement is another technique widely useirtove the heavily scat-
tered light by discriminating the early arriving photonsldhis is mainly used to improve
the resolution of an imag®. However the implementation of this technique is limited to

expensive and bulky experiment setup.

2.7 Conclusion

The problem in accurate quantification of a sample’s abs@ giomponents using the
Lambert-Beer law arises when the sample is scattering. Thetefof scattering on the
measurables, e.g. the measured light intensity and TPSE, discussed in sections 2.1
and 2.2, and they can be summarised as follows: (1) The plpatibiengthd,,, changes
with the medium’su, andy, (2) As is observed whep, = 0 mm ™!, and (3) both4s and

the (nonlinear)A versusu, relationship vary with the mediumjs..
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Different techniques and models that are available to ektre optical properties of
a scattering medium using data given from absorption spgabpy measurements were
reviewed in section 2.4 and section 2.5. Also discussedosetlsections are the tradeoffs
in using the corresponding techniques and models.

As the aim of this thesis is to accurately determinefhealue in a scattering-absorbing
medium, continuous intensity imaging technique is choseprovide the measurement
of light attenuation due to simplicity of the system operyaticost and availability of
equipments required for such measurements. Chapter 3 igrmttwith experimental
investigation of polarisation subtraction method to rexdacattering effects on the mea-
sured attenuation following the conclusion drawn from tletioal evaluation of different
scattering minimisation techniques by Bband Stockforcet al.?> Meanwhile analytic
models and methods suitably used to find fhealue (based on nonpolarised attenuation

signals) for media considered in this thesis are present&thapter 4 to 6.
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Chapter 3

Experimental investigation of

polarisation subtraction technigque

3.1 Introduction

The factors impeding the accurate spectroscopic analysassgattering medium have
been outlined in Chapter 2. Two strategies that can be useet¢ondine the medium’s
11a Without using a library of simulated data have been desdrili@e first aims to find
an attenuation modét?27:83%that approximates the nonlinear relationship betwéemd
medium’s . Using this attenuation model a value fog can be estimated by either
fitting this model to the measured attenuation spectfffor through the simultaneous
solution of the modef;* which requires only the attenuation value measured at akever
wavelengths.

The second aims to suppress the heavily scattered photaaksiging a more linead

versusi, relationship that can be approximated by the MLBL. Some ofehésas have
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been discussed in section 2.6. A number of related studies &lao claimed that the
spectroscopic analysis of weakly scattered photons aguatie to determine the optical
properties of a mediurd:°°" This relies on there being a sufficient number of weakly
scattered photons, hence it is not appropriate for thickresavily scattering tissues such
as brain®

This chapter follows on from the theoretical studies coneditty Luet al.** and Stock-
ford et al.?® and their assertions on the performance and limitationg@foblarisation
subtraction technique when it is used in the spectroscopitysdf a highly scattering
medium. This study aims to experimentally investigate tfectveness of the linear po-
larisation subtraction technique in minimising the eféeat scattering on the signals, the
Signal to Noise performance (S/N) of the polarisation sadigd signals and the practi-
cality of using this technique in experiment.

The prepared scattering phantoms and experimental systedin this work are de-
scribed in section 3.2, while the modelling of this measwrnsystem and photon trans-
port in scattering phantom media are discussed in sectinThe simulation data are
useful as a reference to compare with the measured data. fdwgts are presented in
section 3.4.1. Also included in this section is a re-exatmmeof the performance of the
added absorber and spatial filtering techniques using aitionl The measured and sim-
ulated A versusy, relationships from linear polarisation measurements angpared in
section 3.4.2. This section also presents the results ctegpe@larisation rate of polarised

photons in media of different; values and the S/N of the linear polarisation system.
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3.2 Measurement method and experiment setup

In this section, the preparation of scattering phantoneseperimental system for trans-
mission mode measurement, and measurement calibratidrochased for the demon-

stration of the linear polarisation technique are desdribe

3.2.1 Scattering phantoms preparation

In the preparation of a scattering phantom, a suspensioalg$tyrene microspheres and
green ink were used as the medium’s scatterer and absodseeatively. They were
mixed in water to provide a medium that both absorbed andesedtlight. The amount
of ink and microspheres used for the experiments are disdussow.

Scattering media withus of 5 mm~! and7 mm~! were chosen for the demonstration
because it was experimentally found that theersusy, relationship is relatively linear
whenus< 5 mm~! (using the employed measurement system discussed in towifug).
Furthermore, based on the simulation results oét al., >***it was concluded that signals
measured from a medium with> 7 mm~—! andg = 0.9 are likely to have a poor S/N
value.

Since us and g vary with the measurement wavelength, to obtain a singleedbA
versusy, relationship a single wavelength light source was used. s&rlgource was
chosen since it has higher output power and light is emitteal marrower wavelength
range compared to that of a Light Emiting Diode (LED) or handight source’® The
measurement wavelength chosen was= 671 nm, so the preparation of scattering
media withus= 5 mm~! and7 mm~! requires a microsphere concentratiol ¢6 g L !

and1.904 g L1, respectively. This wavelength was chosen because it veasrtitting
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wavelength of an available high power laser (CNI/ MRL-W671)eTinoperties of these
microspheres and the calculation of the necessary micepsgioncentration values are
given in Appendix B. They value is calculated from Eqg. (B.0.11) in Appendix B as
0.91. This value implies that photons in the medium have a higlabdity of forward
scattering?® which is similar to many kinds of scattering media such aoigical tissues
and atmospheric aerosol$These suspensions were mixed using an ultrasonic bath to
produce a uniform distribution of scatterers throughoetshmple that was then placed
into a cuvette with dimensions 60 mm x 45 mm x 10 mm (L x H x W).

Water absorbs light withy) used here to denote the absorption of light by water. Pope
et al.'® reported thap ~ 0.0004 mm~! when the measurement wavelengtléis nm.
In the experiments, increasing amounts of ik were added to the media producinga
value ranging fron®.0004 mm~! to 0.2254 mm~" in steps 0f).018 mm~!. The mixture
of ink and microsphere suspensions was constantly stimedagitated throughout the

measurement processes to prevent the settling of thelpartic

3.2.2 Description of the experimental system

In the effort to improve the S/N performance of the spectwpsrsystem, a lock-in ampli-

fier (LIA) (Stanford Research Systems, SR830) was used. Thesuppresses the effects
of noise on the signals by detecting only the signals whiclilase at the set frequency.

The system employing this lock-in signal detection in thigly is organised as follows.

The modulation of light in the experiment was produced usingptical chopper, which

would rotate at the selected frequency (the rotation ratechasen a2.74 kHz). Light

traversing the sample was collected by a plano-convex leitls iameter, = 50 mm,
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and focal lengthf, = 125 mm), which focused the light onto a detector. This detector
was connected to the LIA that displayed the amplitude of thected signals in volts
rms, Vims, With data acquisition automated by a computer connectéiteteIA via a se-
rial port interface. A diagram on the experiment setup asttiments involved is shown

in Fig. 3.1 with an image of the actual measurement systemvisioFig. 3.2.

Sample Lens

D(1) \\\\
Chopper \

Optical chopper

controller \

kHZ

Figure 3.1: Schematic view of polarisation measuremenegays

In the experiments, a high power solid state laser (CNI/ MRL-@j6Which emitted
partially polarised light at wavelengtiv1 nm with an output power and beam diameter
of 450 mW and1 mm, respectively, was used as the point light source (labele(A)
in Fig. 3.1). The dichroic sheet polarisers (indicated by )X{nd D(2) in Fig. 3.1 and
Fig. 3.2) used in these experiments have a laser damaghahddisnit of 100 mW mm !,

thus to attenuate the intensity of the illuminating lighttevel which is safe to be used
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with the polarisers, an optical density(OD) filter @b (labelled as (B) in Fig. 3.1) was
placed in front of the laser source.

The detection of light was by a switchable gain silicon plaide (PDA36A, Thorlabs
Inc) shown as (F) in Fig. 3.1 with a detection are&®f mm x 3.6 mm and responsiv-
ity, R = 0.44 AW~! (at671 nm). This detector has a bandwidth &5 kHz and gain
Gg=2.38 x 10* VAL,

Figure 3.2: The actual polarisation measurement setughemliagram-A: laser source,
B: optical density filter,C: optical chopperD(1): polariser(1),E: sample,D(2): po-
lariser(2), F: photodetectorG: lock in amplifier. The convex lens used to focus the
transmitted light on to the detector is not shown here.

3.2.2.1 Performing the co-linear and cross-linear polarigtion measurements

Following the discussion of Table 2.1, it was decided thaeam the results of Let

al.** and Stockfordet al.?® linear polarisation spectroscopy would be performed. The
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extraction of weakly scattered photons relies on the diffees in the polarisation states
of the detected photons. In the polarisation measuremengqrepared scattering sam-
ple was placed between two linear polarisers labelled a3 &{d D(2) in Fig. 3.1 and
Fig. 3.2. The linearly polarised light was produced by pagdhe laser beam through
D(1), while co- and cross-linear polarisation detectiomserachieved by orientating the
second polariser (D(2)) at angles @f (or 180°) and90° (or 270°), respectively, with
respect to D(1).

The polarisers used in these measurements have an extimatio of 1 : 500. This
value indicates the ability of polarisers to block the ogboally polarised light and it
is given by the ratio of cross- to co-polarised signals messafter the polarised light
passes through D(2) in the absence of a measurement medium.

Measurement calibration is important to remove the coutidin of stray light produced
by surface reflection and background light on the signalssomeal from the experiments.
Besides, itis also important to provide a reference signedloulate the attenuation value.
The calibration process was achieved by performing the gpipic measurement on a
pure scattering suspension, which is the medium backgrqurat to the measurements
when the absorber is added. The detected light intensitiesn differentu™ values (in
0.018 mm~! increments) were introduced into these samples with cohgtaare used to
give theu, dependent attenuation values from Eq. (2.2.4). The attemuatfset, As, in
the A versusu, plot is determined by the logarithm of the ratio of light insity detected
from a pure scattering suspension (i.e. whé&l = 0 mm~!) to the detected intensity

when light is transmitted through the cuvette containinly evater.
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3.3 Modelling of the measurement system and Monte Carlo
simulations

The simulation results given by a Monte Carlo model, whichesaloped within the
Applied Optics Group in University of Nottinghaf,were compared with the results
obtained from the experiments. Unlike the measurementtsesiiese simulation results
are not subject to external factors such as error during tepgpation of the phantoms
and are unaffected by different kinds of noise such as sheeramd readout noise in the
system. They can, therefore, be used to examine the regl@frithe experimental linear
polarisation system to noise. To obtain the simulation ,datameasurement system was
modelled according to the experimental conditions desdrib section 3.2. The medium
used in the simulation has dimensidiismm x 45 mm x 10 mm, and the propagation of
photons through this scattering medium was modelled usi@dtonte Carlo method.
The temporal distribution of photons (i.e. TPSF) travegsihe media withus of
5 mm~! and7 mm~* was derived afte20 million photons were launched into the media
at a normal direction to the surface of the samples. In thelsitions, if photons arrived
at the medium boundary at an angle greater than the critnggégd. = 49°, they would
be reflected back into the medium and continue to propagdteimedium. These pho-
tons would be refracted and entered the air if they hit the sidhe medium at an angle
of # <6.. These photons are not allowed to re-enter the medium. Thactetl and re-
flected angles of the photons are governed by Snell’'s lawpafydthe photons escaping
at refractance angles within the lens collection angle vgemred. The full acceptance
angle of the lensf, = 23°, is given by the inverse sine of ratio between the lens radius

(2/2 = 25 mm) and its focal length . = 125 mm).* In addition, photons with a path-
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length greater thah000 mm were discarded because the energy of these photons would
be highly attenuated when the medium;s# 0 mm™!.

The main difference between this work and that performed gt al.?4**is the ex-
perimental examination of the performance of polarisatiohtraction technique in this
study. Furthermore different experimental parameterg;iminclude a more heavily scat-
tering medium with a larger dimension, were used in thisystodncrease the effect of
scattering on the attenuation. Besides, a larger samplenolsed in this work eases ex-
perimental conditions such as the stirring processes aodaings the medium geometry

closer to that of realistic scattering media of interestisae human fingers.

3.4 Results and analysis

This study is concerned with investigating the performaoteolarisation subtraction
technique for practical use, but it is also informative towrand compare thd versus
115 relationship given from unpolarised (total intensity)|gresation subtraction measure-
ments and other scattering minimisation techniques dészlis section 2.6. Therefore,
the work in this study spans from evaluating the performariafferent scattering min-
imisation techniques using simulation to the experimeata@mination of polarisation
measurements used to reject heavily scattered light. Tiessdts are presented in two
subsequent subsections: simulation results in sectiod add experimental results in
section 3.4.2. The simulation results section present3 B&Fs simulated based on the
modelled experimental system and measurement samplese TIRSFs are used to pro-
duce theA versusu, relationship when polarisation subtraction, added alesahbd spa-

tial filtering techniques are used in the system.
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Section 3.4.2 contains the experimental results from thHarjsation subtraction and
unpolarised measurements. The polarisation maintaingmaks are given from the mea-
surements described in section 3.2.2, while the unpothsggmals are obtained by sum-
ming the signals from the co- and cross-linear polarisatitemnels. The experimentally
measure versusu, relationships for differents are compared and supported using the
simulation results. Also discussed in the section are tipoldeised rate of photons in
different scattering media and the S/N performance of tamB®d and linear polarisation

systems.

3.4.1 Simulation results

The simulated TPSF of photons traversing scattering phamtaith ;.5 of 5 mm~! and
7 mm~! in the case of the unpolarised and polarisation subtractieasurements are
derived using the Monte Carlo method and presented in thewoly. The ability of
added absorber and spatial filtering techniques at regettie heavily scattering signals
are also re-examined. Both of these techniques are chosandmethey are commonly

used as means of reducing the heavily scattering photonstfre signalg*44

3.4.1.1 The simulated TPSF of scattering media

Based on the Monte Carlo simulation of photons detected fremrmibdelled measurement
system described in section 3.3, the normalised TPSF foplesmvith s of 5 mm ™!
and7 mm~! given from the unpolarised measurements are shown in FRBg.I8can be
seen that the mean of photon arrival times increases witlhitjteer 1.5 value, and are

given by206 ps and240 ps when the medium’ss is 5 mm~—! and7 mm™!, respectively.
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Fig. 3.3 also shows that the variance and hence uncertairttyei photon time-of-flight
increases with the sample/s. These TPSFs are used in the next section to show the
differences in theA versusy, relationship given from the system employing different

scattering minimisation methods.
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Figure 3.3: The normalised TPSF given from scattering meatia /.5 of 5 mm~—! and
7 mm~*!, and whenu, = 0 mm~!. These Monte Carlo simulated TPSFs are derived from
the unpolarised measurements.

3.4.1.2 Comparing the performance of scattering minimisabn techniques

The A versusyu, relationship given from a scattering medium of any constardiffers
by only the nonlinearity of the plot and thé value, so TPSF fois = 5 mm ™! shown in

Fig. 3.3 is used in the following as an example of TPSF measinoen the unpolarised
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measurements. The value used in the measurement, which varied féod04 mm " to
0.2254 mm~*, was applied to each time-point of this TPSF via the Micrgschambert
Beer law to give the attenuation values from Eq. (2.2.4). Theutated A versusy, for
the unpolarised measurement is shown in Fig. 3.5.

It was mentioned in section 2.6.3 that the discriminatioweékly scattered light from
heavily diffused light using the polarisation measuremsttased on the differences in
their polarisation states. The polarisation state of edudign is determined b§ and¢
expressed in Eg. (2.1.9) and Eq. (2.3.5), respectively,itaisddescribed by the Stokes
parameters in the Monte Carlo simulation. Further infororaton the calculation of
Stokes parameter values can be found in Appendix C. Showryir8F(a) is the time-of-
flight distribution of photons with co- and cross-linear gndation states produced using
the Monte Carlo method. The summation of these TPSFs prodheetPSF shown in
Fig. 3.3 (forus = 5 mm™1!), while their subtraction is the distribution of polariat
maintaining photons shown in Fig. 3.4(b).

Fig. 3.4(b) shows that weakly scattered photons genenaliyeaat the detector at earlier
times than the heavily scattered photons, i.e. crossHipekrised photons shown in
Fig. 3.4(a), and that, due to the noise in the Monte Carlo niiodethe calculated number
of weakly scattered photons sometimes exhibit negativeegahs shown in Fig. 3.4(b).
This implies that the assumption that heavily scatteringtpis are equally distributed
across channels 1 and 2 is not necessary true, and can ovdyasean approximation in
the implementation of this technique. This is because ostagstical uncertainty in the
detected scattered signals before the subtraction prehess in Eq. (2.6.1}* Using the
TPSF shown in Fig. 3.4(b), tha versusy, relationship for the polarisation subtracted

signals is shown in Fig. 3.5.
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Figure 3.4: (a) Monte Carlo simulated time-of-flight distriilon of photons with co-linear
(dark line) and cross-linear (red line) polarisation statéh) Time-of-flight distribution
of the weakly scattered (i.e. polarisation maintainingdtoins given by the differences
between TPSF for co- and cross-polarised signals in (a).
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While the polarisation state of every photon in the mediumnsusated intrinsically
within the Monte Carlo method, the detected signals whendde@absorber and spatial
filtering techniques are implemented in the system are e@mpost simulation because
the exit position and pathlength of each photon were stotehgl the simulations. To
demonstrate the added absorber technique, an additiosafpion, i, is added to
the medium’su, and incorporated into the resultant TPSF. Meanwhile, apéliering
is achieved by modifying the size of the detector apertusethat only photons with a
certain exit angle are scored. Even though both of thesenigubs are not used in the
experiments, their correspondiagversusu, curve are plotted in Fig. 3.5.

Fig. 3.5 shows that light attenuation is the highest if anrtajpe with diameters =
0.04 mm is used to produce an approximately lineawversusy, relationship. This is
followed by the added absorber technique whgn, = 0.2 mm~'. Thesez and iy,
values were chosen because the produtedrsusu, curve has about the similar linearity
as compared to that given by the linear polarisation teclitjo test has been performed
to compare the linearity of these plots because the resudisrsin Fig. 3.5 are only to
provide a guide about the performance of different techesgat removing the heavily
scattering signals. A higher,,,, and a smallerr would be required to achieve the
similar linearity in A versusy, relationships shown in Fig. 3.5 if signals are measured
from a scattering medium with a highgg.

Based on the results shown in Fig. 3.5, it is reasonable toledachat as presented
previously**4* linear polarisation technique is the best technique amétaliises thet
versusu, curve while retaining most of the useful signals (lowerratigion values). The
main reason the spatial filtering method shows poor scagfegjection performance is

due to the detection of heavily scattered photons even wisemadl detection aperture is
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Figure 3.5: The simulated versusu, relationship given from unpolarised measurements
(dark dotted line) and when linear polarisation (dark shtid), added absorber (blue line)
and spatial filtering technique (red line) are used in thespscopy system.

employed. These photons escape from the medium and trdvetitBrections close to the
optical axis of the detector. Thus, any further reductiothia detection aperture might
not be able to remove all the heavily scattered photons,tyebuld give rise to further

attenuation.

3.4.2 Measurement results

The A versusu, relationships measured from the unpolarised and linearisation mea-
surements are presented here along with the comparisoes# tiesults using the simu-

lation results shown in section 3.4.1. This section ingagés the degree of polarisation
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of the signals measured from media with differegtvalues and the signal to noise per-
formance (S/N) of the unpolarised and polarisation expenit@l systems. Examination
of the depolarisation rate of the photons is important ireotd understand the polari-
sation retention of photons within media with differentand s values, while the S/N

investigation determines the practicality of using thishteique.

3.4.2.1 Comparison of measured and simulated versus, relationships

The simulatedA versusy, relationships were previously shown in Fig. 3.5 (resultly on
shown for the case when the mediums= 5 mm™!). These simulated plots (for unpo-
larised and polarisation subtracted signals) are showim ag&ig. 3.6. It was found that
the simulated and measuréyd (i.e. atj,—= 0 mm™1) values differ by a constant value of
1.5 in both of theys cases (i.e5 mm~—! and7 mm~') when the unpolarised measurements
are performed on those samples. The result shown in Figa)3é(y for the medium with
is= 5 mm~ ! for better illustration. All the measured data will be shoater in Fig. 3.7.
Whereby in the case of polarisation subtraction signalspffset between the simulated
and experimentally measuret} for media withus of 5 mm~! and7 mm~! are given
by 1.1 and 1.0, respectively. Fig. 3.6(b) shows only the measured andIatexl polari-
sation maintained signals given from the medium wite- 5 mm~!. All the simulated
attenuation values are lower than those that are experaihenteasured.

The fairly consistentds differences between the simulated data and the resulta give
from measurements performed on different kinds of medidyirajgystematic error could
occur either during the measurements or in the simulatidmmssible source of this error
is the surface reflection from the lens and cuvette duringrteasurements.

To allow a comparison between the experiment and simulaésults, the differences
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Figure 3.6: The measured (closed circle line) and simulébace dashed line) (a) un-
polarised signals and (b) polarisation maintaining sigrddtected from the scattering
medium withys of 5 mm™?.
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between the plots (shown in Fig. 3.6 for the medium wits 5 mm—') were minimised
by adding the offset values mentioned above to the correbpgrsimulation results.
These offset-corrected plots are shown in Fig. 3.7. Fig(@}.and Fig. 3.7(b) show
the 1, dependent attenuation values calculated based on theanigeol and polarisa-
tion maintaining signals, respectively, detected from ehgloyed samples. Referring
to these plots, as expected, higher attenuation valueseasured from the sample with
is = 7 mm~! because photons propagating in a highemedium would have a shorter
mfp as given in Eq. (2.1.12), increasing the chances of thestopsdeing absorbed
(whenpu, # 0 mm™1), scattered or escaping from the medium at points othertthato-
cation of the finite sized detector. The increaselirand the nonlinearity of thd versus

11a plot with us shown in Fig. 3.7(a) were previously observed in Fig. 2.2(b)

Discussion of comparison results

Fig. 3.7(a) shows that even with the corrected plots, arr &@tween the measured and
simulated data for the medium wih= 5 mm™~! can still be seen. The possibility that
this error is due to poor modelling of the system is fairly dnaal the simulated and
experimental data fons= 7 mm~—' matched reasonably well. This error is more likely
to be a result of mishandling during the preparation of theelyuscattering sample when
a medium with differenfus might have been prepared. It is, therefore, informative to
find the actuals value for the plots that correspond to the (intendeg) 5 mm~!. The
search for this value involved running Monte Carlo simulatior photons propagating
in medium with differentus that ranged betweeh2 mm~—! and5.8 mm~!in 0.1 mm™!
increments. Thig.s range was chosen because these values are agguad5 mm™!

which is intended for the performed experiments. A redurctiothe differences in the
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Figure 3.7: Comparing the measured (open circle and clogete dines) and offset-
corrected simulated (red and blue dashed lines) (a) unpethsignals and (b) polarisation
maintaining signals detected from scattering media witbf 5 mm~! and7 mm".
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shape between the measured and offset-corrected simplatsccan be observed when
the medium’'sus = 5.5 mm™! is selected in the simulation. The simulatégfrom the
unpolarised and polarisation systems are less than thasarthexperimentally measured
by 1.5 and 1.0, respectively. These offsets were added to the simula@ba giving the
results shown in Fig. 3.8.

If mishandling during the scattering sample preparatiothés reason for the error
shown in Fig. 3.7 and the actual mediumigis 5.5 mm™!, this suggested that an ex-
tra 60 mg of microspheres was added during the preparation of thetpimawhen no
error in the amount of water added into the suspension isvas$uOther potential source
of discrepancy is the error in the amount of ink added intortfeglium, so a range of
different i, offsets were attempted and added to fhevalues used in the simulations.
It was found that the simulated nonpolarised results fiteasonably well to the mea-
sured nonpolarised data wheg values used in the simulations were offset (increased)
by 0.003 mm~t. No effort was made to repeat these measurements and tafycket
source of the discrepancy mentioned above as the objedtivesovork was to investi-
gate the performance of polarisation subtraction tectenimulinearising thed versusy,
curve, which does not require the attenuation value to besared with a high degree of
accuracy.

It must be mentioned that the accuracy of the estimated valpeoved by at least
30% when the polarisation subtracted signals are used to gisesarber’s concentration
value using the Modified Lambert Beer law as compared to thitimdd when nonpo-
larised signals are used (results not shown but see Hebal). %2 Even though the lin-
ear polarisation measurements produce a more lide@rsus., relationship as shown in

Fig. 3.7(b), smaller signals are detected than in unp@ednseasurements. Therefore, the
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Figure 3.8: The simulated unpolarised and polarisatiortraated signals when the
medium’sys is 5.5 mm~* (blue dashed line). These signals are compared to the experi
mentally measured unpolarised and polarisation subtiaigmals (closed circle line).
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inconsistency between the simulated and measured padiansabtracted signals shown
in Fig. 3.7(b) and Fig. 3.8(b) could possibly be due to the uagaties in the detected

polarised signals as they are more susceptible to systesa.noi

3.4.2.2 Calculating degree of polarisation

Photons propagating in a medium with a hygihave a higher probability of depolarising
and being rejected in the polarisation subtraction procésghis work two media of
different s are considered. So for the completeness of this study, tifigyal photons
propagating in each medium to maintain their polarisatitates is compared. Using
the signals measured from the co- and cross-linear padi@anmseetection channels, the
degree of polarisation of light emerging from samples witfof 5 mm~—! and7 mm™!,
are calculated from Eq. (2.6.2) and shown in Fig. 3.9.

The result shows an increase in the degree of polarisafitf K{) value with the
medium’s;,. The trend of thes& O P curves can be explained by noting that heavily
scattered photons, whose original polarisation statedestoyed after a few scattering
events have, on average, stayed in the medium for a greatamarof time. The energy
of these photons is more likely to be absorbed whget 0 mm~—' as compared to the
weakly scattered photons, hence the amount of heavilyesedtphotons detected in both
of the co-linear and cross-linear detection channels eslwath the increase in medium’s
1a- Consequently, the fraction of weakly scattered photorsotied in channel 1 increases
with the medium’su,, 103104

In addition, these plots show the decreas®in P value with an increase in the sam-
ple’s us. This is because photons in the medium with= 5 mm~! are more likely to

preserve their polarisation states, hence larger potemsanaintaining signals are de-
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3.4.2.3 Evaluating signal to noise performance of the meased signals

A clear indication in the reduction of signals in the caseahgsation subtraction mea-
surements is the increase in the attenuation values showig.iB.7(b) as compared to the
unpolarised signals shown in Fig. 3.7(a). Unlike the unpséal signals, heavily scattered
photons are removed in the linear polarisation measuremdihis results in a decrease
in the signal levels which could be susceptible to noise.iéw\of this, it is important to
evaluate the S/N performance of the polarisation measuresystem. The calculation

of the S/N value is described as follows. The optical powethefsignal detected in the
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experiment P, is given by%
Vim

PSig:R_Gd

(3.4.1)

whereV;, is the value obtained from the lock-in amplifier while theuabf the detector
responsivity,R = 0.44 AW~!, and detector gairnGig = 2.38 x 10* VA~!, as previously
mentioned in section 3.2.2. The optical power of the detkatgolarised signalg, in

Eq. (3.4.1) is given by the sum of the optical power of cB)(and cross-polarised light

(PL):

Pot=P|+ P, (3.4.2)

while the optical power of light incident on the detectBy,, is given by all the collected
light, so B = Pt Both of theP and P, values are given from Eq. (3.4.1).

For the case of polarisation subtraction measurementulusiginals are the weakly
scattered photons with optical powegy given in Eq. (3.4.3), while the optical power
of the incident light is given by the mean of the light optigalwer measured at both
channelsP,¢ in Eq. (3.4.4)%®

Pyt = Py — Py (3.4.3)
B+r
2

,Pinc = (3.4.4)

In the experiments, it is assumed that the source of noiske@measured signals is

shot noise, so S/N of the signals can reasonably be exprassed
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| Lsig|®
12,

S/N = 101logy, (3.4.5)

where the S/N value is in dBjjq is the photocurrent in the detector and is related to the

detector responsivity, and detected optical powet;g by:

.[s|g — RP3|g (3.4.6)

Psig is given in Eq. (3.4.2) and Eq. (3.4.3) for the case of sigmaésmsured from the
unpolarised and polarised experiments, respectivelylewkj denotes the amplitude of

shot noise current given by

Ish = \/2qB Py (3.4.7)

Here,B = 2.74 kHz is the detection bandwidth.

Using the experimental results shown in Fig. 3.7, S/N vataésulated from Eq. (3.4.5)
are shown in Fig. 3.10. Since the rejection of heavily scaigohotons lowered the signal
levels, polarisation subtracted signals show a poorer 8ffbpnance as compared to that
measured from the unpolarised experiments.

Photons propagating in the medium witg= 7 mm~! are more likely to undergo
scattering processes as governed by Eq. (2.1.12), and Hagbex probability of heavy
scattering as compared to the case wpeis 5 mm~'. Therefore, in the polarisation
subtraction experiments, a considerably large amountgofasiis being rejected during
the subtraction processes, producing a poorer S/N perfarenshown in Fig. 3.10 when

the medium’sus = 7 mm~!. The differences in the S/N performance between the unpo-
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larised and polarised signals associated with thiare also shown to be larger because
the rejection of heavily scattered light increased exptaywith the medium’sus. This
is evident from the results of Morgan and RidgWawhich showed an exponential rela-
tionship between the degree of polarisation of polarisglat land scatterer concentration.
The small rise in the S/N values of the polarisation sub#gsignals in the lovu, re-
gion shown in Fig. 3.10 suggests that when the mediwmis small, depolarised photons
with a long pathlength stand a very small chance of beingralesib These photons can
therefore contribute to the shot noise level. However,as increased, the energy of
these photons is attenuated more quickly than the photaihssivort pathlength. Based
on these plots and thBO P plots shown in Fig. 3.9, it is shown that the likelihood for
photons with a long pathlength being absorbed is small wiin; ., ~ 0.03 mm~!. This
explains the observation that there is a sharp rise inxtg values at lowu,, while a
small increase in the S/N plot occurred before the valuedugilly decrease with increas-

ing uq Values.
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Figure 3.10: The calculated S/N values for the measuredlaniped (Unpol.) and the
polarisation subtracted signals (Pol.) versus the sasypldor media withys of 5 mm ™!
and7 mm™".

3.5 Conclusion

The use of linear polarisation technique to reject heawigttered photons whilst retain-
ing most of their useful information is investigated expentally. The advantage of
employing this technique in the experimental system istih@te is no restriction in the
selection of wavelengths to quantify an absorber’s comagat value using the MLBL,

as the resultantl versusy, relationship is approximately linear. The results in Figy. 3
and Fig. 3.10 show that the use of the polarisation subtiad¢gchnique in the experi-

ments produces a more linedrversus, at the price of reduced S/N performance of the
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detected signals, so increasing the susceptibility of ifpeats to noise as compared to
unpolarised signals. Besides, the performance of polatsatibtraction technique may
also be subject to the rejection ratio of the employed psdasi. Therefore, to perform po-
larisation subtraction measurements, more robust andiseregjuipment may be needed.
These could include a cooled Charge-Couple detector (CCD) amdt afpbirefringent
polarisers (e.g. Glan-Taylor prisms with a rejection ratid : 10, 000) with high laser
damage threshold.

On the contrary, by working on the unpolarised signals, wtaraplitude is larger than
the polarisation subtracted signals, the signals are ssiteve to noise. This gives a
greater leniency and flexibility in the optical devices regd for the measurements.

Most importantly, from the discussion of Jacquessal, % weakly scattered light,
which can be obtained from polarisation subtraction mesasents, probed at superfi-
cial layer in reflectance mode measurements. Thereforeigati@n maintaining light is
not suitable for oximetry, which is used as an example ofiagpbn in this work, when
blood SQ is the required parameter. This is because blood vessats vithich light that
is reflected can be collected and analysed to give an estimafiSQ, are found in a
deeper region (i.e. at and beyond papillary layéf).

For the above mentioned reasons, this chapter concludepdlzaisation subtraction
method is expensive, has limited application and is noablytused to estimate blood
SO, value in in-vivo application. The remaining chapters fooasidentifying different
techniques for the optical characterisation of a scatiemedium using the signals given

from unpolarised continuous intensity measurements.
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Chapter 4

Optical examination of scattering media

using linear equation model

4.1 Introduction

In Chapter 3, it was demonstrated that scattering reductionniques such as polarisa-
tion subtraction, added absorber and spatial filtering ednge the effects of scattering
on signals at the price of lower SNR. These methods were atsusied to have lim-

ited applications. For this reason, it was decided thakedsfiit techniques to quantify
the fractional concentration value of an absorber in asgag-absorbing medium using
unpolarised measurement would be investigated. Techsitnae are available for these
guantification works were reviewed in section 2.5. Among théra simultaneous solu-

tion of the MLBL that is used to represent the measwtaersus:, relationship is mathe-

matically the simplest® Only the absorbers’ extinction coefficients and light atttion

from several point measurements are needed in the estimatithis fractional concen-
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tration value. Many of the reviewed work$ used MLBL to characterise blood where
oxyhaemoglobin (Hb¢) and deoxyhaemoglobin (Hb) are considered the main absprber
and the fractional concentration of oxyhaemoglobin {B€alving from Eg. (2.5.6) is the
required measurement. This analytic model, however, lipegproximates the nonlin-
ear relationship betweenA and i, measured from a scattering medium. This results in
poor estimation of SQunless a certain wavelength combination is chds¥f.

Previously, different wavelength combinations to be used MLBL were selected by
different investigators based on either the lowest meaor émrthe estimated values or
the highest signal to noise ratio of the signals measuredjukbse wavelengths. Among
them, Delori suggested the use of two isosbestic wavelsn(gt 569 nm and 586 nm
shown in Fig. 2.3) and a non-isosbestic wavelengt® (am) for retinal vessel oxime-
try.2 These wavelengths were chosen because they are closeddspabeA versusa
plot, conforming to a straight line that can be more accwyatgbresented by a MLBL.
Smith described how the use of three non-isosbestic wagtisywhose absorptivity dif-
ference (between Hb{and Hb),A¢, is positive for one wavelength while negative for the
other, are more sensitive to the changes in.$8oth of these works used the measure-
ments from a blood gas analyser in determining the waveteogbination that gives
the best estimate of the correct S®Meanwhile Alabbouéf and Stockforcet al.?® deter-
mined their optimal wavelength combinations using simatatTheir approach involved
modelling of the employed optical system so that data givemfthe experiment can be
approximated, the value given by different wavelength coiions are compared with
the actual value used in the simulations. The optimal coatlins of wavelengths were
identified based on the error in their estimated value.

Despite the different approaches that have been used torde¢ethe optimal wave-
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lengths, a generic means of wavelength selection remainspegified as the selected
wavelengths are based on the observed errors from eithdibaatad measurement or
simulation. Besides, these workers did not clarify the rtiess of their selection, either
to noise or as one of the measurement parameters changed.

A different but equally important aspect concerning theesbn of wavelengths for
oximetry using the MLBL is the signal to noise ratio (SNR) of thignals measured
from the selected wavelengths. A study aimed at improvirgSNR of the measured
signals via the careful selection of wavelengths was prtshodemonstrated by Sato
et al.*'%In their work, different combinations of dual-wavelengfhsm the NIR range
were arbitrarily selected to monitor the relative concatitn change in Hb©and Hb,
and the SNR of the measured signals were compared. ebatid'® concluded that the
692 nm, 830 nm pair is optimal due to the highest SNR of the detected sigimaisthe
accuracy of the estimated value has not been tested.

Even though different wavelength combinations have beepgsed, it is rather un-
fortunate from the spectroscopic point of view that the viewgths selected by all these
investigators work desirably well only in their system. 38 because the selection of an
optimal wavelength combination will change with any measuent parameter that mod-
ifies the attenuation spectrum. This precludes any furtbeeldpment in the design of a
spectroscopic instrument that does not require a lookup {abch as in pulse oximetry)
because no wavelength combination is suitable for geneg@sorements (of any scat-
tering medium). This is a setback as the selection of a fixeekleagth combination
rather than multi or hyperspectral data can reduce the nuoflbeavelengths required for
the spectroscopic analysis of a medium using the MLBL, sanattig the use of discrete

wavelength lasers and photodiodes, which are cheaper aerddster readout time than,
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for example, a CCDB!! The aim of the works presented here is to identify the priecip
which governs the selection of wavelengths to yield zerorarnthe value estimated us-
ing a linear equation model. The linear equation model ddfine¢his chapter can either
be a MLBL or its three dimensional equivalent, which is a linattenuation versus,
versusy; space. Two types of scattering media are considered, naammlgdium with
constant (wavelength invariant} and a wavelength dependent scattering medium.

This study begins in section 4.2.1 with a demonstrationmiren the f, value estimated
using the MLBL in the case of a wavelength invariant scattenmedium. This work uses
simulation to help identify factors that determine errothia estimated value because the
medium’s f, is known and the simulated data are unaffected by the systese.nThe
findings deduced from the simulation results are verifiecheraatically in section 4.2.3.

In practice, the.. value of a scattering medium changes with the light waveteffg12-114
so strictly the MLBL cannot be used but must be modified to antdar this change.
This requires knowledge of how a wavelength depengdgaffects the measurables. The
wavelength dependent, values used in this study, and a discussion of how these val-
ues modify the measurable space (i.e. TRHFare given in section 4.3. Based on the
understanding of the scattering effects, a modified versiahe MLBL is proposed in
section 4.4, and its performance is examined in sectiorl 4.Phe derivation of error in
the estimated value when this version of MLBL is used and a generans of selecting
wavelengths to theoretically obtain zero error in the eated f, value are outlined in
section 4.4.2.

The signals measured from a spectroscopy experiment wésdda subject to noise
that will affect the performance (accuracy of the estimataldie). It is therefore inter-

esting to investigate the relationship between the daga (measured attenuation and
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absorbers’ extinction coefficients) of the selected waglecombination and the sensi-
tivity of its estimated value to noise as detailed in secticnl. The proof of the discussed
theory is based on the noisy signals modelled in sectio2 4ahd the simulated results
presented in section 4.5.3 allows the optimal wavelengthlxzoation for the considered
medium and light illumination-detection system to be idigad. The investigation of the
performance of different wavelength combinations is veat¢bnventional method which
considers the value given by all the wavelength combinatidiese values are compared
with the actual optical properties values of the medium usdte simulations. All the
works demonstrated in this chapter use the optical prasevlues of human skin with

its application to oximetry in mind.

4.2 The Modified Lambert Beer law

Section 2.5.1.1 mentioned that the MLBL expressed in Eq.Zp.2s shown again in
Eq. (4.2.1), can be solved simultaneously to give the valu@, @, and most importantly,
the value off, using the attenuation and absorbers’ extinction coeffiailenia at three

selected wavelengths as shown in Eq. (2.5.6) - Eq. (2.5.8).

AN) = G + pa(N)d (4.2.1)

This model approximates the nonline&wversusu, measured from a scattering medium
as linear so error in the estimatggvalue would be expected. The accuracy of thealue
estimated using the MLBL and attenuation data calculateddtian 4.2.1 is presented in

section 4.2.2, while the wavelength selection strateggtover a medium’g, is outlined
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in section 4.2.3.

4.2.1 The simulation of attenuation data for demonstration

To demonstrate the accuracy of tligvalue estimated using the MLBL, the simulated
TPSF for medium withus= 7 mm~" shown in Fig. 3.3 is chosen for the following demon-
stration. The medium’s absorption is produced by the aleserthown in Fig. 2.3. Even
though many investigators studying oximetry have not kahitheir selection of wave-
lengths and have chosen their wavelengths from the rangensimoFig. 2.3, the focus
of this work is on wavelengths in the rang& nm - 600 nm mainly because the signals
measured using wavelengths beld®) nm are small due to the high light absorption,
and hence would be more susceptible to noise. The extinctiefficient of the absorbers
for wavelengths below50 nm are not shown in Fig. 2.3, but can be found in Zijlséta
al.®° for the wavelength rangé00 nm — 1000 nm. The measurement of signals using
wavelengths beyon6b0 nm (i.e. Red to Near-Infrared range, R-NIR) requires a detector
with a large dynamic range due to the small variation in thymais with SQ. While

the small SQ induced changes in attenuation in the R-NIR range is becdube small
differences betweepy, andsppo, Sshown in Fig. 2.3, the distinctive differences in the
shape oty andeypo, can be seen for wavelength rang® nm — 600 nm, producing a
significant variation in the shape of the attenuation spettas the S@varies. This S@
induced variation in thel spectrum is important because the techniques described lat
in Chapter 5 and 6 rely on the changes in this shape to recosenéuium’s absorber
fractional concentration value.

The total concentration of absorbeff§, = 7 pumol L=!, and SQ= 80% are chosen
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for this demonstration so that they produce a medium wigk i, similar to that found
in most of the scattering media such as biological tissfes-3115>11eThesey, values are
incorporated into the TPSF via the Microscopic Lambert-Bawrto give the wavelength

dependent light attenuation shown Fig. 4.1. Thspectrum is shown in Fig. 4.2 (top).

1.8 . .

1.6

1.4

1.2

0.8

0.6

0.4

0.2 : :
450 500 550 600

A (nm)

Figure 4.1: The attenuation spectrum of the medium with= 7 mm~!, ¢ = 0.91 and
SO, = 80%.

4.2.2 Results and discussion

Any wavelengths can be used &s )\, and )3, and a three dimensional error plot given
by the error in the value calculated from every combinatibthcee wavelengths can be
used to show changes in the accuracy of the estimated vathedifferent wavelength

combinations. However, in the following,; and)\; are chosen as00 nm and550 nm,
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respectively. These are arbitrary selections as it is eas@emonstrate how the accuracy
of the value estimated by the MLBL dependent on the selectiovawelengths by fixing
two wavelengths while allowing the error in the estimatedigatio vary with the third
wavelength. The:, value of these selected and\; is indicated by the cross symbol in
Fig. 4.2 (top).

Using Eq. (2.5.6), a calculated S@ithin the range of-2% and102% is considered
acceptable since there were reports on the analyticaliartdood SQ value of about
102%,*” which was attributed to the error in the analytical proceduand the poor as-
sumptions that were made in the calculations of blood altesygen saturatiof!’ The
error in the calculated value is shown in Fig. 4.2 (bottom).

The error in the estimated value shown in Fig. 4.2 (bottonduis to the insufficiency
of the MLBL at describing the relationship between the meadurand ., of a scatter-
ing medium. Fig. 4.2 shows that zero error is produced When= (g, OF g, = fia,
(indicated by the dashed lines), and the error in the estidhedlue increases as thg,
value is progressively dissimilar to thg, andyu,,. A further demonstration of the MLBL

given by different wavelength combinations will be showntne
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Figure 4.2: (top) The variation in, with A3(shown on the x-axis) when SG= 80% and
the location of theu, of A; = 500 nm and )\, = 550 nm on the plot (indicated by the
cross symbols). (bottom) The error in the calculated BOelation to theu, of \;. The
attenuation data used for the demonstration are descnibselction 4.2.1. The error in
the estimated SQoutside the range-2% to 102% is not shown in the diagram.
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4.2.2.1 Analysis of results

It must be mentioned that the mediumpgcannot be calculated from Eq. (2.5.3) without
knowing the medium’s absorbers total concentration valyg (vhere, from Eq. (2.5.3)

the i, of a medium with two absorbers can also be written as

fa = T}y (4.2.2)

whereq« is the relative specific absorption coefficient of the medwith absorbers A and

B at \, given by
a(Az) = (ea(As) — (X)) fa+eB(A2) (4.2.3)

The T, value does not vary with the measurement wavelength, solerayth pairs that
give the samey produce the samg, value. Since thd; is, in practice, unknown and
cannot be estimated by the MLBL as discussed in Appendix Arekalts from MLBL
presented in the following are i space.

Based on the error plot shown in Fig. 4.2, an example of wagifecombinations that
produced a reasonably accurate valug;is= 500 nm, Ay = 550 nm and\3 = 455 nm
(with error of about).02%). The location of these points ot anda versus wavelength
spaces, and! versusa is shown in Fig. 4.3. The data of, and )\, (indicated by plus
symbol), and that ok; (open circle) are shown in these plots. Thealue of the selected
points given from Eq. (4.2.3) using the estimajg@re marked by red crosses in Fig. 4.3
(top right and bottom right). Also shown in Fig. 4.3 (top rigls the MLBL given by the
calculated~, d and f,in Eq. (2.5.6) - Eq. (2.5.8) (red line). Referring to Fig. 40®{tom)

the medium’sf, can be recovered using data at these selected points, saltiéateda
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intersect the true values shown in Fig. 4.3 (bottom right).

158 B A T R -1 S
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Figure 4.3: (top left) The variation id with A(shown on the x-axis) when SG= 80%.
(top right) The relationship betweetand the medium’se. (bottom right) The actuak
versush. The location of\; = 500 nm, A» = 550 nm (both indicated by the plus symbol)
and \; = 455 nm (circle symbol) are shown on the plots. Thevalues given by the
fa calculated using data at the selected points are markeddogrosses (the calculated
fa=80.02 %). The MLBL defined using the data of these wavelengths is dews on
the top right of the diagram (red line).

It was shown in Fig. 2.2 and Fig. 3.7, and again in Fig. 4.3, dktanuation has a single-
valued relationship withu,(i.e. «) when the medium’g, is a constant value, so from the
results in Fig. 4.2 and Fig. 4.3 wavelengths that can remmedue true SQvalue can be
identified as those with any two of the three wavelengths dhet the same attenuation

value. These wavelengths can be determined directly frem #ttenuation value, which
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can be obtained using a spectrometer or hyperspectral aaniéie above observation
remains valid when other wavelengths are selected asnd ;. The validity of this will
be mathematically evaluated in section 4.2.3.

The largest error can be seen in Fig. 4.2 (bottom) wher= 523 nm, So it is infor-
mative to show the MLBL defined by the data at these wavelergythsthe location of
« values on the plots given by the calculatgdvalue. Using the data at; = 500 nm,

A2 = 550 nm and \3 = 523 nm, the collinearity of these points iA versusa is ob-
tained whenf,= 32%, which disagrees with the trug of 80 %, and the line (i.e. the
MLBL) given by the calculated-, d and f, connecting these points is shown in Fig. 4.4
(top right). Unlike the results shown in Fig. 4.3, differesdetween the actual and the
calculatedy values (indicated by red crosses) resulted from the errtrarestimateds,
value can be seen in Fig. 4.4 (top right and bottom right) nFttee discussion of Fig. 4.2,
the difference between of \; and that of\; (and\,) could potentially be the source of
the observed error, as will be mathematically examinedemixt section.

It must also be mentioned that noticeable improvementsiatcuracy of the estimated
value given by this method can be observed if theersusu, relationship is more linear
as it can be more accurately approximated by the MLBL. Basedhemtienuation and
« spectra shown in Fig. 4.3 and Fig. 4.4, this can be achieveddiing on a smaller
wavelength range where changes in photon mean pathlentjthvavelength is small. In
the case when a similar photons’ pathlength is measuredserwavelength range, the
selection of any three wavelengths from this range givé,aralue using Eq. (2.5.6) with
low error. Besides oximeters usually measure arterial i@8@he range o80% to 100%,
SO a desirable accuracy can be achieved by selecting a catianiof three wavelengths

which works at this SQrange by sacrificing accuracy of the estimated value at |&@sr
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Figure 4.4: (top left) The variation id with A\(shown on the x-axis) when SG= 80%.
(top right) TheA versus the medium'a relationship. (bottom right) The actualversus
A. The location of\; = 500 nm, A\, = 550 nm (both indicated by the plus symbol) and
A3 = 523 nm (circle symbol) on the plots. The values given by the calculated value
of 32 % are marked by red crosses. The MLBL defined using the data cfdleeted
wavelengths is drawn on the top right of the diagram (redline

values.

4.2.3 Derivation of error in the estimated value

The accuracy of the value estimated using the MLBL dependisally on the data (i.e.
optical properties and measured attenuation values) dcfealested three wavelengths as

shown in Fig. 4.3 and Fig. 4.4. To examine this error, let theraen the estimateds,
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value, E, be written as

E=f—fa (4.2.4)

Here, f/ is the value estimated by the MLBL shown in Eq. (2.5.6) for tagecof a medium
with absorber A and B, whilsf, is the actualf, value. Substituting Eq. (2.5.6) into
Eq. (4.2.4) gives

Ay (es, — eB,) + As(ep, —€B,) + As(ep, — €8,)
Ai(eas, — €nBs) + Aa(eass — €nBy) + As(eas, — €aB,)

E = —Ja (4.2.5)

Rearranging Eq. (4.2.5) provides

_ Ajepy, + Asep,, + Ascpy, — falAi(cas, — €nBy) + Aa(eass — €aB,) + As(cas, — €aB,)]

E
Ai(eps, — €nBs) + A2(cas, — a8,y ) + As(cas, — €aB,)

(4.2.6)

whereeg,, = g, — ¢g,. EQ. (4.2.6) can also be written as

A [fa(eass — €nB,y) + EBay] + A2 [fal€as, — €aBs) + €8s + As [fa(ens, — €aB,) + €8y, ]

E =
Ay (e, — €nBs) + A2(ens, — as,) + As(cas, — €as,)
(4.2.7)
Rearranging Eq. (4.2.7) and usingshown in Eq. (4.2.3) to give
E— Al(ag—a2)+A2(a1 —&3)+A3(0z2—a1) (428)

Ai(eaB, — €aBs) + As(eaB, — €aB,) + As(cas, — €as,)
The 4 value is related tav via Eq. (4.2.2), so from the discussion of the results in sec-
tion 4.2.1 the erroy becomes zero when one of the following conditions are satisfie
a3 = (g (429)
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or

3 = Qg (4210)
To proof this, letas = a4 so that Eq. (4.2.7) becomes

Aj(ag — ag) + As(ag — ) + Az(ae — aq)
Ay (e, — €nBy) + A2(enp, — €as,) + As(cas, — €as,)
Aj(ag — ag) + As(ae — o)
Ai(ens, — €aBs) + Aa(cas, — €aB,) + As(cas, — €aB,)

Jo

(4.2.11)

In the case of a medium with wavelength invariagt the medium’sa: (and hence the
o) exhibits a single-valued relationship with the measurgenaation, so letd(\) =
f(a(X)), which denotes the attenuation value as a single-valuediumof « at the mea-

surement wavelength gives

flan)(on — ag) + fag)(az — 1)

0 flar)(ens, — €ngs) + f(a2)(ca, — €nB,y) + f(3)(eaB, — £aB,) (4.2.12)
Thea; = as, S0 f(ov) = f(s), and Eq. (4.2.11) is reduced to
o (f(a1) = f(a1))(a1 — ay) » w213

fla1)(ens, — ea;) + f(az)(enps — caB,)

The above derivations confirm the findings from Fig. 4.2 tlebzrror can be obtained
whenas = a; Or ag = as. The reason this gives zero error is that when any two of the
three measurement points overlap one another versusa: space, while the third point
is at a location other than that of the first two points, thendnaight line formed by these
points intersects the trué versusa at these selected points as shown in Fig. 4.3. This

straight line can then be accurately represented by the MLBL.
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4.3 Investigation of the effects of varying:; on TPSF and
attenuation

In previous sections, a strategy to recover the fractionaktentration value of an ab-
sorber in a medium with constapt using the MLBL as also assumed by investigators
such as Duling and PittmahDelori,?2 Zhanget al.*® and Smittt is described. However,
the assumption of a medium with constafts not true as changes in wavelength modify
the 1. of a scattering medium. This is because the scattering sead®n, size parameter
andg vary with the measurement wavelength (refer to Appendix Bis €omplicates the
guantification off, using the MLBL as the latter does not account for the variaion
A with the varyingy..>* Thus, this work considers a similar approach to that taken by
Alabboud?® in which the necessary modification on the MLBL to include tHeat of
scattering on attenuation value is determined. To do se,assential to understand the
effects that wavelength dependent scattering have on t&& HBRd hence light attenua-
tion, and this is discussed in the next section. The dematimtrof the scattering effects
on attenuation and TPSF begins in section 4.3.1 with a dssmu®f the absorption and
scattering properties of the medium used in this work, isngetry and the light source-
detector configuration. The version of MLBL modified based lo@ medium optical

properties used in this work is described in section 4.4.

4.3.1 Description of the medium and experimental system

The uy values of intralipidi0% across the wavelength range 40 nm to 1000 nm

(Stavereret al.}'8) are chosen as the wavelength dependéntalues. These:. vary
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monotonically with wavelength and are shown in Fig. 4.5. sTimonotonic variation in
s With wavelength is common for many kinds of scattering medauch as biological

tissuess®t12113p|ant species!® and atmospheric aerosoi¥:

5 T T T T T

1'5 1 1 1 1 1
400 500 600 700 800 900 1000

A (nm)

Figure 4.5: The variation ip, with wavelength in the rangé00 nm — 1000 nm (taken
from Stavereret al).18

The modelling of the spectroscopic measurements of a wayislelependent scatter-
ing medium uses a wavelength rangeldf nm to 600 nm to illuminate an infinite slab
as shown in Fig. 4.6. This infinite slab hag = 0 mm~! and wavelength dependent
s values shown in Fig. 4.5. The photon propagation ugihqnillion photons launched
normally into the medium was simulated by a Monte Carlo modelthe simulations,
photons with a pathlength greater thEi00 mm were discarded due to their negligible

contribution to the overall intensity when the mediumis# 0 mm~! as discussed in
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section 3.3. The reflection angle of these photons as thelieddbe medium’s boundary
is governed by Snell’s law. An annular detector with inned aater radius o2.5 mm
and3.5 mm, respectively, as shown in Fig. 4.6 was used to detect thectetl photons.
This detector is placed directly at the medium boundarys Type of detector geometry is
chosen to minimise the detection of surface reflected lighich carries little or no infor-
mation about the medium absorbers’ properties. Besidesctmfiguration is similar to
that of the ocean optics miniature fiber optics spectron{et&B 2000) and is used in the
Monte Carlo simulations as an example of experimental systewbtain the attenuation

spectra for the following demonstration works.

Annular detector e ——— lllrr}m -
— =

¢ Front angle top view

Point source

|
E | Side view
' 35mm— =

2.5 mm _>

Figure 4.6: The infinite slab and the light illumination-eetion system used in the Monte
Carlo simulations.
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4.3.2 Simulation results

The temporal distribution of photons arriving at the dedeatrhen light of different wave-

lengths was used to illuminate the medium, are plotted in£&ig

no. of photons
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&‘\\\\
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Figure 4.7: The variation in TPSF with wavelength whgn= 0 mm~*

Itis shown in Fig. 4.3 and Fig. 4.4 thdthas a single-valued relationship wijthwhen
the u; of the medium is wavelength invariant. This is not the caserwl} varies with
wavelength as it modified. So, it is informative to demonstrate the variationdrwith
the varyingu, when the medium’g, is a constant by arbitrarily choosing as a constant
value of0.1 mm~}, 0.2 mm~! and0.4 mm~'. Each of these, values is substituted into
the Microscopic Lambert-Beer law in Eq. (2.2.4) and incogped into the TPSFs shown

in Fig. 4.7, giving theA versus wavelength curves shown in Fig. 4.8. It can be seem fro
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these plots that the relationship betweérand wavelength at any, is approximately
linear. There is a nonlinear changeAnwith p, at any wavelength, and this nonlinearity
changes with the wavelength. Each wavelength indicatefexetit 1. value shown in
Fig. 4.5, so the observed nonlinedrversusy, relationship for a specific wavelength is

as shown in Fig. 4.3 and Fig. 4.4.

2 T T
o = 0.4 mm~*
1.8y fa = 0.2 mm~* A
fo = 0.1 mm~*
1.6\\
1.4¢ R
< 1.2} i
1 \
0.8y .
oef
0.4 . :
450 500 550 600

A (nm)

Figure 4.8: The variation it with wavelength whem, is a constant.

A demonstration of the variation id with wavelength dependent, and x5 values
is shown by using the TPSFs in Fig. 4.7 and the extinctionfimexfits of the absorbers
shown in Fig. 2.3. The total concentration of these abserimethe medium is chosen as
a constant value dfy = 58 umol L~! so that the variation im, at a wavelength can be
observed only when the SQaried. The choice of medium absorber§and ., ranges

used in this demonstration resemble those of the humareti§stfté-120
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The effects of these wavelength dependejtalues are introduced into its associated
TPSF (which also varies with the wavelength) via the Micogsc Lambert-Beer law to
produce an example of versusy, relationship when S©= 80% as shown in Fig. 4.9.
This SG value is chosen as it is the mean S@lue (of capillaries) commonly reported

from spectroscopic measurements performed at the surfalee skin 120-122

2.6
2.4
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1.2

0.8
0.6

0.1 0.2 0.3 0.4 0.5 06 0.7 0.8

fta(mm™")

Figure 4.9: TheA versusp, relationship from a wavelength dependent scattering-
absorbing medium and when the medium’s,S©80%.

4.3.2.1 Discussion of results
Several points can be noted from the above results:

1. For a pure scattering medium with wavelength depengdgnthe TPSF changes

with wavelength
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2. Inthe case of a constamf (but wavelength dependent) medium, attenuation has

an approximately linear negative relationship with wangté&

3. In the case of a constaptf (but wavelength dependept) medium, attenuation

changes nonlinearly and has a single-valued relationstiptiae varying,

4. For awavelength dependent absorbing-scattering medinaH versusu, relation-
ship is a multi-valued function as more than an attenuatanescan be observed

at eachu, value depending on the employed wavelength

Hence, the MLBL is not wholly suitable as the analytic modeldese it assumes a single-
valued linear relationship betweehand;.,. Ideally to approximate the trué versusi,

versusy relationship (i.e.A(ua(A), ug(A))), a version of MLBL that takes into account
the above points is needed. The process involved in devejapich a model is described

in the following section.

4.4 The wavelength dependent Modified Lambert-Beer
law

The MLBL (via its parameteré&’, d and fy) in Eq. (4.2.1) is a linear approximation of the
A versusu, relationship given from a sample with constaft These parameters need to
be redefined each timé& changes since this alters tieversusy, relationship. This is
in order to allow a more accurate estimation of fa@alue. The fact that both the, and
s Of any scattering sample are, in practice, varying with Wevgth presents challenges

to the use of the MLBL model. A more suitable analytic model$e €or characterising
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this medium is a version of MLBL described by Alabbdf@nd shown in Eq. (2.5.10).
In his demonstration of using this model, the wavelengtheddpnt.; values observed
by Meinkeet al.?® are required, and the parameters in Eq. (2.5.10) were soieethe
nonlinear fitting of this model to the measuréd

In the following, the MLBL shown in Eq. (4.2.1) is modified tocmunt for the changes
in light attenuation value as the mediumSis varied with wavelength. Based on tiHe
versus) relationships shown in Fig. 4.8, light attenuation (whigépédnds on botp, and
we) is assumed to vary linearly with;, whenp, is a constant. This linear variation in
A with uf is represented by a wavelength,term, which is used to replace the constant

attenuation offset;7, in the MLBL to give

A= piad + K\ (4.4.1)

Here, A is the attenuation measured usihgd is a parameter often taken to be photon
mean pathlength, anf’ represents the ‘gradient’ of thé& versus\ relationship shown
in Fig. 4.8. Both of the parametetisand K are variable. This equation is termed as the
wavelength dependent MLBAS the name suggests, a wavelength tekm, is included
into MLBL to account for the effects of varying scattering. .£4.4.1) reduces to the
MLBL shown in Eq. (4.2.1) if the medium’g, (i.e. A term) is a fixed value. Eq. (4.4.1)
also shows that the non-zero and varyigalue is given by the value df' A\ when either
la = 0 mm™! or y, is a constant.

This version of MLBL does not require the exagtvalues to be known as the effects
of the varyingu,, on A is given by the wavelength value. Besides, instead of soltieg

parameters in Eq. (4.4.1) using the fitting routine as psadtby Alabboud? the assump-
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tion made by Dulinget al.® and Smittt is used. With the light attenuation measured using

two wavelengths are given by

AN = pa(M)d + K\ (4.4.2)

AQe) = pa(ro)d + K g (4.4.3)

The d and K values in Eq. (4.4.1), although not strictly true in the cabaavelength
dependent scattering-absorbing media, are assumed touvstewgth invariant, so that

they can be solved using the set of simultaneous equatideg.i(?.4.2)- (4.4.3) to give:

d — Ao — A, (4.4.4)
)\hu’aQ - /\zlual
K o AQ:ual - AIMBQ (445)

N )‘2ﬂa1 - /\1Ma2

The intensity measurement performed uslga@llows 1i,(\3) to be determined, where it

can be derived from Eq. (4.4.1) as

As — K\,
bo =g

(4.4.6)
In the case of a medium with absorber A and B, fhealue is related to thig, as follows

Ma; = (€aBsfa+ €B;)Ta (4.4.7)

wherezpg, denotesa(\3) — eg(A3) andTy is the absorbers’ total concentration. Substi-
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tuting Eq. (4.4.4), Eq. (4.4.5) and Eq. (4.4.7) into Eq. @) 4ives

Al()‘2€53 B /\3€BQ> + A2<>\3€Bl — >‘1€Bs) + A3()‘1€Bz B )‘2551)

fa= A1(Aseng, — Asenpy) + Aa(A agy — Ageag,) + As(Aens, — Agns,)

(4.4.8)

which shows thaf, value can be solved by using data at three wavelengths asatechp
to a minimum of 16 wavelengths that was required in the fitpngcess of Alabboud®
As discussed in section 4.2.1, the absorbers’ total coratgont is incorporated into pa-
rameterd so cannot be estimated. Using Eq. (4.4.7) and Eq. (4.4.8nhd K shown in
Eq. (4.4.4) and Eq. (4.4.5) can also be expressed as

Al (gABB)\Q — 8AB2)‘3) + A2(5AB1/\3 — 6ABs/\1) + A3(€AB2)‘1 — 8AB1)‘2)

d=
A, (€ABLEB; — €AB,EB,) T A, (€AB4EB, — €AB,EB;) T A (€AB,EB, — €AB,EB,)

(4.4.9)

A1 (epB4EB, — €AB.EBs) + A2(cnB, €8s — €AB4EB, ) + A3(cAB,EB, — €ABEB,)
A, (EABsEB, — €AB,EB;) T+ A, (6B EB; — €AB,EB,) T Ay (€AB,EB, — €AB,EB,)

(4.4.10)

K —

Taking the plot shown in Fig. 4.9 as a model of a rdaVersusy, relationship, the
wavelength dependent MLBL defined by three data points (aiddt by plus symbol)
and the real attenuation responsedirversusy, versus wavelength space are shown in
Fig. 4.10 while Fig. 4.11 shows the values approximated lywhavelength dependent
MLBL and the real attenuation values anhversusy, plot. Similar to the discussion of
section 4.2.1, the parametg¢y in the wavelength dependent MLBL is given by tlie
value during which the selected three points become callimethe A versusyu, space.
This f; can take any value. In this case, howevieand K cannot be determined directly

as the gradient and offset of the straight line which corséwt collinear points onl
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versusy, plot (dark dashed line in Fig. 4.11) because the wavelengtieiddent MLBL
does not describe thé versus, relationship as a single-valued straight line. Besides,
both of the parameterg and K are intimately linked in Eq. (4.4.1), where solving for
d requires a known value ok and vice-versa. A comparison between these plots in
Fig. 4.11 reveals a lack in the inflexions of the wavelengthethelent MLBL compared

to the true response.

The real attenuation values
wavelength dependent MLBL|

(@)
ol
\L

0.6

550 0.4

600 o 92

A(nm) fra(mm-1)

Figure 4.10: The real attenuation values Anversus, versus\ space (when the
medium’s; varies with wavelength, SO= 80% andTy = 58 umol L.~!) and its approx-
imation using the wavelength dependent MLBL. The data pant&hich the parameters
in the wavelength dependent MLBL are found are indicated bypths symbol.
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Figure 4.11: The wavelength dependent MLBL and the real a#tiéon values (shown in
Fig. 4.10) in A versusyu, space. The dark dashed line is to show the collinearity of the
points. The data points using which the parameters in theleagth dependent MLBL
are found are indicated by the plus symbol.

4.4.1 Results and discussion

Similar to the result shown in section 4.2.1, the accuracthefvalue estimated by the
wavelength dependent MLBL depends on the selection of wagdiecombinations, so it
is important to understand how the accuracy of the estimatkct varies with the data of
the selected wavelengths and the conditions these wavbtesigould fulfil to yield zero
error in the calculated; value. This can be done by calculating thevalue given by all
the combinations of three wavelengths based on a giverugiien spectrum.

In this work, the attenuation spectrum shown in Fig. 4.1¥aised as an example of
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attenuations measured from a scattering-absorbing mediuns attenuation spectrum
was derived from a medium with wavelength dependénshown in Fig. 4.5 (for the
wavelength range of50 nm — 600 nm). The medium’s absorbers, $@nd geometry,
and the light illumination-detection system are the sam#hasused to produce thé
Versusy, in Fig. 4.9. The medium’'s,, is shown in Fig. 4.12(b). For a better visual un-
derstanding, instead of examining the relationship betvilee accuracy of the estimated
SO, value and data (i.eua, A) of every combination of three wavelengths,is selected
as an isosbestic wavelength (i.886 nm shown in Fig. 2.3) because the measured at-
tenuation is insensitive to the variation in §@llowing the error in the estimated value
to depend only on the data of and A\; which are varied across the wavelength range
450 nm — 600 nm.

In processing thisd spectrum, the SOvalue given by different combination off =
586 nm, A\, and)\s is calculated from Eq. (4.4.8) and the calculated full seater, ASO,,
is shown in Fig. 4.13. Only the combinations of wavelengtta produced an estimated
SO, value that is within the range of2% to 102% are shown in Fig. 4.13, and the
calculated error of greater thai®% or less than—10% is plotted asl0% and —10%,
respectively. Eq. (4.4.8) is derived from the simultaneeaselength dependent MLBL
equations, therefore the different permutations.cdnd\;, when used with\; = 586 nm
produce the same results. This is the reason for the didgaahmetrical error plot
shown in Fig. 4.13 and the same error plot is produced wheereit or \; is selected as
586 nm while )\, is varied acrosg50 nm — 600 nm.

Referring to Fig. 4.13, it can be seen that most of the comioinaiof A, and A5 (with
A1 = 586 nm) that produced considerably lower error (but non-zero)@ana within the

wavelength range d#40 nm — 600 nm which is close to the selected. In addition,
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Figure 4.12: The (a) attenuation and (R)spectra for a wavelength dependent scattering-
absorbing medium with, shown in Fig. 4.5. The medium’s SO= 80 % and the ab-
sorbers’ total concentratidfy = 58 pmol L1,
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Figure 4.13: The calculated full scale ertd8G0; (in %) given by different combinations
of \; = 586 nm, A\, and\; when the set SOis 80%. The error given by the wavelength
combination that yielded Snot within the range of-2% to 102% is not shown here and
the error greater thar0% or less than-10% are plotted a30% and—10%, respectively.

an invalid SQ value is calculated if the same wavelength is selected timiselving the
three simultaneous equations in EqQ. (4.4.1) (i.e. showrhégwhen), (or A3) is 586 nm

and when\; = \3), which is when these equations become ill-conditioned.

4.4.1.1 Analysis of results

To investigate the reason low error is produced by a certambinations ofA, and \;
with 586 nm, the i, and A spectra shown in Fig. 4.12 are replotted in Fig. 4.14 (top and

middle) and this study focuses on examining the error in #hge/given by fixing\, while
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varying\s, and its relation to the, and A data of the wavelengths. Following the findings
discussed in section 4.2 87 nm (region enclosed by red dashed line in Fig. 4.13) whose
12 1S closest to that ok, (see Fig. 4.14 (top) when S© 80%) is chosen ag, to examine
error in the value when varying;. Also used for demonstration igl0 nm (enclosed by
dark dashed line in Fig. 4.13) that has a differggvalue to that of\, (refer to Fig. 4.14
(top)). The error in the value given from the combination @velengths\; = 586 nm,

A2 = 467 nm (and 540 nm) and then varying\s is shown in Fig. 4.14 (bottom). Also
shown in this diagram are the location of the selecte@nd )\, (indicated by plus and
cross symbols) on these plots.

A larger error in the value given by most of thg observed in Fig. 4.14 (bottom) com-
pared to that in Fig. 4.2 (bottom) suggesting a more stringendition to zero error in
the value estimated using the wavelength dependent MLBLertése of wavelength de-
pendent scattering-absorbing media. A possible reastraisiot only is the wavelength
dependent MLBL subject to the error in theversusy, relationship approximation (as
also observed in the case when the MLBL is used), this errghiiens when this model is
used to approximate thé value moving in thed versusus(A) versusus(A) space, which
is evidence from the differences in the plots shown in Fig14.

It becomes clear from the results shown in Fig. 4.14 thatdhedrrors are produced
by the wavelengthX3) whoseA lies along the straight line (gray and red dashed lines)
that connects the selectagand)\,, and with the condition that the, of this wavelength
is also collinear with that of; and A, in the 5 versus wavelength space. However, no
wavelength combination shown in Fig. 4.13 is able to prodiere error as it is a result
of poor resolution of the used spectra. The errors are showittease agl and, Of A3

move away from the value that intersects this line.
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Figure 4.14: (top and middle) The, and A spectra when the medium’s $&= 80%.
(bottom) The calculated error whenn = 586 nm, Ay = 467 nm (and540 nm), and 3

is from the wavelength rang&0 nm — 600 nm (shown on the x-axis). The location
of 467 nm and540 nm on theu, and A spectra are marked by red cross and dark plus
symbols, respectively. The error in the calculated 8Qtside the range 6f2% to 102%

is not shown in the diagram. The calculated error of less theiV, and greater thah0%

are plotted as-10% and10%, respectively. A dashed line is drawn (in the bottom plot)
across zero error as a guide.
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In the following, theu, and attenuation spectra shown in Fig. 4.14 (top and middée) ar
used to help understand how the points which are collinedrand:, versus wavelength
spaces are able to reproduce the tfyprealue using the wavelength dependent MLBL. The
selection of wavelengths that are collineargnand A spectra shown in Fig. 4.14 (top
and middle) is restricted by the sampling resolution of {hecsra, so the combination of
A1 = 586 nm, Ay = 540 nm and A3 = 549 nm, which are almost collinear in the plots, is
chosen for the demonstration. THeand:, spectra are plotted on the top left and bottom
right of Fig. 4.15, respectively, and the selected pointsh@se spectra are indicated by
the cross symbol. Also shown in top right of Fig. 4.15 is thuetd versusu, relationship.

It can be seen by plotting these points on theersusu, plot in Fig. 4.15 (top right) that
they lie along a straight line iA versusu,(dashed line). These results can also be plotted
in a space as shown in Fig. 4.3 and Fig. 4.4, but they are not uded.id.15 because the
aim is to understand the reason for the zero error in Fig. dhé#tom) without intending

to show then values given by the estimatgil

The linear relationship between the points in therersus wavelength and versus
11a SPaces shown in Fig. 4.15 agree with the assumption madetiosé.4, where it is
assumed that both parametér§.e. gradient inA versusu, plot) andK (i.e. gradient in
A versus) plot) in wavelength dependent MLBL are constant. Therefibtégse points
are used to find the value of parameters in wavelength depeNdeBL, the true f, value
can be recovered and the defined wavelength dependent MLBIwauld intersect the
true A versusu, plot at these corresponding points.

In addition to the discussion of Fig. 4.15, it can also begsatifrom Fig. 4.14 that
wavelengths with the samg, reproduce the medium’s SOIt was shown in Fig. 4.8 that

these wavelengths produce the same gradiedtwersus)\ space, which agrees with the
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Figure 4.15: (top left) The variation iA with the wavelength when the medium’s S©
80%. (top right) TheA versusu, relationship. (bottom right) The variation jr, with the
wavelength. The location of the selected wavelengths isateld by crosses. The dashed
lines are drawn to show the collinearity of the points.

assumption of the wavelength dependent MLBL (i.e. a congtavdlue). To demonstrate
this, take the absorption and attenuation spectra fo=S&% shown in Fig. 4.14 (top
and middle) as an example, they are replotted in Fig. 4.16.cbHinearity of wavelengths
with the sameu, (e.g. aroundi62 nm, 529 nm and585 nm marked by red crosses) oh
versus wavelength space in Fig. 4.16 means that the samemraduld be calculated.
The error of aboutt% when\; = 525 nm (with \; = 586 nm and X\, = 467 nm)
shown in Fig. 4.14 is due to the poor spectral resolution whgeof these wavelengths is

not exactly identical. The validity of these is examined meatatically in the next section.
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Figure 4.16: (top left) The variation iA with the wavelength when the medium’s S©
80%. (top right) TheA versusy, relationship. (bottom right) The variation jn, with
the wavelength. The location of the selected wavelengtirsdisated by crosses. The
collinearity of the points given by wavelengths with the ggig can be seen inl versus
wavelength.

4.4.2 Strategies for optimal selection of wavelengths

An explanation of the differences between the wavelengpeddent MLBL and the true
A versusyu, relationship shown in Fig. 4.11, and the error shown in Fifj44bottom) is
that the assumption made about the consfaand K values are not true. This is because
both of these parameters change with the varyiggnd ... This can be understood by
referring to Fig. 4.9, where the nonlinedrversusu, relationship shows thatis a vary-
ing parameter, while Fig. 4.8 shows that the gradient ofAhersus) plot, K, changes

with 1, Thus, without a careful selection of wavelengths (as shimathe example in

109



Fig. 4.14), this would result in an error ify value estimated using Eq. (4.4.8). For this
reason, it is useful to derive an expression of error in theevglven by the wavelength de-
pendent MLBL and to theoretically identify the factors thatefmined this error. Similar

to that mentioned in section 4.2.3, this errbr,can be written as

E=fi—fa (4.4.11)

wheref} and f, denote the value estimated using the wavelength dependeBit Bhown
in EqQ. (4.4.8) and the trug, value, respectively. Substituting Eq. (4.4.8) into Eg4(#1)

gives

E— Al()‘ngs — )‘3852) + A2(>\3€Bl — >‘1533> + A3()‘1€B2 — )‘2851) o f
A1(N,enB, — AyEaBy) + A2(Xeas, — Myens,) + As(Meae, — Aeagy)
(4.4.12)

Rearranging Eqg. (4.4.12) and usingexpressed in Eq. (4.2.3) to provide

A1<>\2()é3 — )\3062) + AQ()\Bal — /\1063> -+ Ag(/\loQ — )\2(11)

FE =
Al()‘sgABQ - )‘2‘€A53) + A2(>‘1€A53 - >‘3€/-\|31> + A3<>‘2€A51 - )‘1€A52)

(4.4.13)

It is shown in Fig. 4.9 that for the case of a wavelength depenhsicattering-absorbing
medium, attenuation has a multi-valued relationship withthus finding a wavelength
combination which would producE = 0 in Eq. (4.4.13) is not straightforward. The con-
dition to zero error via an appropriate selection of wavgths, however, can be inferred
from the results shown in Fig. 4.14 - Fig. 4.16, and an undadihg of the wavelength
dependent MLBL. This work assumes that wavelengths whoseurezhdata satisfied the

assumptions made by the wavelength dependent MLBL repratiedeue f, value. The
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following subsections mathematically verify the vialyilaf different strategies for wave-
length selection (strategy | and strategy Il) to recover dionma’s f, determined from the

results shown in Fig. 4.14.

4.4.2.1 Wavelengths selection strategy I:

Fig. 4.8, Fig. 4.14 and Fig. 4.16 show that if three wavelbsgtith identical., are chosen
as the measurement wavelengths, their attenuation vatoeddinear relationship with
wavelength as assumed by the wavelength dependent MLBL|ms®id the medium’s
fato be recovered using this model. To prove this, letd¢haf these wavelengths related
by

o] = g = Q3 (4.4.14)

So that substituting Eq. (4.4.14) into Eq. (4.4.13) gives

[A1(>\2 — )\3) + AQ()\?, — )\1) + Ag()\l - )\2)]043

E = 4.4.15
Al()‘3€ABz - )\2€ABS) + A2(>\18ABS - )‘35A|31) + A3()‘25AB1 - )‘15A|32) ( )
Rewritting Eq. (4.4.15) as
. [Al()\g — )\3 + )\1 — )\1) + A2<>\3 — )\1) -+ Ag()\l - Ag)]Oég
E= (4.4.16)
Al(AsgABz - AngBs) + A2(>‘18A53 - >‘3€/-\|31> + A3()‘28AB1 - )\18A82>
which is reduced to
- (A1 — A9) (M — As) — (A1 — A3) (M — Ao)]es (4.4.17)

Al()‘sgABz - )‘2‘€A53) + AQ(A1€A|33 - >‘3€/-\|31> + A3<>‘2€AB1 - )‘1€A52)
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Next, from the results in Fig. 4.14 and Fig. 4.16, collinaof the selected wavelengths
in A versus wavelength space can be observed whendtee® identical. The collinearity
in A versus wavelength space means that the same gradient cagalsened, so setting

the relationship between of these wavelengths iA versus wavelength space as

Al—Ay A4

= 4.4.18
Al — \o Al — A3 ( )
which can also be written as

(A — Ag) (A1 — A3) = (A1 — A3) (A — \o) (4.4.19)

Substitute Eq. (4.4.19) into Eq. (4.4.17) leads to zerorexsdollows:

7o [(A1 — As) (A — Ao) — (A1 — Ag) (M — Ao)]os _0
Ar(Aen, — AyenBs) + Az(NaB; — AseaB,) + As(A,eas;, — A as,)

(4.4.20)

which is in good agreement with the error plot shown in Fig64.

4.4.2.2 Wavelengths selection strategy Il:

The second approach to potentially obtaining zero erroyisdbecting the wavelengths
whosex are related by Eq. (4.4.21) (as shown in the top diagram o#=ig} (indicated by
dark plus symbol)), wherein Eq. (4.4.14) is the subset o{£4.21) when the differences

betweem of three wavelengths are zero.

a1 — Qg a1 — Q3

4.4.21
A=A, A - ( )

1
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Rearranging Eq. (4.4.21) to give as

. @1()\3 — )\2) — Oég()\g — )\1)

= 4.4.22
a3 A — Ao ( )

From Eq. (4.4.13), the error can also be written as
E— C(1<A2)\3 — Ag)\g) —+ Oéz(Ag)\l — A1>\3) + 063(141)\2 — Ag)\l) (4423)

Ar(Neas, — Ayemss) + Aa(N eag; — Aseas,) + As(Aeas, — A 2as,)

Substituting Eq. (4.4.22) into Eq. (4.4.23) gives

@1()\3 — )\2) — Oég()\g — )\1)

AL — Ao
Al(/\35A32 - /\25AB3) + AQ()‘1€A33 - )\38ABl) + A3(/\25A31 - /\15AB2)
(4.4.24)

(%] (AQ)\g — A3>\2) + &2(143)\1 — Al)\g) + (Al)\g — A2>\1)

E =

And rearranging Eq. (4.4.24) provides

al)\Q(AlA)\gg + AQA)\]_?, + AgA)\gl) — ag)\l (AlA)\gg + AQA)\B + A3A)\21)
(A = A2)(A1(Asens, — Asen,) + A2(Ai€aBs — Asea,) + As(Nyea8, — Ai€ns,))
(4.4.25)

E =

whereA\, refers to; — \,. Rearranging Eq. (4.4.25) yields

(Al(/\g — /\2) + AQ()\I — )\3) + Ag(/\g — )\1)) (041>\2 — 042)\1>
(>‘1 - )‘2)(141 ()‘3€A52 - >‘2€ABS> + AQ()HEABS - )‘3€A51) + A3()‘2€A51 - )‘1€A52))
(4.4.26)

Jo
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which can also be written as

(Al()\g — )\2 + )\1 — )\1) + A2(>\1 — )\3) -+ A3(>\2 — )\1)) (Oél)\g - a2>\1)
(A1 = X) (A1 (AsemB, — Asa;) + Aa(A e, — Ayens, ) + Az(N,ea8, — AiEaB,))
(4.4.27)

B =

(A1 = A3)(A1 — Aa) — (A — Ag) (M1 — A3)] (1 da — ap)y)
(A1 = A2)(A1(AsemB, — Ayenps) + Aa(A eaBy — Aeap,) + Az(Aea8, — Aj€ng,))
(4.4.28)

It can be inferred from the results shown in Fig. 4.14 and &ib5 that wavelengths whose
« are as given in Eq. (4.4.21) produce the same gradieAtiarsus wavelength space as

follows:
Ay — Ay B Ay — Az

= 4.4.29
A1 — Ao A1 — A3 ( )

which can also be written in the form shown in Eq. (4.4.19$Siuting Eq. (4.4.19) into

Eq. (4.4.28) gives zero error as follows:

(A1 — A3) (A1 — Aa) — (A — Az) (A1 — M) (1 da — an\y)

(A1 = A2)(Ar(AsemB, — M\enBy) + Az(N eas; — AeaB,) + As(NeaB, — Aj€ns,))
(4.4.30)

E: :0

This confirms the validity of the discussion of Fig. 4.15, wheelecting collinear points

in both 5 versus wavelength andl versus wavelength spaces reproducesfihalue.

4.5 Noise sensitivity investigation

As mentioned in section 4.3, the andg of any scattering medium vary with wavelength,
so the following work considers the practicality of using thavelength dependent MLBL

to find f, of wavelength dependent scattering-absorbing media basdde attenuation
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signals measured under a noisy condition. Although it isastrated in section 4.4.1
and section 4.4.2 that the error in this value can be minitniggh a proper selection
of wavelengths, this error is also, in practice, dependgoniuhe noise in the system.
Therefore consistency in the value estimated based on tke affected data of different
combination of wavelengths is investigated herein. Fadtwat determine the consistency
in the estimated value are explored mathematically inseeti5.1. The validity of these
is verified using the noisy data generated in section 4.5.@ tlae error in the value esti-
mated by different wavelength combinations is presentexkation 4.5.3. Section 4.5.3
also discusses the criteria considered when selectingotirea wavelength combination

for the spectroscopy analysis of a medium.

4.5.1 Derivation of noise sensitivity of the estimated value

The f, value estimated using the wavelength dependent MLBL is dir@n Eq. (4.4.8)
where the attenuation values (i.é.;, A, and As) are the only variable in the equation
that are directly affected by the noise. The uncertaintyhia f, value, which depends
upon measurement parameters (i4., A, and A3) that have random and independent
uncertainties, can be expressed using the error of prapaggtproack?® as follows:

dfa’ dfa’ dfa\’
2 2 2 2
5f2 = ((%) AA? + (aA2 AA2 + A, AA2 (4.5.1)
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whereA A, is the variation inA(\,) dependent on noise. Differentiatirfgin Eq. (4.4.8)

with respect to the measured attenuatidn, (A, and A;) leads to

ﬁ ()‘1(6A3 A 532) + )‘2(5A1 A 533) + )‘3(5A2 A 6|31))2
(A1(epBs A2 — €aByA3) + A2(eaB, A3 — €aBs A1) + As(caB, A1 — €aB, A2))?
(4.5.2)

0fa =

wherecp, A cg, denotesa,cp, — €a,¢8,, and

B = AAZ(ASNS+ AN 245 A3 Ao \3) +AAS(AINT+ATNI—2A1 Ashi N3) +AAZ (A h 1 — A \o)?

while ¢ f, is a measure of the uncertainties in the estimgtedalue, determining the
sensitivity of this value to the noise iA;, A, and As. The%1 terms quantify changes
in the f, value when light attenuation measured using the selectedleragths (i.e.A;,
Ag, As) is varied. The measured attenuations are subject to chahgeto the noise, so
the combination of wavelengths whose estimated valuestgvely insensitive to noise
should be determined only by their corresponding absorlegtsiction coefficients.
Based on Eq. (4.5.2),f, = 0 can theoretically be achieved by reducing the summation
of terms in the numerator of Eq. (4.5.2) to zero. Howeverdhwould be an expensive
trade-off between the robustness of the performance oéateel wavelength combination
to noise and the sensitivity of the estimated value to theiumed SO, induced variation
in A. This is because, in addition to noise, changes in &880 modify A, so selecting a

combination of wavelengths that produtg = 0 may also result in an estimated value

that is insensitive to the changes in the medium’s. SO
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4.5.2 The simulation of noisy data for demonstration

The results shown in Fig. 4.13 - Fig. 4.16 are based on attemsgproduced by Monte
Carlo simulations when noise in the measurement systemget noise, quantisation
noise, and readout noise) was not considered. Even thoegirttulated signals are sub-
ject to the statistical noise in the Monte Carlo simulattéhthe effect of this noise on
the signals is arguably small as can be seen in Fig. 4.17. fidreuation spectrum shown
in Fig. 4.10, Fig. 4.15 and Fig. 4.16 appeared almost flatsgless) and is practically
unrealistic, therefore wavelengths selected based oe gigsilated data may not give a
satisfactory result when they are used on a noisy signalhignsection, noisy data are
simulated and wavelength combinations which produce arlowerall A f, as compared
to that given by other wavelength combinations are detezthia verify the validity of the
conclusions drawn in section 4.4 and section 4.5.1. Thiestigation begins by adding
shot and quantisation noises onto the light intensity irusatons. The resultant intensity
signals give the ‘noisy’ attenuation which will be used ie flollowing section in deter-
mining the wavelength combinations that are appropriatecfaracterising a medium
with a range of possible SQralue. The noisy signal generation process is described nex

Assuming the employed system is both shot noise and quaaiiszoise limited and
the CCD camera used in the spectroscopic system has the sptemifscshown in Ta-
ble 4.1 that are the specifications of a CCD camera (SensicancQEB&maging from the
Cooke corporation).

The number of photo-generated electronsjn the CCD wells is related to the detected

light intensity (i.e., andl) by:1?°
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Table 4.1: The camera specifications.

Specification Value

quantum efficiency 0.65

detector area 6 x 107° m?

full well capacity 18,000 electrons
dynamic range 12 bit

_[xtxAdetxf‘x)\
fle = h xc

(4.5.3)

wheret is the detector integration time (k) and is chosen as= 0.03 s in this study,
while Agerand¢ are detector area and quantum efficiency, respectivelyp@hemeten,
¢, and)\ are the planck constant (= 6.62 x 1073* m? kg s—1), the speed of light in the
vacuum ¢ = 3 x 10® m s~1), and the light wavelength.

The uncertainty in the detected electrons (shot noise)i@lla Poisson distributiott®
hence thepoi ssr nd function in Matlaly is used to generate a random number from
the Poisson distribution. The mean parameter used ipdhessr nd function is given
by the value ofie shown in Eq. (4.5.3), and the resultant randomly generatetber of
electrons denoted bye(noise)

In addition to the Poisson noise, another source of noisb@signals is the quantisa-
tion error. The quantisation procedure in the imaging systeich converts the number
of electrons in the CCD wells to the discrete signal levelsngea the real value of the
signalg?” due to the number of possible signal levels in a camera. Tadedhe effects
of this quantisation error by the analog to digital conve(g&DC) of the camera, the sig-

nal level corresponding toenoise) is rounded to the nearest discrete signal level before
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converting it back to the number of electronggoise;-?® as follows:

Ne(noise) = round(%o[)se)) x ADU (4.5.4)

Here, ADU denotes analog-to-digital conversion units ef tamera and it describes the
conversion efficiency of the camera from the number of ebastin the CCD well to the

discrete signals levef€8 which is given by

18,000

ADU = 7= = 4.4 (4.5.5)

The nemoise)iN EQ. (4.5.4) is used to give the ‘noise-affectddrom Eq. (4.5.3). The

noisy A value, Ay, is calculated as

Ay = log (IO(”"‘SQ)) (4.5.6)

(noise)

whereynoise) aNd I (noisey denote the simulated noigy and/ values, respectively.

An example of the modelled noisy attenuation spectrygncan be seen in Fig. 4.17.
This spectrum is derived from the intensity data which give ‘noiseless’ attenuation
spectrumAyc previously shown in Fig. 4.15 (top left). Thidyc is also plotted in
Fig. 4.17 for reference. The noise-affected signals are us@ext section to demon-
strate the sensitivity of the value given by the wavelengtheshdent MLBL to system

noise.
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Figure 4.17: The ‘noiseless’ attenuation spectrum givemfthe Monte Carlo simulations
when the set SO= 80% (Awuc) and an example of a modelled noisy attenuation spectrum
(An).

4.5.3 The selection of optimal wavelengths for practical spectroscopy

Even though it is useful to determine the optimum wavelegtinbination to be used in
analysing a specific medium, the priority here is to demawsthe validity of the theories
discussed in section 4.4.1 and section 4.5.1, and to estabie link between error and
standard deviation of the estimated value and the data sifleeted wavelengths. This is
because the selection of an optimum wavelength combinggismbject to changes when

any of the following parameters, which would modify tHevalue, vary;
1. Different (or additional) absorbers are in the medium
2. The medium’s S©value
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3. Medium geometry, structure and layer

4. The scattering parameters (ige us) of the medium
5. Lightillumination and detection system

6. Noise in the experimental system

Since the main concern here is to assess the theories digcalssve, the sampling res-
olution of attenuation and absorbers’ extinction coeffitispectra ofl nm would be
sufficient for this purpose and they are used in the following

The TPSFs and medium absorbers’ extinction coefficienttspace shown in Fig. 4.7
and Fig. 2.3, respectively, and let the non-varying totah&tcrit concentratiofiy, is set
at58 umol L~!; using these information, the attenuation spectra foetkfiit SQ (varied
from 0% to 100% at the step size of%) are derived from Eq. (2.2.4) and represented by
Anc. These attenuation spectra give the ‘noisy’ signals byWalhg the steps described
in section 4.5.2. For thelyc of each S@, this process is iterated 300 times, generating
300 different sets of ‘noisy’ attenuation spectra. The pssing of these noisy attenua-
tion spectra produced 300 different valuesX$0, (given from each three-wavelength
combination) from which the meamd;) and standard deviatiowr{,) of ASO, are cal-
culated. Fig. 4.18 shows the flow diagram of the noisy atteonapectrum generation
process and the evaluation of error performance of eachlerayd combination. The
whole process is repeated fdf,c for different SQ (denoted by S in Fig. 4.18). The
wavelengths selected from this process consisted of a catiin of three wavelengths
that produced the lowest overall mean and standard dewiafidSO,, jierr + oo Value

(i.e. ASOy) in Fig. 4.18).
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e Calculate the light intensities from the 4 simulated via a
Monte Carlo model, /yc (SO») = 0%)
e [Initialise the noise generator counter, i =0

A

A

Calculate nee corresponded to the Iy

A4

\4

Generate a Poisson distribution around newc), Zeoise)

A4

Include the quantisation error:

Hemoisey = discrete signal level => ne(noise)

Convert He(noise) to (noise)

if SOz(l) < 100%, then

Increment i SOz(t) = SOZ(()+1%
A4

Calculate AN from I(noise)

e Calculate the SO, and ASO, given by different
combinations of Ay, Ay, A3

e Store ASO, for each wavelength combination

\4

is i>300?

no

yes

A 4

ASOx) = mean(ASO,) + std(ASO,)

Figure 4.18: The processes involved in generating noisya#tion spectra and the evalu-

ation of the accuracy and noise-sensitivity of the,$¥@lue given by different wavelength
combinations.
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45.3.1 Results and discussion

Besides the full S@range of0% — 100% as shown in Fig. 4.18, the optimum wavelength
combination for a smaller SQrange of50% — 90%, which is the realistic range for the
mean blood oxygen saturation across arteries, veins arnithcag,*?® is also identified.
The objective of this is to investigate the repeatabilitytiod performance of different
wavelength combinations when a different Sange is considered. The mean of the
lerr aNd ogry Values given by each wavelength combination when the setiS@aried
across the two considered ranges are plotted in Fig. 4.1%@nd.20, respectively. The
combinations of three wavelengths that yield an estimategd\&lue that is not within
the analytical range of 2% to 102% during one of the iteration processes (denoted by
in Fig. 4.18) are not shown in these diagrams.

Some of these wavelength combinations may produce smaditizar in the estimated
value but a large mean error, and vice versa. So to identifynabmation of three wave-
lengths with the best performance in terms of the lowest neeam and high repeatability
in the estimated value, the threshold limit for the meanis selected a8.5%. This work
assumes that if the mean,, is greater than the set threshold value, the value would
be sensitive to the noise, so only the values given by the wagéh combinations that
produced meane,, within these limits are plotted in Fig. 4.19 and Fig. 4.20.eTdpti-
mum wavelength combination is then selected based on thestawean error shown in
Fig. 4.19 and this selection is valid only for the set thrédalue. The colour bars shown
at the bottom of the diagrams in Fig. 4.19 and Fig. 4.20 indith¢ value of the mean
Lerr @aNdoey, respectively. The shadow of these data (shown as grayggiegj on the Y-Z

plane (i.e. when\; = 600 nm), X-Z plane (i.e. when\; = 600 nm), and X-Y plane (i.e.
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when\; = 450 nm) are also included in the diagrams to provide a better rhisin of

the combinations of wavelengths that give the correspanpérformance.

600

= < and
&3 -
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(a) SO, = 0% — 100%
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%%%> 600
550 550
500 500
450 450
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(b) SO, = 50% — 90%
25 30

0 5 lp 1? 29
Figure 4.19: Mean of absoluje,, values when the set SQ@aried from (a)0% to 100%
and (b)50% to 90%. The combinations of wavelengths that failed to producelaeva

within the range—2% to 102% during one of the iteration processes or produced a mean
of gerr > 2.5% are not shown in the diagram. The colour bar indicates thenihadg of

the meanue.
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Figure 4.20: Mean of absolute,, values when the set SQaried from (a)0% to 100%

and (b)50% to 90%. The combinations of wavelengths that failed to producelaeva
within the range—2% to 102% during one of the iteration processes or produced a mean
of e > 2.5% are not shown in the diagram. The colour bar indicates thenihadg of

meanoe.
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Unlike the result shown in Fig. 4.13, the combination of clpspaced wavelengths
are not seen in Fig. 4.19 and Fig. 4.20. A possible reasorhisiig that in the absence
of noise, theA and yu, values of the closely spaced wavelengths may be consigerabl
similar, satisfying the conditions outlined in section.2.4However, in the presence of
noise, the differences in theit values increase with noise, upsetting those conditions
hence producing a largeSO..

The increase in the number of wavelength combinations tleatyzed a meabe, <
2.5% with reduction in the considered S@nge can be seen in Fig. 4.19 that increased
from 383 combinations (when the considered-3@nge i0% — 100%) to 681 wavelength
combinations for a smaller S@ange (i.e50% — 90% range). This is due to the fact that
some of these wavelengths can produce valid 8€imates only within a certain SO
range depending on theandy, values of these wavelengths as discussed in section 4.4.2,
and the susceptibility of the signals to noise. Besides, ¢hected thresholdst,) value
also affects the number of wavelength combinations showimase diagrams.

According to Fig. 4.19(a) and Fig. 4.20(a), wavelength comations469 nm, 593 nm,

600 nm produce the lowest meagm,, for the SQ range of0% — 100%, with a mean

of uer and e are given by8.9% and 2.49%, respectively. Fig. 4.19(b) shows that
458 nm, 560 nm, 584 nm is the best wavelength combination for the case of &Dge of
50% — 90% as it produced the lowest megag, with meange, + gerr = 6.95% + 2.48%.
Meanwhile, there is a high consistency in the value estichatgng the combination
of 456 nm, 551 nm, 577 nm. Fig. 4.20 shows that this wavelength combination gave
oerr = 0.0028% for both of the considered S@anges, with the mean,, is given by25%
and15% when the SQ@ range is0% — 100% and50% — 90%, respectively. The mean

and standard deviation &S0, given by the above mentioned wavelength combinations
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at different set S@value are plotted in Fig. 4.21. The larger error in the valsteneated
using these wavelengths compared to the results in Fig, &fih is the case when
the measured attenuation is not subject to the shot andigaéon noises discussed in
section 4.5.2, suggesting the high sensitivity of this izl approach to the noise.
Therefore, in addition to the fact that the accuracy of theneded value depends upon
the ability of the wavelength dependent MLBL to accuratelgragimate the true atten-
uation value, the effects of noise on the attenuation alfeeince the performance of the

wavelength dependent MLBL model.

a1
o

— 469 nm, 593 nm, 600 nm
—— 458 nm, 560 nm, 584 nm 1
—— 456 nm, 551 nm, 577 nm
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0 10 20 30 40 50 60 70 80 90 100
set SQ value(%)

Figure 4.21. Mean and standard deviation (shown as errgrabane full scale error in
the value estimated using different wavelength combinatiZero mean error is drawn
as dotted line as a guide.

It can be seen from Fig. 4.21 that, even thodgh nm, 593 nm, 600 nm produced a

lower mean S@across S@range of50% — 90% as compared to that given B8 nm,
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560 nm, 584 nm, it was not chosen as the optimal wavelength combinatiothisrSG
range because the standard deviation of the calculatediettas SG, range is, on aver-
age, greater than the set threshold value (mggan= 2.65). The combination o456 nm,
551 nm, 577 nm produced)fy ~ 0 in Eq. (4.5.2), which is due to the collapse of the
bracket term in the expression to approximately zero, héme@stimated values are in-
sensitive to noise as can be seen from the small varianceiastimated values shown
in Fig. 4.21. However, the value estimated using this waygglenombination is also in-
sensitive to the changes i with the medium’s S@ because S&- 54% is calculated
regardless of the set SOBased on these results, it is reasonable to select the catidnin
of 469 nm, 593 nm and600 nm as the best wavelengths for the considered wavelength
range and sampling resolution because of the robustnesxanrdhcy of its estimated val-
ues across the full Sange. In the case when three absorbers are in the mediuw, a ne
generic wavelength combinations for the considered me@dinthmeasurement system
can be selected following the steps described earlierwhiglength combination can
be determined by including the effects the additional dixs@r have on the measurable
during the modelling.

Again, it is important to note here that the performance efwavelength combina-
tions shown in Fig. 4.19 and Fig. 4.20 are valid only for thgnsis measured from a
medium whose geometry and optical properties, detectangay and the measurement
mode described in section 4.3.1. In addition, these ermasphay differ for different
camera specifications. The changes in the error perfornafrtbe selected wavelengths
when a different detection system and measurement modeadenill be shown later in
Chapter 6. Even so, the criteria considered in selectinggtimal wavelengths discussed

above are useful as a guide in finding the best wavelengtrspémtroscopy analysis of a
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medium, and the same approach would be applied when the piegpefr a medium and

experiment system are known.

4.6 Conclusion

In this chapter, wavelength combinations able to reprodiuedrue f; value using linear
equation models are theoretically identified as those witleethe same, value orp,
values that are collinear in absorption spectrum. This isreegc means of optimal wave-
lengths selection to dedug¢gvalue based on the measured data without using brute force
method. However, the fulfilment of wavelengths with theseditions is restricted to the
sampling resolution of the employed spectra, and the seteof an optimal wavelength
combination varies with the parameters described in sedt®.3. It was found that wave-
lengths which are closely spaced are considerably morétiserts noise. The combina-
tion of wavelengths whose performance is robust towardsitiee may also be insensi-
tive to the medium’s S@Qinduced variation in attenuation in its application in oimny.
Therefore the selection of wavelengths that reprodfydg@r SO,) value involves iden-
tifying wavelengths that are distantly spaced, sensitiveltanges inf, and that have
satisfied the strategies discussed in section 4.4.2. Inwhse the medium's;, is sub-
ject to changes and fast processing speed is required fatification work, the optimal
wavelength combination to be used with linear equation rheoaie be identified through
numerical modelling of the measurement system and mediuns Wavelength combi-
nation can be determined in pre-measurement stage usitg forae method, which is
a more computational intensive method, demonstrated itose4t5.3. The wavelength

combination selected using this method, however, allowdstsination off, value during
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the measurement. The use of three wavelengths to fing;thalue of a medium and
the generic strategies of optimal wavelengths selectiesgited in this chapter revealed
several methods potentially used in oximetry. The appbecatf these methods is not
restricted to a specific optical system or measurement sid@® possible method is to
manually identify different combination of three wavelémgthat satisfied either one of
the strategies discussed in section 4.4.2 under diffgiariue in pre-measurement stage.
The collinearity of attenuation value of these wavelengtimioimations is then evaluated
to determine the wavelength combination that is able towercthe f, value. Another

method similar to this is discussed in the next chapter.
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Chapter 5

Absorber’s fractional concentration
estimation via the analysis of

attenuation of wavelength pairs

5.1 Introduction

The main objective of the work in Chapter 4 was to explore sgjias to identify a combi-
nation of three wavelengths, which can be used with the liegaation model for spec-
troscopic analysis of a scattering medium. It was discuss€thapter 4 that the search of
an optimal wavelength combination for a certain,3@nge required the optical system,
medium’s optical properties (i.eu, and i) and geometries (of the medium and detec-
tor) used in the measurements to be modelled, but that tlestgm of wavelengths is
subject to change when one of these measurement parantsetenseid. The search of

this optimal wavelength combination is useful when thera lgnitation on the number
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of wavelengths that can be used for spectroscopic examimatia specific medium such
as an oximeter where three fixed wavelengths must be selected

The availability of spectroscopy using a broadband souncehgperspectral cameras
or spectrometers, which are able to measure signals actegieaange of wavelength,
means there is much less restriction in the wavelengths tséé. Hence in this chapter,
an analytical approach able to determine an optimal chdi@restricted set of wave-
lengths as the mediumg value is varied is investigated.

In section 5.2.1, the requirement needed to recoverivalue in a medium is speci-
fied, unlike Chapter 4, no attenuation model is required iregtenation of this value. The
limitation of using this approach and the potential souafesror in the estimated value
are discussed in section 5.2.2. Two types of scatteringrblrgy media are again consid-
ered in this work: wavelength-invariant scattering and elangth dependent scattering
media. Even though changes in the measurement wavelengtassnthe medium’s;
will be different, these variations can be insignificant gudficiently narrow wavelength
range where changes jr} are very slight* is used. This type of scattering medium is
considered in this study as the constant scattering medium.

The strategy used to identify the appropriate wavelengissdb on the attenuation mea-
sured from a wavelength invariant scattering medium is rif@sd in section 5.3. This
section also includes a demonstration of the estimatiofy ealue using the data at these
wavelengths. A similar method is employed for the case wheredium’s, changes
with wavelength and this is discussed in section 5.4. Siocgtenuation model is needed
in the estimation of the, value, an approach is required to process the measured atten
uation spectrum and to determine a certain combination etlgagths, using the data

of which the medium’sf, value can be recovered. This would require knowing how
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the attenuation, which is the only measurable from contisuatensity measurements,
of different combination of wavelengths vary with the medisi f,. So the attenuation
response depending on the optical properties (i) of a medium is derived mathe-
matically in this chapter to identify a suitable approachdi®r analysing the measured
data.

This approach is also used in section 5.5 to find the fractiooatentration value of
an absorber in a wavelength dependent scattering-abgammaium that contains three
absorbing species. Lastly, the selection of optimal wawglenange for quantification

work using this approach is determined in section 5.6.

5.2 Estimation of fractional concentration value using a
wavelength pair

It was discussed in section 2.2 that scattering in a mediwmsesaan attenuation offset
and a nonlinear relationship betweérandy.,, and it can be seen from the work reviewed
in section 2.5 that medium characterisation using data@tifferent wavelengths is the
minimum requirement for the estimation of tligvalue.

In this work, an attenuation spectrum measured using araamiis intensity technique
is needed for analysis but the estimationfgfvalue involves using data at two wave-
lengths. More importantly, an approach that is differentrfrthat reviewed in Chapter
2 is practised and this will be demonstrated in section 512.3'he description of this
guantification method is preceded with the derivation of thealue in section 5.2.1 and

a discussion of the range of acceptable error defined in thdy siThis is followed by a
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description of the steps and equations involved in expiptie approach that can be used

to determine a medium’s, value in section 5.3.2 and section 5.4.2.

5.2.1 Deriving the fractional concentration value of an absorber

The error plot shown in Fig. 4.2 obtained when the MLBL is usethe case of a scat-
tering medium with wavelength-invariapt points out an interesting fact, which is that
a zero error is obtained if the, of any two wavelengths (e.g\; and \,) are identical

regardless of the selection of the third wavelength asvi@lo

oy = Jia (5.2.1)

From Eq. (4.2.2), Eq. (5.2.1) can also be written as

o1y = a1y (5.2.2)

The absorbers’ total concentratidhl, can be cancelled out in Eq. (5.2.2) to give

a1 = Q9 (523)

In the case of a medium with two absorbers, namely absorberd®Bathe medium’sy

is given from Eq. (4.2.3), so that Eq. (5.2.3) can also betamiais

[(gAl - 5B1)fa+ 5Bl] = [(5A2 - EBQ)fa+ EBQ] (524)
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From the discussion of Fig. 4.2, it is reasonable to deduedrtttional concentration
value of an absorber directly from Eq. (5.2.4) using thenetion coefficients of the

present absorbers, where solving for the valu¢,of Eq. (5.2.4) gives

B, — €B
fa - ! 2 (5.2.5)
€A2 - E:BQ - 8Al + 581

While Eg. (5.2.5) is the simplest form g¢f, previously shown in Eq. (2.5.5), Eq. (2.5.6)
and Eq. (2.5.11), the trug value can be recovered using Eq. (5.2.5) only if the selected
wavelength pair abides by the condition shown in Eq. (5.£8) (5.2.5) does not include
the value of measured attenuations, instead, these aretaseentify the wavelength
pairs that satisfy Eq. (5.2.3) befofgis calculated from Eq. (5.2.5). Take, for example,
the case when the mediumg is invariant with wavelengthA(«) is a single-valued
function as shown in Fig. 3.7 and Fig. 4.3, so wavelengthspaith the same give the

same attenuation. This is further elaborated in section 5.3

5.2.2 Derivation of error arising from quantisation

In practice, a wide range of spectral resolutions are aailtor different spectrometers
and hyperspectral cameras, with the typical spectral uésal of these cameras ranging
from 0.25 nm to 4 nm>® (with efforts to acquire higher spectral resolutions stiligo-
ing).130.131

However, even under noiseless conditions and with the fowsently available detec-
tor sampling interval, it is still unlikely that a waveleigpair with the sameld can be
found. The importance of finding this wavelength pair willdiscussed in section 5.3.2.

This is with an exception when the continuous attenuati@ctspm is sampled at a suffi-
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cient rate to satisfy the Nyquist criterion and reconsedatia a convolution with the sinc
function,'*? whose operation involves summing the reconstructed saatpd@ infinite
time point. While the use of this sinc function is impractjadhke use of an approximation
to the sinc function that is finite in length would result ineirpolation erroft3? Therefore,
without an ideal reconstruction of signals, the closeseéagrent to the samé given by

a wavelength pair, i.e\; and\,, can be written as

A1) + AA = A(\) (5.2.6)

whereA A is the error between attenuation)gfand),. In view of this, thex spectra used
in this work are sampled at a discrete sampling interval magcthat of the measured
attenuation spectra (i.@.nm is used in this work), so that the closest agreement imthe

of a wavelength pair to Eq. (5.2.3) (undefgavalue) is given by

a1 + Aa = s (5.2.7)

whereA« is the difference between the relative specific absorpta@ificient at); (i.e.
aq) and ), (i.e. az) due to the sampling resolution of the employed spectrast8ubng

Eq. (4.2.3) into Eq. (5.2.7) gives

(€A1 - gBl)fa+ €, + Aa = (€A2 - 552)f6+ €B, (528)

And solving for f, in Eqg. (5.2.8) gives

€g, — g, + A
fo= BB T OC (5.2.9)
EA, — EBy, — €A, T EB,
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The error in thef, value given from Eq. (5.2.9)) fa, can be expressed as

Afa:fa_f:; (5.2.10)

A
S @ (5.2.11)
EAQ - EBQ - €A1 + E:Bl

Here, f, is the medium’s truef, value given from Eg. (5.2.5) whilg, is the value given
by a wavelength pair whose do not match exactly due to quantisation error (shown in
Eq. (5.2.7)). Eq. (5.2.11) shows that error in the estimaedde depends on the value
of A« and differences in the extinction coefficients of the medalmorbersAc¢, at the
selected wavelength pair. It is unlikely to find a wavelengéir whosea are identical
using the sampling resolution of the measuring instrumeten absolute error ify, (in
%) of |Afal < 0.5% is considered as acceptable. Any wavelength pair that s tabl
give an error of within this limit as compared to the mediutnige f, is desirable and is
referred to here as theght wavelength pair

This technique is demonstrated using attenuation data adium’s absorbers de-
scribed in section 5.2.3. The result on the accuracy offthealue estimated based on
these simulated data and withof the selected wavelength pair comply with Eq. (5.2.3)

is presented in section 5.2.3.1.

5.2.3 Demonstration of the technique

For the sake of demonstration, the simulated TPSF given vamemmfinite slab has a
wavelength invariang, of 3.5 mm~! shown in Fig. 4.7 (i.e. when = 550 nm) is
used as an example of the distribution of photons. The geguniof the medium and

source-detector system used in the simulations can be fawssttion 4.3. In the absence
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of absorption, the same TPSF is measured regardless of tittngrwvavelength of the

employed light source and it is plotted in Fig. 5.1.
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Figure 5.1: The simulated TPSF of a scattering medium wjte= 3.5 mm~' after 20
million photons were launched into an infinite slab describedection 4.3 and light
propagation of these photons is simulated by the Monte Caethod. Theu, of this
medium is) mm™!,

However, if oxy- and deoxy-haemoglobin whose extinctioafficients in the range of
450 nm — 600 nm shown in Fig. 2.3 were the medium’s absorbers, then the atedil
TPSF would change with the wavelength dependgnalue. The reason this wavelength
range is chosen is that it is likely to find a wavelength paat thives smallAa using
the spectral resolution df nm (hence producingA f3| < 0.5%) under a givenf, while
other reason will be discussed in section 5.6. In the folhguyil}; and SQ are set as

58 umol L~ and80%, respectively, to give a variation in the mediump’s with wave-
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length shown in Fig. 5.2 (top). Based on thegeand the TPSF shown in Fig. 5.1, the

light attenuation value is calculated using:

A= A+ log ( / s(t)lO“aCmtdt) (5.2.12)
t

=0

which is rewritten from Eq. (2.2.4). The calculated atte¢mraspectrum is plotted in
Fig. 5.2 (middle). This spectrum will be used for the demmatgin of the technique in

the following.

5.2.3.1 Results on the estimation of value using a waveleingpair

It is mentioned in section 5.2.1 that wavelengths wheog@enceu,) are equal can be
used to recover the mediumfs using Eq. (5.2.5). For demonstration purposes, let wave-
length533 nm selected ag, so by coupling33 nm (indicated by open-circle symbol in
Fig. 5.2) with another wavelength which displays the saménarked by dotted line in
Fig. 5.2), e.g. around60 nm, 550 nm or 570 nm, the true SQ value can, in theory, be
obtained.

The full scale error in the SQOcalculated using Eq. (5.2.5) whey is a wavelength
chosen from the rang®0 nm — 600 nm is shown in Fig. 5.2 (bottom). Also shown in the
diagram is a dotted line drawn acra880, = 0% as a guide. The pairing of, (shown
on the x-axis of Fig. 5.2) with33 nm that produces an estimate of S@lue of less than
—2% or greater than02% is not shown in Fig. 5.2.

Similar to the conclusions drawn in section 4.2.1, whereaswmnentioned that in this
case a wavelength pair measuring an equal attenuation nataes that thein, values

are identical. Fig. 5.2 shows that wavelength pairs witrstimaeu, can be identified from
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their attenuation value (as they produce the same attem)afihis is verified mathemat-
ically in section 5.3.1.

It can be seen from Fig. 5.2 that the error in the estimateg\&@e increases as the
1a (hence attenuation) at differeng is progressively dissimilar to that at, which is
when Eg. (5.2.3) no longer holds. Low $@rrors are observed in Fig. 5.2 (bottom)
when )\, is selected a460 nm or 550 nm or 570 nm, but these wavelengths failed to
produceASO, = 0% due to the non-zerd« as discussed in section 5.2.2. This result
shows that the data of two wavelengths are sufficient to givestimate of fractional
concentration value of an absorber with a reasonable angusat that depends on the
sampling resolution of the employed spectra because ofékd to match attenuation
values.

The variation in S@ changes the:,, and hence the attenuation value measured at
certain wavelengths, so wavelengths that measured the stemaiation (e.g. when
SO,= 80%) will not in general have the same value when the, 8@anges. The at-
tenuation spectra for different SQalues are shown in Fig. 5.3. Even if a wavelength
pair that can measure the same attenuation value throughd®, values existed, the
estimated S@value is constant (as the value estimated using Eq. (5.23mls only
upon the absorbers’ extinction coefficients of the wavelepgir), so cannot be used for
oximeter. Thus, a different wavelength pair needs to betifileth as the SQvaried. The
processing of a discretely sampled attenuation spectrusheidify these wavelengths will

now be discussed.
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Figure 5.2: (top and middle) The, and attenuation spectra of a modelled wavelength in-
variant scattering medium when $& 80%. Also drawn in these diagram is the location
of the selected wavelength = 533 nm (indicated by open-circle symbol). A dotted line
is drawn to show the value ¢f, and attenuation measured usikig= 533 nm. (bottom)
The calculated full scale erroASO,, when)\; = 533 nm. A dotted line is drawn as a
reference to the location afSO, = 0%. The ASQ, for the calculated SOoutside the
range of—2% to 102% is not shown in the diagram.
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Figure 5.3: The variation in the attenuation spectrum mregksinom a scattering medium
with constantu as SQ changed from 0% — 100%.

5.3 Considering a medium with wavelength-invarianty

In this section, a simplified case where the mediup}'ss assumed to be a wavelength
independent constant is considered. The mediums in practice, unknown and light
attenuation is the only parameter that can be measuredevieothtinuous intensity mea-
surement. Therefore the right wavelength pairs can onlypbed based on the measured
attenuation. The attenuation response of different wagthe pairs is mathematically
derived in section 5.3.1. The derivations from this secpimvide the basis used in devel-

oping the analytical method discussed in section 5.3.2s f@thod involves analysing
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the attenuation of certain wavelength pairs collected épfe-measurement stage in sec-
tion 5.3.3. The accuracy of the value estimated using thi®oakis presented in sec-

tion 5.3.4.

5.3.1 The selection of wavelength pairs and their attenuation responses

In the case when a mediumjg is a constant value, the produced TPSF (whga
0 mm™1!) is non-varying with wavelength, section 2.5.3 mentioniat the measured
A can be represented by an infinite summation of TPSF cumulbahish is restated as

follows:

A) = Ko — i H"(_’uasﬂbw (5.3.1)

where all the cumulant values are non-zero. Theersus, relationship is a single-
valued function as demonstrated in section 4.2.1, whicms&zat wavelength pair with
the sameu, measure the samé. This can be proved using Eqg. (5.3.1) to express the

difference between of a wavelength pair as

A — A = = 3, THOE" 5 (Caa)en)” g g )

n! n!
n=1 n=1

If 14 Of this wavelength pair are identical (.2, = 1a,), then Eq. (5.3.2) is reduced to

o0

A(A) — Z —al AQ Epaldo)em)” i o, X)) g g g

n!
n=1 n=1
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which shows that the same attenuation is measured. Howkwenf a wavelength pair is

as shown in Eq. (5.2.7), using the relationship betweand, in Eq. (4.2.2) to give

pa(A1) = pa(A2) + Apia (5.3.4)

Eq. (4.2.2) mentioned that, is related toa by a constantl; (i.e. at a specific time
point), soAu, shown in Eq. (5.3.4) denotes the error in flevalue given by the non-
zero A« between a wavelength pair. Using Eq. (5.3.4), the non-zifiereihce between

attenuation ai; and)\, is given by

o0

A(N) — A(N\) = — Z Kn(_<ﬂa()\2) + Apia)cm)” Z /'fn — fia( )\2 )cm)"

n=1
(0.0] o A n

— Z ,{n% (5.3.5)
n=1 ’

which shows that wavelength pair with dissimilag produces a non-zero attenuation

difference A A.

5.3.2 The search of the optimal wavelength pairs

Fig. 5.2 shows that a medium} can be determined from Eq. (5.2.5) via a manual se-
lection of a suitable wavelength pair based on their attemuaalue, but this approach
is impractical when the experiments involved processingrgel number of attenuation
spectra. For this reason, a possible approach towards amaitit selection of the opti-
mal wavelength pairs is described here.

Wavelength pairs with the samecan be identified for differenf, values in the pre-

experimental stage so that the optimal choice of wavelepgthcan be automatically
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determined via the analysis of the attenuation values cfetlveavelength pairs. How-
ever, wavelength pairs that follow the condition shown in £g2.3) are limited by the
sampling resolution of the employed spectra, which may teah error in the estimated
value as expressed in Eq. (5.2.11) and shown in Fig. 5.2.

An interpretation from the derivations in section 5.2.2 aadtion 5.3.1 is that the of
the right wavelength pairs for a certafpvalue would in practice be related by Eq. (5.2.7),
where the small but non-zerda is due to the limitation in the resolution of the employed
spectra, so these wavelength pairs able to produce a narstibuation of AA values
around zero compared to those produced by wavelength péirsange and randoma
as given in Eq. (5.3.5). Since more than a right wavelengithgaa be found for eaclf,
(for absorbers’ extinction coefficients in the wavelengthge450 nm — 600 nm shown in
Fig. 2.3) and all these right wavelength pairs can be cateduring the pre-measurement
stage and used for the analysis, a straightforward appitoaiahd the optimal choice of
the wavelength pairs (grouped under a set) is by evaluadtemgum ofA A values given
by different sets of wavelength pairs. The data of the seteset of wavelength pairs (that
produced the lowest sum of absoludtel) can in theory be used to give an estimate of the
medium’s f, with an absolute error of less tharb %.

The feasibility to search and group the wavelength pairgéarpeasurement stage for
the analysis is described in section 5.3.3, and the restlteaccuracy of value estimated

using the described approach is presented in section 5.3.4.
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5.3.3 Grouping the wavelength pairs

It was discussed in section 5.3.2 that more than a single legt pair would be col-
lected for eactf, for the analysis of their attenuation response in finding diom’s f,. A
sufficient number of data points would also guarantee a nadighte data (derived from
the attenuation response of these wavelength pairs) ustefanalysis and minimise the
possibility of obtaining a false positive result as will hether elaborated in section 5.4.3.
The a changes with thg;, value, so a different set of wavelength pairs that produced |
error in Eq. (5.2.11) when the mediunysvaries need to be found.

Section 5.2.2 mentioned that wavelength pairs which predug, = +0.5% as com-
pared to the sef, value are considered as acceptable. It is straightforwardentify
the right wavelength pairs for each gitas thef, value given by different combination
of wavelength pair can be calculated from their correspugdibsorbers’ extinction co-
efficients shown in Eg. (5.2.5) and it is independent of thasneed attenuation value.
Thus, all the wavelength pairs that gief, within this limit are stored as the right wave-
length pairs for thisf,. The (set)f, value during which these wavelengths are identified
and stored is represented liy (or SQ; if the extinction coefficients of absorbers shown
in Fig. 2.3 were used) and these collected wavelength pegrsadid only for the corre-
spondingfy*. This is because as the ggtchanges, a larger difference betweeralues
of each wavelength pair in this group can be observed, piodud ;| greater thai®.5%
as givenin Eq. (5.2.9). The search of these right wavelengttnen repeated for different
[z that varied from—2% to 102% in 1% increments. This analytical range is considered
valid in this study due to the reason described in sectiori4.2

Once the medium’s absorbers and their extinction coeffisiare identified, the right
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wavelength pairs for eacfi can be determined and stored during the pre-measurement

stage.

5.3.4 Results and analysis

Since the right wavelength pairs who4g, is non-zero are collected, the calculatde
would theoretically fluctuate around zero as given in E®B.6. Fig. 5.4 is a demonstra-
tion of the A A value given by certain right wavelength pairs (collecte@wBG = 80%)
usinga and attenuation spectra shown in Fig. 5.2. These spectrgpled atl nm) are
derived from a medium with wavelength invariaritand when the medium’s S& 80%.

For simplicity only the data of\; = 530 nm and A\, = 558 nm (indicated by red
circle), which is one of the right wavelength pairs, is exaea here. This wavelength
pair gives an error oASO, = 0.2% andAA = 0.0015. The reason a non-zetdSO,
is obtained is thatv of this wavelength pairs is not exactly identical, hencergj\a non-
zeroA A as shown in Fig. 5.4 (top right). Therefore the mean of this wavelength pair
calculated using the correspondingS@lue and from Eq. (4.2.3) is used in Fig. 5.4 to
plot against the calculateA. This is repeated for other right wavelength pairs prodgicin
the A A versus mean plot shown in Fig. 5.4 (top right). Notice thatvalues are plotted
(instead ofu,) because th&}, value that is required in the calculationafin Eq. (4.2.2)
is not estimated. This calculation efis important in finding thef, of a medium with
wavelength dependept that will be discussed later in section 5.4.2.

Although the result in Fig. 5.4 confirmed the small variatiomA A value (given by
the right wavelength pairs) around zero, there remains d teeassess the ability of the

method discussed in section 5.3.2 to find a medium’s. Sthis is again by using the
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Figure 5.4: (bottom left and bottom right) Attenuation andpectra of a medium with
SO, = 80%. (top right) TheA A versus mea relationship produced by certain right
wavelength pairs.AA = 0 (dark dotted line) is also drawn as a guide. The data of
wavelength pair530 nm and558 nm selected for discussion in the text are indicated by
red circle and dashed line.

attenuation spectrum shown in Fig. 5.4 (bottom left). Thaldwavelengths grouped fol-
lowing the steps described in section 5.3.3 are used to ge/Atl. The sum of absolute
AA given by wavelength pairs stored in each group (associatdgddiferent SQ*) is
calculated and plotted in Fig. 5.5(a) against the corregipgnSG*.

Referring to Fig. 5.5(a), the minimum sum of absold is produced by the wave-
length pairs stored when $G= 80%. This SG matched with that used to produce the
attenuation spectrum shown in Fig. 5.4 (bottom left). Thé versus meaw plot given

by all the right wavelength pairs collected wheniS© 80% is shown in Fig. 5.5(b).
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Also shown in this diagram is the relationship produced l&ywhavelength pairs identi-
fied when S@* = 60%, which in theory produce large and randasax when the true

SO, is 80%, to serve as a comparison of the distribution of thé values.

5.4 Considering a wavelength dependent scattering medium

When a medium’g:; varies with wavelength, the search of a wavelength paireaggeto
the condition shown in Eq. (5.2.3) is not straightforward aannot be identified directly
from their measured attenuation value. This is becausestaganship between the mea-
suredA andy, is a multi-valued function as previously shown in sectiod. 4-herefore,
the first step towards identifying a right wavelength paomiran attenuation spectrum
measured from this kind of medium is to understand how thesorea attenuation varies
with a medium’si, and ug. This knowledge is inferred in the following from what is
observed from simulated results and through mathemateralations. The viability to
express the measured attenuation mathematically is be@aisentioned in section 2.5.3
and section 5.3.1, this value can be represented by Eql)5But Eq. (5.3.1) is not valid
for the medium considered in this section, and a modificatiothis expression is re-
quired to account for the variation in cumulants with wanel. This is discussed in the
following.

To begin with, changes in TPSF cumulants with the wavelengtiing ., are exam-
ined. Using the plot shown in Fig. 4.5 as an example of the \eagth dependent, a
range of different TPSFs given from an infinite slab with thg§values (in the wave-
length range oft50 nm — 600 nm) and whenu,= 0 mm~! were shown in Fig. 4.7.

This surface plot of TPSF shows that the statistical progeexf a TPSF changes with
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Figure 5.5: (a) The sum of absoluteA versus S@. (b) The calculated\ A versus mean
« for the group with the right wavelength pairs (stored wher§ S&0%) and wavelength
pairs collected when SO= 60%. AA = 0 (indicated by the dotted line) is also drawn in
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the wavelength of the illuminating light. Each TPSF in Figi # associated with wave-
length of a single wavelength light source, and the vanaitiche statistical properties of
each TPSF can be quantified using the TPSF cumulants valtesdifom Eq. (2.5.19).
Based on the deduced cumulant values, the relationship betwavelength and different
TPSF cumulants is plotted in Fig. 5.6, where for simplicityyocumulants of up to the
third order,n = 3, are shown.

Fig. 5.6 shows that instability in the gradient of a cumularsus wavelength plot in-
creases with the order of cumulant, This can be understood by referring to Eq. (2.5.19)
from which the cumulant values are calculated, where it @sden that the™ cumulant
is dependent on the" and lower moments. The numerical instability in the caltiates
of higher moments is due to the increase in the order of potyalterm ¢™) shown in
Eg. (2.5.12)! This instability propagated to the subsequent iteratioashe recursive
formula used in giving the cumulant value shown in Eq. (2%.The significant finding
shown in Fig. 5.6 is that the cumulants approximately desgdiaearly with wavelength
when the monotonic variation in the mediumswith wavelength is as shown in Fig. 4.5.
This trend also observed at higher order cumulant$-(4). This is useful information
and is used in the following section to deduce an expressitreattenuation given from

a scattering medium whogé values are as shown in Fig. 4.5.
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Figure 5.6: The variation in cumulants (up to the third ord@mulant) with wavelength
in the range450 nm — 600 nm. These values are calculated from the TPSFs (when
la = 0 mm~1) shown in Fig. 4.7.
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5.4.1 The selection of wavelength pairs and their attenuation responses

Referring to the relationship between TPSF cumulant and leagéh shown in Fig. 5.6,

then'" cumulant of a TPSF measured using wavelength, (\), can be estimated as

En(A) = ap + bpA (5.4.1)

wherea, andb, are constant values and represent the intercept (at 450 nm) and
gradient values of the™ order cumulant versus wavelength plot shown in Fig. 5.6.-Sub
stituting the constant cumulant terms in Eq. (5.3.1) witt #xpressed in Eq. (5.4.1) gives
an expression of attenuation value as a function of wavéeshependent, and, which

can be written as

AN = reN) =Y HH(A)(_’V‘E‘S}M (5.4.2)
= ag + bpA — i (an + bnA)(_H"ﬁM (5.4.3)

In this case wavelength pair with the samgcannot be identified directly from the
measured attenuation value because the difference bethveiemeasured attenuation is
non-zero, which can be proved by expressing these diffesensing Eg. (5.4.3). Assum-
ing that a wavelength pair, i.6e\; and\,, are selected as measurement wavelengths, the

difference in their attenuation value is given by

> (—Ha cm)" (—HayCm)"
Al—AQ = b() )\1—>\2 Z an—i—b /\1 n—+z an+b )\Q)T (544)

n=1 n=1
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where A, andu,, representd(\;) andua(\;), respectively. If theu, of this wavelength
pair have the same valug{ = 14,), EQ. (5.4.4) can be simplified to Eq. (5.4.5) which
shows that its value is a non-zero.

(—fta cm)"
Ar — Ay = bo( M — Zb (A — D) (5.4.5)

In Eq. (5.4.5) the value of both the wavelengths used f,.@nd),) and attenuation terms
(i.,e. A; and A5) measured from experiments are known, so by normalising(4.5)

with the difference between the wavelengths used, it resitive wavelength terms (on
right hand side of Eq. (5.4.5)) leaving the unknowns (igandb,,) on the right hand side

as follows:

diods g gy, i) (5.4.6)

Expanding the summation terms in Eq. (5.4.6) gives

A1 — AQ (,ualcm)2 (#310"")3
\ \ = b(_) + blualcm — bg + b3 + ... (547)
17— A2

2! 3!

This ratio between the attenuation difference and wavétesgparation can be obtained
from the gradient value between the selected points on aureghattenuation spectrum,
and is represented in the following by,. It can also be seen from Eq. (5.4.7) that
wavelength pairs with the same, will produce the samen, value. This is in good
agreement with what was shown in Fig. 4.8, where it can be thetnvavelengths whose
115 are identical have the same gradient (i) in A versus wavelength space.

As mentioned in section 5.3.3 a pre-measurement processjisred to identify the
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wavelength pairs whose are identical for each SO The calculatedn, value given
by these wavelength pairs is then processed to determingawelength pair that could
reproduce the medium’s SQusing the absorbers’ extinction coefficients of the corre-
sponding wavelength pair. This process will be describeétemext section.

Similar to the consideration of quantisation in section&.# « of a wavelength pair

are related by Eq. (5.2.7), substituting shown in Eq. (5.3.4) into Eq. (5.4.4) gives

o —ayCm — DptaCm)” X (—paem)”
A — Ay = by( N\ — ; an + buAr) - + ;(an + bnAQ)T
(5.4.8)

The gradient of this wavelength pair hversus wavelength space is given by

Ap — Ay (1, Cm)2 (112 Cm)3 AptaAdevcm

)\1 — )\2 = bo + bl,anCm — bg ol -+ b3 3' + = ﬁ (549)

Here,Aq4ey is the A, dependent size of deviation in the gradient value (of twasoon
an attenuation spectrum) from the value given by Eq. (5.470) simplicity, only Agey

given from cumulants up to order= 3 is shown here and is given by:

A Atia+ pra) (Djta + 3ptay) — Aratia,
Adev = “1()‘1)—"620\1)%( ;a+ua2>+/13()\ )2, (( Hat fra)( Ma6 Hay) — /‘aﬂa)]

(5.4.10)

wherer; () represents; + by \.
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5.4.2 Processing an attenuation spectrum

Eq. (5.4.7) and Eq. (5.4.9) show that each wavelength peldyiamn, value, which can
be calculated from the measured attenuation spectrumg wédtion 5.3.3 mentioned that
more than a wavelength pair is collected for eaclysetthe pre-measurement stage. The
m, value given by different combination of wavelength pairdl & analysed to identify

the set with the right wavelength pairs. This analyticalmoetis discussed as follows.

5.4.2.1 Approximating the attenuation change of differentvavelength pairs

It can be seen from Eq. (5.4.7) that the infinite sum of ternesluis expressing the gradi-
ent value (inA versus wavelength space) is taking the form of Taylor sex@snsion of
an exponential function with the™ coefficient is given by the gradient of thd' cumu-
lant versus wavelength plo,(). On the contrary, Eqg. (5.4.9) shows that a set of different
wavelength pairs with random and largg., deters the producea. versusy, (in this
work « is used instead &5, is an unknown) relationship from following an exponen-
tial curve. Therefore, a possible solution to determineriplt wavelength pairs is by
analysing the shape of the calculatedversusx given by different group of wavelength
pairs.

The conformity of the calculategh, versusa relationship to an exponential curve can
be determined via a nonlinear fitting of a reference curvdéocalculatedn, versusa

plot. This reference curve is representedibyand is expressed as follows:

m, = exp(a + ba) (5.4.11)

wherea andb are the fitting parameters used to approximate the coeffiofahe terms
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in Eq. (5.4.7). While the use efkp(ba) may be sufficient to approximate the, versus
« relationship shown in Eq. (5.4.7), the parametés included in this model to provide
an extra degree of freedom in the fitting process. Expandiegeponential term in

Eqg. (5.4.11) gives

2 a3 2 2

b
mj\=(1+a+a—+—+...)+(b+ab+%...)a+(62+ab2+---)a

5 3] g—f-

(5.4.12)

Eq. (5.4.11) can sufficiently be used as the reference maat=use, unlike the poly-
nomial equation, it includes the sum of infinite series. HasveEq. (5.4.11) is not an
exact representation of Eq. (5.4.7) as Fig. 5.6 shows tlifgreint gradients, which are

approximated by coefficients in Eq. (5.4.12), should be mnesab

Demonstration of the evaluation model’'s performance

The adequacy of using this model is investigated using ttenaation spectrum of a
medium with wavelength dependemt and when this medium’s SQs 80% shown in
Fig. 4.14 (middle plot). This attenuation spectrum and theesponding wavelength
dependentr values are plotted in the lower left and lower right panelBigf 5.7. Shown

in the upper right panel of this diagram is the versus meam relationship given by
the wavelength pairs collected when S© 80% and the evaluation curve produced by
fitting of the calculatedn, versus meai relationship using the model in Eq. (5.4.11).
The variablea in Eq. (5.4.11) is given by those used in producing theversus mean
« relationship. The reason meanis used has been explained in section 5.3.4. The
non-zerom, means that a different is measured using each wavelength pair. Taking

the data o465 nm and527 nm (indicated by gray circle and dashed lines in Fig. 5.7),
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which is one of the right wavelength pairs as an example, Fg(lower left panel) shows
that even though these wavelengths have a similealue, a large and non-zemA is
measured. This attenuation difference is due to the effaetiwelength dependent, on
the measured attenuation, givingra value (indicated by gray solid line), which varied

with the meanx of the wavelength pair, as shown in Eq. (5.4.7). Notice thatialculated
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Figure 5.7: (bottom left and right) The attenuation andgpectra when the medium’s
SO, = 80%. (top right) Them, versus meam given by all the right wavelength pairs
(plus symbol) and the fitted reference curve (open circldine)l is drawn as a guide. The
data of one of the right wavelength pairi5 nm and527 nm selected for discussion in
the text are marked by gray circle and dashed line.

m, versus the mean of each collected wavelength pair shown in Fig. 5.7 (topt)igd)

as expected from the derivations in section 5.4.1, follgnan exponential curve, which
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can be reasonably approximated by the fitted reference ¢ahavn as the open circle
red line), but a noticeable number of outliers in the datalmmseen from this plot. The
presence of these outliers can be understood from the fadhbse wavelength pairs are
collected on the basis that the produced absal6€), is less thard).5% (under a certain
SO), the non-zerdASG;| is given from a wavelength pair witha # 0, producingm,

value that deviates from following an exponential curve\adent from Eq. (5.4.9).

5.4.2.2 The optimal wavelength pairs and their attenuation esponse

From the discussion of section 5.2.2 and section 5.4.1, | sifldrence in thea (i.e.
Aa) of the right wavelength pairs identified for gij will be calculated when thig;
matches the medium’s,. The A« values produced by this set of wavelength pairs will
be considerably smaller than that given by the wavelengtis maillected during other
fx. The non-zerd\« is discussed in section 5.2.2 as the result of the discretplssy
interval of o spectra that are used in this work. These wavelength paissdwayoduce
a m, versus meam plot that can be fitted with the model shown in Eq. (5.4.11hwit
the least error. Conversely, the group with wavelength sored during othef; have
large and differenf\« values and are expected to produce.aversusy relationship that
deviates significantly from that of an exponential. It musioabe mentioned that even
though the use of othdh, value in the simulation of attenuation data modifies the eang
of 1, and A values, it does not affect the performance of the describetthod. This is
because the overall trend of, versus mean remains unaltered.

Therefore, by evaluating the differences between the bkxim, versusa plot and
the fitted reference curve in Eq. (5.4.11), the group commgiall the right wavelength

pairs can be identified as a group which produced the ledstelifce between the two
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curves. This will be demonstrated graphically in the nextisa.

The technique described above involves analysing thegmélof different wavelength
pairs inA versus wavelength space to identify the right wavelengits gad to reproduce
the true f,, so it is termed here as thlgradient processingechnique. A summary of
the steps and processes involved in determining the wayilgrairs which are able to
recover the truef, value in different kinds of medium considered in this stuslghown

in Fig. 5.8.

5.4.3 Results and discussion

In the following demonstration, the attenuation spectruowshin Fig. 5.7 (bottom left)
given from a wavelength dependent scattering-absorbirmjuneis used as an example of
measured data to investigate the performance of the me#sadided in section 5.4.2.1.
The extinction coefficients of the medium’s absorbers usgqateducing this attenuation
spectrum are shown in Fig. 2.3, and this mediumfas- 58 pmol L~ and SQ = 80%.
The groups of wavelength pairs stored during different §@. f; term in section 5.3.3)
are used to produce, versus meaw plots. Each of these plots is then fitted using the
reference model shown in Eq. (5.4.11) as previously dematest in Fig. 5.7, the sum of
the absolute error between the calculated plot and fittete@ate curve is calculated and
denoted in the following by-s.

A plot of Es; values given by different groups of wavelength pairs is shiowrig. 5.9(a),
theseFEs; values are plotted on a log scale for clarity. The,S@lue during which the
wavelength pairs are stored, S@re shown on the x-axis. Fig. 5.9(a) shows thathas

a minimum value when SP= 80%, this suggests that wavelength pairs stored during
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Steps involved in finding the optimal wavelength
pairs to recover the fractional concentration value
of an absorber

The considered scattering medium

Medium with wavelength independent p’ Medium with pg” decreases monotonically
with wavelength

Store and group all the wavelength pairs which give |Af,|<0.5% for an f,
value. This process is repeated for other possible f;.

Produce A4 (attenuation difference) versus
mean o of the collected different sets of
wavelength pairs

Produce my (gradient in 4 versus wavelength
space) versus mean o of the collected
different sets of wavelength pairs

[

Select the set of wavelength pairs whose nia
versus mean o relationship is closest to an
exponential curve via a nonlinear fitting of a
reference model (Eq. (5.4.11)).

Select the set of wavelength pairs which
measured the same attenuation value, or one that
produced the lowest sum of A4

The estimated f, value is given by the value
during which the selected wavelength pairs
are stored

Figure 5.8: Steps involved in finding the right wavelengthrpéénclosed by red-dashed
box) to recover the true fractional concentration value odlasorber in different kinds of
scattering medium considered in this study.
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SQ; = 80%, which produced S©= 80% + 0.5%, are the group containing all the right
wavelength pairs. As the SQ@alue used in producing the attenuation spectrum shown in
Fig. 5.7 (bottom left) is given bg0%, this confirmed the validity of using this approach
to recover the trug, value for the case considered herein.

The ability of this technique to identify the group with dtlet right wavelength pairs
can be understood from Fig. 5.9(b). Itis shown that the ¢aled plot (dark plus symbol)
followed an exponential shape, which can be fitted reasgnaéll using the reference
model in Eqg. (5.4.11). The fitted evaluation curve on the poed relationship is previ-
ously shown in Fig. 5.7 (top right). The overally, of wavelength pairs stored during
SO, = 80%, although it is non-zero due to the sampling resolution ef ¢émployed
spectra, is considerably smaller than the value producdtdse collected during other
SQ;.

The conformity of then,versusx relationship produced by the right wavelength pairs
to an exponential curve compared to that given by other seawélength pairs is demon-
strated by taking the calculated plot produced by the waxglepairs collected when
SO, = 10% as an example of those whosevalues are related by large and random
A« values when the medium’s $© 80%. These wavelength pairs produce randomly
scattered points om, versus meai plot shown in Fig. 5.9(b) (indicated by red cross
symbol), which apparently did not follow an exponentiahtte

The result in Fig. 5.9 shows that the described techniqué&svagasonably well in
recovering the true SQrvalue, so itis interesting to extend this investigation apgly this
method on the attenuation spectrum measured when a mediuandifferent SQ value.

To do so, the TPSFs shown in Fig. 4.7 are used. The mediumtadys’ extinction

coefficients and the total concentration value are the santead used for demonstration
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Figure 5.9: (a) The calculatek; versus SQ. (b) The calculated.versus mean plots
of the group with the right wavelength pairs (stored wherj SO80%) and wavelength
pairs collected when SO= 10%.

163



in Fig. 5.9, and the attenuation spectrum for each 8€&d in this study is given from

Eq. (5.2.12). These attenuation spectra are used to find dggdum’s SQ, the error

3,
2,
=
s 1}
o
2 A
3
® 0
5
LL
1
24 i

0 10 20 30 40 50 60 70 80 90 100
set SQ(%)

Figure 5.10: Full scale error in the estimated val§0,, versus the set SO The
sampling resolution of the employed spectral iam. The maximum error o8 % is
observed when the set $& 69 %.

between the estimated and true.3(Pe calculated and plotted in Fig. 5.10. The reason the
calculated values appeared discretised is that the estihvatue is given by the discrete
SG; value during which the selected group of wavelength pagstored.

Fig. 5.10 shows thahSO, = 3% is the maximum error in the value estimated using this
method and this error is observed when attenuation spedtmu®0, of 69% is processed.
This error can be understood by inspecting the plot of theutatled Ey; versus S©Q
produced during the analysis of this attenuation spectrumwshn Fig. 5.11(a). It can

be seen that the minimurfs; value is given by the group of wavelength pairs stored
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when SQ = 72%. An investigation of the source of this error begins by phottthe
calculatedm, versusa relationship given by the wavelength pairs collected wh@&j S
is 69% and 72% shown in Fig. 5.11(b) (indicated by dark plus and red crosalmy,
respectively). A comparison between these relationst@psals that a small number of
significant outliers in the plot given by wavelength pairfexied when SQ= 69% could
possibly be the reason for this error as they impede a propduagion of them, versus

« relationship using the reference model shown in Eq. (5)4 e reason these outliers
are observed can be found in section 5.4.2. In this caseettos can be minimised by
either reducing théASG,| limit or by increasing the sample size, or both. Even though a
decrease in the range of acceptdd&0,|, which is produced by wavelength pairs with
an overall smallerAa, may theoretically improve the accuracy of the value edtha
using this approach (via a decrease in the number of signifmatliers on the plot), it
should be without sacrificing the adequacy of data pointdaaifor the analysis. Taking
the wavelength pairs collected when SO 72% as an example, these wavelength pairs
would, in theory, produce:, versusy relationship that do not follow an exponential curve
when the medium’s SOis not 72%, so the number of significant outliers is expected to
increase when more data points are used. The validity oatidghe error in the estimated
value when spectra with a higher resolution are used arstigeted in the following.

To investigate if the sample size is the source of the errdfign 5.10, the number
of right wavelength pairs, i.e. the data points on the versus mean plot, can be
increased through the linear interpolation of extinctioefticients and attenuation data
to produce spectra with a sampling resolutiori@f nm and the right wavelength pairs
are re-identified through the process described in secti®®B.5The approach described

earlier is then used on the interpolated attenuation spézive an estimate of the $O
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Figure 5.11: (a) The plot of the calculatég); versus SQ produced when processing the
attenuation spectrum for SG= 69%. (b) The calculatedr.versus meawn relationships
of wavelength pairs gathered when Si©69% and72% are indicated by plus and cross
symbols, respectively.
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The full scale error in the estimated $S®@alue is calculated and shown in Fig. 5.12.
This plot showed that there are significant improvementkéreiccuracy of the estimated
SO, when a smaller sampling interval is employed. This resubbbtained when no
changes are made on the tolerance rangeA&G;,|. This is because the decrease in
sampling interval led to an increase in the number of cai@etavelength pairs (due to
their ability to produceA f,| < 0.5% under af;). Consequently, more data pointsan
versusa plots are considered in the fitting process before fievalues are calculated
and compared. This reduces the uncertainties in the egtimait SO,, so increasing the

accuracy of the estimated value.
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Figure 5.12: Full scale error in the estimated vald&0,, versus actual SOwhen the
sampling resolution of the employed spectr.isnm.

Fig. 5.10 and Fig. 5.12 show that a non-zero error is obtaatedrtain SQfor the case
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when the medium’s:; varies with wavelength. Since the wavelength pairs arectele
based on the closest fit in the calculated versus meam relationship to an exponen-
tial, the inadequacy of the reference model used in reptieggthis relationship could be
the reason for the observed error. This is because wavel@agts collected in the pre-
experimental stage were based on the calculg@tedhich error falls in the acceptable
tolerance range of0.5%. These wavelength pairs have a non-z&re, producingm,

values which deviate away from an exponential. Therefdre réference model should
account for these variation when assessing the plot givediffgrent groups of wave-

length pairs.

5.5 Considering a scattering medium with three absorbers

In the previous sections, the aim was to determine the @maaticoncentration value of
an absorber in different kinds of (considered) scatterieglian containing two absorbers,
but in practice there can be more than two absorbers in a medibe method developed
above is based on the fact that only two absorbers are priesambhedium, so it is infor-
mative to investigate changes in the data analysis when tharetwo absorbers are in a
medium with wavelength dependeritand to examine the performance of this method in

recovering thef, value.

5.5.1 Deriving fractional concentration value of different absorbers

Assuming that a wavelength dependent scattering-abgprbadium has three absorbing

species, i.e. absorber A, B and C, the medium’s absorptiowes dpy absorptivities and
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concentration of these absorbers as follows:

pa(A) = ea(A)Ca + e(N)Cs + ec(A)Ce (5.5.1)

HereC ande denote absorber’s concentration and extinction coeffigiemol L= and
Lmol™" mm~?, respectively, while their subscripts represent the spwading absorber.

Eq. (5.5.1) can also be written as

ua()\) = 5A()\>CA + 85()\)05 + 6(;()\)(Ta — Ca — CB) (552)

= [EA()\) — 6(;()\)]CA + [83()\) — EC()\)}CB + €C(>\>Ta (553)

whereT, denotes the absorbers’ total concentration £ Ca + Cg + Cc). If f and

fv represent the fractional concentration value of absorband\B, respectively, and are

given by
Ca
— 554
fa Ca+Cg+ Cc ( )
Csg
— 555
Jo= G G+ Co (5-55)

Using the expression of, and f, shown in Eq. (5.5.4) and Eq. (5.5.5), rearranging
Eqg. (5.5.3) provides

[La()\) = (5AC()\)fa + 5BC(>\)fb + 5C<>\))Ta (556)

wheresac(A) representsa(\) — ec()). Eq. (5.5.6) can also be written as
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pa(\) = Ty (5.5.7)

where

o = (8Ac()\)fa + 5BC()\)fb + 8(;()\)) (558)

Previously it was shown that thg value can be recovered using a wavelength pair
whosea have the same value. In the case of a medium with three absphmvever,
solving for f, in Eq. (5.5.6) by means of the relationship in Eq. (5.2.3)uness f,, to
be known, and vice-versa. Both of thig and f, values are unknowns, so solving for
these parameters required data of at least another watielpai to give the second re-
lationship ofa similar to that shown in Eq. (5.2.3). Otherwise Eqg. (5.2.8\d become
ill-conditioned as there can be an infinite number of sohgifor the value of, and f,.13*
Intuitively, thesef, and f,, values can be given from a combination of three wavelengths
whosea are identical (i.ea; = as = az), in which more than two simultaneous equa-
tions (shown in Eq. (5.2.3)) that are required to derfyend f, can be deduced from

thesen. Among these relationships are:

a1 = Qg (559)

a1 = Q3 (5510)

Substituting Eqg. (5.5.8) into Eqg. (5.5.9) and Eq. (5.5.80) rearranging these expres-
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sions provides

(2ac) — eac,)fa+ (¢Bc, —€Bc,) fo + ¢, —€c, =0 (5.5.11)

(eac, — €acs)fa+ (eBc, — €Bcs) fo +€c, —€c; =0 (5.5.12)

wheresac, denotesa (A1) —ec(A1). Solving Eq. (5.5.11) and Eq. (5.5.12) simultaneously

gives f, and f,, expressed in terms of the extinction coefficients of the preslbsorbers

given by
e eB, (€c; — €c,) + €y (e, — €c,) + €By(€c, — €cy) (5.5.13)
(5812 - 5012)(5&3 - 5/-\13) + (€A12 - €C12)<5513 - €C13>
and
fo= en(Ec, — cy) +Ens(ecs — €cy) + 2ay(Ec, — €c,) , (5.5.14)
(5812 - €C12)(€C13 - 8A13) + (EAu - €C12)(5513 o 6013)
where,

EBxy = gB()\x) — €B(>\y)-

In the next section, an approach that can be used to detemnset of combina-
tions of three wavelengths with the saméased on the measured attenuation spectrum
is described, and the mediumfg and f,, values are recovered using Eq. (5.5.13) and
Eq. (5.5.14), respectively. The validity of this and thewecy of the estimated values

are also investigated.
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5.5.2 Gradient response of different wavelength pairs

It was discussed in section 5.4.1 that each wavelength pais g, value, which will be
analysed to find the medium}§ value, but if three absorbers were present in a medium,
at least data at three wavelengths (Ae, A, and\3) are required in the estimation ¢f
and f, values as shown in Eq. (5.5.9) - Eq. (5.5.14). In this worksthwavelengths are
arranged to provide a;, A\, pair and a\;, A3 pair, producing twon, values as shown in
section 5.4.1.

Assuming that the cumulants of TPSFs measured from a waytblelependent scat-
tering medium whem,= 0 mm~" are as expressed in Eq. (5.4.1), the linear variation in
these cumulants with wavelength gives an expression oftatem shown in Eq. (5.4.3).
Based on this equation, and given that thef each wavelength pair (i.e\;, \, pair and
A1, A3 pair) are related by Eqg. (5.5.9) and Eg. (5.5.10) to giyef the same value via

Eq. (5.5.7), then, value given by these wavelength pairs can be expressed as:

A — Ay Malcm
T % = by — Z b, (5.5.15)
Ay — Az —Ha Cm
e SR N S L 5.5.16
N, b Z ( )

which is as demonstrated in section 5.4.1 and shown in E4.6)5. Since these wave-
length pairs have the sameg value, it is immediately apparent from Eq. (5.5.15) and
Eq. (5.5.16) that the same, versusa plot will be produced by\;, \, pair and\;, A3

pair. Hence the optimal choice of three-wavelength contlmnacan be identified by
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means of comparing the,, versusa produce by the wavelength pairs (arranged from a
combination of three-wavelength), removing the necesditysing an evaluation model
as discussed in section 5.4.2. This will be described lateection 5.5.4. But the avail-
ability of three wavelengths that followed Eq. (5.5.9) amgl £5.5.10) is limited by the
resolution of the employed spectra;asof these wavelengths are more realistically to be

related by

Hay = (aQ + Aal?) a= Ha T Aualz (5517)

Hay = (Oég + Aali’») a = Mag + A:uald (5518)

whereAp,,, is the difference between, of \; and\,, andA,,, is that betweemn, of A,
and s, andApig,, # Apa,. Similar to that shown in Eq. (5.4.9), using the relatiopshi
betweeny., values of these wavelength pairs shown in Eg. (5.5.17) and35,18), the

gradient of these wavelength pairsAnversus wavelength space,, are given by

Al - AQ ,Ual Cm AﬂalgAdevlng

= by — b, 5.5.19
Moy Z T A (5:519)
Al - A3 —Ha Cm Aﬂa Adev Cm

=by — b, ! 13 13 5.5.20
N Z T (5.5:20)

Here,Agey, andAgey,, are related ta\ i, andAp,,,, and the values given from cumu-

lants up to the third order are shown in Eq. (5.4.10).
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5.5.3 Identifying and storing different wavelength combinations

Itis shown in Eq. (5.5.9) - Eq. (5.5.14) and section 5.5.2 &haambination of three wave-
lengths is required to determine tligand f, values in a medium with three absorbers.
Similar to the discussion of section 5.3.3, only the comtimes of three wavelengths that
produce an absolute error (in the estimafg@nd f,) of < 0.5% for the considered,
and f, values will be collected during the pre-processing stagea&lengths with the
samey, (i.e. samex) may not be available. Again, the feasibility of identifgithese
three-wavelength combinations before the measuremebecesuse only the absorbers’
extinction coefficient data are required in the estimatibry,pand f, values shown in
Eqg. (5.5.13) and Eq. (5.5.14).

All the right three-wavelength combinations are gatheeagfchf, and f;, to produce
two sets ofm, versusu relationships from each group of three-wavelength contlmina
during the analysis. This is to increase the amount of datatgoso decreasing the
uncertainties in the estimation of absorbers’ fractiormigentration value as discussed

in section 5.4.3.

5.5.3.1 Description of the wavelength combinations stormprocess

Assuming that oxyhaemoglobin (HY) carboxyhaemoglobin (COHb), and deoxyhaemoglobin
(Hb) in blood are the absorbers A, B and C, respectively, in(e&.1). The molar ab-
sorptivities of these absorbers in the wavelength ratiflenm — 600 nm compiled by

Zijlstra et al.2° are shown in Fig. 5.13. The saturation of haemoglobin witjgex (i.e.

HbGO,) and carbon monoxide (i.e. COHDb) are represented by &@ SCO, and can be
calculated from Eqg. (5.5.13) and Eq. (5.5.14), respegctivel

174



SN

o

o

o
I

e (Lmm'mol ™)
0w
o
S
S

2000 1
HbO,

1000r Hb
COHb
0 1 1
450 500 550 600
A(nm)

Figure 5.13: The molar absorptivities of oxyhaemoglobih@4), deoxyhaemoglobin
(Hb) and carboxyhaemoglobin (COHb). These data are takem Zifistra et al.>° (pub-
lished in Biomedical Optics Research Laboratory-UCL homepage

An increase in the amount of data points can be achieved baryinterpolating the
extinction coefficient spectra shown in Fig. 5.13, and a damgpesolution of0.5 nm
is used in the following. This is because it was noticed dytims work that with the
sampling resolution of nm only a combination of three wavelengths is collected for
certainf, and f,, hindering a proper analysis of the produeedversusa relationships.

Using the interpolated extinction coefficient spectra,, @d SCO values given by
every combination of three wavelengths are calculated #gn(5.5.13) and Eq. (5.5.14),
respectively. With SQand SCO representing the SCand SCO levels during which a

combination of three wavelengths is stored, each waveblesaghbination was grouped by
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following the steps described as follows: First, |lASO,| denote the absolute difference
between the SDand the calculated SQfrom Eq. (5.5.13)), whildASCQ represent
the error between SC@nd the calculated SCO (from Eq. (5.5.14)), the combinatibns
three wavelengths which produg&SO,| < 0.5% for a particular S@level (i.e. SQ =
0% to begin with) are identified.

Next, the SCO calculated from the extinction coefficienthebe wavelength combina-
tions with ASCO of less thar-0.5% for a particular SCO level (SCQare collected. The
calculated S@and SCO values are represented in the following by gGnd SCQ,,,
respectively.

This process is repeated for different SC@lues that are varied frof% to 102%
in 1% increments and the whole process is continued for diffe®€it(SQ, from 0% to
102%), but the summation of SCCand SQ can never exceet2%. For example, if
SO is 30%, the maximum possible analytical value for SG®72%, therefore only the
combinations of three wavelengths which gieSCQ < 0.5% for different SCO up to
SCO = 72% would be collected.

Finally, the combinations of the three wavelengths coflddor each SQand SCO
levels (i.e. givinglASO,| < 0.5% and|ASCQ < 0.5% at this SQ and SCO) are stored

as a group. The flow diagram of this storing process is suns@ain Appendix D.

5.5.4 Determining the optimum group of wavelength combinations

From the discussion of section 5.5.2, the combinationsrekthvavelengths collected in
each group are used to produce twg versus meam relationships. The differences

between these curves can be evaluated to identify the grabgiwee-wavelength com-
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binations that are able to recover the medium’s trug & SCO values.

Similarly, E; is used to represent the mean sum of the absolute error bethedéwvo
m, VErsuspu, plots (given by\;, A, pairs and\, A3 pairs stored within a group). The
selected wavelength combinations will produgg = 0 if o of each three-wavelength
combination are identical. But if the of a combination of three wavelengths are related
by large and dissimilai\z.5,, and Ay, (Under a certairyf, and f, values), there would
be a large difference between their calculated The size of these errors depends on the
differences betweea (henceyu,) values of the selected three-wavelength combinations,
Apa,, andAp,,, shown in Eq. (5.5.19) and Eq. (5.5.20).

In practice, it is unlikely to find any three wavelengths wiltle samex value for a
particular f, and f,, levels, so a non-zerd; is expected, and the search for the group
with wavelength combinations which produced the lowggtvalue is performed instead.
This is because the combinations of three wavelengths thalde to recover SQCand
SCO with errors of less than5% would have small\p,, and Ay, , values. The right
set of three wavelengths can, therefore, be identified agtiwbich produced the smallest
difference in their calculatedh, value given from the combination of;, \, pair and

A1, A3 pair.

5.5.5 Demonstration of the technique

A strategy that can be used to recover a medium’s trug &@ SCO values has been
described in section 5.5.4. The validity of this method iendastrated in the following
on an attenuation spectrum of a medium with wavelength digren, which gives the

TPSFs shown in Fig. 4.7 when mediunis= 0 mm~!. For demonstration purposes, the
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medium’s absorbers shown in Fig. 5.13 with SEQ 5%, SO, = 80%, and the absorbers
total concentration]}; = 58 umol L~! are used to give the mediunys (with a spectral
resolution 0f0.5 nm) from Eq. (5.5.6). Based on the TPSFs and the calculated eyt
dependent:, values, this attenuation spectrum is derived from Eq. {2)2and is shown

in Fig. 5.14.
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Figure 5.14: The modelled attenuation spectrum given frémodwith SCO = 15%
and SQ = 80%. The variation in the medium’s with wavelength (in the range of
450 nm — 600 nm) is shown in Fig. 4.5.

The groups of the three-wavelength combinations storethglithe pre-processing
stage, as described in section 5.5.3, are used in the amalyi$ie o of each three-
wavelength combination used in producing the versusa plots is given by the mean
of their o as discussed in section 5.3.2. The,SMd SCO used in the calculation of

value from Eg. (5.5.8) are given by the value of;Shd SCO during which the corre-
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sponding wavelengths are collected.

5.5.5.1 Results and analysis

The calculated;; given from the groups of wavelength combinations storedferdnt
SO,* and SCO are shown in Fig. 5.15. For a better illustration, only #ig calculated
fromm, versus mean curves produced by wavelengths stored fo 8%, 20%, 40%,
60%, 80% and90% are shown here. The SC®alue during which these wavelengths are
concurrently stored are shown on the x-axis. The maximumnsation of SCO and
SG; is 102%, and no wavelength is collected (during the pre-measurestage) if their
summation has exceeded2%, which is the reason why some of the plots in Fig. 5.15
appeared to have discontinued after a certain SCO

The Ex; given by three-wavelength combinations stored during S&0%, SCO =
14% has the lowest value compared to that produced by the waytbl@ombinations
stored during all other SDand SCO levels. This includes those (§@nd SCO levels)
that are not shown in Fig. 5.15. Thus, wavelength combinatioollected during this
SG; and SCO are expected to reproduce the true,Sdd SCO. These wavelength

combinations produced SQ, = 80% + 0.5% and SCQ,, = 14% = 0.5%, which agree

al)
reasonably well with the SO= 80% and SCO= 15% that were used in the simulations
to produce the spectrum shown in Fig. 5.14.

To demonstrate how this group of wavelength combinationddastified through this
process, then, versus meaw relationships given by wavelengths stored during, SO
80%, SCO = 14% are shown in Fig. 5.16 (indicated by dark closed and red open ¢
cle symbols). The wavelengths stored during;S©60%, SCO = 15% are arbitrarily

selected as an example of the group with wavelength pairan@ed from the combina-
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Figure 5.15: The calculateds; given by the wavelength combinations stored during
different SG and SCO levels.

tions of three wavelengths) whosaeof each pair are related by a large and randdm
value when the true SOand SCO are given b§0% and 15%, respectively. The cal-
culatedm, given by the wavelength pairs from this group are also showhig. 5.16
(blue plus and green cross symbols). These plots show thiat #ne considerably smaller
differences between the, versusa relationships produced by the group with the right
wavelength pairs (dark closed and red open circle symbdlsg. errorEy; is calculated
as1.2 x 10-'nm~! compared tod%; = 2.5 x 10~°nm~! given by wavelengths collected
when S@ = 60% and SCO = 15%, where the magnitude of this error has increased to
about two folds.

Even though this approach does not consider all the pointiseomeasured attenuation
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Figure 5.16: Then, versus mean relationships of wavelength pairs (arranged from the
combinations of three wavelengths) given from the group e right three-wavelength
combinations (stored during $C= 80% and SCO = 14%) and wavelengths stored
during SG = 60% and SCO = 15%.

spectrum, attenuations measured at more than one wavelgaigiare considered during
the process of determining g value. Therefore, this technique is expected to be more
resilient to noise than the simultaneous solution of thedimequation models which uses
data of only three wavelengths. The robustness of this digation method to noise will

be examined in Chapter 6 when it is compared with another apprthat uses data of all

the wavelengths in the considered wavelength range.
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5.6 The sensitivity analysis and optimum wavelength range

In the previous sections, it was shown that the estimatioanof, can be achieved by
processing the attenuation of different wavelength paifbe limitation of using this
approach in characterising a medium with wavelength degamnd, however, is that it
depends largely on the variation in the calculatedwith mean«a of each wavelength
pair. The changes in, range withf, value differed for different wavelength range as can
be seen from the spectra employed for the above demonssatimwn in Fig. 2.3, thus
it Is interesting to investigate the optimal wavelengthgato be used for the analysis of
a medium using the described technique and this is discusskd section.

According to Eq. (5.4.7), if TPSF cumulants change linearih wavelength, then,

value given by a wavelength pair with the sameralue can be expressed as

A — Ay

1 1
= = by + b1(pta,cm) — _b2(ﬂa10m)2 + _b3(ﬂa1cm)3 R (5.6.1)

2! 3!

The changes in this:, value withu, can be deduced by differentiating Eq. (5.6.1) with

respect tqu, as follows:

d A — A,
d,ual )\1 — )\2

1
= bycm — bojta c2 + §b3(ua1)%?n - (5.6.2)

where it can be seen that the sensitivity of the calculaigedlepends upon the, value

of the selected wavelength pair. Thigvalue is related to the absorbers’ fractional con-
centration as shown in Eq. (2.5.3) and Eq. (5.5.6), wheregdwim f, value modifies the
11z Value. It is desirable that, is sensitive to this variation so that the right wavelength

pairs, and hence the tryg value can be determined.
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By referring to the example of absorbers’ extinction coediitispectra shown in Fig. 2.3,
the ¢ of absorbers in the wavelength rang@ nm to 1000 nm (Red to Near Infrared
region, R-NIR) are comparatively smaller and constant thagsdhn450 nm — 600 nm.
Therefore, the:; given from any wavelength in R-NIR does not show a noticealdegh
in its value as thef, varied. This is in contradiction to the presumption on which ap-
proach described above is founded, where it is assumed évalength pairs which failed
to reproduce the trué, value would have a larg& .. In this caseA, is small hence
small variation in the gradient values as shown in Eq. (.86 produced even by the
groups with the wrong wavelength pairs, which renders tleatification of the group
with the right wavelengths difficult. For this reason, if thlesorptivities of the medium
absorbers are as shown in Fig. 2.3, the quantification appnesed in this chapter would
work best at wavelength rangé0 nm — 600 nm where theu, dependent variation in

attenuation value, which varies with the mediunisis the most pronounced.

5.7 Conclusion

This chapter has presented another analytical technigiglhwan be used to find the frac-
tional concentration value of absorbers in different typescattering media considered
in this study with reasonable accuracy (maximum erro3%fdepending upon the reso-
lution of the employed spectra). Unlike the method discdisse€hapter 4, the approach
used in this chapter offers the flexibility of choosing diéfat wavelength combinations
which produce low error as the medium trfechanges.

It was shown in section 5.3 that if a medium has constgnthe truef, can be recov-

ered by a wavelength pair which measured the same attenuatioe. If a medium’s:,
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changes with wavelength, the right wavelength pairs (ctalg during the pre-processing
stage) can be identified by analysing the gradient valueaesfewavelength pairs on the
measured attenuation spectrum.

The drawback of using this approach is that the accuracyeadstimated value depends
largely on the relationship between gradients of the pamt$ versus wavelength space
and the meam of these chosen wavelengths. Thus, insufficiency eithehennumber
of the collected wavelengths (due to the large samplingvatef the employed spectra)
or the employed curve evaluation model may hinder a propa&uation of them, ver-
susa plots. Besides, this technique depends on the differenaeeket., of different
wavelength pairsA 4, in differentiating the group with the right wavelength rgairom
that containing the wrong ones. This is also the reason waytvelength range where
113 Variation is small wheryf, changes is not the optimum choice of wavelengths for this
method.

The advantage of using this approach, however, is that & doeconsider all the wave-
lengths; instead, only the right wavelength pairs colleetedifferentf, (andf,) level are
used in the analysis. These wavelength pairs can be caldcténg the pre-processing,
reducing the amount of time required during the processirigeomeasured attenuation.
Most importantly, other than the need to have an attenuatiotel to help understanding
how the measured attenuation varies with the mediyrfy'shis technique does not re-
quire any model in deducing the fractional concentratidneraf absorbers present in the
scattering media considered in this work. This is becausknigna suitable attenuation
model via either heuristic search method or analyticaltsmiuwf photon transport model,
which performance is restricted to certain media or geds®tto accurately determine

the f, value can be challenging. The performance of the methoditdesldn this chapter
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is, on the contrary, not subject to the inadequacy of the défmodel at describing the
absorption-scattering processes of photons propagatengdaum, and its application is
not limited to any specific medium. The estimation of the absrs’ fractional concen-
tration value is based only on the absorbers’ extinctiorffimoent values of the selected
wavelengths. While this method considers only the thealyideduced relationship
of certain wavelength pairs to recover tfievalue, another method that uses data of all

wavelengths and a fitting routine to find the trfyevalue is described in Chapter 6.
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Chapter 6

Nonlinear fitting of attenuation
spectrum and its comparison with other

technigues

6.1 Introduction

Given that a sample has a range of possifileralue and a known behaviour of how
scattering varies with wavelength, the search of a gen@mebination of wavelengths
for a specific measurement system, which produced the laweah error in the values
estimated using a linear equation model, was described ipt€hd. The estimation of
an absorber’s fractional concentration value in this medsibased only on the measured
attenuation and absorbers’ extinction coefficients fordblected three wavelengths, so
the accuracy of this value depends critically on the sedaadf wavelength combination.

The method described in Chapter 5 considered and analysgtherattenuation value of
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different wavelength pairs selected in the pre-measurestage during the estimation of
the f, value. It was also shown that the accuracy of the estimatke wepends on the
number of collected wavelength pairs.

A common practice in the spectroscopic study of a scattenedium is to use forward
data (for the solution of an inverse problem) derived frorotph transport models to fit
to the measured spectrum to extract the optical propertiasredium!216:4556Alterna-
tively, different curve fitting models, which described tigenuation of light depending
on the medium’s optical properties, can be used to recoeef,thalue through the fitting
of these models to the measured attenuation spectrum.biRossdels include Kubelka
Munk and the power law model described in section 2.3.2 antibse2.5.4 respectively,
and the version of MLBL used by Alabboefidiscussed in section 2.5.1.1.

An exponential model, which is not developed from photon gpamt model, was
briefly introduced in section 2.5.5 as a fitting model that barused to recover thg,
value when it was used to fit to the data from continuous irntgnseasurement$’ Un-
like the case when the diffusion approximation discussedeition 2.3.1 or Kubelka
Munk model is used, the validity of this model is not limitenl dny type of medium
geometry or experimental system. This model fitted relativedll to the measured atten-
uation spectrunt/ implying that it can adequately describe the absorptionsmadtering
processes of photons in the medium which give the correspgradtenuation spectrum.
It may, therefore, be of value to try and understand the ghysheaning of parameters
and terms in this model by comparison with the cumulant basteduation model shown
in Eq. (2.5.17) whose terms have definite physical signiieamhe other objective is to
find an attenuation model that is more suitably used to remr@the attenuation spectrum

(hence recovering the mediunyg measured from the type of medium considered in this
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study.

To achieve that, this chapter begins with a more detailedidgon of the exponential
model in section 6.2, while the role of cumulants and the ection between these cumu-
lants in describing the measured attenuation are discusssttion 6.3.1. This work is
concerned with scattering media with wavelength-invargaand wavelength dependeng
values. The use of an exponential model on the attenuatextrsppn measured from these
media are discussed in section 6.3.2 and section 6.3.&atdggly. The link between the
terms in the cumulant based attenuation model and that iexpenential model is also
established in these sections. Based on the knowledge of iwattenuation changes
with a medium’su, and 4, the criteria used in a model to account for these changes are
described and a more suitable attenuation model to be ustlsinvork is derived in
section 6.4. The search for the optimum value of parameteas iattenuation model is
discussed in section 6.5, and the accuracy of the value &stthusing both the exponen-
tial model and the new version of attenuation model derivecthfthis work is compared
using simulations in section 6.6. The performance of theseéets is also compared with

the techniques described in Chapter 4 and 5, with the res@$epted in section 6.7.

6.2 The exponential model (Heuristic search-based model)

The performance of the exponential model mentioned in E§.Z2) and shown again in
Eq. (6.2.1) was previously investigated using the trantamit data of a0 mm thick in-
finite slab?’ This exponential model was used to fit to the measured attienwsiectrum

to extract the medium’s optical properties valiés.
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A = ay exp(—pab1) — ag exp(—paba) + epta + friar + g\ + h (6.2.1)

The variablesiy, b1, as, b, €, f, g, andh shown in Eq. (6.2.1) are the fitting parameters.
In the case of two absorbers (i.e. Hb and Hp@ blood, the SQ value is related tqi,

via
Ma = (5ABSOZ + EB)TH (622)
wheresag = ca — g IS the extinction coefficient difference between absorband B,

which represent Hb©and Hb, respectively. Substituting Eq. (6.2.2) into EQR (B) gives

A = QXp(—(EABSOQ -+ EB)THbl) — a2 exp(—(sABSOQ + €B)THb2) + G(EABSOQ + EB)TH R

+ f)\(EABSOQ -+ €B)TH -+ g)\ + h (623)

In that demonstration, the, value of the slab was varied linearly frol8 mm™' to

1.2 mm~! with wavelength of the illuminating lighty and is given by?’

ps =M\ — ¢ (6.2.4)

wherem = 0.002 x 10° mm~2 andc = 0.1 mm~! are the gradient and intercept values
of ul versus) relationship. Theu, and A are in units ofmm~' andmm respectively,
with \ varied from450 x 107% mm to 650 x 10~ mm. The photon propagation in the
medium was simulated by means of Monte Carlo simulatidnssing the derived TPSFs

and absorbers’ extinction coefficients in the wavelengtigeaof450 nm to 650 nm, the
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attenuation spectrum on which the exponential model walifith was calculated from
Eq. (5.2.12)? This model was shown to produce gnvalue with an absolute error of
less thar0.3%.2" The attenuation values given by this fitting model and theiszy of
the estimated SOwhen each of the terms in Eq. (6.2.3) is introduced into thdehoan
be found in the work by Rodmef. A demonstration of the quality of fit using this fitting
model will be shown later in section 6.6.

The terms in the exponential model shown in Eq. (6.2.1) weegipusly found by an
heuristic search technique and based mainly on the chandlee measured attenuation
spectrum depending on the medium’sandy.,.2” Even though this model is termed as the
exponential model in the work by Rodméllto prevent confusion between the exponen-
tial model shown in Eq. (6.2.1) and the single exponentiatleiehown in Eq. (5.4.11),
the exponential model shown in Eq. (6.2.1) is referred tchia study as the Heuristic
search-based model (HS model).

It was briefly mentioned in section 2.5.5 that this HS modduces to the Lambert-
Beer law whenu,= 0 mm~!. Two additional points should also be mentioned with
regard to the way this model accounts for the effects of Iggattering and absorption
on the measured attenuation. First, the variation in adt&om with ».. is described by
wavelength (i.e.\) terms, in which a linear relationship betweghand A term shown
in Eqg. (6.2.4) is assumed. Second, this model considersngeparable influences of
us and i, components on attenuation by including tlag\ term in the expression. A
further understanding of the meaning of each term in this Hfflehcan be achieved
by associating these terms to the coefficients in cumularddbattenuation model in

section 6.3.2 and section 6.3.3.
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6.3 Relating Heuristic search-based model to cumulant
based attenuation model

The attenuation value given from a spectroscopic expetiroan theoretically be ex-
pressed using the cumulant generating funcéfievhile the HS model shown in Eq. (6.2.1)
was reported to be able to reproduce the attenuation speéfrso it is of interest to in-
vestigate the relationship between these two models. fhe dittenuation as a function
of cumulants, its statistical significance and the relaiop between cumulants are dis-
cussed in section 6.3.1. This is followed by a discussiohefihk between the cumulant
based attenuation model and the HS model in section 6.3.2extbn 6.3.3. Thel ver-
Susu, relationship given by cumulant based attenuation modelHfdanodel when the
value of parameters in HS model is derived from the cumulahies is shown later in

section 6.3.4.

6.3.1 Expressing the TPSF cumulants

It was mentioned in section 2.5.3 that the cumulant gemegdtinction described the
properties of a photon time-of-flight distribution, withetHatter carrying information
about the scattering and absorption processes of photopaguiting in a medium. This
function is comprised of an infinite power series.Qfwhose coefficients contain the cu-
mulant values. For convenience of reference, light atteonia@iven by the summation
of the attenuation offsek,, and cumulant generating function shown in Eq. (2.5.17) is
written again in Eq. (6.3.1), where the summation term in(B@.1) can be expanded to

give Eqg. (6.3.2).

191



A=ro— Y ﬁn% (6.3.1)
n=1 :

2 3
(“6‘26;"> by Hacm)” (6.3.2)

= Ko + K1aCm — K2 31

These cumulants are uniquely related to the moments(i)eof a TPSFE! and so vary
with changes in the TPSF. They can be calculated from thesieuformula shown in
Eqg. (2.5.19). The first two cumulants, which represent meahvariance of a TPSE®

are given by*3135

K1 =mi =t (6.3.3)
Ko = My —m3 = o2 (6.3.4)
It must be mentioned that all the cumulants are unrelateddh ether. Takings, ex-
pressed Eq. (6.3.4) as an example, it can be seen that theim@edithe spread of this
distribution around the mean (i.e. variance) is calculdigdubtracting the mean (i.e.
)p).136
It is shown in Eg. (6.3.2) that the attenuation is expressedrminfinite summation
of a power series ofi, which is unattainable, so there is a need to identify a closed
form expression which can approximate this function. Thisction has a similar form
to the Taylor series expansion of an exponential equatiahthat the coefficients in
the (cumulants based) function have different values thasd found in the exponential

series. Thus a more suitable attenuation model is investigatsection 6.4.
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6.3.2 Considering a medium with wavelength-invariantus

Referring to the HS model, if a sampled is invariant with wavelength, the terms
(i.e. fuaA andgl) in the equation, which represent the effects of waveledgihendent
scattering component on the measured attenuation, wowloinee constant. They can

then be included into parameigr, andh, so that this model is reduced to

A = ay exp(—fab1) — ag exp(—paba) + ejta + h (6.3.5)

Since the effects of varying; on attenuation are excluded from the HS model, it is re-
ferred to in the following as thg; invariant HS model. The two exponential terms shown
in EQ. (6.3.5) are to provide more degrees of freedom, atigvé greater number of pa-
rameters to var{?’ during the fitting. Expanding the exponential terms in Eq3.®) as a

Taylor series and rearranging the equation gives

2 3
A= (CL1 — a9 + h) — (a1b1 — a2b2 — 6) Ma+ (alb% — agb%) & — (albi’ — agbg> /ﬁ + ...
0 1 2 3 (636)

It can be seen by comparing th¢ invariant HS model and cumulant based attenuation
model that these two models have a similar form. The coefficé the terms in the
invariant HS model can, although not strictly true, be asded with the cumulants shown
by the underbraces. An explanation of this is provided lmieection 6.3.4. Meanwhile

it is mentioned in section 6.3.1 that TPSF cumulants arelated which is the possible
reason why the, term is included in Eq. (6.3.6) as it is to break the link begwéhe
coefficient of first order term (approximated lay) from that of the rest of the terms.

Based on the accuracy of the estimated value, it seems abtepta to break the link
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between coefficients corresponding to higher order cuntsiamd this is elaborated in the

next section.

6.3.3 Considering a medium with wavelength dependent;,

If the medium’sy;, value varied approximately linearly with wavelength, fii@nvariant
HS model shown in Eq. (6.3.5) is no longer valid as it does novawt for theu, depen-
dent variation in attenuation due to the absence dterm in the model. The HS model
shown in Eqg. (6.2.1) is more suitable to approximate thenatigon spectrum measured
from this kind of medium.

Similar to section 6.3.2, the coefficients of terms in thisdelocan be associated
with the cumulant values. This is achieved by first expandiregexponential terms in
Eq. (6.2.1) and then grouping terms to give:

) fa

2
A = (a1 — a3 + h + g)\)/—galbl — a2b2 — € — fAZMa+£a1b% — agbg)J%—\(albi’ — CLQb%/ 3'

N

ko(A) K1 () K2

H3(6.3.7)
This equation shows that the attenuation offset and mednepagth (i.e.x, andx,) vary
linearly with the wavelength, which is indicated by the gmese of variable\ in the first
and second terms in Eq. (6.3.7). If the mediumss as shown in Fig. 4.5, the validity
of these agrees with the results shown in Fig. 5.6(a) and5gb) for the relationship
between the zeroth and first order cumulants and the wawuélemgking the parameters
associated with the,(\) shown in Eq. (6.3.7) as an example, the summation efu,+h
gives the intercept value af,(\) in Fig. 5.6(a) while the parameteris the gradient of

the plot.
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The HS model assumes terms associated with higher ordedantagcumulant order,
n > 1) do not vary with wavelength. This is not true as all cumudaaute wavelength
dependent as shown in Fig. 5.6. From the accuracy of the &sithvalue that was re-
ported?’ this seems to suggest that the variation in coefficientsoa®d with high
order cumulants) with wavelength can be ignored. A posskfganation of this is that
the ‘skeleton’ of an attenuation spectrum can sufficienéydiescribed by the terms and
coefficients related to lower order cumulants, while thossoaiated with higher order
cumulants are used to add details to the spectrum, so a@redige for these coefficients
(correspond to higher order cumulants) is not strictly nesgpll This could also be the rea-
son why no additional parameter is included in Eqg. (6.3.6)&q. (6.3.7) to separate the
coefficients associated with high order cumulants. The @a®gof using this HS model
in expressing the measured attenuation is further invagsiiin section 6.6. But prior
to that, the difference in the attenuation values given leydlimulant based attenuation

model and that from the HS model is graphically demonstriatdidle next section.

6.3.4 Deriving parameters of Heuristic-search based model from cu-

mulants

Previously, it was shown that coefficients of the terms irH8anodel shown in Eq. (6.2.1)
and Eq. (6.3.5) can be associated with cumulants. A teshéedtjuality of both of these
parameters is performed in the following when the value oapeeters in HS model is
solved using the cumulants. For a better illustration, thgls-valuedA versusy, re-
lationship measured from a medium with non-varyjrigis employed in the following

demonstration so that the invariant HS model shown in Eq. (6.3.5) can be used. Using
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the simulated TPSF shown in Fig. 5.1, an attenuation valcaleulated from Eq. (5.2.12)
as/i, varied from0 mm~! to 0.5 mm~!, these are plotted in Fig. 6.1.

It is not possible to measure all of the cumulants (since #reyan infinite number)38
SO a truncated cumulant series is used. Besides, it is als@gting to show how well a
truncated cumulant based function is able to reproducetieeattenuation values. These
cumulants are derived from the TPSF which gave the attestuasilues shown in Fig. 6.1
and they are calculated from the recursive formula shown in(E§.19). Using these
cumulant values, the value of parameters in HS model can taéneld. The number of
cumulants chosen for this demonstration is based on thdiu#rat is required to solve
the parameters in the HS model. The six unknown parametevsnsim Eq. (6.3.6) can
be derived using a minimum of six cumulants, so cumulantspafouorder 5 (including
ko) are calculated. An example of the steps involved in degithrese parameter values
from a finite number TPSF cumulants is provided in AppendiX e derived values are

then substituted into Eq. (6.3.5) to give the attenuationevals a function ofi,.

6.3.4.1 Results and discussion

The attenuation values given by the truncated cumulant baiseduation model and;,
invariant HS model, whose coefficients are derived from d@ginumber of cumulants,
are shown in Fig. 6.1. The value shown inside the parenthiadég. 6.1 indicates the
maximum order of cumulants used in deducing the attenuatbre.

Fig. 6.1 shows that the attenuation value given by the tri@dceumulant based atten-
uation model agreed well to the true value in smallregion (u, range of0 mm~! to
0.05 mm™1!), but a large error in attenuation value can be observedeimigh ., region.

This discrepancy is consistent with the results observeathier work?13°> where the
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Figure 6.1. The true (solid line) and the calculatédersusy, relationship given by a
truncated cumulant based attenuation model (closed timeleand.; invariant HS model
when its coefficients are solved using a finite number of camisl (open circle line).

growing deviation of attenuation from the true valueugsncreased implies the need for
higher order cumulants (i.e. in this case> 5).%! This is because the high order cumu-
lants cannot be neglected as the summation of all (infiniR§H cumulants is required to
guarantee the convergence of attenuation given from curnb&sed attenuation model
to the realA versusu, relationship?

The coefficients inu invariant HS model are derived from only a limited number of
cumulants with all these coefficients, except those coarding tox, andx,, are con-
nected; but there are considerably lower errors (i.e. ih higregion) between the trué

versusy, relationship and that given by this model as compared torthrcaited cumu-
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lant based attenuation model. This is because, unlike timedted cumulant series, the
exponential terms in the, invariant HS model include non-zero high order coefficients
(i.e. up to an infinite number of terms), which suppressetha in the highu, region.
Another interpretation from this result is that the coeéfids iny; invariant HS model
are not equivalent to the cumulants values. This can alsodrefsem Eq. (6.3.6) which
shows that the coefficient of all terms beyond the first ordentin the power series are
linked. The parameter values derived from a limited numlbeumulants are, therefore,
not optimal to reproduce the attenuation values. A more@pfate approach that can be

used to search for the optimum value of these parametersdsided in section 6.5.

6.4 The empirically based model

As discussed in section 6.3.2 and section 6.3.3, the HS nsba&in in Eq. (6.2.1) takes
the form of cumulant based attenuation model, but this mddes not include the varia-
tion in the higher order cumulants ¢ 1) with the measurement wavelength, which can
be seen from the absence of wavelength term for coefficiestscaated with higher order
cumulants in Eq. (6.3.7).

So in this section, an attenuation model that can be moraldyitised to reproduce
the attenuation value measured from the medium consideréds work is suggested.
Any further improvement in the accuracy of the estimatedi®alhen this version of
attenuation model is used is examined later in section 6o6arfive at this model, it is
necessary to understand the effects photon scatteringlsmwipdion processes have on
the measured attenuation spectrum. Based on an absorlaittgrsrgy medium with the

s described in Fig. 4.5, changes in attenuation value withntkedium’s ., and p. are
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summarised below.

1. In the absence of scattering, = 0 mm~!, the linear relationship betweehand

1a IS governed by the Lambert-Beer law and is given by

A = jiad (6.4.1)

Here,d is the separation between the light source and the detector.

2. In the case of a medium with wavelength dependér(shown in Fig. 4.5), light
attenuation varies linearly with the wavelength when thelioma’s 1., IS a constant
value

3. If both of the medium’'su, and n; are wavelength dependent, the measured at-
tenuation can be expressed as an infinite summation of pemesofu, whose

coefficients are given by the cumulant values which vary wislvelength
A fulfilment to the criterion mentioned above in point (3) danachieved by assuming
that in the absence of absorption, cumulants vary lineaitly wavelength as shown in
Fig. 5.6 to give the attenuation shown in Eq. (5.4.3), whhewritten in the following
for convenience:

A(X) = ag + boA — f: (an + bnA)M

; (6.4.2)
n.
n=1
EqQ. (6.4.2) can also be written as
= (—pa(N)em)" - (—pa(A)em)"
A(N) = ag + boA — ZG”T —/\anT (6.4.3)
n=1 n=1
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Letting the infinite summation of terms containiag(andb,, in Eq. (6.4.3)) be approx-
imated by an exponential term as the latter includes an iafsuimmation of terms and is
able to converge to the trué versusu, curve as shown in Fig. 6.1 gives an expression of

attenuation as

A= ag+boA — fexp(—gpa) — hAexp(—kpia) (6.4.4)

whereay, by, f, g, h andk are parameters to be varied. In the case whgs a constant,
Eq. (6.4.4) can be reduced to a linear equation, complyinly thie condition described
above in point (2). Expanding the exponential terms in Egt.f§ as a Taylor series and

rearranging the equation provides

2

A= (ag+boh— f — hA) + (fg + hAR) pa— (f2 + hMD) B2 (6.4.5)
N — > — N
Ko () K1 () K2(N)

It can be seen from Eq. (6.4.5) that the exponential terms irf@z4.4) give non-zero and
wavelength dependent coefficient value for infinite termstte coefficients for all terms,
except from the zeroth order term, are linked. To break tmmeoction between the coef-
ficient of terms in EqQ. (6.4.5), which follows from the indepkence of cumulants from
each other as discussed in section 6.3.1, additional team$e added into Eq. (6.4.5).
Similar to the steps taken by Rodntélthe connection between coefficient of terms as-
sociated with cumulant of order greater than one ;) is ignored here. The reason
the first cumulant (mean) is segregated from the rest hasdg®ained in section 6.3.3.
Besides, an increase in the number of additional parametdnetk the connection be-

tween coefficient of higher order terms in the power serieslevalso increase the overall
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complexity of the model, so this can result in an over-fitttighe measured attenuation
spectrumt39

Thus, by adding an extra termm,.,, into Eq. (6.4.4) gives
A = ag+ bo) — fexp(—gpia) — hAexp(—kita) + mpia (6.4.6)

Rearranging Eg. (6.4.6) provides

2

A= (ao+boh — f — hA) + (Fg + hAk +m) jia — (ng+hAk2z%+... (6.4.7)

J/ N / N

'

Ko (A) Kk1(A) k2 ()

In the absence of scattering, all parameters other thanatreetenn in Eq. (6.4.6)
are zero, and Eq. (6.4.6) is reduced to the Lambert-Beer tasvapparent by comparing
the model shown in Eq. (6.2.1) and Eq. (6.4.6) that the HS renttthis new version of
attenuation model are similar, except that the coefficieatcoh term in the newly derived
model is wavelength dependent in order to account for thiatan in all the cumulants
with wavelength. The attenuation model shown in Eq. (6.4s6)eveloped based on
observation of the results and knowledge acquired in thatysto it is termed here as the
Empirically based moddE-based model). This model is a closer approximation to the
cumulant based attenuation model as it is derived from ther]ai it is expected to be a
more suitable model used at reproducing the tfiealue. The accuracy of its estimated

values is compared with that given by the HS model in sectién 6
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6.5 The search of optimum value of fitting parameters

In section 6.3.4, it was demonstrated that the parametetfseip;, invariant HS model
are derived from a finite number of cumulants which can, irc{ice, be calculated from
signals measured using time-domain or frequency-domahmiques. However, the use
of either a time-domain or a frequency-domain system is m@tobjective of this work.
Besides, the coefficients in HS model are not equivalent tactimeulants and the val-
ues derived from the cumulants are not optimal, which is wigygroduced attenuation
failed to converge to the true values shown in Fig. 6.1. Th&mapn value for param-
eters in a model can be found via the least square fitting ordeowative optimisation
method4%-142\While both of these methods would produce the same resultost of
the cases?® the former, which uses derivatives and partial derivatieefind the local
minima,}*® is preferable when the function to be minimised is a quach#tivhile the
latter is particularly useful when the data are néf8pr when the function has many lo-
cal minimal as the least square method has high rates oféocakrgencé*1#2Both of
the unconstrained least square and non-derivative ogtiimrs methods place no limita-
tions on the value of the estimates and are available in M&ffiabction: | sqnonl i n
andf m nsear ch, respectively. Constrained nonlinear optimisation meshoah also
be used to find the optimal value of parameters in a model bundery value for fitting
parameters is required, so it is not considered in this sty the above mentioned

reasons, the unconstrained nonlinear optimisation mathoeskd in the following.
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6.5.1 The curve fitting routine

The optimisation method employed in this work uses the Neltiead searcH® to seek
for an optimal value for the fitting parameters to minimise #nror between the attenua-
tion estimated by a curve fitting model (e.g. Eq. (6.2.1)) and that is measured.

The fitting parameters in a model can be categorised as lmebmonlinear parameters.
The linear parameter is a parameter which changes the dutpuattenuation value) in a
linear way, whereas a nonlinear parameter modifies the batmiinearly?*’ Taking the
HS model shown in Eq. (6.2.1) as an example of curve fittingehdde linear parameters
areas, as, €, f, g andh while the nonlinear parameters consistbef b, and f, in .
The search of the value of these fitting parameters begins sigraisg each of these
parameters with a starting value. None of these values arerknso they are all set to
one. This value is chosen as other initial values have ateshgnd similar results are
obtained. These values are then substituted into the cutwvigfmodel (i.e. HS model
shown in Eq. (6.2.1)) to give the attenuation valués, The resolution of the calculated
Ac spectrum depends on the spectral resolution of the medaivsarptivity spectra. The
linear parameters change the attenuation linearly, ssgwach iteration of the fitting
procedure, the linear parameters are computed with thestzestkoperatof\ ) and they
are given from

k = X\A (6.5.1)

wherek is an array containing the value of, as, e, f, g andh. A is the measured at-
tenuation anX is a function ofb;, b, and f, values. The value of nonlinear parameters
(i.e. b1,by and f,) are searched by the nonlinear optimisation routine. Thigrosa-

tion method does not apply constraints to the value of thesanpeters (e.gf, should
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be within the range 06% to 100%) but it will seek for a new value for each nonlinear
parameter according to the size of errdvH) between the calculated attenuation spec-
trum, A, and the true attenuation spectrusy,, with an aim to minimise this\E value.
The reason the value of linear and nonlinear parametersearelsed separately is that
this optimisation method works better when only a few vddatare involved:*8 In this
case, only the value for parameteb; and f, are searched using this function. Besides,
the use of backslash operator in calculating the value eflirparameters compels the
convergence of the calculated to the true values.

If AE > 1 x 1072, the search for a new value for these fitting parameters would
continue and a new value is automatically assigned to edutgfftarameter. With these
values, newA, values are calculated and a smalidf would be expected. This process is
iterated untilAE is less tharl x 10~2° or when the number of iteration (N) has exceeded
1000. TheseAE and iteration limits are chosen because it was found frasnbrk that
both of these values are sufficient for thgspectrum to converge to that which has been
measured. A decrease in thd= limit or an increase in the number of iterations, or both,
may improve the accuracy of the estimated value, althouighvtbuld also result in an
increase in the computation time. In addition, the iterapoocess is halted if changes
in the value of all parameters become less than 10~2°, where the optimal value of
each parameter is assumed to have been obtained. By the dralitdration, the value
of these fitting parameters is updated. The returned valteegjigen by the value of
parameters used in the final iteration. The search for theswafl these fitting parameters

is summarised in Fig. 6.2.
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Initialise the value of linear and nonlinear
parameters in a fitting model
e Each parameter is assigned with an initial value
(e.g. for Eq. (6.2.1):
Linear parameter: a; = 1, a,=1, e=1, =1, g =1, h=1
Nonlinear parameter: b, =1, b,=1, f, (in p,)=1)
e Initialise the iteration counter, N=1

A4

Calculate the attenuation values, 4.

A 4

o Substitute the value of each parameter into the
fitting model (e.g. Eq.(6.2.1))

Evaluate the size of error
e Error, AE=X (AC -4, )2

A, = Calculated attenuation spectrum
A = Measured attenuation spectrum

SN+ ISAE>1x102 2 No

Yes

A4

e The new value for linear parameters is computed
with backslash operator
e Fminsearch is used to search for a new value
for nonlinear parameters

No Is the number of iteration process, N> 1000 ?

Yes
A 4

Updating the value of
parameters

Figure 6.2: Flow diagram of the fitting routine.
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6.6 Comparison of the performance of curve fitting mod-
els

It was mentioned in section 6.5 that the search for the valpa@meters in a model can
be obtained via the fitting of the corresponding model to tleasared attenuation spec-
trum and the process is shown in Fig. 6.2. In this sectionatioairacy of thef, value esti-
mated via the fitting of the HS model and the E-based modektotasured signals is ex-
amined and compared using the attenuation spectra of aevegtbldependent scattering-
absorbing medium. Even though thginvariant HS model shown in Eq. (6.3.5) does not
include the variation in attenuation value with changeshim medium’sy, its perfor-
mance in terms of error in the estimated value is also showmeifiollowing.

The attenuation spectrum for different S@alues (varied from0% to 100% in 1%
increments) is calculated from Eq. (5.2.12) based on the=§R8&d extinction coefficient
data shown in Fig. 4.7 and Fig. 2.3, respectively. The oxg-dgoxyhaemoglobin are the
medium’s absorbers giving the mediumig expressed in Eq. (6.2.2). Substituting this
expression ofi, into the employed fitting models: HS model in Eq. (6.2,%)jnvariant
HS model in Eq. (6.3.5) and E-based model in Eq. (6.4.6), ab$lQ) become one of
the fitting parameters as shown in Eq. (6.2.3) when HS modedasl. Notice that in the
case of a medium with three absorbers, the mediup'shown in Eg. (5.5.1) would be
substituted into these models.

The estimation of ; is complicated as it is tied to other fitting parameters. Aarsgle
of these parameters, in the case of the HS model shown in Exjl)6areb;, b, e and
f. Even though thd}, of haemoglobin components in blood would change with time,

parameters that are multiplied to thi§ would be modified during the fitting process to

206



‘correct’ this value. Therefore the, in the employed fitting models (i.e. HS model and
E-based model) can reasonably be replaced given in Eq. (4.2.3).

It must be mentioned that during the fitting process, eachaisditted to the attenu-
ation values ind versus wavelength space (instead of thatlimersusu, space). This is
because the mediumj§ and7}, that are required to give the, are in practice unknown,
and attenuation value is the only measurable from contisugensity measurement that
can be used to give an estimate f3fvalue. This fitting process relies largely on the
SO, dependent variation in the attenuation spectrum (whichastmpparent in the wave-
length range of aroundld0 nm — 600 nm as shown in Fig. 5.3), therefore, accuracy of
the estimated value depends on the precision of the curvagfitiodels at describing the
underlying (scattering and absorption) processes thattha/corresponding measured at-
tenuation spectrum. Using the attenuation spectrum quureted to different S©value,
the value of all fitting parameters including the S@lue are returned at the end of fitting

process. This process is then continued for the attenugiectrum for other SQvalues.

6.6.1 Results and analysis

The absolute errors in S@stimated by different curve fitting models are shown on a log
plot in Fig. 6.3 for clarity and the mean of these absolutersris shown in Table 6.1.
Error in the estimated SQwhose values are not within the range-af% to 102%, is not
plotted in Fig. 6.3, e.g. when the set SO 87% for the value estimated hy, invariant HS
model shown in Eq. (6.3.5). The reason these invalid ®flues are produced is that the
employed optimisation method does not apply boundary gaiués fitting parameters.

A comparatively large error in the value produced by ghévariant HS model can be
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107 ' | —+— Fitting usingy, invariant HS model
Fitting using HS model
Fitting using E-based model
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set SQ(%)

Figure 6.3: Error in the SQvalue estimated using different curve fitting models when
they are used on the attenuation spectrum for different S8@own on the x-axis). The
error in the estimated Sutside the range 6f2% to 102% is not shown in the diagram.

seen in Fig. 6.3 and Table 6.1. This can be understood by ¢hé&hat this model does not
account for the variation in attenuation with wavelengtpet@ent:, component. The

mean error in the estimated $@iven by the HS model shown in Eqg. (6.2.1) is slightly

Table 6.1: Mean of error in the SQ@alue given by different fitting models.

Fitting model No. of fitting Mean of absolute
parameters errofA)
s invariant HS model 7 8.45
HS model 9 0.44
E-based model 8 0.307
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higher (with an error 06.14%) than what was claime. A possible reason for this is the
larger magnitude ofi values and the nonlinear variation in thegevith wavelength that
are used in this demonstration. The error in the value giyetiis model is also shown
to increase in the higher S@egion and appeared to have a greater fluctuation compared
to that produced by E-based model. Notice that the amplitddeimps and dips in the
spectrum increases with the medium’s.§@s shown in Fig. 5.3), a possible explanation
of the observed error is that the HS model does not describeutiderlying process
efficiently so producing local minimum of the function thatriot globally optimal*®

It can be concluded by comparing the results given by eacdhgdfithodel shown in
Fig. 6.3 and Table. 6.1 that the E-based model has slighttgitggérformance in terms of
the accuracy of the estimated value when, S@5% for the case considered in this work.
The main difference between the HS and E-based models ixthes®n of the variation
in higher order cumulants:(> 1) with wavelength in the former model. But based on
the discussion in section 6.3.3 and accuracy of the compuatie@s, it seems to suggest
that the effects of the variation in higher-order cumulamith wavelength on attenuation
are considerably small and, therefore, can be ignored écdise of: considered in this

work.

6.7 Comparing the performances of quantification ap-
proaches used in this study

So far three different approaches that can be used to estangt value in a medium with

wavelength varying:, andyu values have been described, they are (1) fixed wavelengths
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technique which uses linear equation model in Chapter 4h@amalysis of gradient({,.)
value given from different wavelength pairs in Chapter 5, @)curve fitting models that
are described in this chapter. The error in fh@alue estimated using these methods has
been demonstrated on simulated reflectance data for anteéndliaibb generated using the
Monte Carlo method.

The spectroscopic study of a scattering-absorbing medambe performed using ei-
ther the transmittance or reflectance measurements. Wtilieobthe diffuse reflectance
and transmittance measurements can be used for the amplicat a bulk and thick
medium, i.e. breast>!°transmittance measurement can suitably be used for the op-
tical spectroscopy of a thin and weakly scattering mediéin.

The results shown in Table 6.1 and Fig. 6.3 show that the Eebasodel is suitable
model to recover a medium’, value by the fitting of this model to the attenuation spec-
trum of the corresponding medium whasgvalues are shown in Fig. 4.5. Therefore, the
performance of this model is compared in the following with bther methods discussed
in Chapter 4 and 5. Also used for comparison is the HS model shiowq. (6.2.1), as
it was previously reported to be a good curve fitting modeletwover SQ value?’ To
demonstrate the performance of the techniques describ€tapter 4 and 5, the com-
bination of wavelength469 nm, 593 nm, 600 nm, which is the best combination for
overall SQ, selected in Chapter 4 is used in the following as the fixed lgagths to
give an estimate of SQusing the wavelength dependent MLBL shown in Eq. (4.4.1).
Meanwhile, the groups of dual-wavelength combinationsectéd at differentf, value
are used to given, values for the analysis described in Chapter 5. The techsidae
scribed in Chapter 4 and 5 are referred to in the following destrations as th8olving

a linear equation modedndGradient processing methprespectively.
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Description of the medium and measurement system

The ability of these methods to recover a mediujfy’'salue is investigated in the follow-
ing using reflectance and transmittance data. The infiratewsith wavelength dependent
s andp,, and detector used for the measurements in transmittadoefectance modes
in Monte Carlo simulations are shown in Fig. 6.4. The wavelenmtependent;, values
of this medium (in the wavelength range 4f0 nm — 600 nm) are shown in Fig. 4.5.
For each simulatior20 million photons are launched normally into the medium ared th
propagation of photons in these media are given in Appendikh@.photon pathlength
cutoff, reflectance and refraction angles of these photedescribed in section 3.3. For
the case of reflectance measurements, an annular detethoinnér and outer radii of
2.5 mm and3.5 mm, respectively, is used so that the detection of surfacectefidight
can be minimised, while a detector with aperture diametee- 50 mm, is employed
in the transmittance measurement. These detector sizehasen so that a sufficient
number of photons (i.e. more thanmillion photons) are collected. The medium and
experimental system used for the reflectance measurenetiteasame as those used to
produce the results shown in Fig. 4.13, Fig. 5.10 - Fig. 54@ kig. 6.3. These sim-
ulations produced TPSFs which are used to give attenugpectrs for a medium with
absorbers shown in Fig. 2.3. The attenuation spectrum asa®® varied from0% to
100% in 1% increments is calculated from Eq. (5.2.12). Theis either tied to other
parameters as previously mentioned in section 4.4 ancbse@tb or its changes have no
effect on the data analysis as discussed in section 5.4@ 4l] the methods work in
space. Each technique is applied to each attenuation spetdrgive an estimation of the
SO, value with the acceptable analytical range-6f% to 102%. Similar to the results

shown in previous chapters, the estimated value outsidedhge will not be shown on
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the plot.
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Figure 6.4: The infinite slab and detectors used for refleetaand transmittance mea-
surements in Monte Carlo simulations.

The results are presented in three different subsectiofdlaws: in the first subsec-
tion, simulation data are derived from the reflectance modasurement and the errors
ASGQO, given by different techniques are shown in section Result {his is followed
by the results on error in the calculated values when thentqubs are used to estimate
SO, based on the transmittance data in section Result (2). In@&atiese sections, the
error in the value given by each technique when spectra aitipéing resolution of nm
and0.5 nm are employed is presented. As mentioned in section 4.%e2ndasured data

are, in practice, subject to quantisation error and noisensystem. For this reason,
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the robustness of the discussed techniques to noise areacedgnd presented in section

Result (3). A discussion of these results is in section 6.8.

6.7.1 Result (1) : Error in SO, estimated based on reflectance data

Fig. 6.5 shows the full scale error in the value estimatedgusifferent methods based
on the attenuation spectrum for different values of, 8@asured in the reflectance mode
versus the set S{dshown on x-axis). The estimation of $@alue is based on the atten-
uation spectrum with spectral resolutioniofim (Fig. 6.5(a)) and).5 nm (Fig. 6.5(b)).
The techniques used are the simultaneous solution of waythldependent MLBL using
data a469 nm, 593 nm, 600 nm (red line), the processing of gradient value of different
wavelength pairs iml versus wavelength space (closed circle green line), tivegfitif the
HS model (blue line), and the E-based model (dark line) tarieasured data. The results

are discussed in detail in section 6.8.
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Figure 6.5: Full scale error in the S@stimated using different techniques versus the
actual SQ (shown on x-axis). The estimation of $@ based on the attenuation spectra
measured in reflectance mode with spectral resolution df ¢a) (b) 0.5 nm.

6.7.2 Result (2) : Error in SO, estimated based on transmittance

data

Fig. 6.6 shows\A SO, estimated using different techniques based on the atienusiec-
trum for different values of SPmeasured in transmittance mode versus the actual SO
(shown on x-axis). The error in the value estimated basedgents with spectral res-
olution of 1 nm and0.5 nm is shown in Fig. 6.6(a) and Fig. 6.6(b), respectively. The
techniques used are the simultaneous solution of wavéietlggtendent MLBL using data
at 469 nm, 593 nm, 600 nm (red line), the analysis of gradient of different waveldngt
pairs in A versus wavelength space (closed circle green line), tiegfitf data using the
HS model (blue line), and the E-based model (dark line). Bason theASO, given by

the wavelength dependent MLBL appears discontinuous dfeesét S@= 95% is due
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to the selection of wavelengths. A more detail discussiathisfand the results shown in

Fig. 6.6 can be found in section 6.8.

16 Solving a linear equation mode! 16 Solving a linear equation model
Gradient processing method Gradient processing method
141 Fitting using HS model 141 Fitting using HS model
1 Fitting using E-based model 12 Fitting using E-based model
— 10— T o 10 T ]
X ~ X ~
T s T~ ] E s T
) @
2 6f g 6
(&3 (&
(2] 2
5 4 S 4r
w w
2 n 2
OFT AN M 7 L UL Of = R [T T
-2 2
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
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Figure 6.6: Full scale error in the S@stimated using different techniques. The esti-
mation of SQ is based on the attenuation spectra measured in transogittaade with
spectral resolution of (a)) nm (b) 0.5 nm. Error in the estimated Sutside the range
of —2% to 102% is not plotted in the diagram.

6.7.3 Result (3) : Comparing noise robustness of different techniqse

A comparison of the robustness of the techniques discuss€thapter 4, 5 and in this
chapter to noise can be performed by modelling the noisyfddtaving the steps shown
in Fig. 4.18. The attenuation data used to produce the naisyals from reflectance and
transmittance measurements are given by those that aréaugi®é the error plots shown
in Fig. 6.5 and Fig. 6.6, respectively. Different technigjaee then used on the modelled
noisy signals to give an estimate of the S@lue.

As described in Fig. 4.1800 sets of noisy attenuation spectra are generated for each

SO,, which varied between% and100% in steps of1%. Based on these attenuation
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spectra, the mean and standard deviation of errors giveriffieyaht techniques are cal-
culated for the case when the noisy attenuation spectra easured in the reflectance
and transmittance modes, and the results are shown in Fign@. Fig. 6.8, respectively.
The mean ) and varianced) of these errors are denoted pyt o, these values are
shown in Fig. 6.7 and Fig. 6.8 when the reflectance and tratesme data with spectral
resolution ofl nm and0.5 nm are used and they are summarised in Table 6.2. The noisy
reflectance data (with a sampling intervallafm) used in giving the results in Fig. 6.7(a)
are the same as that used in section 4.5.3, therefore sienilarin the values given by
the wavelength dependent MLBL (based on the daté6fnm, 593 nm, 600 nm) can

be seen in Fig. 4.21 and Fig. 6.7(a). Similar to that mentianéRlesult (2) section, the
reason that SO(henceASQO,) estimated by the wavelength dependent MLBL appeared
discontinue after set S& 80% shown in Fig. 6.8 is due to the selection of wavelength

combinations. A further discussion of this and the rest estresults is in section 6.8.
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Figure 6.7: Mean of error in the S@stimated using different methods versus the true
SO, (shown on x-axis). These values are calculated based orefleetance signals
measured in the presence of noise. The standard deviatidmeafalculated errors is
indicated by the size of the error bar. These mean and s@nlgaiation are given by
the error in the S@estimated based 0300 sets of attenuation spectra (for each, O
The mean error in the estimated SQutside the range of2% to 102% during one of
the iterations (in Fig. 4.18) is not plotted in the diagrameBampling resolution of the
employed spectra is (2)0 nm and (b)0.5 nm.
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Figure 6.8: Mean of error in the SGstimated using different methods versus the set
SO, (shown on x-axis). These values are calculated based omahemittance signals
measured in the presence of noise. The standard deviatidmeafalculated errors is
indicated by the size of the error bar. These mean and s@deésaiation are given by the
error in the SQ estimated using00 sets of attenuation spectra (for each, O’ he mean
error in the estimated SMutside the range 6f2% to 102% during one of the iterations
(in Fig. 4.18) is not plotted in the diagram. The samplingoheson of the employed
spectrais (a).0 nm and (b)0.5 nm.
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Table 6.2: The average of mean and standard deviation of tb@lated absolute error in
the values given by different techniques based on the neigctance and transmittance
data.

meanu + o (in %)

TeChniqUE‘ aRlnm bRO.Snm CTlnm dTU.Snm

Solving a linear equation model.7 £2.65 4.8+25 337+194 33+2
Gradient processing method 2.7+ 2.1 19+£15 24+£18 1.6 £1.3
Fitting using the HS model 0.8 £0.65 09+0.67 0.64+044 0.64+0.45
Fitting using the E-based modeD.88 + 0.65 0.81+0.6 0.62+0.45 0.62+0.45

2 Rinm: reflectance spectra with resolutionlofim

b Rg.snm: reflectance spectra with resolution@mf nm

¢ Tinm: transmittance spectra with resolutionlohm

4 Ty 50m: transmittance spectra with resolutionf nm

6.8 Discussion

Fig. 6.5 and Fig. 6.6 show that the simultaneous solutionasfedength dependent MLBL
(i.e. solving a linear equation model) has the highest dvenar in the SQ values esti-
mated based on signals measured from wavelength dependéstisg-absorbing media
in both of the measurement modes. This error is due to thetg®ieof wavelengths when
there is an expensive tradeoff between sensitivity of thienesed value towards noise
and accuracy of the estimated SOrhe combination of wavelengthi$9 nm, 593 nm
and 600 nm used in this demonstration was chosen in Chapter 4 based ewtagite
data for the medium shown in Fig. 6.4, thus they might not feaibtimal combination
for the transmittance measurements in terms of accuracyanugtness of the estimated
value to noise. This is because the accurate estimation o¥&Qe requireg, and A of

the selected wavelengths to comply with either one of theslesngth selection strategies
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discussed in section 4.4.2. So even though a wavelengthinatidn chosen based on
the reflectance data may have the samnfer their« are as shown in Eq. (4.4.21)), their
attenuation measured from the transmission measuremeytsoh satisfy Eq. (4.4.18),
SO giving an inaccurate estimation of $@lue. This can be seen from the error plots
shown in Fig. 6.6 and Fig. 6.8, where the estimated 8&ue exceeding the analytical
limit of —2 to 102% was observed at certain $@nge (i.e. shown as discontinuity of the
line at SQ of about and beyongh% and80% using the noiseless and noisy data, respec-
tively), when the data at these selected wavelengths areaig@ce an estimation of SO
value. This shows that a different wavelength combinatiarukhbe chosen when one
of the measurement parameters is changed. However, it was fa this work that this
method has the fastest processing speed compared to othkryechanalytical methods
as it considered only the data at the selected three wavwbkeng

The accuracy of the value estimated via the analysis of thdignt value of different
wavelength pairs (iM versus wavelength space) collected in pre-measuremege sta
shown in Fig. 6.5 and Fig. 6.6 to improve with a decrease inpdiaign interval of the
employed spectra. This is due to the increase in the numbeataf points considered
during the estimation of SQOas explained in section 5.4.3. On the contrary, the simulta-
neous solution of wavelength dependent MLBL shown in Eq..14,4nd the fitting of
the attenuation spectra using the HS model and E-based rdod®it show any signif-
icant improvement in their calculateNSO, with the decrease in the spectral sampling
interval. This is because solving for $@a wavelength dependent MLBL uses only the
attenuation and absorbers’ extinction coefficients of #leded three wavelengths, while
the curve fitting models rely on the S@ependent variation in the attenuation spectrum

during the estimation of SO
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A similar trend is observed when these techniques are ustdomwisy signals. Fig. 6.7,
Fig. 6.8 and Table 6.2 show that errors given by the Gradiemtgssing technique are
considerably large and these errors are comparable (airc&0 values) to that given
by the wavelength dependent MLBL when spectra with a reswiudf 1 nm are used.
However, the error of the estimated value reduced by ab@iitwith a decrease in the
spectral sampling interval @5 nm as more data points are taken into consideration dur-
ing the estimation of S©value. Other techniques do not show any noticeable change in
their performance with the improved sampling resolution.

The accuracy of the value estimated by curve fitting modetsvehn Eq. (6.2.1) and
Eq. (6.4.6) is consistent for different measurement schemeéspectral resolution. Their
performance are similar even in the presence of noise shogur6H, Fig. 6.8 and Ta-
ble. 6.2, where it is shown that these fitting models producevanall lowest error with
the least variation compared to other techniques. Thisi@aghat both of these fitting
models have sufficiently reflected the true underlying psees (i.e. scattering and ab-
sorption processes) that give the measured attenuatiatrgpe Additionally, the curve
fitting method considers all the data points and depends®®® dependent variation
in the attenuation spectrum in the estimation of,S&s long as the measured data are
sufficiently sampled (in terms of number of data points)séftting models would work
reasonably well even with noisy data. But these fitting motiled to produce an esti-
mated value within the limit chosen in this work (i.e. analgt range of—2% to 102%)
when the set SQis at about and beyon@8% shown in Fig. 6.7 and Fig. 6.8. An ex-
planation of this is that the employed optimisation methodsinot apply bound to the
estimated S@value. This is also the reason for the discontinuity in thereline pro-

duced by the simultaneous solution of wavelength dependéBL shown in Fig. 6.6
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and Fig. 6.8 when no constraint is imposed on the value ettnasing this method.
This problem, however, is not observed in the values givethbyGradient processing
method because the estimated value is given by the analydtige when the selected
wavelength pairs are stored in pre-measurement stage.eH#h estimated value can

only be within the analytical range considered in this work.

6.9 Conclusion

This chapter established the link between the terms in thenb&I shown in Eq. (6.2.1)
and that in cumulant based model shown in Eq. (6.3.1). Itésvsithat cumulant can be
associated with the coefficients in the model, but they ateqoivalent. In addition, the
HS model is better than the truncated cumulant based modsprtducing the measured
attenuation spectrum as it accounts for a non-zero infiait@.t The developed E-based
model to account for the variation in each term in the modedeisited with higher-order
cumulants) with wavelength has, although not to a greatagegmproved the accuracy of
the estimated values. Besides, with the decrease in the mafiliiging parameters in the
E-based model, a shorter computation time is expectedglthigestimation of the,.
Based on a comparison of the techniques described in Chapfetsahd this chapter
in section 6.7, it is reasonable to conclude that the praegss gradient value of pre-
measurement selected wavelength pairs inAheersus wavelength space (i.e. Gradient
processing method) is a preferrable quantification tealenmpnsidering the accuracy of
the estimated value and computing time. This is becausddbtimique has intermedi-
ate performance in terms of accuracy of value, noise pedoo® and processing time as

compared to simultaneous solution of a linear equation mnaaie fitting method. This
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technique may require working with high sampling resolutspectra to improve the ac-
curacy of the estimated values but its performance is camgigbr both transmission
and reflection data in comparison to that of the wavelenggfeddent MLBL. Besides
this technique works with certain wavelengths, so is alsottétically more time efficient
than by fitting the HS model and E-based model to the attemuafpectrum in recover-
ing the medium’sf,. Nonetheless, the fitting of the measured attenuation spraising
HS model and E-based models is of preference when accurbegt{imated value) is the
prior concern. This is due to the high accuracy of their estad values and they are also

more robust to noise.
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Chapter 7

Conclusions and Future work

7.1 Conclusion

In view of the fact that problems in accurately determining toncentration value of an
absorber in a medium arise when the medium is scatteringendstmbert-Beer law can-
not be applied, this thesis aimed to determine different@gghes to predict the fractional
concentration value of an absorber in a scattering-albsgriedium.

This work began in Chapter 3 with a goal to solve this problemrbgimising the
effects of scattering on the signals and to lineariseAh&ersus, plot, which can then
be approximated by the Modified Lambert-Beer law or any otleeebbped attenuation
model. This work has experimentally demonstrated and eerifie performance of polar-
isation subtraction techniques following recommendationLu?* and Stockforaet al.1>2
whose discussions and observations were based on the sonukesults. This chapter
showed that the polarisation subtraction technique rechthwe scattering components on

the signals, producing a more linedrversusyu, relationship, but several issues concern-
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ing the implementation of polarisation subtraction tegaeis for practical use have also
been identified in this work. These issues include the papragito noise ratio of the po-
larisation subtracted signals, the restrictions poléinessubtraction technique has placed
on the experimental system and the limitation of its appleatFor these reasons, it was
decided that the remaining work in this thesis would focudioding different analyti-
cal approaches to extract the true fractional concentratitue of an absorber using the
nonpolarised data measured from a scattering medium.

In Chapter 4, it was shown that for the case of a medium with veaggh invariant
s, the fractional concentration value of an absorber can bevered using the Mod-
ified Lambert-Beer law whep, of the either two of the selected wavelengths are the
same. These wavelengths can be identified as those whicluradabe same attenua-
tion. However if changes in a mediumi with wavelength is a monotonic function, the
wavelength dependent MLBL is more suitably used to approtaritae variation in the
measured attenuation with andu. Only the data at a combination of three wavelengths
are needed in the estimation of the absorber’s fractionateatration value, but a new
wavelength combination needs to be identified when eithemnteasurement subject or
one of the measurement parameters changes. Based on theegivations, this chapter
identified the strategies of optimal wavelength selectibas removing the need of using
brute force method. The optimal wavelength combinationafoange of S@ values, a
considered measurement medium, wavelength range andregpérsystem was deter-
mined by examining the mean and standard deviation of erritia value given by all the
wavelength combinations using the wavelength depende®IMThis process, however,
is time consuming and it required all measurement parasieidre known precisely. This

chapter concluded that wavelengths which are closely sihatéheA versus wavelength
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plot are more likely to satisfy the conditions outlined imsttvork and produced low error
(typically about less thag %) in their estimated value but they are susceptible to noise
on the signals.

Chapter 5 extended the knowledge of the selection of waviietigr the quantification
of f,value in a scattering medium to the next level. Instead oirfwpio re-identify a new
wavelength combination when one of the measurement pagasngtanges, the estima-
tion of an absorber’s fractional concentration value is basethe understanding of how
changes in a medium’s optical properties modify the attBonaalue. This technique is
derived based on the known behaviour of wavelength depépdand;:, values. The re-
lationship between and attenuation response of different wavelength pairsl (wersus
wavelength space) is approximated using the cumulant Haseton and this approach
relied on this relationship in identifying the optimal sétn@velength pairs. It was shown
that a large number of wavelength pairs used in the analygisaves the accuracy of
the estimated value, so interpolation of the employed specay be needed. It was also
concluded that the wavelength region where changes inith SO, are pronounced is
suitable for the analysis.

In Chapter 6, the physical meaning of parameters in the Heusisarch-based model
(HS model) are understood and they are linked to that of theutant based model. This
work attempted to improve the performance of this curvenfitinodel by including the
wavelength dependent higher order cumulants terms, wheclaeking in the HS model,
without increasing the complexity of the fitting model. Basmdthe results obtained
from the quantification works involving the approaches assed in Chapter 4 - 6, it was
concluded that data processing using wavelength depeMieBL is fast but it has the

worst performance. The Gradient processing approach heex performance in terms
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of the accuracy of the estimated value (compared to the wagél dependent MLBL),
while medium characterisation using the curve fitting medglmore resilient to noise
in the system and their performance are consistent for igp@ath different sampling
resolution.

The tradeoffs in using the techniques discussed in this wwoeksummarised in Ta-

ble 7.1.
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Table 7.1: The tradeoffs in using

the experimental and dicaljtechniques used in this work.

Experimental/Analytical technique

Limitations Advangsg

Polarisation subtraction technique

Solving a linear equation model

Gradient processing method

Curve fitting method

e its performance depends on the quality produce a more lineat versusu,
of polarisers and detector’s sensitivity relationship ten be represented
e produces signals with poor SNR by MLBL

e requires a strict knowledge of e fast processing time
all the measurement parameters

e requires intensive processing prior to e analysis using only data at
experiment three wavelengths

e its performance depends on resolutior does not require an attenuation
of the employed spectra model to give an estimatg, of
e derivation based on the monotonical e does not depend critically on
variation inp with wavelength the experimental parameters
e works well only in region where
changes i, with SO, are large

e requires an attenuation model e the performance is robust to noise
e valid when changes in a mediumi$é e has the best performance in terms
with wavelength is monotonic of accuracy of the estimatddeva

e does not depend critically on
the experiment parameters




7.2 Future work

The steps involved in determining an absorber’s fracticnakcentration value in the case
of a wavelength dependent scattering-absorbing mediungube Gradient processing
approach described in Chapter 5 are valid only when the vamiat the medium’s: with
wavelength is approximately linear. This is also the caservthe wavelength dependent
MLBL and curve fitting models described in Chapter 4 and Chapteespectively, are
used for quantification work. This study considered only rti@notonic variation in a
medium’s . with wavelength because this variation is similar to thasenfl in human
skin, hence findings obtained from this study can be appbeakimetry. The next line
of this research is to examine the types of modification thatlee made on these models
and techniques to account for other variatiorugfor to develop a technique or model
that can suitably be used for analytical work when changesarmedium’sug with the
measurement wavelength is a random function, which is fauntbst of the microsphere
phantoms.

The experimental investigation of the performance of d#fe¢ approaches used in this
work remains a challenge. There is a need to extend this studyat the developed al-
gorithms can be applied on volunteers of diverse backguBdt this validation work
is possible only if the mean SGcross veins, arteries, and capillaries of the human vol-
unteers are known. Several ways have been proposed by othleens such as Seeled
al.*®3who is reported to be able to prepare blood samples of diff&6€), with a chemical

agent.
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Appendix A

Simultaneous solution to the parameters

In Modified Lambert Beer law

Duling and Pittman modified the equation deduced by Twersiy r@ferred it as the

Modified Lambert Beer Law (MLBL) as follow$:

AN) = G+ pa(N)d (A.0.1)

If two absorbing species (i.e. absorber A and B) are presetiiteirmedium to give the

medium absorption as

ua()\) = CAEEA()\) + CBe’iB()\) (AOZ)

where subscripts A and B denote that of the correspondingylbéss. Substituting Eq. (A.0.2)
into Eq. (A.0.1) so that the MLBL becomes

230



A()\) =G+ (CA€A<)\) + CBEB(Al))d (A03)

It is not possible to find the absolute concentration of thessorbers (i.eCs andCp)
using the continuous intensity measurements because therpmean pathlength is un-
known, but the fractional concentration value of an absodaer be determined. The

fractional concentration of absorber A in this medium isegivy

Ca

= - A.0.4
Ca+ Cg ( )

Jfa

Rearranging Eqg. (A.0.3) provides

A =G+ (eaCa+ e8(Ta— Co))d (A.0.5)

whereT, = Ca + Cj is the total concentration of absorber A and B. Using Eq. @.80

that Eq. (A.0.5) becomes

A=04 + ((EA - 5B)Ca+ EBTa)d (A06)

=G+ ((en —e)fa+e)dT (A.0.7)

The value ofG, d, T, and f, are generally unknown, but Duling and Pittman assumed
that these values are invariant with wavelength. The liglehaiation measured using two

wavelengths),; and\,, are approximated by the MLBL as
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A(M) =G+ ((ea(M1) —es(M)) fa+ e8(A1))dTa (A.0.8)

A()\Q) =G + ((5A()\2) — 53()\2))fa‘|’ EB<>\2))dTa (A09)

Eq. (A.0.8) and Eq. (A.0.9) giving a pair of simultaneous &pns, using which the

parametery can be solved and is given by

Ay (ep, fa+eB,) — Aa(en, fa+ €B,)

G =
EpB, fa+ €B, — €aB, fa— €B,

(A.0.10)

whereepg, denotesa(A;) — eg(A\1). The measurement at the third wavelengthgives
the solution off, described as follows. The attenuation measured aan be expressed

using the MLBL as

ANs) = G + ((ea(As) — e8(X3)) fa+ e8(X3))dTa (A.0.11)

Rearranging the simultaneous equation of Eq. (A.0.9) andAf.11) gives

Ay -G A3—-G
EpB, fa+ €8, €ABs fa + B4

(A.0.12)

and solving forf, in Eq. (A.0.12) yields

_ (A3 —G)es, — (A2 — G)es,
fa= (A3 — C)enm, — (As — C)ene, (A.0.13)

Substituting Eq. (A.0.10) into Eq. (A.0.13) to elimingtein the equation produces
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f _ Al(gB's _532)—’_142(531 _853)+A3(532 _631)
2 Ai(epg, — €nBs) + A2(cas, — a8,y ) + As(cas, — €aB,)

(A.0.14)

Substituting Eq. (A.0.14) into Eq. (A.0.10) gives

A1 (epB4EB, — €AB.EBs) + A2(aB,EBs — €AB4ER, ) + A3(cAB,EB, — €AB,EB,)
€ng, (€8, — €B,) + €aB, (B, — €B;) + €aBs(€B, — €B,)

G —

(A.0.15)
The value off; in Eq. (A.0.7) is incorporated into the paramefeso it cannot be deter-
mined from the MLBL. The parametédf; is simply referred to in the following ag and

can be solved by substituting Eq. (A.0.14) and Eq. (A.0.0&) Eq. (A.0.11) to give

g — “i(eass — enpy) + As(cas, — ass) + As(cne, — caey) (A.0.16)

€aB, (€8, — €B;) T €aB,(€B; — €B,) + €aB; (€8, — €B,)

In the case when,; and )\, are isobestic wavelengths, the difference between thea@xti
tion coefficient of the absorbers at these wavelengths bec®ro as these values are

given by

5A(/\1) = 65()\1) (A017)

5A(/\2) = 65()\2) (A018)

Substituting Eq. (A.0.17) and Eqg. (A.0.18) into Eq. (A.0.idduces the expression fif

to
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A1(€B3 — 552) + A2(531 — 553) + A3<€B2 — 551)

(A2 - A1)€A83

(A.0.19)
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Appendix B

Preparing a scattering phantom

The polystyrene microspheres used in this work have thevitig properties:

Table B.1: Properties of a microsphere.

Properties Value
Diameter 1.4 pm
Refractive indexspn) 1.59

Density (o) 1.003 mg mm 3

Based on the properties listed in Table B.1, the volume of epllrs () is calcu-

lated as:

4

wherea is the radius of the spheres, so thap\~= 1.43694 x 10~ “mm~>. The mass of

each sphere, My = 1.44125 x 10~ '2g, is given from:
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Msphere: stph

The scattering coefficient,, of a sample can be determined by

Hs = Nosca

whereN is the sphere density and.,is the scattering cross section givensy,

o0

)(Janl* + [ba]*)

Usca—
=1

Thea, andb,, are Mie coefficients expressed &8,

ap =

§(x)V ( ) — m‘lfn(ml‘)&(fr)

b — mV, (x)¥ (mz) — V,(mx)V (z)

mé& ()W, (ma) — Wy (max), (x)

where,

£(2) = Sn(z) +1Cn(2)

(B.0.2)

(B.0.3)

(B.0.4)

(B.0.5)

(B.0.6)

(B.0.7)

(B.0.8)

Both of the parametes,, and C,, denote the Riccati-Bessel function, whiteand m

in Eq. (B.0.4) represent scatterer size parameter and theatiked refractive index be-
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tween scatterers and the medium.

In the experiments, these microspheres were immersed iwaler n, = 1.33 to
produce a mismatched refractive indexot= 1.195. If A, = 671 nm is employed as the
measurement wavelength, the size parameter of the scaftere 8.7178, is calculated
from. 155

2ma

Thus o is calculated a$.2959 x 10~ 2mm?. If us = 5 mm~! is required, using
the calculatedrsc, value and the relationship given in Eqg. (B.0.3Y,is calculated as
9.44 x 10> mm~3. The mass of spheres per unit volume required to achieve:thialue

is calculated using the following equation:

Mca = MsphereX NV (B.0.10)

which give My = 1.36 mg mm 3
In addition, using Eq. (B.0.5) - Eq. (B.0.8),= 0.92 is calculated fron?®

g:7r2n Usca{zn )Re{ b}+z Re{an n+1+bb+1}
n=1
(B.0.11)
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Appendix C

Monte Carlo simulation of photon
propagation direction and polarisation

State

The parameters in the Monte Carlo simulation which deterrttieeposition, propaga-
tion direction and polarisation state of a photon in a sdatjemedium are listed in the

following sections.

C.1 Photon propagation direction

The photon propagating direction is determined by longitaldanglef and azimuthal
angle¢. The scattering angle decides the angle between the ingaanith outgoing light
and has a value from within the ranget€ [0, 7), while the azimuthal angle describes

the rotation angle around the incident light and it is in thege ofp < [0, 27).
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C.2 Polarisation state of a photon

In the simulations, the polarisation states of the photoassicattering medium are derived
from the Stokes vectors. The scattering arfgnd azimuthal angle are given by the
random number generator in Polarised Monte Carlo model (P&l of the Mueller
matrix and Stokes vector are updated at each scattering tevproduce the polarisation
state of a photon. The polarisation state of a scatterephstdescribed by the Stokes

parameters$s = [/, Qs, Us, Vs, as

Here,M () andR(¢) are the Mueller matrix and the rotation matrix, respectivehile
S = [I;,Q;, U;, V;] is the polarisation state of the incoming light. The Mueleatrix
described the interaction of polarised photons with medium

For spherical scatterers with symmetrical properties, Mheeller matrix is reduced

from 16 components down to just four parameters and it isngiye?®154156

may (0) 11z (0) 0 0

M (6) _ m12(¢9) m11(9) 0 0
O 0 m33(0) m34(0)
0 0 —m34(9) m33(0)

where
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mi = % (152 + 191 1%)
miz = % (192> = 15:)
- % (5153 + S,57)
Mgt — % (S155 — S»57)

Here, S, is the amplitude of the scattering matri given from the scaity coefficients,
scattering anglé and azimuthal angle.°® The rotation matrixR(¢) provides the pho-
ton’s position, and it transforms the global coordinatehs scattered photon from the
local coordinate of light incident on the scatterers. Thes®dinate systems of the Monte

Carlo model are presented elsewh&é&fandR is expressed a¥®

1 0 0 0

e}

0 cos(2¢) sin(2¢)
0 —sin(2¢) cos(2¢) 0

0 0 0 1

It is important to note here that for the nonpolarised light,= U, = V; = 0, so the

Stokes parameters of the scattered light are:

Is=mnl;, Qs=mul;, U;=0, Vy=0 (C.2.2)

The photons’ position and their polarisation propertiesteacked and stored each time
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the Stokes parameters are updated. The summation of thesStakameters of a collec-

tion of single scatterer is to produce the Stokes paramef¢he scattered light>®
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Appendix D

Grouping of wavelength combinations
for the analysis of a medium with three

absorbers

The diagram describing the process of grouping and storiffgrent combinations of
three wavelengths for the spectroscopy analysis of a sicafteedium containing three

absorbers is summarised in Fig. D.1.
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A

SO,* = 0%, SCO* = 0%

A 4

Calculate SOz(cal), and SCO(cal)
using different combinations of 3 As
(e.g., { >\.1, >\.2, }\,3}, { >\.i, Xii, )\,m}, )
SO cay: given from Eq. (5.5.13)
SCOcaly: given from Eq. (5.5.14)

A 4

Are 0% < SOy < 102% and | NO
0% < SCO(cay < 102% ?

YES
A4

Is | SOZ(cal) - SOZ>k | <0.5%

NO

YES | > YES

A 4
Is SCO*+50,%<102% 2 | NO
SCO* = SCO* + 1% [ Is | SCO(caty — SCO* | <0.5%

NO YES

Store A, Ay A3
for SO,* and SCO*

A4

Is SO,* < 102% ? YES
SOZ* = SOZ* +1%

NO

A 4

Stop

Figure D.1: The process of grouping and storing three waggtecombinations for dif-
ferent SQ and SCO levels.

243



Appendix E

Solving for the value of fitting

parameters using TPSF cumulants

To demonstrate how the value of parameters in a fitting modebeasolved using a finite
number of cumulants, taking Eq. (E.O0.1) as an example ofecfitting model. Expand-
ing the exponential term in Eq. (E.0.1) as a Taylor seriesraatranging the equation

provides Eq. (E.0.2):

A =g —aexp(—by) (E.0.1)
2 13

= (¢ — a) + (ab) pa — (ab?) T (ab®) T (E.0.2)
KO K1 K2 . K3 '

whereg’, a andb are fitting parameters and they are the unknowns in Eq. (E.Dolsolve
these unknowns using the simultaneous equations, at le@&sfusal amount of cumulants

are required (i.e., only, to x, will be needed).
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A= (g —a)+ (ab) pa— (ab?) B2 1 (ab®) £2 — (E.0.3)
— =~ — 2!~~~ 3!
Ko K1 K2 K3
Note that
Ky = ab® (E.0.4)
k1 = ab (E.0.5)

Substituting<; = ab into Eq. (E.0.4) gives

Ro = Iilb (EOG)
p="2 (E.0.7)
R1

Replacing Eq. (E.0.7) into Eq. (E.0.5) produces

0= % (E.0.8)
2
Y (E.0.9)
R9
and
g—a= Ky (E.0.20)
l'i2
g =Ko+ —= (E.0.11)
R2
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