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Abstract

An experimental investigation has been undertaken in a wind tunnel to study
the induced airflow and drag reduction capability of AC glow discharge
plasma actuators.

Plasma is the fourth state of matter whereby a medium, such as air, is ionized
creating a system of electrons, ions and neutral particles. Surface glow
discharge plasma actuators have recently become a topic for flow control due
to their ability to exert a body force near the wall of an aerodynamic object
which can create or alter a flow. The exact nature of this force is not well
understood, although the current state of knowledge is that the phenomenon
results from the presence of charged plasma particles in a highly non-uniform
electric field. Such actuators are lightweight, fully electronic (needing no
moving parts or complicated ducting), have high bandwidth and high energy
density. The manufacture of plasma actuators is relatively cheap and they can
be easily retrofitted to existing surfaces.

The first part of this study aims at characterising the airflow induced by
surface plasma actuators in initially static air. Ambient air temperature and
velocity profiles are presented around a variety of actuators in order to
understand the nature of the induced flow for various parameters such as
applied voltage, frequency, actuator geometry and material. It is found that the
plasma actuator creates a laminar wall jet along the surface of the material on
which it is placed.

The second part of the study aims at using plasma actuators to reduce skin-

friction drag in a fully developed turbulent boundary layer. Actuators are



designed to induce spanwise forcing near the wall, oscillating in time. Thermal
anemometry measurements within the boundary layer are presented. These
show that the surface plasma can cause a skin-friction drag reduction of up to
45% due to the creation of streamwise vortices which interact with, and

disrupt the near-wall turbulence production cycle.
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Nomenclature

A calibration constant
a hot-wire heating ratio (R,/R,); electrode spacing

magnetic induction tensor

B calibration constant

By magnetic field strength at wall

C capacitance; calibration constant

c chord length

cr skin-friction coefficient

D electric induction tensor

D VITA detector function; calibration constant
d distance between electrodes; hot-wire diameter
E electric field tensor

E voltage

Ep breakdown voltage

e electron change

F calibration constant

f oscillation frequency

1 body force

fe cut-off frequency

Gr Grasshof number (gB(T - T,)I’/v)

g gravitational acceleration

H magnetic field strength tensor

H shape factor (5'/6)

h channel half-height; heat transfer coefficient
1 current

j current density tensor

k thermal conductivity; VITA detector threshold; Boltzmann constant
/ reference length

m, electron mass

m; 10n mass

n number of molecules
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PED
PEF
PRF

.

SRR

=

R.(7)

Re(;
Re.g
Re;

power

pressure

Pulse Envelope Duration

Pulse Envelope Frequency

Pulse Repetition Frequency

Flow rate

charge

molar gas constant

resistance of wire at ambient temperature, 7,
cable resistance

lead resistance

autocorrelation function

resistance of heated wire at temperature, 7,
Reynolds number of wall jet (U, 0/V)
momentum thickness Reynolds number (U..6/)
friction velocity Reynolds number ("6/v)
radial distance

Stuart number (JyBod/pu )

electrode spacing

temperature; oscillation period

ambient temperature

electron temperature

VITA ensembling window length
integral time scale

ion temperature

temperature of heated wire

window length

dielectric loss tangent

time

plasma repetition period (2/PRF)

mean streamwise velocity

free-stream velocity

maximum wall-jet velocity

effective velocity
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oy

pe
px(7)

Tw

friction velocity

streamwise turbulence intensity

mean wall-normal velocity

wall-normal turbulence intensity

particle collision frequency

mean spanwise velocity; radiation power

non-dimensional wall speed (7.Az"/T")

equivalent non-dimensional wall speed (St.7"/(27.Rez))

spanwise turbulence intensity

streamwise direction

wall-normal direction

spanwise direction

non-dimensional wall-oscillation amplitude
phase angle; coefficient of resistivity;
thermal diffusivity

thermal expansion coefficient; yaw angle
change in a quantity

thermal boundary layer thickness
non-dimensional penetration depth (au’/zv)
boundary layer thickness

displacement thickness

wall-jet half-width

dielectric constant; spectral emissivity
permittivity of free space

momentum thickness; pitch angle
wavelength

Debye length

dynamic viscosity

kinematic viscosity (u/p)

density; spectral reflectance

charge density

autocorrelation coefficient function

shear stress; spectral transmittance; time delay

mean wall shear stress (skin-friction)
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electric potential

vorticity; angular velocity

Subscripts and Superscripts

<u>

< |

NGY

indicates viscous scaling, also referred to as inner-scaling. Viscous
time, length and velocity scales are /" = tu A, I = lu"/v, u" = Ul
indicates wall-jet scaling with local maximum velocity, U, and jet
half-width, 6,. Time, length and velocity scales are "= tUpna/ 64, [ =
V84, U = UlUpan

rms value

wires 1 and 2

value at 0°C; value at y =0

free-stream condition

value at wall

ensemble-averaged quantity (in this case streamwise velocity)
time-averaged quantity

pulse-averaged quantity
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Chapter

Introduction

1.1. Nature of the Problem

Drag is generally a result of three components; form or pressure drag resulting
from the difference in pressure between the wake of an object and the
upstream, wave drag associated with the formation of shock waves
(supersonic flow) or surface waves (hydrodynamic vehicles) and skin-friction
drag resulting from the action of fluid shear at the interface between a solid
and fluid. Pressure and wave drag can be reduced by careful design of the
body shape (i.e. streamlining), such that flow separation is postponed or
eliminated and shock wave effects are minimized. Skin-friction drag is
traditionally minimised by improving the surface finish of the aerodynamic
body. However, in many applications, we have reached the limits of the
amount of drag that can be reduced by careful streamlining and using smooth
surfaces. For example, on a commercial airliner around 50% of the drag is still
associated with turbulent skin-friction, yet the surface roughness is as
economically smooth as possible. Huge benefit in direct fuel costs and reduced
pollution could be achieved if skin-friction is reduced, even by only a small
percentage. In 2005, U.S. passenger and cargo airlines consumed more than
19.9 billion gallons of jet fuel, costing more than $33 billion. The average cost
of a gallon of jet fuel has more than doubled, from 75 cents per gallon in 2001
to $1.98 in the first half of 2006. At current consumption rates, every penny

increase in the price of a gallon of jet fuel results in an additional $199 million



in annual operating expenses for the industry (http://www.airlines.org/econ/,
last accessed 27/07/06). In an age where both air traffic and the price of oil is
rapidly increasing, we must find ways to use fuel more efficiently. It is clear
that skin-friction drag must be reduced further and this will require innovative
techniques.

Spanwise oscillation by a moving wall or Lorentz force has shown very
promising results for reducing skin-friction drag, where reductions of up to
45% have been reported. While there has been success with these techniques
in the laboratory, there are many problems with scaling to real applications.
Spanwise wall oscillation is simply not feasible for application on an aircraft
due to the high oscillation frequencies required (O[100kHz]). Similarly, the
low conductivity of seawater makes the Lorentz forcing inefficient for use on
a ship or submarine.

Plasma aerodynamics has recently become a topic for flow control due to
technological advancements that allow weakly-ionized plasma to be generated
over large surfaces. Such surface plasma actuators show a curious effect of
creating a force on the ambient gas that can be used to either drive a flow or
alter an existing flow to achieve global effects such as; delaying airfoil stall,
delaying/promoting transition and moving/eliminating shock waves. Plasma
offers many advantages over conventional actuators: it has high bandwidth, is
purely electrical (requires no moving parts) and can be of low power.

In this thesis the properties of surface plasma actuators will be experimentally
studied and used to create a spanwise oscillation at the wall of a turbulent
boundary layer in order to see if a skin-friction drag reduction can be achieved

with the benefits as outlined above.



1.2. Outline of Thesis

Chapter 2 provides a literature review of turbulent boundary layers in general,
followed by a discussion of drag reduction techniques with particular
emphasis on spanwise wall oscillation and spanwise Lorentz forcing. Plasma
actuators used in subsonic airflow will then be discussed, with emphasis on
their construction and the possible mechanism of how they create a flow of
gas. In Chapter 3, the experimental arrangement and test procedures are
discussed.

Chapters 4 through 7 are concerned with the characteristics of the induced
airflow by a surface plasma actuator in initially static air. Hot-wire and cold-
wire anemometry, flow visualisation and thermal imagery are used to study a
range of actuators with different excitation parameters, geometry and
dielectric properties. Chapter 7 finishes with a description of a novel way to
produce wall normal jets with plasma actuators.

Chapters 8 through 10 are concerned with plasma actuators at the wall of a
turbulent boundary layer arranged such that an oscillatory spanwise forcing is
produced. Single hot-wire, crossed hot-wire and cold-wire anemometry is used
to study turbulence statistics. An extensive study is presented in Ch. 9 for one
actuator configuration, including conditional sampling of the near wall
turbulent events. Parametric effects of electrode sheet geometry and forcing
parameters are given in Ch. 10.

Finally, Chapter 11 summarises and concludes the thesis and gives

recommendations for future work.



Chapter 2

Literature Review

2.1. Introduction

This chapter summarises some of the key research conducted over the last 100
years into the turbulent boundary layer, drag reduction and plasma
aerodynamics. The cited papers are not intended as an exhaustive list; such a
task would be extremely arduous due to the sheer magnitude of papers written
on the subjects. Readers requiring a deeper understanding will find many
additional references within the cited papers.

A semi-historical review of turbulent boundary layer theory is given in Sec.
2.2. Particular emphasis is placed on coherent structures and the turbulent
energy production cycle; a modification of this cycle can lead to a reduction of
drag.

Several drag reduction methods are reviewed in Sec. 2.3. Mechanical
spanwise-wall oscillation and spanwise Lorentz forcing is highlighted since it
is this technique that is attempted in this thesis. However, the spanwise
oscillatory force will be produced using surface plasma in this study. As far as
the author is aware, this technique has never been implemented before.

The chapter concludes with a review of plasma and plasma actuators designed
for the use of aerodynamic flow control in Sec. 2.4. The classification of
plasma is extremely diverse and we focus attention on atmospheric RF glow

discharge plasmas for subsonic applications.



2.2. Turbulent Boundary Layers

The theory of boundary layers began with Ludwig Prantdl’s groundbreaking
paper in 1905 (Prantdl, 1905). In this paper, he showed that flows over solid
surfaces could be separated into two regions; an outer region, where the
effects of viscosity were negligible, and an inner region, whereby viscosity
dominates. The thin viscous layer, or “transition layer” as Prantdl called it
(Tani, 1977), soon became known as the “boundary layer” which is still a
major research topic today.

The turbulent boundary layer produces significantly higher skin-friction drag
than its laminar counterpart. In most practical situations, for example flow
over aircraft, ships and automobiles, the flow will inherently be turbulent due
to the high Reynolds number. This has promoted much research into
understanding the fluid motion so that the drag force can be reduced and
energy and fuel savings can be made.

In the early days, the turbulent boundary layer was viewed as comprising
random turbulent motions across a range of scales and the only approach was
to adopt a statistical view (for example see Schlichting 1979, and Murlis ef al.
1982). Recent developments are focussed towards understanding the motions
within the boundary layer structure — which are surprisingly found to be
structured in both space and time. The boundary layer is said to be composed

of ‘coherent structures’ which, adopting the definition of Robinson (1991a):



“A three-dimensional region of the flow over which at least
one fundamental flow variable (velocity component, density,
temperature, etc.) exhibits significant correlation with itself
or another flow variable over a range of space and/or time

that is significantly larger than the smallest scales of the

flow.”

The importance of coherent structures in all turbulent flows has been
discussed by Hussain (1986). The understanding of coherent structures is of
paramount importance in the manipulation of the turbulent boundary layer to
reduce skin-friction drag as it is thought that these structures are responsible
for the entire communication of information throughout the boundary layer.
Indeed if turbulence production, and hence skin-friction, is to be reduced, it is

these structures which must be targeted for elimination.

2.2.1. Near Wall Region

We shall start our discussion of the turbulent boundary layer structure with the
pioneering work of Kline ef al. (1967), where flow visualisation was primarily
used to study the boundary layer structure. Such early studies had particular
emphasis on the viscous sublayer — the region next to the wall extending to y"
= yu*/v ~ 10, which was previously assumed to be a region of laminar flow.
Here, y is the wall normal distance, u~ is the friction velocity, and v is the
kinematic viscosity of the fluid. However, their flow visualisation clearly
showed a structure in this region, shown in Fig. 2.2.1. The images showed
hydrogen bubble markers to collect into longitudinal streaks of low speed (u-

component) fluid which waver and oscillate within the viscous sublayer.
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These ‘low-speed streaks’, formed by streamwise vorticity, occur from very
close to the wall (y* < 1) to around y* = 50, and are a universal feature of
turbulent boundary layers - occurring for a range of pressure gradients and
Reynolds number. Although these low-speed streaks occurred at random
positions and random times in the flow, the average spanwise steak spacing
was z* = zu A = 100; roughly 10 times the thickness of the viscous sublayer.

They extended for a streamwise distance of up tox” = xu"Av = 1000.
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Figure 2.2.1. Photograph of structure of a flat plate turbulent boundary layer at
y" = 4.5. Flow is from top to bottom and visualised by the hydrogen bubble
technique. Note the collection of bubbles into streaks of low-speed fluid. From

Kline et al. (1967).



Perhaps more importantly, Kline ef al. (1967) observed that these ‘low-speed
streaks’ slowly lifted from the surface and began to oscillate at around ™ =~ 8-
12. This oscillation amplified as it moved outward and at 10 < y* < 30,
‘ejected’ low-speed fluid away from the wall and out into the faster flowing
region of the boundary layer. Since turbulence kinetic energy in a turbulent
boundary layer is continuously dissipated to heat through viscous action, a
continuous supply of new turbulence must be given within the flow if the
quasi-steady-state character is to be maintained. The source of the energy is
the flow outside of the boundary layer, but little was known about the
mechanism of energy transfer. Klebanoff (1954), had already shown that the
majority of turbulence energy production occurs just outside of the viscous
sublayer. The flow visualisation study of Kline et al. (1967), now gave a
possible reason as to why this could be. This violent ‘ejection’ process seemed
to play an important process of transferring momentum, energy and vorticity
between inner and outer regions of the boundary layer. The authors propose a

model of how the streaks are created and eject (Fig. 2.2.2) and state:

“... We view the formation of wall-layer streaks as the result
of vortex stretching due to large fluctuations acting on the
flow near a smooth wall in the presence of strong mean
strain. We believe that the production of turbulence near the
wall in such a flow arises primarily from a local, short-
duration,  intermittent  dynamic instability of the
instantaneous velocity profile near the wall. This instability

acts not to alter the mean flow field but rather maintain it.”



roak breslkup

Figure 2.2.2. a) Proposed mechanism of low-speed streak creation from

stretched/compressed vortex lines due to the inherent three-dimensionality of
the outer boundary layer turbulence. b) Mechanism of streak lift up and
ejection of low speed fluid into the outer regions of the boundary layer. From

Kline et al. (1967).

Corino and Brodkey (1969) observed that the actual ejections were only a part
of a ‘chain of events’, or ‘bursting cycle’, suggesting that it was this process
that was the most important feature of the wall region and played a key role in
the generation and maintenance of turbulence throughout the whole boundary
layer. Kim et al. (1971), described the process. The first stage was the
relatively slow lifting of a low-speed streak away from the wall. However, at
some critical distance away from the wall, the streak appeared to rise much
more quickly and ‘low-speed-streak-lifting’ occurred. During this process, low

speed fluid was carried away from the wall with it and a local inflectional zone
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occurred in the velocity profile. This then lead to the second stage, whereby a
rapid growth of an oscillatory disturbance occurred just downstream of the
inflexional zone. This oscillation terminated in a much more chaotic motion —
‘breakup’; the third stage of the process. Following ‘breakup’, the low-speed
streak returned to the wall, although the process was observed to
spontaneously start again in due course. They observed that essentially all of
the turbulence production occurred during this ‘bursting process’, or ‘burst’, in
the zone 0 <y < 100.

Offen and Kline (1975) proposed that the ‘bursting cycle’ was a closed chain
of events. They observed that a downwash of high momentum fluid, or
‘sweep’, acted to impress an adverse pressure gradient above a low-speed
streak. This process would start the ‘bursting cycle’ by lifting the streak away
from the wall, which was then followed by oscillation and ‘ejection’ of the
low-momentum fluid away from the wall. However, following ‘ejection’,
which ultimately destroys the streak, they observed an inrush of high-
momentum fluid to be splashed against the wall to replace the ejected low-
momentum fluid (i.e. another ‘sweep’ event), such that a ‘sweep’ event is
actually the remainder of a previous ‘ejection’ event. This ‘sweep’ formed
new low-speed streaks at the location between the old streaks, thus closing the
chain of turbulence energy producing events.

Following advances in digital technology, the turbulent boundary layer began
to be analysed with more and more sophisticated techniques, marking the start
of the conditional sampling era (Robinson, 1991a). Wallace et al. (1972),

classified the turbulent motions into four classes which contribute to the

Reynolds stress, —p;/, as shown in Table 2.2.1. Two of these types of
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motion are associated with positive Reynolds stress producing events that
were clearly observed in the flow visualisation studies described above. These
are the movement of low-speed fluid away from the wall (‘ejections’, u <0, v
> 0; quadrant 2), and the movement of high speed fluid towards the wall
(‘sweeps’, u > 0, v < 0; quadrant 4). The other motions give negative
contributions of the Reynolds stress and are events involved with the
deflection of low u-velocity regions back to the wall (wallward interaction, u <
0, v < 0; quadrant 3) and the reflection of high u-velocity sweeps away from
the wall (outward interaction, # > 0, v > 0; quadrant 1). The numbering
convention of each quadrant was defined by Lu and Willmarth (1973).

Using an X-wire, Wallace et al. (1972) were able to show that at y* =~ 15, the
contribution to the Reynolds stress by sweeps and ejections were nearly equal,
and each contribute around 70% of the total Reynolds stress (i.e. 140% total).
The wallward and outward interaction made up a negative contribution of
about 20% each, thus balancing the stress production. The sweep events

contributed more to the Reynolds stress nearer the wall (y" < 15; u>0, v <0,

Sign of  Sign of  Sign of

' g - Type of motion Quadrant
_ + - Ejection Q2
" - - Sweep Q4
+ + + Interaction (outward) Ql
_ - + Interaction (wallward) Q3

Table 2.2.1. The four classes of motion within the turbulent boundary layer

which contribute to the Reynolds stress, — p;/. From Wallace et al. (1972).
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Q4), and further away from the wall the ejections dominated (y* > 15; u <0, v
> 0, Q2). It was also observed that the sweep and ejection motions correlate
over a significantly longer time than the interaction motions, and the flow
appeared laminar-like between the events, suggesting that the turbulent
boundary layer does have a true ‘structure’ within it and there is little
turbulence other than the events themselves.

Willmarth and Lu (1972) and Lu and Willmarth (1973), extended the uv-

quadrant analysis to concentrate on only strong events by ignoring regions of

small uv. They also observed that the largest contributions to uv come from
Q2 events (ejections, 77%), and the second largest contribution was from Q4
events (sweeps, 55%). These ratios were nearly constant across the entire
boundary layer except very close to the wall (y/0 < 0.05, ¢ is the boundary
layer thickness) and near the boundary layer edge (/6 > 0.7). The frequency
of which ejections and sweeps occur were found to be around the same, with
TUS = 30, where T is the time between events, U, is the free-strcam
velocity and ¢ is the displacement thickness. The durations of ejections and
sweeps, 7, were also observed to be about the same, with tU,/5" = 0.5.

Blackwelder and Kaplan (1976), were among the first people to use the
conditional sampling technique of Variable-Interval Time Averaging (VITA),
to look at the structure of sweep events (see Bruun 1995). The VITA
technique ensemble-averages signals based on a whether a turbulent event of
rapidly changing quantity (e.g. velocity) is detected, such as a sweep or
ejection passing through a probe. Using rakes of hotwires oriented in the wall-
normal direction, Blackwelder and Kaplan (1976), were able to track a typical

sweep event. The velocity profile during the sweep is plotted together with the
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mean velocity profile in Fig. 2.2.3a. They observed that before the sweep was
detected (-3.1ms < 7 < Oms, 7 = 0 corresponds to the time of detection) there
was an inflectional velocity profile, as also observed by Kline et al. (1967).
After detection they observed a region of high speed fluid moving from the
outer region and splashing onto the wall. Note also that after the burst has
passed the instantaneous velocity profile was nearly identical to the time
averaged profile (r > 30ms). Figure 2.2.3b shows the magnitude of the burst
event throughout the boundary layer. Blackwelder and Kaplan (1976),
observed that the signals were highly correlated in the wall normal direction,
which suggested that the events affect a large region of the boundary layer.
Their data also showed that the structures were skewed at an angle of around
20-30° to the streamwise direction.

In summary, the near wall region of a turbulent boundary layer is organized
into streaks of low speed fluid, which are persistent and relatively quiescent
for most of the time. The majority of the turbulent production in the entire
boundary layer occurs in the buffer layer during violent, intermittent
‘ejections’ of low-speed fluid away from the wall and during inrushes of high-
speed fluid towards the wall (‘sweeps’). This ‘bursting cycle’ is quasi-cyclic
and self-generating. The recent Direct Numerical Simulation (DNS) study of
Orlandi and Jimenez (1994) showed that it is the transport of high momentum
fluid towards the wall (‘sweeps’) that is responsible for the high skin-friction

in the turbulent boundary layer.
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Figure 2.2.3. a) Conditionally averaged ‘burst’ event and mean velocity
profiles at various time delays, 7, relative to the point of detection (z = 0). b).
Conditionally averaged hotwire signal at several wall normal locations. From

Blackwelder and Kaplan (1976).
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2.2.2. Outer Region

The outer region of the turbulent boundary layer is usually defined as the
region y/0 > 0.15, whereby the action of viscosity becomes less and less
dominant (Panton, 2001). This region is not smooth, like the time averaged
boundary layer profile, but consists of three-dimensional bulges that are of the
same scale as the boundary layer thickness in both x and z. Deep irrotational
valleys occur on the edges of these bulges, through which free-stream velocity
is entrained into the turbulent region.

The outer layer exhibits a sharp interface between the turbulent interior and
the non-turbulent exterior (Corrsin 1943, Corrsin and Kistler 1954).
Conditional sampling techniques have been employed to study the
intermittency and structure of the outer layer (Favre et al. 1965, and
Kovasznay et al., 1970), which showed that these bulges are elongated in the
streamwise direction. Flow visualisation studies by Falco (1977) showed
‘typical eddies’ or ‘Falco eddies’ on the upstream sides of the turbulent
bulges, which moved towards the wall and are possibly responsible for the
‘sweep’ type motions near the wall (Fig. 2.2.4).

The debate is still open as to how the inner region interacts with the outer
region and vice versa. There is, however, evidence of direct mass transfer
through ‘ejections’ emanating from the wall (see Sec. 2.2.1). Also, indirect
interactions occur through the growth of vortical structures from the wall to
the outer regions. The effect of the outer boundary layer on the inner turbulent
production process is not well understood. Panton (2001) stated that as the
large outer flow eddy structure move along the wall, they impose pressure

fluctuations on the inner region, hence influencing the near wall events.
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Figure 2.2.4. The outer boundary layer structure showing a sharp interface
between rotational turbulent flow within the boundary layer and irrotational
free-stream flow. ‘Typical (Falco) eddies’ are formed on the back interfaces of

the turbulent bulges. From Falco (1977).
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2.2.3. Hairpin Vortices

The previous sections have shown that the turbulent boundary layer consists of
a number of different types of coherent motions. Kline and Robinson (1989a
and 1989b), attempted to organise coherent motions into classes. They
tentatively proposed the following hierarchy of importance with respect to the
creation of turbulent Reynolds stress and turbulent kinetic energy.
Most important and most active;

e Vortices — Vortex elements and vortical structures
Play an important role;

e Ejections of low-speed fluid away from the wall

e Sweeps of high-speed fluid towards the wall

e Strong near wall shear layers
Plays some role;

e Large o-scale bulges in the outer region of the boundary layer

e Shear-layer “backs” of large-scale outer-region motions

e Near-wall “pockets”, visible in the laboratory as regions swept

clear of marked near-wall fluid

e Low-speed streaks in the viscous sublayer.

Of the most important are vortical structures. It should be noted that any
vortex element, except those located in the wall normal direction, has the
potential to “pump” fluid away and towards the wall across the mean velocity
gradient. It should therefore be of little surprise that vortex motions are so

important in the production of turbulence kinetic energy.
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In the early studies of the near wall structure and turbulence generation cycle,
there was evidence to suggest that bursts and ejections may be part of
structures that span the whole boundary layer region (Willmarth and Lu, 1972,
and Lu and Willmarth, 1973, Blackwelder and Kaplan, 1976). Kovasznay
(1970), postulated that there are a whole series of burst events of differing
scales, whereby frequent small-scale bursts occur near the wall which grow or
coalesce into large ones. This process was suggested to continue until the
largest scale bursts reach the outer edge of the boundary layer, and are thus
responsible for the ‘bulges’ (see Sherman (1990)). The existence of a
dominant vortex structure throughout the whole boundary layer has received
much attention over the years and investigations have been conducted into its
form and regeneration mechanism.

Theodorsen (1952), proposed that turbulence is characterised by a definite
three-dimensional flow pattern, and the motions it induces are responsible for
the transfer of momentum and heat. Such structures were shown to be
horseshoe or ring shaped in appearance, as depicted in Fig. 2.2.5, and were
thought to cause almost all the dissipation in the turbulent boundary layer.
This large-scale structure was proposed to be similar everywhere in wall-
bounded turbulent flow and to have a different scale at different wall-normal

distances.
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Figure 2.2.5. Primary structure of wall-bound turbulence. From Theodorsen

(1952).

Head and Bandyopadhyay (1981), were among the first to observe these
hairpin structures in experiment and confirmed that nearly the entire boundary
layer consisted of hairpin vortices, or stretched hairpin loops. It was certainly a
surprise to them to see that something as complicated as the turbulent
boundary layer had only one kind of dominant motion repeated over a range of
scales. Using smoke flow visualisation and a laser sheet inclined to the wall,
they were able to observe that the hairpin loops were straight over a large
proportion of their length and were inclined, on average, at an angle of 45° to
the wall into the flow. More recently using Particle Image Velocimetry (PIV),
Liu et al. (1991) observed shear layers growing from the wall at 45° that
ended with a region of spanwise vorticity - the heads of the hairpins. The
cross-stream dimensions of the loops appeared to scale with the wall variables,
u and v. However, the length of the hairpins appeared to be limited only by
the boundary layer thickness, 0. Thus the aspect ratio increased with the

Reynolds number, as depicted in Fig. 2.2.6.
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Robinson (1991a and 1991b), divided the hairpin structures into three parts;
legs, neck and head as shown in Fig. 2.2.7. He emphasised that these are not
necessarily symmetrical structures. In fact they are more common as
asymmetric structures which are shaped like canes (also Moin and Kim,
1985). Robinson also suggested a link between the quasi-streamwise vortices
and hairpin vortices (Fig. 2.2.8). Could it be that the counter-rotating legs of
the hairpin vortices are actually responsible for the low speed streaks by the

uplift of fluid between the legs? The topic is still subject to debate.

C NAN

(a)

Figure 2.2.6. Effect of Reynolds number on hairpin structures in the outer
boundary layer. a) Very low Re. b) Moderate Re. ¢) High Re. From Head and

Bandyopadhyay (1981).

Figure 2.2.7. Parts of a horseshoe vortex as defined by Robinson (1991b).
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ARCH or
HORSESHOE

Figure 2.2.8. Conceptual model of relationships between ejection/sweep and
quasi-streamwise vortices in the near wall, and relationship between

ejection/sweep and arch-shaped vortices in the outer region. From Robinson

(1991b).

Figure 2.2.9. a) Schematic of a single hairpin vortex with the corresponding
Q2 pumping in the neck region and the formation of a low-speed-streak
between the legs. b) Signature of a hairpin in the x-y plane. From Adrian ef al.

(2000).
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The characteristics of hairpins and their appearance in the x-y plane are
presented in Fig. 2.2.9 according to Adrian et al., (2000). The vortex head was
said to have a Q2 event (ejection) located beneath it and at around 45° to the
wall, associated with the induced motion pumping fluid away from the wall
due to the vortex neck. The legs of the vortex become quasi-streamwise near
the wall with counter-rotation such that near-wall fluid between the legs is
lifted away from the wall. There is also a stagnation zone marking the shear
layer caused by the interaction of the Q2 event (ejection) with a Q4 event
(sweep) above the structure. Using PIV, Adrian ef al. (2000) observed that the
hairpin structures were the single most readily observable flow pattern in a
turbulent boundary layer from y* = 50 right to the boundary layer edge. The
angle that the neck and head make with the wall was observed to be a strong
position of height, with the hairpins near the wall typically at 25-45° to it, and
close to the boundary layer edge they are nearly vertical.

Head and Bandyopadhyay (1981), observed hairpin vortices to agglomerate
into regular packets. Adrian et al. (2000), used PIV to show that these
‘packets’ often occur with more than 10 individual hairpins, all moving with a
similar convection velocity so that they may be as long as 20 in the streamwise
direction. In fact, they observed at least one hairpin vortex packet in 85% of
their PIV images. It also appeared that many hairpin packets, each with their
own convection velocity, seemed to coexist within other packets of different
size and convection velocity. There appeared to be small, young packets lying
close to the wall which exist within larger, older packets as depicted in Fig.

2.2.10.
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Figure 2.2.10. Conceptual scenario of nested packets of hairpins or cane-type
vortices growing up from the wall. These packets align in the streamwise
direction and coherently add together to create large zones of nearly uniform
streamwise momentum. Large-scale motions in the wake region ultimately
limit their growth. Smaller packets move more slowly because they induce

faster upstream propagation. Caption and Figure from Adrian ef al. (2000).

-23 -



The concept of hairpin ‘packets’ can account for much of the observed
behaviour in a turbulent boundary layer. A single hairpin characteristically
extends for a streamwise distance of x* = 100 (Zhou et al. 1999), but low-
speed-streaks often extend to x* = 1000 (Kline et al. 1967). The occurrence of
many sets of Q2 pumping from packets of hairpins would certainly enable low
speed streaks to reach this length. The presence of many hairpins in a packet
may also account for the meandering streaks since the hairpins will inherently
have some spanwise variation in their individual locations. They also explain
the multiple ejections observed by many authors, for example Corino and
Brodkey (1969), whereby the passage of each individual hairpin in a packet
produces its own Q2 event. The hairpin packet concept can also explain the
oscillation observed before breakup in a ‘burst’ sequence. The oscillation may
not be a temporal oscillation but a spatial oscillation caused by a series of Q2

events produced by each hairpin in the packet as it moves along the wall.
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2.2.4. Turbulence Regeneration Cycle

The turbulent boundary layer is a self-sustaining phenomenon, such that new
turbulence is constantly being created to counteract that dissipated as heat
through viscous action. Many conceptual models have been produced to
describe how the turbulence regenerates itself, based on the sweep-ejection
cycle discussed in Sec. 2.2.1. These models can be categorised into parent-
offspring or instability based mechanisms (Schoppa and Hussain 2002). Here,
we shall focus only on selected parent-offspring mechanisms for brevity.

Zhou et al. (1999), used DNS to study the development of a hairpin vortex and
observed that a single hairpin does indeed have the ability to develop into a
‘hairpin packet’ provided it is sufficiently strong, as illustrated in Fig. 2.2.11.
Thus, a hairpin vortex can naturally form a coherent packet, tent-like in
appearance, with several hairpins upstream and downstream of the original
hairpin. These self-sustaining properties make the hairpin vortex a
fundamental flow structure in the turbulent boundary layer.

Choi (1989, 2001) presents a slightly different conceptual model to describe
the self-generating turbulence events in the sweep-ejection cycle, as illustrated
in Fig. 2.2.12. In the first stage of the model, a spanwise vortex filament is
deformed by a near-wall burst event upstream of it. This causes the vortex to
deform in the downstream direction, which is deformed further by the vortex
filaments own self induction mechanism and due to the high shear near the
wall (Stage 2). As the development proceeds further, hairpin vortices are
created, and move away from the wall as an ejection motion. However, as
neighbouring hairpin vortices ‘eject’, their legs come in close proximity and

form a counter rotating pair with action so as to induce another sweep event,
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which leads to high skin friction and provides the perturbation to the next
(upstream) vortex filament. Thus the chain of turbulence producing events is
complete and the sweep leads to an ejection which leads to a sweep and so on.
More recently, Kim (2005), gives a summary of the self sustaining turbulence
process in the turbulent boundary layer, as depicted in Fig. 2.2.13. He
emphasises that a common feature of drag reducing flows, regardless of how
drag was reduced, is near-wall streamwise vortices with reduced strength and
increased spacing, thus indicating their importance in the turbulence
generation process.

There is still much to learn about the turbulent boundary layer and the nature
of turbulence itself. Although hairpin vortices seem dominant, there are many
other vortex motions within the boundary layer which may also play key roles
in the production of turbulence. With the rapid advancement in computational
facilities and memory storage, DNS studies are becoming more and more
complex and higher Reynolds number flows are now able to be solved (for
example at Re; = 590 by Moser et al. 1999). It remains to be seen whether we
will ever fully understand the turbulent boundary layer and if and how the
low-Reynolds number observations described above will translate to flight

conditions (Andreopoulos ef al. 1984).
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(@)

figure 2.2.11. The generation of a secondary hairpin vortex, SHV, upstream of
the Q-shaped head of the primary hairpin vortex, PHV. Secondary vortex
initiates from location marked A in b) and c). Also note formation of a
downstream hairpin vortex, starting from streamwise vortices ahead of the
head of the PHV. a) " =63, b) " =72, ¢) ¢ =81, d) " = 117. From Zhou et

al. (1999).
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Figure 2.2.12. Conceptual model for the sequence of burst events from Choi

(1989, 2001).

S :

B S
Vortex formation: Streak formation:
aw,  Jy dil dv dil
: vE: b
Vay SelP 1" leg 1" leg dv 'z dv
s _P_“ R"R‘-f&;)
i il
i e 27 leg
T e ey e %@g
f j%i’”r‘ Breakdown:
S A e

; _ Z) 7 nommal-mode instability,

PSR B transient prowth
due to non-normality

Figure 2.2.13. Schematic illustration of a self-sustaining process of near-wall

turbulence structures. From Kim (2005).
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2.3. Skin-Friction Drag Reduction

Through better understanding of the turbulent boundary layer, many strategies
have been formulated to reduce skin-friction drag. The general approach is to
provide some perturbation that will alter the sweep-ejection process described
in Sec. 2.2. This has the aim of reducing the strength of the ‘sweep’ events,
which are responsible for the majority of the skin-friction drag (Orlandi and
Jiménez, 1994). The exact strategy and mechanism differs somewhat between
techniques and there is much debate over the precise mechanism for a given
technique. In this section we shall briefly review a few successful approaches
of reducing skin-friction drag and move on to a detailed discussion of drag
reduction by creating a spanwise oscillation at the wall. Overviews of drag
reduction, including techniques for reducing pressure drag (i.e. streamlining)
and postponing transition, can be found in Gad-el-Hak (2000), and Sellin and

Moses (1989).

2.3.1. Overview

One of the most successful techniques of achieving skin-friction drag
reduction is polymer or surfactant addition. These techniques involve adding
tiny quantities of long chain polymers, or string-like surfactants, to liquids.
Drag reductions of 70% have been achieved, which enables an increased flow
rate or decreased pressure drop in turbulent pipe flow (Berman, 1978). In fact,
polymer additives are used today in the Trans-Alaskan-Pipeline. The exact
drag reduction mechanism has been discussed by Virk (1975), whereby the
long chain-like molecules are believed to interfere with the turbulent bursting

process by molecular extension. The additives appear to kill turbulence near
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the wall, such that the laminar sublayer becomes thicker and the peak in
turbulence intensity moves to higher .

Another successful technique, riblets, has been used on the hull of the Stars
and Stripes, which won the Americas cup yacht race in 1987. Riblets are
passive devices which consist of longitudinal grooves placed on the wall with
depth, A4, and spacing, s, of around the same order as the thickness as the
viscous sublayer (4 and s = 15 is optimal, Choi, 2001). Research on riblets
began in the late 1970s by Walsh (see Walsh 1990). Many profiles of riblets
have been studied and it is V-shaped grooves that are the most practical to
manufacture. The concept seems to have been inspired by the skin of fast
swimming sharks, which have rough dermal denticals with ridges that align
with the flow direction. Drag reductions of around 8% have been observed
using riblets, although their alignment must be within 30° of the mean flow
direction in order to observe an effect. Choi (1987), deduced that the riblets
act as small fences to restrict the movement of vortices near the wall. This
weakens the induction velocity between adjacent quasi-streamwise vortices.
Consequently, the near-wall bursts take place prematurely but at higher
frequency which leads to a reduction in skin friction and turbulent intensity.
The viscous sublayer also becomes thicker.

Another idea that has come from nature is the use of compliant coatings,
which was inspired by dolphin’s skin (Kramer, 1961). Compliant coatings are
deformable substances applied over a rigid wall. If the material properties are
chosen such that the surface deformation is small and the material natural
frequency, f,, is of the order of the average period between sweep events (50 <

1/f," < 150), then drag reductions of around 10% can be achieved (Choi ef al.,
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1997). The surface movement of the compliant coating due to near wall
turbulent structures are believed to be such that act to damp and weaken the
strength of the upwash during ejections. The burst frequency and intensity is
also reduced and the viscous sublayer is observed to thicken.

One of the more recent and exciting developments is the use of Micro-Electro-
Mechanical-Systems (MEMS) technology for active turbulence control. This
enables micron-sized sensors, actuators and electronics to be fabricated on a
common substrate using conventional integrated circuit-board manufacturing
techniques. Manufacture is becoming increasingly inexpensive due to the
recent explosion in computer technology. Such ‘smart skin technology’ for
boundary layer drag reduction is still a long way off for practical use (see
Warsop, 2004), but the concept has recently received much attention. For
example, Rathnasingham and Breuer (2003) demonstrated the ‘smart skin’
concept using an array of three, millimetre-scale, wall-mounted shear stress
detectors, with three wall-based actuators placed downstream. The actuators
were designed to induce a ‘synthetic’ streak which acts to counteract the near
wall streaks. A linear active control scheme was applied to trigger the
actuators once a large scale turbulent motion is detected. Streamwise velocity
fluctuations were reduced by up to 30% and a drag reduction of 7% was
achieved.

Other techniques for turbulent drag reduction include micro-bubbles (Merkle
and Deutsch, 1989), Large-Eddy-Break-Up devices (LEBUs) (Badyopadhyay,
1986), and blowing / suction control (Antonia et al., 1995). The above list is

by no means exhaustive and more strategies are formulated every year. One
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thing is for sure is that as our understanding of the turbulent boundary layer

grows, we shall endeavour to find more ways to control it.

2.3.2. Spanwise Wall Oscillation

The idea of inducing a spanwise perturbation into a turbulent boundary layer
stems from the observation that skin-friction and turbulence production is
suppressed in a 3D boundary layer when subjected to a sudden spanwise
pressure gradient, for example on a swept wing (Bradshaw and Pontikos,
1985). It appears that the spanwise pressure gradient induced in this
configuration imposes a fundamental modification to the flow structures
responsible for the bursting process. However, as the flow travels downstream
it will eventually return to its originally state.

It was first discovered by Jung et al. (1992), that this drag reduction can be
maintained indefinitely by applying an oscillatory spanwise motion. DNS was
used in a planar channel with fully developed turbulent flow before the start of
spanwise forcing (Re; = hu /& = 200, where 4 is the channel half height). An
oscillatory spanwise motion was induced by either superimposing a spanwise
crossflow with specified flow rate (equivalent to a spanwise pressure
gradient), or by inducing a prescribed velocity at the wall. They observed
sustained drag reduction for oscillation periods of 25 < T* < 200, with a
maximum drag reduction of 40% at the optimal oscillation period 7" = 100
and spanwise flow rate (per unit width) equal to 0.8Q,sinw?. Here, O, is the
unperturbed flow rate in the streamwise direction (per unit width) and 7* =
Tu"* /v, where T is the oscillation period and u" is the friction velocity of the
unperturbed flow. Very similar results were observed when the wall was

oscillated with velocity W, = 0.8(Q,/2h)sinwt. The level of drag reduction
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with time is shown in Figure 2.3.1, where at optimal conditions the maximum

level of drag reduction is achieved after only five oscillation periods. The

oscillations caused a 40% reduction in the Reynolds shear stress, — pz;, with

no significant increase in — pW/. Turbulence intensities dropped significantly

(u’, v’ and w’ by 14%, 30% and 35%, respectively) and the peak in each
quantity shifted away from the wall. The DNS study also showed that the wall
oscillation causes a decrease in the number and intensity of turbulence
structures, as can be seen in the iso-contour plot of vorticity magnitude in

Figure 2.3.2.
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Figure 2.3.1. Time evolution of the streamwise wall shear stress after the start
of oscillation at various frequencies. W denotes wall oscillation, all others

from imposed spanwise flow. From Jung et al. (1992).
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Figure 2.3.2. Turbulence structure in the unperturbed channel compared to a
channel with cross-flow oscillations at 7"= 100. The turbulence structures are
represented by contour surfaces of constant vorticity magnitude; lwl =

1.1u"™ /. From Jung et al. (1992).

The DNS results of Jung et al. (1992) were soon confirmed experimentally by
Laadhari ef al. (1994) in a fully developed turbulent boundary layer over a flat
plate (Re; = ou /v ~ 440). A moving plate was installed in part of the wall
which was oscillated sinusoidally with amplitude, Az" = 160, oscillation
period, 7" =100, and wall speed, Wy = 0.45U,sin wt. The results showed that
the mean streamwise velocity, U, was reduced for yJr < 30, and a reduction in
dU/dy occurred for y© < 8. This suggested that there was a skin-friction drag

reduction although the exact amount was not quoted. Contrary to Jung et al.

(1992), they observe that the relative reductions in u” (45%) and —uy (50%)

to be larger than in v’ (34%) and w’ (16%). The turbulence statistics are shown
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in Figure 2.3.3, whereby all turbulent intensities are observed to be
considerably reduced for y* < 200. Laadhari et al. (1994) suggest that the
reason for the drag reduction was because the quasi-streamwise vortices near
the wall become displaced relative to the low and high speed streaks by the
wall oscillation. This caused the quasi-streamwise vortices near the wall to
pump high speed fluid into low speed streaks and low speed fluid into high
speed ones, instead of the other way round. Thus, the intensity of the streaks
was weakened and the sweep-ejection cycle was disrupted, which lead to the
reduction in drag.

The global energy balance of spanwise wall oscillation was studied in a DNS
experiment by Baron and Quadrio (1996), where a non-zero transverse
velocity was imposing at the wall at the same Reynolds number as Jung et al.
(1992). The power saved was defined as (-dp/dx|. + dp/dx|,)Upur, Where
dp/dx 1s the streamwise pressure gradient, Up,y is the bulk mean velocity, and
the subscripts ¢ and m indicate canonical and manipulated respectively. The
power saved is compared to the power spent, defined as fth. Whall, Where 1, 18
the spanwise shear stress, and w,,,; 1s the spanwise wall velocity. For a fixed
oscillation frequency of 7" = 100, the skin friction was reduced by 40% for
amplitudes larger than 0.750./2h, consistent with the study of Jung et al.
(1992). However, a net energy saving was only found for low amplitude
oscillations (< 0.50,/2h), with a net energy saving of around 10%, as

illustrated in Fig. 2.3.4.
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Figure 2.3.3. RMS profiles of the three fluctuating velocity components and
Reynolds stress for spanwise wall oscillation with 7" = 100, 4z" = 160 (closed
symbols), compared to unperturbed boundary layer (open symbols). From

Laadhari et al. (1994).
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Figure 2.3.4. Energy balance using spanwise wall oscillation at different
oscillation amplitudes, 7" = 100. Friction power saved in white

((-dp/dx|.+dp/dx| ) Upuir). Power spent on oscillating wall shown in grey
(Jtuz Wyan dS). Net power saved shown in black. From Baron and Quadrio

(1996).
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There have been numerous studies conducted at the University of Nottingham
using spanwise wall oscillation by Choi (Choi ef al., 1998, Choi and Graham,
1998, Choi and Clayton, 2001, Choi, 2002, 2005, Karniadakis and Choi,
2003). It is these experiments that are the inspiration and knowledge base for
this thesis.

Choi et al. (1998), used hot-wire anemometry and flow visualisation in an
experimental investigation of wall oscillation in a low speed wind tunnel (6 =
60mm, Ry = 1.2x10°, U,, = 2.5m/s). The boundary layer was tripped at the test
section inlet such that a fully developed boundary layer was present. A
500mm long oscillating plate was located 2m downstream of the trip and set
flush with the surrounding surface. A crankshaft mechanism was then used to
oscillate the plate sinusoidally at various amplitudes and frequencies.

Using hotwire measurements 10mm downstream of the oscillating plate (x* ~
70), Choi et al. (1998), showed that the spanwise oscillation reduced the
mean-velocity gradient in the near wall region, thus indicating a reduction in
shear stress, t,, = udu/dy|a,. This is clearly illustrated in the outer scaled near
wall velocity profiles of Fig. 2.3.5a. The inner scaled near wall velocity profile
in Fig. 2.3.5b, shows that the viscous sublayer becomes thicker and for some
oscillation parameters extends beyond y* = 10. The streamwise turbulence
intensity was observed to be reduced in the inner region (y* < 100), and the
skewness and kurtosis were increased. However, the turbulence statistics
remained unaltered in the outer regions, suggesting that the spanwise
oscillation effect is only ‘felt’ in the near wall region. The maximum level of
drag reduction was reached after only 5 boundary layer thicknesses from the

leading edge of the oscillating plate, as shown in Fig. 2.3.6. This seems to
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plateau towards the end of the plate before returning slowly to canonical levels
some distance downstream.

Choi et al. (1998), also showed that the level of skin-friction reduction is a
function of oscillation frequency, f, and the amplitude of the oscillation, 4z, as
depicted in Fig. 2.3.7. It was therefore suggested that the level of drag
reduction is actually a function of wall speed. A good collapse of the data
occurred when plotting the level of drag reduction with the non-dimensional
wall speed W' = Az.w/2u”, where o is the angular velocity, such that 4z.w/2 is
the maximum amplitude of the wall velocity. In the 1998 study, there was not
enough data to give an optimum value.

Using flow-visualisation and infrared spectrometry, Choi et al. (1998)
observed that the oscillation caused the low-speed streaks to merge together
and alternately realign into the *z direction. This caused the average low-
speed streak spacing to increase by as much as 45%, whereas the duration of
the streaks increased by a factor of 4. It was proposed that the oscillating wall
promoted a laminar Stokes layer in the near wall region. The oscillatory
Stokes layer created streamwise vortex sheets of alternating sign (£€2,), and as
these vortex sheets are tilted into the alternating spanwise directions by the
wall movement ( +z), a net spanwise vorticity was created near the edge of the
Stokes layer (-£2.). This net spanwise vorticity acted to reduce the near wall
velocity gradient whilst increasing the velocity in the logarithmic region, as

depicted in Fig. 2.3.8.
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Figure 2.3.5. Near wall velocity profile 10mm downstream of the trailing edge
of an oscillating plate at different oscillation frequencies (4z = 70mm). a)

Outer scaled profile and b) inner scaled profile. From Choi ez al. (1998).
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Figure 2.3.6. Variation of skin-friction reduction along the oscillating plate. (f

= 5Hz, Az = 70mm). From Choi et al. (1998).
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Figure 2.3.7. Variation of skin-friction reduction with oscillation frequency

and amplitude. From Choi ef al. (1998).
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Figure 2.3.8. Conceptual model for a turbulent boundary layer over an
oscillating wall showing a net spanwise vorticity, €., created by a periodic

stokes layer. From Choi et al. (1998).

Choi and Clayton (2001), pointed out that the creation of a net spanwise
vorticity located at the edge of the viscous sublayer not only reduced the mean
velocity gradient near the wall (Fig. 2.3.8), but also impeded the stretching of
the quasi-streamwise vortices, thus reducing their intensity. As a result, the
downwash of high-momentum fluid associated with these vortices (sweep)
were of reduced intensity, thus leading to a reduction of skin-friction drag. In
fact, the VITA burst signature duration was reduced by as much as one third,
as shown in Fig. 2.3.9, which suggested that the sweep events were much
weaker. Such modifications to the sweep events were observed to at least y =

20.
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Figure 2.3.9. Variable Interval Time Averaged (VITA) near-wall burst
signature at y° = 1.5. — with spanwise wall oscillation, --- without wall

oscillation. From Choi and Clayton (2001).

Further investigation was carried out in the same facility by Choi (2002) using
sub-miniature cross wire probes in order to study the spanwise velocity profile
near the wall. The measurements showed that the spanwise velocity profile in
the near wall region was nearly identical to the theoretical laminar Stokes flow
over an oscillating plate, and extended to approximately y* = 30 as shown in
Fig. 2.3.10. This confirmed their earlier beliefs as to the drag reduction
mechanism. They presented evidence of the production of net spanwise
vorticity by the Stokes layer by measuring the velocity increase, Au ", such that
Q." = -ddu"/dy, (The vorticity contribution due to |d4v"/dx| is ignored since
|dAu"/dy| >> |dAv'/dk|). The results are shown in Fig. 2.3.11, where a net
vorticity was created at y© =~ 10 (the sign conventions from Choi et al. (1998)
and Choi (2002) are different, but in both cases the net vorticity is as in Fig.
2.3.8).

There was now enough data to re-examine whether it was the non-dimensional
wall speed, W' = Az.w/2u”, that is the important parameter for drag reduction

using spanwise wall oscillation. Figure 2.3.12 shows the data of Jung et al.
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(1992), Laadhari et al. (1994) and Choi ef al. (1998) which confirmed that the
amount of drag reduction did indeed depend on W, with an optimum value of
W™ = 15. The results of Choi showed a maximum of 45% drag reduction,
when the plate was oscillated with W' =15, 4z" =400 and 7" = 80.

The University of Nottingham group have also tested the spanwise oscillation
using a ‘real-world’ application of rotating the wall of a fully developed
turbulent pipe flow at Req = 3x10* (Choi and Graham (1998)). A maximum
drag reduction of 25% occurred by exciting the wall with a nondimensional
wall speed of W" = 15 (T" = 50-100), consistent with the flat plate oscillation
and DNS results discussed previously. The lower drag reduction was
attributed to the higher Reynolds number, differences in outer boundary layer

structures in pipe flow, and the centrifugal force.

30

10

Figure 2.3.10. Phase averaged spanwise velocity profile over the oscillating
wall. The theoretical spanwise velocity profile within the Stokes layer is given
by w/Wy = e“cos(wt-¢), where go=y\/(a)/2v) is the phase lag, o is the angular
velocity and W) the velocity amplitude of the oscillation (Schlichting, 1979).
Solid lines are from Stokes’ theory, and symbols are from experimental data.

a)@=-m,b) 0=-n/2, and ¢) § = 0. From Choi (2002).
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Figure 2.3.11. Spanwise vorticity, Q.", created in the turbulent boundary layer

due to wall oscillation, ---; mean velocity increase, Au', —. From Choi

(2002).
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Figure 2.3.12. Turbulent skin-friction drag reduction by spanwise wall

oscillation as a function of nondimensional wall velocity. From Choi (2002). @

Choi et al. (1998); o Laadhari et al. (1994); o Jung et al. (1992).
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Further investigation of the drag reduction mechanism was performed by
Dhanak and Si (1999), who present DNS data using a 2D model of the y-z
plane across the wall region of the turbulent boundary layer. The Navier-
Stokes equations were solved locally with the assumption that the spatial
variation of a quasi-streamwise vortex along its length is less than that in the
y-z plane. They focused on the effect of spanwise wall oscillation on a single
pair of counter-rotating streamwise vortices near the wall. An oscillation
period of 7" = 100 was used with different vortex strengths and sizes and it
was observed that the spanwise cross flow caused by the wall oscillation
deforms and leads to a mutual annihilation of the vortices. Figure 2.3.13a
shows the evolution of the vortices in the un-manipulated flow. The vortices
rolled-up and moved away from the wall forming a low speed region below
the structures, and finally underwent a mutual viscous annihilation at some
distance from the wall. Note that two more vortices were formed between the
primary vortices at the wall, which rotated in the opposite direction. Figure
2.3.13b shows the case with wall oscillation. The wall motion induced the
vortex initially on the right hand side of the figure to move underneath the
other vortex and caused them to cancel very rapidly. Consequently, the
vortices and associated Reynolds stresses had nearly disappeared by ¢ = 10.
Note that the vortices in the un-manipulated case were present to at least #'=
30. A net (phase averaged) drag reduction of around 10% was found in their
study, but their model was only valid for short time scales (¢ < 40), only one
structural scale, and 2D flow assumptions were made. By comparison, Jung et
al. (1992) showed that the flow did not reach a statistically steady state, with

40% drag reduction, until # = 500 (or five oscillation periods, see Fig. 2.3.1).
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Figure 2.3.13. Evolution of quasi-streamwise vortices with and without
spanwise wall oscillation. Contours of streamwise vorticity are shown, a) in
the absence of wall oscillation, and b) with wall oscillation of period 7" =100,

and amplitude W, = 12. Reproduced from Dhanak and Si (1999).

Further DNS experiments were performed by Choi et al. (2002), to extract a
simple equation for the drag reduction rate, D, = (T, osc — Tosc)/Tno osc- Like Chot
(2002), they concluded that the drag reduction was based on the interaction
between the Stokes layer and the near-wall turbulence. More specifically, Choi
et al. (2002), state that the amount of drag reduction was not only based on
how far from the wall the oscillations extend (or, the penetration depth, as
previously discussed by Choi et al. 1998), but also on the acceleration
produced near the wall. A new parameter, v, = a5+yd+/A +Reto'z, was proposed
and the drag reduction rate of many studies collapsed reasonably well

according to D, = 1000VC+2 + 50V7.", as shown in Fig. 2.3.14. Here, as is a
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measure of the acceleration of the Stokes layer at y* =5, y, is the influential
range of the Stokes layer and 4" is the oscillation velocity amplitude of the
wall. However, this scaling did not correlate with the data of Jung et al. (1992)
for 7" =200 and 7" = 500.

More recently, Quadrio and Ricco (2004) addressed the issue of the different
scaling parameters used by the different authors (i.e. 7" and W), the different
quoted maximum drag reductions and the net energy saving achievable using
spanwise oscillation. They performed a DNS experiment by oscillating the top
and bottom walls of a channel sinusoidally, in phase, with velocity W =
Wausin(2zt/T). The Reynolds number was Re, = 200, such that results could be
directly compared with Jung et al. (1992), Baron and Quadrio (1996) and Choi
et al. (2002). A large computational domain was used (L, = 214) and the
computational experiments ran for a long time (+* =~ 9000) to ensure high
accuracy solutions. The oscillation period, 7, and the maximum velocity, W,
were varied independently and Fig. 2.3.15 shows the percentage drag
reduction versus 7" and #". The highest computed drag reduction was 44.7%
for T" =100 and W' =27, confirming the experimental results of Choi (2002).
The highest computed net energy balance was 7.3% and occurs at
approximately the optimum oscillation period but with reduced oscillation
speed, due to increased viscous losses as the oscillation speed was increased.
This was similar to the 10% net saving observed by Baron and Quadrio
(1996). Contrary to Choi (2002), Quadrio and Ricco (2004) observed that the
drag reduction depends on both the nondimensional oscillation period, 7", and
the nondimensional wall speed, W' . The following parameter, S°, was

proposed to scale the drag reduction results by combining a wall normal length
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scale, /", related to the distance at which the wall oscillation affects the
turbulent structures (from the Stokes solution), and the local spanwise

. +
acceleration, a,, .

al* T w —— |z
St="n =2 /—In| —2Z— |exp| — — 2.3.1
(W+] p( y T+j (2.3.1)

VVmJr - T+ th
Where, W,," is the threshold velocity necessary for the oscillation to affect the

structures and ? is a distance related to the local maximum acceleration.

Based on physical arguments they selected W, = 1.2 and 7 = 6.3 and a

good collapse of the data was observed as shown in Fig. 2.3.16. It was found
that the correlation holds, provided that the oscillation period was shorter than
the typical time scale of the survivability of the near-wall structures. If the
oscillation period was greater than this, the flow has time to readjust to its
natural state between the oscillation and the assumption made for the

parameters were no longer valid.
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Figure 2.3.16. Drag reduction versus S". From Quadrio and Ricco (2004).
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2.3.2. Lorentz Force Spanwise Oscillation

The mechanical spanwise oscillation described above is clearly effective in
reducing skin-friction; with a maximum of 45% drag reduction quoted by
most authors. However, the oscillation method is not very practical, except
perhaps in pipes. To oscillate a surface of an aircraft or ship is simply not
feasible and has many issues with reliability and corrosion, not to mention the
added weight of mechanical parts needed to oscillate the surface. Researchers
have subsequently tried to mimic the wall oscillation without the need for
moving parts. The most popular method is Lorentz force oscillation (also
known as Electro-Magnetic Turbulence Control, EMTC). This utilises the
force generated by the combination of an electric field and a magnetic field,
within a conductive medium (e.g. salt water), to achieve flow control. EMTC
is not just limited to spanwise oscillation configurations. In fact the idea has
been used for, amongst other things, wall normal blowing and suction (Rossi
and Thibault, 2002), streamwise forcing (Crawford and Karniadakis, 1997),
and pulsation (O’Sullivan, 1998). For brevity, we shall only discuss the results
of spanwise Lorentz forcing to look for similarities with the mechanical
oscillation case.

Berger et al., (2000), found that the important parameters for drag reduction
using spanwise oscillating Lorentz forcing are the penetration depth, 4", the
oscillation period, 7, and the Stuart number, St = JOB()é/pu*2 . The penetration
depth is a measure of how far the Lorentz force protrudes into the flow, 4" =
a'/m = au'/nv, where a is the electrode spacing (see Fig. 2.3.17 for a typical
Lorentz forcing actuator). In order to have the greatest effect on the near wall

structure, Berger et al. (2000), found that A" should be set to match the
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location of the quasi-streamwise vortex cores (y* =~ 15-25), and is similar to
the required depth of the Stokes layer for mechanical wall oscillation (Choi,
2002). The oscillation period has the same definition as for mechanical wall
oscillation, 7" = T u*z/v, and the Stuart number represents the ratio of the
electromagnetic force to the initial force of the fluid. Here, Jj is the current
density at the electrode surface, By is the magnetic field strength, and o is the
undisturbed boundary layer thickness.

Various combinations of parameters were studied using DNS by Berger ef al.
(2000), who found that by applying a spanwise Lorentz force, drag reductions
of around 40% could be achieved. Optimal drag reduction occurred when 4" =
10, T = 50-100 and (St.T"/Re,x) ~ 20. They stated that the Lorentz force
caused a shear force to be applied to the near-wall quasi-streamwise vortices,
such that the vortices of the same sign as the shear survived, while the vortices
of opposite sign were suppressed. By oscillating the shear, it was possible to
suppress vortices of both sign, which ultimately disrupted the turbulence
production cycle and lead to a drag reduction. They also found that the shear
force had to be great enough to overcome the natural dynamics of the near-
wall quasi-streamwise vortices and had to be applied in the region where the
vortices are located. The annihilation of streamwise vorticity near the

manipulated surface is clearly visible in Figure 2.3.18.
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Figure 2.3.17. Details of the EMTC actuator modelled by Berger et al. (2000)

and used experimentally by Pang et al. (2004). From Pang et al. (2004).

g

Figure 2.3.18. Contour of streamwise vorticity, w,, a) without control and b)
with Lorentz forcing applied to top wall only with 47 = 10, 7% = 100, St = 20,
Re, = 100 (St.T"/Re,r = 20). Dashed lines correspond to negative vorticity.
Note that the streamwise vortices have been nearly completely annihilated on

the Lorentz forcing surface. From Berger et al. (2000).
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Recently, Pang et al. (2004), and Pang and Choi (2004), performed an
experimental study in a water channel using an array of permanent magnets
and electrodes to create a spanwise Lorentz forcing in a turbulent boundary
layer. The oscillation was achieved by switching the polarity of the electric
field, and copper sulphate, CuSOy4, was injected near the wall to make the fluid
conductive. The schematic of the test surface is shown in Fig. 2.3.17. Figure
2.3.19 shows the drag reduction achieved through variation of St and 7", with
fixed 4" = 12.4. This penetration depth was similar to the optimal depth from
Berger et al. (2000). It was observed that a band of maximum drag reduction
occurs at approximately Sz.7° = 21000, with a maximum drag reduction of
40%. This prompted Pang and Choi (2004) to define an “equivalent spanwise-
wall velocity”, W,,” = StT"/(2nRe,), in order to compare these results with that
of mechanical wall-oscillation. The dependency of drag reduction with W,," is
plotted in Fig. 2.3.20, where maximum drag reduction was found at " = 10-
15, consistent with the mechanical wall oscillation case (W = 15, Choi,
2002). This suggested that there was a similar drag reduction mechanism in
both cases. Certainly, the statistical and VITA trends in Pang et al. (2004) are
very similar to the mechanical wall oscillation study of Choi (2002).

Breuer ef al. (2004), presented results for a similar electrode-magnet array as
Pang et al. (2004). Using PIV in initially stationary saltwater they observed a
sinusiodally varying spanwise velocity with thickness of several millimetres
(Fig. 2.3.21). Using a floating element drag balance, a drag reduction of 10%
was observed when the actuators were used in a turbulent boundary layer.
However, this was averaged over the entire floating plate, which included

corner flows and a region where the flow is adjusting to the Lorentz forcing.
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Figure 2.3.21. Velocity profiles due to oscillatory Lorentz forcing in initially

static saltwater. From Breuer et al. (2004).
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It would appear that there are many parallels between the spanwise
mechanical wall oscillation and spanwise Lortenz (EMTC) forcing techniques.
In both cases, the maximum attainable drag reduction was around 45%, which
occurred when the period, 7"~ 100, and the wall speed, W' = 15. Note,
however, that the definition of wall speed differs between the two cases
Weer' = (4z2).0" = 7dz' /T, W, = StT'/(2nRe,)). The required
penetration depth and thickness of the Stokes layer were the same in both
cases (i.e. at y* =~ 10-15). This would tend to suggests that drag can be
significantly reduced by the oscillatory spanwise-displacement of near wall
structures, regardless of the physical means of creating the oscillation.
However, neither of the above spanwise oscillation techniques is very
practical. As mentioned, mechanical wall oscillation is far from feasible on
aircraft, especially given the huge oscillation frequencies required at flight
speeds (f = O[100kHz]). Lorentz forcing, apart from the being restricted to
liquid applications, has very poor efficiency. Berger et al. (2000) and Breuer
et al. (2004), showed that the electrical-to-mechanical efficiency is of order
10, due to the low field strength of the permanent magnets and the low
conductivity of saltwater. Also, the technique would require large, heavy
magnets where the extra weight and corrosion issues may outweigh the gains.
Given the success of the two techniques, spanwise oscillation will be
attempted in this thesis by creating an oscillating force using surface plasma.
Plasma is fast acting such that bandwidth issues are not expected to be
encountered, and the devices require no moving parts, complicated ducting or
heavy magnets. RF glow discharge plasma actuators for subsonic airflow

applications will be discussed in the next section.
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2.4. Plasma Aerodynamics

2.4.1. Introduction

Plasma is defined as the fourth state of matter, of which nearly 99% of the
universe is composed. Plasma is created when sufficient energy is added to a
gas so that it becomes ionized. The result is a quasi-neutral particle system
containing free electrons, ions and, depending on the degree of ionization,
neutral particles. The energy required to ionize the gas may be thermal or
electrical. In the case of ‘hot’ plasmas, the thermal energy of the gas is so
great that electrons are no longer bound to their atomic core, such as in stars
where the temperature is several million degrees K. Alternatively, and as a
requirement for terrestrial applications, strong electric fields or ionizing
radiation, such as X-rays, are used to strip the electrons from the atoms to
create plasma (Kunhardt, 2000). In either case, once generated, the plasma can
be manipulated by electric or magnetic fields.

Plasma has been used in microelectronic device fabrication, ozone generation
and in gas laser excitation for some time and it is used everyday to light
offices all over the world in fluorescent tubes (Roth, 1995 and 2001a). More
recently, plasma has found application in high definition plasma screen
televisions and in manoeuvring orbiting satellites. It has even been used as an

anemometer by Reid (1962), and by Corke and Post (2005).
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Figure 2.4.1. Voltage-Current characteristics of a DC low pressure electrical

discharge tube. From Roth, (1995).

Most of our understanding of plasma comes from studying electrical discharge
tubes, with groundbreaking works by Faraday and Maxwell in the late 19"
Century. In such configurations, plasma is maintained by applying a high DC
voltage between parallel plates in a partially evacuated chamber. Roth (1995),
provided a detailed explanation of the formation of plasma between the
electrodes and presented the above Voltage-Current characteristics as the
potential difference is steadily increased (Fig. 2.4.1).

As the voltage is initially increased (A-B), current is drawn due to the
naturally occurring ions and electrons present in the gas which flow due to the
electric field until they are removed from the volume (saturation B-C). As the
voltage is increased further, electrons acquire enough energy from the electric
field to be emitted from the cathode and ionise some of the neutral background
gas through particle collisions. This process creates additional ions and

electrons and the current increases exponentially (C-D). At a critical voltage,
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Vs (E), electrical breakdown occurs and a transition is made to the glow
regime, whereby the amount of excitation to the background gas is visible to
the eye (F-H). In air, this appears as a light purple glow. The exact breakdown
voltage for a particular gas depends on the product of the gas pressure, P, and
the distance between electrodes, d. For air, the critical P.d value (Stoletow
point) is 5.7 x 10 Torr-m and the minimum breakdown voltage, Eg min, 18
360V. As the voltage is increased still further (H-K), destructive and
unpredictable arcs occur between the two plates. The normal glow regime is a
stable structure and is the region of interest in this study (F-G).

For plasma to be useful in aerospace applications, the device must operate at
atmospheric pressure (as a maximum), with air as the ambient gas. Roth
(1995, 2001a, 2001b), showed how the glow discharge can be maintained at
these conditions with a device dubbed the ‘One Atmosphere Uniform Glow
Discharge Plasma’ (OAUGDP). This plasma was maintained by a radio
frequency (RF) AC voltage, so that the distance between electrodes did not
have to be unfeasibly small or the voltage unfeasibly high (d = 0.077mm for
DC glow discharge in atmospheric pressure air at Eg i, = 360V). Such plasma
has a low degree of ionisation and hence a large amount of neutral particles
exist within it.

Roth (1995, 2001a) and Roth er al. (1995) stated that stable glow discharge
plasma can be maintained in ambient air if the driving voltage switches
polarity at such a high frequency that the electrons have enough time to travel
from one electrode to the other (due to their low mass), but the heavier ions do

not. Thus, plasma is ‘artificially’ held between the plates yet has all the
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characteristics of the classic DC glow discharge. This ‘ion trapping’ frequency
for a pair of parallel plates was given as:

eE eE_ 2.4.1)

where e is the charge of an electron, E,,; is the applied voltage, m; is the mass
of an ion, m, is mass of an electron, v,; is the ion collision frequency, v, is the
electron collision frequency, vy is the AC driving frequency and d is the plate
separation. Roth ez al. (1995), said that if the driving frequency is below the
above range, both ions and electrons will have enough time to reach the other
electrode during an AC cycle and no plasma will form. They also said that if
the driving frequency is above the range, both electrons and ions will
effectively be trapped between the plates and unstable filamentary breakdown
occurs. The ion-trapping regime was shown to require a driving frequency of
several kHz at a voltage of several kV for a gap distance of several mm in
atmospheric air (Roth ez al. 1995).

Figure 2.4.2 illustrates a typical plasma reactor, where plasma is formed
between parallel plates (from Roth, 2001a). Yokoyama et al., (1990) showed
that the glow discharge at atmospheric pressure can be stabilised by using a
high-frequency source or by inserting a dielectric plate between the electrodes.
Fast rise-time voltage pulses were also said to improve the uniformity of the
discharge (Pashaie et al., 1994). In addition, short duration square-wave
pulses have been used to exploit the charge build up on the dielectric during
each half of the AC cycle, so that a secondary discharge occurs (driven by the
electric field of the surface charge) without consuming energy from the

applied circuit (Liu and Neiger 2001).
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Figure 2.4.2. Parallel plate OAUGDP geometry. Adapted from Roth (2001a).

Roth’s OAUGDP was said to be homogeneous and spatially stable (Roth,
2001a). Massines at al. (1998), found that truly uniform glow discharge at
atmospheric pressure was indeed possible if the gas is relatively free from
impurities. There is, however, much evidence from plasma reactors used in
ozone generation that the plasma does not form as a diffuse glow, but actually
consists of a number of tiny individual breakdown channels (radius = 0.1mm,
duration = 10ns). These channels are known as microdischarges, and the
corresponding plasma is known as a Dielectric-Barrier Discharge (DBD), or
silent discharge. Kogelshatz et al. (1997), provided a review of the subject.
Note that DBD reactors are very efficient at producing ozone and may have an
additional advantage for aerospace applications since when attached to
aircraft, vast quantities of ozone will be created in the upper atmosphere. This
may potentially add ozone back to the depleted ozone layer.

Dielectric-Barrier Discharges can be created in a range of geometries, as
illustrated in Fig. 2.4.3. For industrial ozone generation the coaxial geometry
is popular, which are typically operated between 500Hz and 500kHz with
amplitudes of 10kV and a gap spacing of a few mm (Kogelshatz et al. 1997).

The parallel plate geometry can be effectively uncoiled, as in Fig. 2.4.3c. It is
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this geometry that is of interest to the acrodynamicist since this enables plasma
to be formed at the surface of a body. Such devices are known as surface
plasma actuators.

Enloe et al. (2004a and 2004b) explained the operation of surface plasma

actuators. With reference to Fig. 2.4.4, they state;

“Figure 2.4.4a illustrates the half-cycle of the discharge for
which the exposed electrode is more negative than the
surface of the dielectric and the insulated electrode, thus
taking the role of the cathode in the discharge. In this case,
assuming the potential difference is high enough, the
exposed electrode can emit electrons. Because the discharge
terminates on a dielectric surface, however, the build-up of
surface charge opposes the applied voltage, and the
discharge shuts off unless the magnitude of the applied
voltage in continually increased... The behaviour of the
discharge is similar on the opposite half cycle: a positive
slope in the applied voltage is necessary to maintain the
discharge. In this half-cycle, the charge available to the
discharge is limited to that deposited during the previous

half-cycle on the dielectric surface”
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Figure 2.4.3. Schematic of common dielectric-barrier discharge

configurations. a) parallel plate reactors and b) coaxial reactors from

Kogelshatz et al. (1997). ¢) Surface discharge reactor adapted from Gibalov

and Pietsch (2000).
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Figure 2.4.4. Illustration of the self limiting nature of the dielectric barrier
discharge. Electrons are emitted from the exposed electrode during the
negative part of the AC cycle (a). These are subsequently deposited on the
dielectric surface and build up charge which opposes the potential at the
exposed electrode, causing the discharge to extinguish as soon as the exposed
electrode potential stops rising. In the positive half-cycle (b), the electrons are
removed from the dielectric and travel back to the exposed electrode. From

Enloe et al. (2004b).
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Gibalov and Pietsch (2000), studied the structure of the dielectric barrier
discharge in parallel plate and surface discharge geometries. For the surface
discharge case, distinct channels appeared on the surface with widths of the
order of 1mm, as illustrated in Fig. 2.4.5. Since there is no defined discharge
gap, the filaments spread out over the surface of the dielectric and charge
transfer takes place in a very thin layer. They noted that an increasing applied
voltage caused an increase in the discharge area on the dielectric surface. Also,
the length of the discharge region decreased with an increase in dielectric
constant of the material. However, the number of charge carriers accumulating
on the dielectric surface increased with dielectric constant.
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Figure 2.4.5. Discharge patterns on the dielectric surface of a surface

discharge plasma actuator (dust figures). a) a positive voltage pulse of 20kV at
the surface electrode; b) a negative voltage pulse of 20kV; and ¢) an AC

voltage of 10kV. From Gibalov and Pietsch (2000).
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The filamentary nature of surface plasma actuators was also confirmed by
Wilkinson (2003) and Enloe ef al. (2004a and 2004b). As shown in Fig. 2.4.6,
the plasma structure appeared as discrete “fountains” when the upper electrode
was the instantaneous anode. When the upper electrode was the instantaneous
cathode, the plasma structure showed closed loops and bridges across peaks of
the plasma structure. Thus, the plasma is both spatially and temporally non-
uniform. However, the cathode plasma formation appeared to be more

energetic; an observation also noted by Johnson and Scott (2001).
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Figure 2.4.6. CCD phase averaged photographs of the plasma along the edge
of an electrode, running horizontally along the bottom of the picture. Timing is
shown with respect to plasma current above each image. Plasma excitation is

at 8.5k Vp, at 3kHz. From Wilkinson (2003).
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2.4.2. Plasma Forcing

What is truly remarkable about surface plasma actuators is their ability to
produce a force on the surrounding gas, and hence create or alter a flow. This
gives the aerodynamicists the ability to tailor a force near the surface of a body
in order to achieve global gains such as flow separation control or drag
reduction. The exact cause of this forcing has been a subject of investigation
for some time and is still a hot topic for debate within the research community
to this day.

Robinson (1962), provided a history of the phenomena of the ‘electric wind’,
which dates back to the 16™ Century. Such research focused upon the
movement of gas induced by the repulsion of ions from a high voltage corona
discharge (c.f. Fig. 2.4.1). DC coronas, or ion winds, have been used to reduce
viscous drag (Malik et al. 1983, El-Khabiry and Colver 1997) and have been
used to explain the force that occurs on asymmetric capacitors operated at high
DC voltages (~30kV). This so-called °Biefild-Brown’ effect has been
demonstrated in devices called ‘lifters’, whereby the force exceeds the devices
weight causing the devices to float magically in the air (Bahder and Fazi
2003). Plasmas have also received much attention for supersonic and
hypersonic applications. A short review of such applications was provided by
Fomin et al. (2004).

However, the surface glow discharge plasma actuator is fundamentally
different from DC corona discharges. Here we explore two views of how
surface plasma actuators produce a force within the ambient gas.

Roth and his colleagues at the University of Knoxville, Tennessee, have

performed much work on the use of plasma actuators for acrodynamic flow
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control (Roth, 2001a, 2001b, Roth and Sherman, 2000, Roth et al., 1998,
2001, 2004, 2005, Sherman, 1998). Terming the device as an Electro-Hydro-
Dynamic (EHD) actuator, Roth stated that a “paraelectric” body force can act
on the charges within the plasma if a non-uniform electric field is present.
With reference to Fig. 2.4.7, Roth said:

“... electric field lines terminate on free charges, or on
charged conductors, and these electric field lines act like
rubber bands in tension to pull polarised charges of opposite
sign together. If an electric field gradient is present, as in a
tilted-plate configuration (Fig. 2.4.7), the polarised electric
field within the plasma causes the charges, the plasma, and
(as a vresult of Lorentzian momentum transfer) the
background gas to move towards regions with shorter
electric field lines and stronger electric fields, i.e. the

plasma will move towards increasing electric field gradients,

and drag the neutral gas along with it”

HIGH
VOLTAGE
AF POWER
SUPPLY

Figure 2.4.7. Paraelectrically unstable plasma between two tilted planar

electrodes with plasma motion to the left. From Roth, 2001b.
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Roth stated that the electrostatic body force per unit volume of plasma, f,, with
net charge density, p,, is given by:

f, =pE, (2.4.2)
where E is the electric field. The net charge density if related to the electric

field through a Poisson equation:

VeE=Fe (2.4.3)
80

where ¢ is the permittivity of free space. Thus:

1 d(1
f =¢ EVeE=—¢gVeE’=>—| _¢g F* |, 2.4.4
b 0 2 0 dx(2 0 j ( )

where the one-dimensional formulation has been derived and the bracketed
term was dubbed the ‘electrostatic pressure’. Neglecting viscous forces and
centrifugal forces, Roth assumed that the electrostatic pressure and gas
pressure to be in equilibrium. This then allowed estimation of the neutral gas
velocity, vy, by equating the electrostatic pressure to the stagnation pressure,

Ds:

1 1
o= =SEE (24.5)

Thus, inputting typical values for air with an actuator with electric field of 10°

(i.e. 1kV across Imm):

-12
vy = E [0 =100 20T _h s 246
P 1.3

Therefore, Roth showed that the plasma actuator induced a flow of ambient
gas with velocity magnitude proportional to the electric field. The ambient gas

was expected to flow into regions of increasing electric field gradient.
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Roth et al. (1998), presented evidence of the surface plasmas ability to drive a
flow of ambient gas. Actuators were designed which produced plasma on both
sides of the electrode (symmetric configuration) and on one side only
(asymmetric configuration). These configurations subsequently produced bi-
lateral or uni-lateral EHD forcing respectively as illustrated in Fig. 2.4.8.
Figures 2.49 and 2.4.10 present flow visualisation and Pitot tube
measurements of the plasma induced flow caused by an asymmetric plasma
actuator in still air. Roth ez al. (1998), explain the phenomena as;

“In Fig. 2.4.9b, the flow is drawn downward by a low

pressure above the low electric field gradient region of the

plasma, entrained in the ion-driven plasma flow toward the

region of high electric field gradient, and forced outward by

the region of high (plasma stagnation) pressure along the

surface of the panel. The flow is rapidly accelerated away

from the region of high gas pressure and high electric field

gradient (primarily to the left of the electrode due to

asymmeltry but to a lesser degree to the right as well).”
Bulk heating was discounted as the mechanism of inducing the flow because
the flow direction is counter to that expected from buoyant flow: plasma
actuators create flow along the surface laterally, not rising upward (Sherman
1998). In a later paper (Roth, 2004), it was shown through Pitot tube
measurements that the plasma-induced flow profile was similar to a Glauert
laminar wall jet (Glauert 1956). A maximum velocity of 3m/s was measured at
around Imm from the dielectric surface when a series of 12 asymmetric

actuators were activated simultaneously with Egys = SkV at 6kHz.
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Figure 2.4.8. Schematic of a) symmetric and b) asymmetric electrode sheets

with direction of induced plasma forcing.
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Figure 2.4.9. Demonstration of plasma forcing in still air for an asymmetric
electrode. Lower electrode is offset to the left such that EHD forcing is to the

left. From Roth ez al. (1998).

Y (mm)
o
T

Velocity (m/s)

Figure 2.4.10. Magnitude of plasma induced flow velocity in still air for an

asymmetric electrode. Excitation at 3kHz at various applied voltages.
Measurements take with a pitot tube 28mm downstream of the electrode. From

Roth et al. (1998).
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Corke and his colleagues at the University of Notre Dame, Indiana, have also
conducted much research into the use of surface plasma actuators for flow
control (see Corke and Post 2005). In a recent paper addressing the operation
of the plasma actuator, it was stated that the actuator’s behaviour is primarily
governed by the build-up of charge on the dielectric surface (Orlov and Corke
2005), not the bulk motion of plasma as Roth suggested (Roth 2001b). The
plasma was said to be net neutral (i.e. equal number of negative and positive
charges), and the charges respond to the external electric field (i.e. electrons
move to the positive electrode and positive ions move to the negative
electrode). This motion was thought to set up an electric field within the bulk
of the plasma which cancels the external field. However, they stated that
regions of charge imbalance exist at the electrode surface and at the dielectric
surface because of the solid boundaries. Since these regions exist within an
external electric field (see Fig. 2.4.11), a force is produced. The direction of
the force was said to be the same during each half AC cycle since at a
particular location, the sign of the charges and the sign of the electric field
change.

Orlov and Corke (2005), used Maxwell’s equations in differential form to

analyse the phenomenon:

V><H:j+§2
ot
vxE =28 (2.4.7)
ot
VeD=p,
V'BZO H

where H is the magnetic field strength, j is the electric current, D is the

electric induction, E is the electric field strength, B is the magnetic induction,
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and p. is the charge density. They assumed that enough time has past for the
charge to redistribute themselves (a few nanoseconds), so that the plasma is
quasi-steady state. Thus, j, H, B, and their time derivatives are all equal to 0
and there was only one applicable Maxwell equation for the electric induction,
D:

VeD=p . (2.4.8)
D is related to the electric field, E, through the dielectric coefficient, ¢:

D=¢E , (2.4.9)

and the electric field strength, E, is related to the electric potential, ¢, by:

E=-Vop . (2.4.10)

Thus, Eq. (2.4.8) becomes:

Ve (Vo) =—% . 2.4.11)

0
Orlov and Corke (2005) then substituted for the Debye length, Ap, which is a

characteristic length for electrostatic shielding in plasma (c.f. Fig. 2.4.11):

-1

(11
 FE L Ry ALY (L | 2.4.12
I (eo K, A, @41

where e is the charge of an electron, 7y is the number of molecules which were

separated into ions and electrons by the electric field, & is Boltzmann’s
constant, and 7;,. are temperatures of ion and electron species. Substituting

into (2.4.11):

VO(EV(p):LZ(o . (2.4.13)
Ay

Finally, by solving (2.4.13) for the electric potential, Orlov and Corke (2005)

stated that the body force per unit volume of plasma is given by the Lorentz

equation:
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f =pE-= —[%](pE . (2.4.14)

D
Here, f3, is the body force vector per unit volume of plasma. Thus, Orlov and
Corke (2005) found that the force is proportional to the electric field
multiplied by the electric potential, in contrast to Roth (see Eq. (2.4.4)). Note
that in order to calculate this force, one requires knowledge of the volume of
the plasma, which varies with time throughout the AC cycle. This body force
was added to the 2D Navier-Stokes momentum equations in a simplified
model by Shyy et al. (2002), and more recently by Suzen at al. (2005).

In the experimental work of Corke, the actuator was observed to draw ambient
fluid towards the wall above the actuator, and then accelerate it away from the
greatest electric field potential to produce a jet which is initially parallel to the
wall, as illustrated in Fig. 2.4.12 (Corke et al., 2002). Enloe et al. (2004a),
showed that the length of the lower electrode has no effect on the amount of
plasma formation (and hence body force), provided that it was longer than that
naturally occupied by the plasma. Thus, when designing electrodes, one must
take care not to inadvertently limit the plasma formation by constructing a
lower electrode that is too short; nor waste space by providing a lower
electrode that is too big. For a 12kVp._p input, Enloe et al. (2004a), found that
the limit of plasma formation was around 12mm. With regards to the exposed
electrode, the width appeared to have no effect on the discharge phenomenon.
However, there was a dramatic effect in changing its height, where the
momentum coupling increased as the height of the exposed electrode

decreased. Thus, the exposed electrode should be made as thin as possible.
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Figure 2.4.11. Electric potential for the plasma actuator geometry calculated

numerically a) without and b) with plasma. From Enloe ef al. (2004a).
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Figure 2.4.12. Measured velocity vectors (top) and time-averaged U
component (bottom) of the flow field induced by an asymmetric plasma
actuator. Measurements taken using PIV, a pitot tube and though DNS

modelling of Eq. (2.4.4). From Corke ef al. (2002).
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In both of the above models it can be seen that the body force is directed
towards increasing electric field gradient (i.e. towards the electrode), whereas
the induced airflow has been observed to be away from the electrode. Enloe et
al. (2004b) showed it is the negative-going part of the discharge cycle which
couples more momentum into the air. In this part of the cycle, electrons are
emitted away from the electrode towards the dielectric while ions are expected
to be moving towards the electrode. It was suspected that it is the ions that
transfer the most momentum to the neutral gas due to their increased mass
compared to electrons (Roth, 2001a), yet their motion seems contradictory to
the experimental observations.

Enloe et al. (2005), attempted to harmonise these conflicting observations. A
laser beam was directed across the region around the plasma and the deflection
was measured, which was proportional to the air density. This technique
allowed the air density to be measured at time scales similar to the plasma
formation (100kHz bandwidth), and data could be taken within 1mm of the
electrode surface. Their observations showed that the air density builds up (2%
above ambient) near the edge of the exposed electrode when the plasma is on
because particles are taken from downstream of the plasma region by the
action of the body force. This gas was subsequently released away from the
electrode once the plasma quenches. After the release of gas, air was sucked in
from above the actuator to replace it. This process of pressurisation and
release was repeated twice per AC cycle and is consistent with flow
measurements and visualisation.

The functional relationship between plasma frequency and voltage with

induced velocity has been addressed by many authors. Roth (2004) found that
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the maximum jet velocity increased linearly with the RF driving frequency
and voltage. Johnson and Scott (2001) also showed that the induced-flow
velocity was linearly proportional to the driving frequency (Fig. 2.4.13), and
the peak velocity rises linearly with the duration of a plasma pulse (Fig.
2.4.14). Contrary to Roth (2004), the PIV measurements of Corke and Post
(2005) showed that the maximum velocity produced by an asymmetric
electrode arrangement varies as £, as illustrated in Fig. 2.4.15. Orlov and
Corke (2005) simulated the plasma by a lumped circuit model and found that
the dissipated power in the plasma is also proportional to E”2. The exact
reasons for these relationships are not well understood.

There is still much uncertainty as to how the plasma creates the observed
airflow, and much has changed over the duration of this study (started Sept
2002). It should be noted that the majority of the papers referenced in this
section have been published during the last 5 years and in fact, Roth’s
conclusion that the induced flow is a Glauert wall jet (Roth, 2004), post-dates

the conclusions in Chapter 4.
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Figure 2.4.13. Effect of the excitation frequency on the induced flow around a
single symmetric electrode in initially static air. Measurements were taken
with a hotwire at y = Imm, z = 3.5mm, (400mV output = 0.8m/s). From

Johnson and Scott (2001).
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Figure 2.4.14. Effect of the plasma pulse duration on the induced flow around

a single symmetric electrode in initially static air. From Johnson and Scott
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Figure 2.4.15. Dependence of plasma actuator maximum induced velocity
(open Symbols) and dependence of plasma dissipated power based on lumped
capacitance model (closed symbols) as a function of AC voltage. Power

calculations from Orlov and Corke (2005). From Corke and Post (2005).
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2.4.3. Plasma Actuators for Aerodynamic Flow Control

The first attempt at manipulating subsonic flows using surface glow discharge
plasma actuators was performed by Roth ez al. (1998) and Sherman (1998).
Here they noted that the boundary layer viscous dissipation for a long range
commercial transport is estimated to be roughly 5000W/m” whereas the
surface plasma operates at around 320W/m? or less, suggesting that net energy
savings could be possible if the plasma can be demonstrated to significantly
reduce drag.

Roth et al. (1998) and Sherman (1998), used either streamwise or spanwise
arrays of symmetric or asymmetric surface plasma actuators in laminar,
transitional and turbulent boundary layers. The plasma acted as an efficient
turbulent trip for the laminar case and thus caused a large increase in drag. For
the streamwise symmetric electrodes, the plasma induced large counter-
rotating streamwise vortices that also increased the drag. The streamwise
vortex formation around a single streamwise-oriented symmetric actuator is
shown in Fig. 2.4.16. The resulting velocity profile downstream of an array of
such actuators is shown in Fig. 2.4.17, where the vortices increased the flow
near the wall (increasing the skin friction), while retarding it further out. A
significant thrust force, however, was produced by using asymmetric actuators
oriented in the spanwise direction, such that the plasma forcing is directed
with the free-stream flow (co-flow). Drag was increased by directing the
asymmetric actuator force upstream (counter-flow), suggesting that the
actuator acts as a gas flow accelerator, adding or subtracting a reactive thrust

to the test plate. Though their study did not use optimal actuators or
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geometrical arrangements, it did demonstrate that surface plasma actuators
could produce significant effects on airflow.

The plasma effect was lost at high Reynolds numbers which lead Roth to
suggest ‘peristaltic’ plasma actuators to try to increase the plasma-induced gas
velocity (Roth ez al. 2004). This approach used several actuators which were
activated at slightly different times using a polyphase power supply, which
enabled a travelling wave of plasma to be produced. This technique was also

used by Corke and Matlis (2000) to excite axisymmetric jets.

r leading tip of electrode

—

Figure 2.4.16. Horizontal smoke wire flow visualisation of a single streamwise
electrode with symmetric plasma formation. Note formation of counter-

rotating vortices. From Roth ez al. (1998).
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Figure 2.4.17. Wall normal velocity profile 28mm downstream of symmetric
streamwise electrodes. Plasma excited at 3kHz, 5.1 kV. From Roth et al.

(1998).
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BAE SYSTEMS became interested in plasma technology for aerodynamic
applications at around the same time as Roth (Johnson and Scott, 2001, Scott
et al., 2002a, 2002b). Based on studies in the former Soviet Union, their
interest was in initiating plasma at the nose of a blunt body for supersonic
flows, and generating large surface area discharges for subsonic flow. These
studies are the motivation for this thesis.

Tests of plasma actuators in initially static air showed that the plasma
actuators could produce maximum induced velocities on the order of 1m/s. It
was postulated that the plasma could be used to manipulate regions where the
flow is very sensitive, thus creating global changes to the flow structure. Initial
tests on an unswept 2D wing showed the plasma to be an efficient laminar-
turbulent trip, which delayed stall by up to 2°. It was noted that to prevent
stall, only one electrode at the correct location would be necessary. Power
requirements were expected to be only 100W/m. Attempts were also made to
control the leading-edge vortices shed by a swept wing (Fig. 2.4.18). Small,
but significant changes were observed in lift (2.5%), roll (2%) and yaw (4.5%)
forces. However, the electrode needed to be placed at the separation point

within sub-millimetre accuracy to achieve the desired effect.

Figure 2.4.18. Schematic of plasma electrodes used to control leading edge

vortices on a swept wing. From Johnson and Scott (2001).
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Corke has undertaken many studies on surface plasma actuators for wing
flow-control devices (Corke et al. 2002, Post 2001, Post and Corke 2003,
2004, Corke et al. 2004, Corke and Post 2005). Asymmetric actuators were
constructed from copper foil tape separated by layers of Kapton film (typically
0.lmm thick). Sinusoidal excitation was used with amplitude 7-12kV,., at
typically 3-10kHz. These actuators were then placed at various positions on
the suction surface of airfoils and actuated such that the plasma-induced flow
was with the mean flow direction (i.e. spanwise orientation), thus adding
momentum to the near wall region. The amount of lift increased (Corke ef al.
2002), and stall was delayed by up to 8° by placing an actuator at the airfoil
leading edge at a Reynolds number, based on cord length, ¢, of Re. = 158,000
(Fig. 2.4.19, Post and Corke 2003).

Plasma actuators have also been used to control the dynamic stall on
oscillating airfoils simulating helicopter rotors (Post and Corke 2004). Such
actuators have been used in a ‘steady’ manner, whereby the plasma is
continuously activated, and in an ‘unsteady’ manner, where the plasma
formation is switched on and off at low frequency. The ‘unsteady’ mode can
be used to excited fluid instabilities and is obviously beneficial for reducing
the energy input since the plasma is on for only a fraction of the time (Corke e?
al. 2004).

This research lead Corke to hypothesise a completely ‘electric wing’, whereby
the leading edge slat and trailing edge flap could be replaced by plasma
actuators which are activated as and when required (i.e. at take-off and
landing), without detrimental effects when not in operation (Corke et al. 2004,

Corke and Post 2005). This would greatly reduce the weight of the wing as the
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mechanical apparatus for moving slats/flaps would be redundant. This
application is not just limited to separation control of wings, but has also been
demonstrated for turbine blades (Huang ef al. 2003, Hultgren and Ashpis
2003), and to effect the vortex shedding from circular cylinders (Asghar and
Jumper 2003). Streamwise plasma actuators at the leading edge of an airfoil
(‘plasma vortex generators’) have been suggested (Post and Corke 2003), and
MEMS scale plasma actuators have even been attempted by Lorber et al.

(2000).

Figure 2.4.19. Visualised flow around a NACA 0015 airfoil at 16° angle of
attack. Flow direction from left to right. Top picture without plasma. Bottom
picture with plasma formed at x/c = 0 promoting co-flow forcing over the

suction surface. Flow reattachment is clearly visible with plasma. From Corke

et al. (2004).
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Wilkinson (2003) used plasma to generate an oscillatory flow over a surface
with the intention of using it to produce a spanwise oscillation within a
boundary layer to reduce skin-friction drag. Using asymmetric electrodes with
a frequency modulated input single, plasma was created on either side of the
exposed electrodes which oscillated with time. Uncompensated hot-wire
anemometry and Pitot tubes were used to measure the induced flow in initially
static air. However, due to the frequency modulation there were regions within
the oscillation cycle where both sides of the electrodes form plasma (one side
increasing in strength whilst the other side was diminishing). This created a bi-
directional forcing which drives a mean flow between the electrodes, as shown
in Fig. 2.4.20. This approach was deemed unsuitable for generating spanwise

oscillation and the approach was not testing in a turbulent boundary layer.
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Figure 2.4.20. Contour plot of mean and fluctuating velocity magnitude
around a pair of plasma electrodes, each with oscillatory plasma formation on
either side of the electrode. Plasma excitation is at 8.5kV, at 3kHz, with a

modulation frequency of 20Hz. From Wilkinson (2003).
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Chapter 3

Experimental Facility and Technique

3.1. Introduction

This chapter outlines the experimental facility used in this study. Details of the
wind tunnel are given, along with details of the diagnostic tools and the data
acquisition system. The plasma generation system is explained and key
parameters of the plasma excitation are defined. Basic data processing
techniques are given although detailed experimental procedure and data

analysis techniques will be presented as and when required in later chapters.

3.2. Wind Tunnel

The wind tunnel used in this study was a closed-return wind tunnel, with an
octagonal cross section as depicted in Fig. 3.2.1. It was powered by a 7.5kW
motor and fan. A maximum flow velocity of 10m/s was attainable in the test
section, but only due to the fan speed being limited by the fan controller.

The test section was 3m long and has cross-sectional dimensions of 508 x 508
mm. The test section walls diverged slightly such that the streamwise pressure
gradient was nearly zero. Upstream of the tests section was a 7:1 area ratio
contraction preceded by a series of mesh screens and honeycomb to enhance
flow uniformity and reduce turbulence. Free stream turbulence intensity in the
test section, u /U, was 0.4% at U,, = 1.7m/s.

The turbulent boundary layer in the latter part of this study was developed

over a 3m long smooth flat plate, set in the upper part of the test section as
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depicted in Fig. 3.2.2. This boundary layer plate was constructed from
polished MDF board, 20mm thick. The leading edge consisted of a symmetric
super-ellipse with semi-major axis of 75Smm. The trailing edge consisted of an
adjustable flap which terminated at a sharp point. The angle of this flap was
adjusted such that leading edge separation was avoided. The boundary layer
was tripped into a turbulent state using an array of 3mm diameter by 10mm
high rods. These were placed 100mm downstream of the leading edge and
covered a streamwise distance of 60mm. Note that the lower surface of the test
plate is the test surface in this study (i.e. gravity acts in +y direction).
Measurements of the boundary layer were typically taken 2.3m downstream of
the leading edge. With a free stream speed, U, of 1.7m/s the boundary layer
thickness, d, was approximately 70mm. The corresponding Reynolds number
based on the streamwise distance, x, was Re, = Ux/vV = 2.6x10° and the
Reynolds number based on momentum thickness, 6, was Rey = U6/ = 1000.
During flow measurements the free stream speed, U,, and the ambient
temperature, 7.., were simultaneously recorded so that the boundary layer
profiles could be corrected for changes in these conditions. The free-stream
flow velocity was measured using a fixed Dantec 55P15 hot-wire probe placed
100mm away from the wind tunnel wall to avoid the boundary layer. Ambient
temperature was measured using an in-house manufactured temperature
device, which contained a LM35 precision integrated-circuit temperature

sensor previously calibrated to a platinum resistance thermometer.
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3.3. Thermal Anemometry System

Flow diagnostics were achieved using hot- and cold-wire anemometry. The
thermal anemometry system consists of a Dantec 56B10 frame, incorporating
a Dantec 56N22 Mean Value Unit, with numerous plug-in units. For velocity
measurements, Dantec 56C01 Constant Temperature Anemometers (CTA) and
Dantec 56C17 CTA bridge units were used together with Dantec 56N20 signal
conditioners. For temperature measurements, Dantec 56C20 temperature
bridges were used. All anemometry bridges were placed within a copper-
walled sealed enclosure to minimise radiated electronic noise entering the
system, typically due to the plasma.

The velocity measurement system was such that a hot-wire probe was
connected to the 56C01 CTA unit so that it forms one arm of a Wheatstone
bridge. The bridge was servo-controlled, with programmable gain and
bandwidth. As the heat loss from the sensor was changed by
increased/decreased convection due to an increased/decreased flow velocity,
the resulting temperature change of the sensor caused an imbalance of the
bridge. This imbalance was corrected by the servo-amplifier so that the probe
resistance (and hence temperature), remained constant. The bridge voltage,
and thus flow velocity, was monitored via a BNC connection at the rear of the
56B10 frame.

Prior to data acquisition, the hot-wire voltage signal was fed through the
56N20 signal conditioner unit. This enables the signal to be passed through a
2" order low-pass Butterworth filter, a 1 order high-pass filter, and a gain

amplifier. In the experiments, the signal was low-pass filtered at half the
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sampling frequency (anti-aliasing filter) and amplified with a gain of 5 to
minimise the signal-to-noise ratio (SNR). The high-pass filter was not used.

It was found that the plasma radiated high frequency noise (> 50kHz) into the
anemometer signal after the signal conditioner unit. An additional 25kHz
passive filter was subsequently usel in the signal line prior to data acquisition.
This proved successful in eliminating these high frequency electrical noise
components.

A Dantec 55P16 single-normal probe was used to study the plasma actuators
in initially static air and a Dantec 55P15 boundary layer probe was used to
study the effect of the plasma actuators in the boundary layer. Both of these
probes used a 1.25mm long platinum-plated tungsten wire, Sum in diameter.
The 55P16 had straight prongs which allowed the wire to be oriented parallel
to the wall with the probe support normal to the wall. This probe type also
included the probe support in a low-cost, semi-disposable unit which was
advantageous for use near the plasma as many probes were destroyed by
electrical arcing. The 55P15 boundary layer probe had bent prongs that
allowed the wire to be placed close to the wall while the probe support is some
distance away, thus minimising the aerodynamic interference from the probe
body. The boundary layer probes were mounted in a modified L-shaped probe
holder (Dantec 55H22) which had been bent such that the probe stem makes
an angle of around 5° to the test plate surface to ensure the wire could be

traversed to the wall. The two probes are depicted in Fig. 3.3.1a and b.
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Figure 3.3.1. Probe types used during experiments. a) 55P16 single-normal
probe used for velocity measurements in initially static air. b) 55P15 single-
normal probe used for velocity measurements in a turbulent boundary layer. c)

55P31 cold wire probe used for air temperature measurements. Reproduced

from Dantec Dynamics.

Both probes types were used at a heating ratio:

a=-*=18, (3.3.1)

where R,, is the hot resistance of the wire and R,, is the resistance of the wire at
ambient temperature. This set the probe at a high operating temperature which
enabled high sensitivity of the probe to velocity whilst minimising sensitivity
to ambient temperature changes and preventing oxidization of the wire. Bruun

(1995), stated that to avoid oxidization on tungsten wires, the maximum
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temperature should be below 350°C. Assuming ambient temperature is
approximately 20°C, the mean wire temperature can be evaluated using:

R, = Ry[1+ azo(Tw - Tzo)] > (3.3.2)

where R;y is the probe resistance at 20°C and o is the temperature coefficient
of resistivity at 20°C. Using typical values of Ry) = 3Q and az = 0.0036°C",
Eq. (3.3.2) gives the mean wire temperature, 7,, = 240°C. The maximum
temperature along the wire length, 7, ., for a Spm diameter wire with length

1.25mm at a = 1.8, can be approximated by (Bruun, 1995):

T ..—T.
leg , (3.3.3)
(T, = Ty)

yielding T, 0 = 310 °C, which is below the oxidization temperature. The
overheat ratio for the probes was set as outlined by the Dantec manuals, taking
care to take the probe prong and cable resistances into account.

A cold wire probe was used to take air temperature measurements around the
plasma actuators in initially static air and in the turbulent boundary layer. This
was a Dantec 55P31 resistance thermometer probe with 0.4mm long platinum
wire, lum in diameter, as shown in Fig. 3.3.1c. The probe was used in
constant current (CC) mode, and controlled by the 56C20 temperature bridge.
A small current was applied to the wire (0.2mA) which maintained the wire
very close to ambient temperature. Any change in the fluid temperature
changed the resistance of the wire and thus the voltage applied to maintain this
current changed in direct proportion. Such probes typically have a cut-off
frequency of around 2kHz. The sensitivity of the probe to temperature was

checked within the temperature bridge by applying a 1% change in current,
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simulating a 1% change in probe resistance (and hence temperature). The
exact sensitivity can be calculated from:

R
V/°C=TCR———2——AV , (3.3.4)
R, +R, + R,

where, AV is the voltage change experience when the 1% unbalance is applied,
TCR 1is the temperature coefficient of resistivity in %/°C, R, is the probe
resistance at ambient temperature, R; is the probe lead resistance and R, is the
cable resistance. The calculated sensitivity of the probe was typically  -0.48
V/°C and a check was performed by observing the voltage change due to
ambient temperature drift over a 24 hour period, as shown in Fig. 3.3.2. The
calibrated sensitivity was within 7% of the calculated value, although the
calculated value was considered more accurate due to the inaccuracy of the
temperature sensor used in the calibration (£0.5°C).

For further details about the operation of thermal anemometers the reader is

referred to Bruun (1995).
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Figure 3.3.2. Calibration of the cold wire probe.
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3.4. Hot Wire Probe Calibration

The anemometer units were optimised for each hot-wire probe prior to use in
the experiments. The procedure involved applying a square wave to the bridge
and observing the anemometer output. This is equivalent to a step change in
flow velocity and thus measures the response time of the probe to an
instantaneous velocity change. The optimum response to a square wave was
obtained by adjusting the anemometer unit gain, filter and high-frequency
balance until a response signal similar to Fig. 3.4.1a was obtained (Bruun,
1995). Following the procedure outlined in the Dantec instruction manuals, the
typical response curve shown in Fig. 3.4.1b was achieved which shows that

the cut-off frequency, ., of the probes was about 50 kHz.
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Figure 3.4.1. Optimisation of hot-wire for a square wave test. a) Optimal
response from Bruun (1995). b) Boundary layer probe response to a square
wave at U, = 3m/s, a = 1.8, after anemometer optimisation. The cut-off

frequency, /., is 51 kHz.
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Calibration of the hot-wire probes were performed against a Dantec 54N60
FlowMaster. This was a velocity sensor with calibration traceable to Dantec
Measurement Technology, Denmark, in the range 0-30m/s. The sensor had an
accuracy of +0.02m/s and corrected itself for ambient temperature using a
thermistor. The general procedure involved placing the hot-wire sensor close
to the FlowMaster in the wind tunnel and varying the flow speed over the
entire range expected during a particular experiment. The hot-wire signal and
FlowMaster velocity were simultaneously sampled and averaged over a period
of 10s, thus giving a relationship between hot-wire voltage and flow velocity.
The wind tunnel speed was ramped up and down to check for hysteresis and
17 calibration points were usually taken. Care was taken to ensure that the
wind tunnel flow speed was steady prior to each data acquisition.

However, the hot-wire probes also responded to changes in the temperature of
the ambient fluid. Calibrations were consequently taken before and after
experiments to observe the effect of this temperature change on the hot-wire
response. The experimental results were then corrected for ambient
temperature drift by linearly interpolating calibration curves at different
temperatures.

Difficulties were encountered when calibrating the hot-wire probes at low
speed (Us < 0.5m/s). This was due to a problem with the wind tunnel shaft
coupling between the motor and fan. The coupling had become worn and
severe vibrations were introduced into the shaft at low speed, which meant
that the minimum stable flow speed obtainable in the test section was 0.5m/s.
Since the hot-wires were used to measure air velocity in initially static air and

near the wall of a turbulent boundary layer, it was necessary to calibrate the
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probes below this speed (to U = Om/s in the initially static air testing and to U
= 0.25m/s for the boundary layer testing).

It is well known that the hot-wire characteristics change at low-velocities
because of the increasing influence of free convection on the free stream flow,
due to the buoyant plume driven by the elevated temperature of the wire.
Specifically, it is found that the hotwire characteristics deviate significantly
from King’s Law at low speed (King, 1914), defined as:

E*=A+BU", (3.4.1)
where, E is the anemometer voltage, U is the flow velocity, 4 and B are
constants to be found from the calibration procedure, and the exponent, n =
0.5. Collis and Williams (1959), appear to be one of the first to study the hot-
wire response at low speed and find that the square root relationship of King
becomes invalid for wire Reynolds numbers less that about 44. This marks the
onset of eddy-shedding from the wire. It was suggested that for 0.02 < Re < 44
a velocity exponent, n, of 0.45 should be used instead. However, there is a
further deviation from this exponent law for Re < 0.1 (U < 0.3m/s for these
probes), whereby the buoyancy driven flow becomes comparable in magnitude
to the forced convection (free-stream) flow, thus necessitating careful
calibration at very low speeds.

Many methods have been suggested for calibrating hot-wire probes at low
velocities which can be generalised into two techniques. Firstly, the fluid is
moved past the probe and the velocity measured with a pre-calibrated device.
This can be inaccurate at low speeds, especially if a pitot-tube is used. Dantec
manufactures calibration jets (54H10 and 55D90), in which compressed air is

forced through a nozzle and the flow speed derived from the pressure drop
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across the nozzle. However, such facilities perform poorly below 0.5m/s due
to inaccuracies in the pressure measurement. In order to overcome these
problems, Almquist and Legath (1965), and Manca et al. (1988), used fully
developed laminar pipe flow of air, for which the Blasius velocity profile is
accurately known for a prescribed flow rate. Calibration was then performed
by varying the flow rate with the probe at the pipe centreline.

The second technique involves moving the probe through quiescent fluid at a
known velocity. For example, Aydin and Leutheusser (1980) and Tsanis
(1987) use plane Couette flow of air forming between a moving sled and the
ground. Dring and Gebhart (1969) moved a container of fluid past a fixed
probe and Tewari and Jaluria (1990) used a probe on a sled moving in
quiescent air. Problems are frequently encountered with probe vibration using
such techniques and it is difficult to ensure that the fluid is quiescent,
especially if the medium is a gas.

Bradshaw (1971), suggested calibrating the hot-wire probe in the settling
chamber of the wind tunnel and it is this method that was adopted for the
plasma-induced flow measurements in initially static air (55P16 probes). The
technique is relatively straightforward and does not require moving the system
to another laboratory (which would introduce much uncertainty into the
calibration due to temperature differences, electrical connections, etc.). Due to
the change in wind tunnel area across the contraction section, the flow speed
in the settling chamber was approximately 1/6™ that in the test section. Thus,
flow speeds of below 0.1m/s could be achieved in the settling chamber before
the problems with the fan coupling were encountered (Useys secrion < 0.5m/s). A

hole was drilled into the settling chamber wall and the 55P16 probe was
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inserted together with the FlowMaster, such that the devices had a separation
of 10mm. Both probes were placed 200mm from the settling chamber wall to
avoid the boundary layer there. Calibration was actually performed at two
different locations in the settling chamber. Care was taken to rotate the hot
wire perpendicular to the flow direction and the two calibrations were used to
check the consistency of orientation. After calibration, the probe and
connecting wires were moved into the test section for experiments.

This technique does, however, have disadvantages since the probe is not
calibrated in-situ. Differences in conditions between the settling chamber and
test section may introduce calibration errors (e.g. temperature differences,
probe orientation). For the plasma-induced flow measurements in initially
static air, these problems were minimised since there was no free-stream flow.
It was, however, necessary to take a point on the calibration curve for which
the wind tunnel is turned off (i.e. U, = 0). It is important to note that this
should not be interpreted as “zero-flow” velocity as the buoyant plume, driven
by the heated wire, still exists. Here, this point is to be interpreted as “the
voltage for which there is no external flow”.

A 4™ order polynomial curve fit was applied to the calibration data points in
the form:

U=AE*+BE’+CE*+DE+F (3.4.2)
where 4, B, C, D and F are constant to be determined. Bruun (1995) stated
that this method gives comparable accuracy to eq. (3.4.1) which is solved for
A, B and n using least square fitting. However, the 4™ order polynomial curve

fit is much easier to implement on a computer.
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For the hot-wire measurements in the turbulent boundary layer (55P15
probes), many problems were encountered using this calibration technique due
to differences between the flow in the settling chamber and that in the test
section. These differences generally caused the measured flow velocity to be
higher than the true value. Investigations showed that the settling chamber
temperature was 0.1°C above that in the test section, which was partially
responsible for the observed behaviour. More importantly, there appeared to
be some non-uniformity in the settling chamber flow. Figure 3.4.2 shows the
effect of rotating the probe in the air-flow in the test section and each hole in
the settling chamber. The probes sensitivity to yaw in the test section is
parabolic, as expected. However, in the settling chamber there is a peak
velocity detected for angles to either side of the axis of the wind tunnel. This
suggests that there is some non-uniformity of the flow, which is expected to be
caused by the honeycomb or from the 90° bend upstream of the settling
chamber (c.f. Fig. 3.2.1). Note that this non-uniformity is exemplified by the
L-shaped probe holder because the wire is located 65mm from the axis of
rotation. Further problems were encountered because the wind tunnel had to
be run to the maximum speed (Usx, rest seciion = 10m/s) in order to obtain the
same free-stream speed in the settling chamber as used during boundary layer
testing (U, = 1.7m/s). This caused additional heating and significant
temperature changes during the calibration (AT = 0.3°C).

For these reasons it was decided to calibrate the boundary layer probes in situ
in the test section and extrapolate the low-speed region (U, < 0.5m/s). The
characteristics of the probe in this low-speed region were known from the

settling chamber calibration. Thus, it is reasonable to plot this low-speed trend
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onto the test section calibration. It should be noted that the measured velocity
during boundary layer testing was never below 0.25m/s because of the “wall-
effect” on the probe (Bruun, 1995). Thus extrapolation was only necessary for
the 0.25 — 0.5m/s range. Figure 3.4.3 shows several curve fitting methods for a
typical ‘simulated’ test section calibration. Here, a calibration performed in the
settling chamber has been curve-fitted on data where U, > 0.5m/s (i.e. as is
possible in the test section), so that the extrapolated fit can be compared to the
true curve. It is observed that the curve suggested by Collis and Williams
(1959) performs poorly in the low-speed region. However, it does appear that
the 4™ order polynomial fit can be extrapolated provided the voltage at zero
free-stream velocity is included in the fit. This results in a curve fit within
0.015m/s of the true polynomial fit (6% error at U, = 0.25m/s), which is
comparable to the accuracy of the FlowMaster itself. This technique was used
for the calibration of the boundary layer type probes (55P15, Chaps. 4-7),
whereas the settling chamber calibration technique was used to measure

plasma-induced airflow in initially static air (55P16, Chaps 8-10).

Test Section Settling Charnber Upper Hole Settling Charnber Lower Hole
1.3

U, mis
més
in
[iy]

A 13t : : : : by 13l : : : : o 1.3k
-40 =20 i} 20 40 -40 -20 0 20 40 -
Yaw, ° aw, ® Yaw, ®

Figure 3.4.2. Effect of probe orientation for a local free stream flow speed of
1.7 m/s in a) the test section, b) the settling chamber upper hole, c) the settling
chamber lower hole. The two settling chamber holes were vertically separated

by 50mm and the wire extended around 65mm from the axis of rotation.
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Figure 3.4.3. Different curve fits applied to a calibration curve in the settling
chamber of the wind tunnel. 4™ order polynomial fitting using U > 0.5 m/s and
U = Om/s was within 0.015 m/s of the curve using all the data points,
suggesting extrapolation into the low-speed region can be performed with

accuracy comparable to that of the FlowMaster.

For the turbulent boundary layer investigation, the probe used to measure the
boundary layer and the free-stream reference probe were calibrated
simultaneously. It was, however, discovered that there was also some non-
uniform flow in the test section. Figure 3.4.4 shows the variation in
streamwise velocity measured with a traversable hot-wire probe with reference
to a fixed probe at y = 155mm, z = -100mm. It can be seen that there is a
spanwise variation in mean velocity across the test section, with magnitude of
around 0.03m/s. The low speed region for y < 80mm marks the edge of the
boundary layer. Figure 3.4.5 shows the variation in temperature across the test

section, measured with a traversable cold wire probe referenced to a
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temperature sensor at y = 30mm, z = -90mm. This shows a reasonably linear
variation of temperature with height through the test section, and a maximum
difference of 0.15°C. To ensure that the FlowMaster, boundary layer hot wire,
free-stream hot wire and temperature sensor were all located in near identical
flow conditions during calibration, they were located as depicted in Figs. 3.4.4
and 3.4.5. Note that the boundary layer tests were performed near the tunnel

centreline (z = 0) for y < 120mm.

2 -0.01
e 0.015
-0.02
15 0.025
@ = 2
= S
> 003 -
20 &=
' 0.035
-0.04
25
0.045
-30 -0.05

-0 0 a0

z, mm

Figure 3.4.4. Variation in free-stream velocity across the test section. z = 0
corresponds to the test section centreline and y = 0 corresponds to the
boundary layer plate. The velocity difference was referenced to the velocity at
y = 155mm, z = -100mm. Temperature sensor location, ®; boundary layer

probe, O; FlowMaster probe, ®; and free stream probe, ©.
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Figure 3.4.5. Variation in temperature across the test section. Temperature
difference was referenced to z = -90mm, y = 30mm. Ambient temperature drift
has been accounted for. Temperature sensor location, ®; boundary layer

probe, O; FlowMaster probe, ®; and free stream probe, ©.

3.5. Traverse System

A three-axis traverse system was used to position the probes. This consisted of
3 stepper motor controlled slides (for independent movement in the
streamwise direction, x, the wall-normal direction, y, and the transverse
direction, z), mounted on a square section aluminium frame. Positioning was
achieved via a PC and Digiplan CD25 stepper motor controllers. The stepper
motors and controllers gave positioning resolution of 2.5um in the x and z
direction and 1.25um in the y direction. The traverse unit was aligned parallel
to the boundary layer plate to within £0.5mm over a 300 x 300mm area.
Where possible, the traverse was moved in only one direction to avoid
problems of backlash, although this was very small due to the use of ball

screw assemblies on the slides.
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3.6. Data Acquisition System

The flow diagnostic probes were sampled on a data acquisition system
consisting of an I0OTech 488/8SA Analogue-Digital Converter (ADC) and a
laboratory PC. The system allowed simultaneous sample and hold for up to 8
channels. The ADC provided 16-bit resolution at a sampling rate up to
100kHz, and had programmable input ranges of £1, £2, £5, and £10V. QBasic
programs were written on the PC to control the ADC and traverse system.
Limitations of data transfer rates between the ADC and PC restricted the data
acquisition to 32768 samples above a sampling frequency of 2kHz. At lower
sampling frequencies, the data acquisition could continue indefinitely. For the
experiments in initially static air, the maximum possible sampling rate of
5kHz was used, since it was necessary to sample for at least 3s. This was
adequate to accurately reproduce the velocity signal.

The autocorrelation function, R(r), gives the dependence of a time-history
record at one time, #, to the value at another time, ¢ + 7, and is defined as

(Bruun, 1995):

R.(7) = lim~ x(Ox(e+ ) (3.6.1)

T—e T

where, x(7) is a time history of a flow quantity. The autocorrelation coefficient
function, p.(7), is obtained by normalising R.(r) with the maximum value,
which occurs at 7= 0:

_R.(?)
p.(7)= R0 (3.6.2)

The corresponding integral time-scale, 77, is:

T, = Cp(e)dr . (3.6.3)
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The integral time scale is a measure of the time separation over which the
signals x(7) and x(z + 7) are correlated. Taking x(¢) as the time history of
streamwise velocity fluctuations, ’, at y* = 15 in the turbulent boundary layer
(i.e. position of maximum turbulent intensity), it was found that 7; = 45ms.
This is illustrated in Fig. 3.6.1 (note U.. = 1.8m/s). Thus, the largest coherent
structure at this position in the boundary layer took around 45ms to pass the
stationary probe. This indicates that the optimum time between independent
samples, 277, is 90ms. Thus, a sample rate of 11Hz would have been optimum
if mean velocity and turbulence statistics were to be measured, only. However,
this sample rate yields little information about the nature of the turbulence
within the coherent structures, so a higher sampling frequency was used.

The power spectrum at various positions in the boundary layer at U, = 1.8m/s
is shown in Fig. 3.6.2, where 3x10° data points have been recorded at a
sampling frequency of 1kHz. It was observed that the boundary layer
turbulence had an upper frequency limit of around 400Hz. Thus a sampling
frequency of 1kHz was adequate to capture all scales of the turbulence, and all
measurements within the turbulent boundary layer were taken at this
acquisition rate.

Using the method outlined by Bruun (1995), it can be shown that 950
independent samples are required to produce mean u-component velocity
values to an accuracy of £1% with 99% confidence at y* = 15 (where u /U, ~
12%). Using the optimum time between independent samples, (277 = 90ms,
from above), shows that a sample length of around 86s is required. To give

further evidence, Fig. 3.6.3 shows the variation of the running average
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velocity with sampling time at y* = 15. This shows that the statistical mean is
within 1% of the true value after 80s of sampling.

At each measurement position in the boundary layer studies, the hot-wire
probe was sampled for 80s at 1kHz such that the turbulence statistics were
converged to *£1% (99% confidence), and all scales of turbulence were
adequately captured. The length of samples was also adequate to capture many
turbulence events (e.g. sweeps / ejections), so that conditional sampling could

be performed, as described later in Ch. 9.

W', mids

0.8+ .
06t .
0.4r .
0.2r .

p, ()

1] 0.05 01 014 (I 0.25 0.3
T,%

Figure 3.6.1. a) Velocity fluctuation signal at y* = 15 in the turbulent
boundary layer and b), autocorrelation function, p,(7), showing the integral

time scale, 7. U..= 1.8m/s.
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boundary layer. The hot-wire signal was sampled for 3000s at 1kHz (3x10°
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Figure 3.6.3. Running average of data sampled for 3000s at 1 kHz at y* = 15.

The average is within 1% of the true value after 80s of data collection.
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3.7. Plasma Generation System

3.7.1. Plasma Power Supply

The power supply used to generate plasma was kindly loaned to us from BAE
SYSTEMS. This was an in-house manufactured power supply based on
Russian technology from the Cold War era.

The power supply was dual channel (referred to as channel X and Y), with
bipolar output on each. The maximum output was +4kV at 90kHz. Power was
taken from a 3-phase wall outlet, via a 3-phase variac, into the plasma power
supply. The variac was used to control the output voltage delivered to the load
(i.e. the plasma actuator). Two TTi TGP110 10MHz Pulse generators
controlled the frequency and timing of the plasma (referred to as Signal
Generator A and B).

The power-supply output was in the form of positive and negative high-
voltage square-wave pulses of controllable duration (charge time) and
frequency (Pulse Repetition Frequency, PRF), as illustrated in Fig. 3.7.1.
These parameters controlled the plasma formation and were set via TTL
signals from Signal Generator B. The charge time was typically set to slightly
exceed the time it takes the load to reach the full voltage (= 7us) and the PRF
was typically set to several tens of kHz. Note that the PRF is equal to the
frequency between alternating polarity pulses (as set on the signal generator).
The AC cycle actually occurs at a frequency of PRF/2. This convention will
be used throughout.

The high voltage pulse train was split into short duration pulses (Pulse

Envelope Duration, PED = Ims), so that the heat build-up in the plasma
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actuator was minimised. These short duration pulses occurred at a frequency
of several tens of Hz (Pulse Envelope Frequency, PEF). The PEF also
controls the frequency of output channel switching between X and Y, so that
two sets of electrode can be activated at different times and, for example,
oscillatory forcing can be created. The PED and PEF were both controlled by
TTL signals from Signal Generator A, which acted as a trigger input to Signal
Generator B (c.f. Fig. 3.8.1). The total time of plasma forcing was set within
the computer, which provided a trigger input to Signal Generator A.

The high voltage pulse train was transferred to the load using BNC cable with
PET connectors. These lead to a safety box within the wind tunnel that splits
the BNC cable to two safety sockets. Wires were then soldered to the load
using low melting point solder, wrapped together and then attached to the
safety box using 4mm jacks.

The power supply contained internal voltage probes and the current supplied
to the electrode sheet was monitored using an in-house manufactured current
shunt. The signal generators, current shunt signal and voltage probe signals
were recorded using a Tektronix TDS2024 4ch 200MHz digital storage
oscilloscope. These signals were stored and then processed on an IBM

compatible PC via the RS232 port.
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Figure. 3.7.1. Schematic of plasma excitation parameters. The Pulse
Repetition Frequency, PRF, and charge time control the formation of plasma
and were set using Signal Generator B. Plasma formation was typically split
into short duration bursts with the Pulse Envelope Duration, PED, and Pulse
Envelope Frequency, PEF, set by Signal Generator A. The PEF also defined
the frequency of channel switching between output X and Y. Typical
excitation parameters were E,,. = 3.6kV, PRF = 50kHz, Charge Time = 7ys,

PEF =50Hz, PED = 1ms.
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3.7.2. Plasma Electrode Sheets

The design of the plasma electrode sheets was based on an uncoiled parallel
plate plasma reactor as described in Ch. 2. These consisted of two electrodes
separated by a dielectric layer, as illustrated in Fig. 3.7.2. The upper electrode
was exposed to the working gas, in this case atmospheric pressure air, whereas
the lower electrode was totally encapsulated by the dielectric and the test
plate. The high voltage pulse train was delivered to the electrodes, which
caused localised ionization around the exposed electrode, thus creating glow
discharge plasma which spread out over the surface. This appeared as a diffuse
purple glow, extending for approximately 3mm to either side of the exposed
electrode. Various electrode sheets have been used in this study and the effect
of plasma excitation parameters, electrode sheet thickness, electrode
geometry, and dielectric material are presented in Chaps. 4-6. A detailed
description of the electrode sheet construction and operating principles is

given in Ch. 4 and the A/4A J. paper in the Appendix.

Upper Electrode |
High
Dielectric Plasma Voltage
= s v
ARREREEEEEETETEEESEEEURUSEEEESSSSSSSSSSSSSSSSSSSSsSS | suppy
v | |

Lower Electrode

Figure. 3.7.2. Plasma electrode sheet cross section schematic. Upper and lower
electrodes are typically 17um thick copper, photochemically etched to the

required design. The dielectric is typically 250pm thick Mylar.
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3.7.3. Test Plate

The plasma electrode sheets were attached to an aluminium test plate, as
shown in Fig. 3.7.3. The assembly was then mounted into the wooden
boundary layer plate within the wind tunnel test section. The test plate had
dimensions of 410 x 310mm (= 6 x 40 at U, = 1.7m/s) and was inserted 1.9m
downstream of the boundary layer test plate leading edge. Care was taken to
ensure that the test plate was flush with the boundary layer plate, and any
roughness was smoothed by using pressure sensitive tape. Discontinuities
were of the order of 0.2mm (y* = 1).

The test plate consisted of a sandwich structure of 12mm thick aluminium,
12mm thick perspex then Smm thick aluminium. The electrode sheets were
attached to the 12mm thick aluminium which acted as a heat sink to draw
away any heat in the dielectric generated by the plasma. The perspex provided
electrical insulation as a safety feature in case the plasma arced to the
aluminium. The rear Smm-thick aluminium layer supported the test plate
within the wind tunnel. Electrode sheets were attached to the aluminium plate
using double sided tape, adhesive spray or silicone gel, depending on the

application.
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Figure 3.7.3. Detail of test plate. Plasma electrode sheets were bonded to the
aluminium surface of the test plate to aid heat transfer away from the sheet.
The test plate was flush mounted into the boundary layer plate (Fig 3.2.2),

1.9m from the leading edge.
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3.7.4. Health and Safety

Due to the high voltage required to produce plasma, several modifications
were made to the wind tunnel in order to minimise the risk to the operator.
Cut-off switches were located at the wind tunnel entrance and the wind tunnel
centre. When pressed these switched off the 3-phase plasma power supply
which was key operated, and had to be reset each time. An interlock device
was located on the test section access hatch. This disconnected the 3-phase
supply whenever it was open so that the electrode sheet could not be live while
the operator was working inside the test section. An earthing stick was also
used to discharge any remaining charge on the plasma sheet after each
experiment.

Ozone production was monitored using a Gastec pump with Dréiger ozone
tubes (67 33 181 0.05/b). After approximately 400s of plasma formation, the
ozone levels were found to be 0.25ppm inside the wind tunnel and < 0.05ppm
outside. Ozone has a short-term exposure limit (15 minutes duration), that is
0.2ppm. Consequently, the wind tunnel was flushed of ozone after each

experiment.
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3.8. Experimental Procedure

A schematic of the entire experimental configuration is presented in Fig. 3.8.1.
The general experimental procedure was as follows. Firstly the thermal
anemometer would be setup (i.e. overheat ratio, filter, gain, etc.) and
calibrated with the procedure of Sec. 3.4. Then the anemometer would be
traversed to the required location (typically y = 0, z = 0). Next, the plasma
parameters (E,.., PRF, Charge Time, PEF and PED), would be set on the
variac, Signal Generators B and Signal Generators A, respectively. These
plasma parameters would then be verified and monitored using the
oscilloscope.

QBasic programs were written on the laboratory computer that would
automate the experiments. They typically activated and moved the traverse,
issued a command to the ADC to start data acquisition, triggered signal
generator A to start / stop plasma formation and then repeated until the desired
number of measurement locations was complete.

The ambient temperature sensor and free-stream hot wire (not shown in Fig.
3.8.1), were simultaneously sampled with the traversable hot wire so that the
measurements could be corrected for ambient temperature and free-stream
velocity drift. Also, signal generator A was simultaneously sampled so that the
hot-wire signal could be synchronised to the plasma formation during data
processing.

Care was taken to avoid ground loops in the experimental setup, and the
plasma system and anemometer / ADC system operated on separate power

lines and were kept physically as far apart as possible.
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Figure 3.8.1. Schematic of experimental configuration including plasma generation system, thermal anemometry system, traverse system
and data acquisition system. Most connections are made using BNC cables.



Chapter 4

Induced Flow from Single Plasma Actuators

4.1. Introduction

The following chapter presents experimental results concerning the induced
air flow by a single symmetric and a single asymmetric plasma actuator in
initially static air. It is worth noting here that the asymmetric configuration
was produced from one of the spanwise oscillation sheets used in boundary
layer testing of Chaps. 8 and 9. The work in this chapter was published in the
AIAA Journal in April 2006. Section 4.3 is a modified copy of the published
work and the full paper can be seen in the Appendix.

The paper discusses previous works using surface plasma actuators and
explains the experimental techniques used in this study. These techniques are
identical to those used later in Ch 5. The results show that the plasma imparts
momentum into the air, such that a laminar wall jet is produced that travels
away from the exposed electrode. It is shown that the flow is unlikely to be
buoyancy driven and only occurs when the plasma forms, suggesting that the
flow is caused by the result of the force produced on the plasma charges by the
applied electric field. Functional relationships between induced velocity and
plasma parameters are given, and it is concluded that the induced velocity is
roughly proportional to the applied power.

The paper focuses upon the transient development of the wall-jet type flow. It
is found that there is an initiation stage, whereby the plasma creates a start-up

vortex that travels away from the electrode. This behaviour does not seem to
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have been reported in the literature before. Such vortices were clearly visible
using flow visualisation techniques and were tracked using the cold-wire
probe. It was found that the vortex dominated the flow field for the first 0.4s.
After this time, the plasma created a pulsed quasi-steady wall-jet flow. The
steady-state velocity profile was nearly identical to the theoretical laminar wall
jet profile given by Glauert (1956). The induced velocity could not be
increased above 2.5m/s, but it was concluded that the magnitude of the
induced flow would be sufficient for the boundary layer experiments in Chaps.
9 and 10.

In addition to the published work, the flow field induced by firing the plasma
continuously (non-pulsed mode) is presented in Sec. 4.4. The chapter is
concluded by considering the experimental errors associated with these
hotwire measurements in Sec. 4.5. The effect of dielectric thickness and

dielectric materials on the induced flow field are studied later in Ch. 5.

4.2. Experimental Procedure

The single symmetric and single asymmetric plasma actuators studied in this
chapter are drawn schematically in Fig. 4.2.1. The symmetric actuator
consisted of a photo-chemically etched 90mm long, 200um wide, and 17um
thick copper electrode with 17um thick solid copper backing. This produced
equal plasma formation on both sides of the exposed electrode. The
asymmetric actuator consisted of an 85mm long, 1mm wide, 17um thick upper
electrode with a lower electrode 9mm wide, flush with the edge of the exposed

electrode. Here, plasma was formed only on the side of the electrode under
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which the lower electrode was placed. In both cases the dielectric was 250um
thick Mylar sheet (dielectric constant = 3.1 at IMHz).

The coordinate system and hot/cold-wire probe orientation is shown in Fig.
4.2.2. Probe positioning relative to the electrode was achieved using a CCD
camera with a zoom lens, giving positional accuracy better than 200um. The

typical experimental setup in the wind tunnel is shown in Fig. 4.2.3.

Upper Electrode
High
Dielectric Plasma Voltage
RF Power
Supply
| |
Lower Electrode e
a) —
Upper Electrode
) ) High
Dielectric Plasma Voltage
RF Power
Supply
I
b) Lower Electrode |

Figure 4.2.1. Plasma electrode sheet cross section schematic. a) Symmetric
electrode configuration and b) asymmetric electrode configuration. Not

shown to scale.
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Figure 4.2.2. Coordinate system and probe orientation.
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Figure 4.2.3. Photograph of electrode sheet and hot wire in the wind tunnel.
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Dantec 55P16 hot-wire probes and 55P31 cold-wire probes (c.f. Fig. 3.3.1)
were traversed in a 2-D grid pattern around the plasma electrodes.
Measurements were taken with the hot-wire probe at 2mm intervals from the
electrode centreline in the streamwise direction, x (-12mm < x < 12mm, x =0
is the electrode centreline), and at 0.25mm intervals in the wall-normal
direction, y (0.25mm < y < 4mm, y = 0 is the electrode surface). Data
collection for the cold-wire probe was taken at Ilmm intervals in the wall-
normal direction and was extended to a wall-normal distance of 11mm (Imm
<y <I1lmm).

The probe signal was sampled for a total of 3s at a frequency of SkHz at each
grid position. During this time there was around 0.5s of pre-plasma data (i.e.
signal in quiescent air), then the plasma was activated for 1.4s in short
duration pulses (PED = 1ms, PEF = 50Hz, c.f. Fig 3.7.1), followed by 1.1s of
post plasma data. The probe signal and signal generator A were
simultaneously sampled so that the timing of the hot-wire signal could be
phase-locked to the timing of the plasma. Ambient temperature measurements
were taken periodically to allow compensation for temperature drift during the
experiments. A typical hot-wire and signal generator signal is given in Fig.
4.2.4. Four of such acquisitions were made at each grid position and it took
around 4 hours to complete the measurements of the entire 2-D grid.

The average velocity was calculated at each grid location over the entire 1.4s
of plasma forcing (5 (x,y)), and subsequently averaged over the four
independent events. The transient development of the plasma was also studied
(U(x,y,t), where average velocity was calculated every 10 samples (2ms) to

reduce noise. This noise reduction technique was especially important during
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U, mis

each pulse envelope because high frequency electrical noise was coupled into
the signal due to the plasma.

The flow field induced by the plasma actuator typically took around 0.4s to
establish a quasi-steady state; with characteristics repeated every plasma pulse.
Consequently, the plasma signal was ensemble-averaged between plasma
pulses (i.e. at the PEF), and ensemble averaged over the remaining plasma-on
time and over the four acquisitions. This yields a characteristic transient
velocity profile between plasma events, hereafter referred to as the ensemble-
averaged velocity, <U>(x,),1).

In addition, the development of the flow was studied by averaging the velocity
between each pulse envelope, called the pulse-averaged velocity, U (x.,t).
This gives information on the flow field development without the
complication of the induced flow from each individual plasma event (which

occurs on a faster time scale). The data processing procedures are illustrated in

Fig. 4.2.5.
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Figure 4.2.4. Hotwire (-) and signal generator A (-) signal at x = 4mm, y =
Imm from a symmetric plasma electrode with 250um thick Mylar dielectric.

Enax = 3.6kV, PRF = 50kHz, Charge Time = 7us, PEF = 50Hz, PED = 1ms.
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Figure 4.2.5. Data processing at x = 4mm, y = lmm, E,, = 3.6kV, PRF =
50kHz, Charge Time = 7us, PEF = 50Hz, PED = 1ms. a) Raw hot-wire
velocity signal (-), raw signal generator signal showing position of plasma
events (-), noise-reduced velocity U(x,y,t) (+), pulse-averaged velocity
U (x,y,t) (0), and time-averaged velocity l_f(x,y) (-,-). b) Example of the
ensemble-averaging process between plasma pulses (- -) and the ensemble

averaged velocity <U>(x,y,t) (-,-).
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4.3. Results

4.3.1. Plasma Characteristics

Typical voltage and current waveforms during a single plasma cycle are
shown in Fig. 4.3.1. Note, the current shown is that delivered to the plasma
sheet and contains the current flowing in the plasma and that charging the
capacitance of the dielectric (Liu and Neiger 2001). Gibalov and Pietsch
(2000) have performed a detailed study of the surface discharge development
and Enloe ef al. (2004b) presents details of the self-limiting nature of a
dielectric barrier discharge (DBD). Plasma is formed when the upper
(exposed) electrode is at high enough negative potential relative to the
dielectric surface for electrons to be emitted. These subsequently ionize the
surrounding air and build up charge on the dielectric. A secondary discharge is
initiated at the end of the pulse without simultaneously consuming energy
from the electrical circuit (Liu and Neiger 2001). In Fig. 4.3.1, discharge is
initiated once the potential exceeds 2kV and continues until the applied

voltage has reached the maximum value (4.1kV on positive pulses, -3.7kV on
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Figure 4.3.1. Voltage and current waveforms: a) during a full ac cycle and

b) detail of positive pulse. PRF' = 50kHz, charge time = 7us, Eq = 4.1k V.
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negative pulses). At the maximum, the applied voltage ceases to increase and
the surface charge build-up will oppose the electrode potential. This inhibits
further electron emission and the plasma quenches. Once the applied voltage is
turned off, there is a momentary reverse flow of current due to the resulting
electric field of the surface charge. This process also applies to positive going
pulses, except that the charge available is limited to that deposited on the
dielectric on the previous half cycle. The positive going waveforms have a
more irregular current pulse (Fig. 4.3.1b), consistent with the behavior of a
DBD (Enloe et al. 2004b). On integrating voltage and current waveforms it is
found that 1.1mJ (25uJ/cm) are deposited into the plasma for positive pulses
and 1.6mJ (30uJ/cm) for the negative pulses. Measurements in initially static
air (Enloe et al. 2004b), showed that it was the negative going waveforms that
produced the greater force. It is thought that collisions between the ions and
background gas are the mechanism for coupling momentum into the airflow

(Roth 2001).

4.3.2. Preliminary Hot-wire Study

There are many issues relating to the use of the hot-wire probe for measuring
the airflow around a high voltage electrical source, such as plasma. Firstly, the
formation of plasma may cause electrical interference in the anemometry
system. Despite efforts to reduce the electrical noise by signal filtering and
shielding, the anemometer signal during a plasma pulse could include
interference. The presented results are based only on data taken after each
plasma envelope and are therefore devoid of this electromagnetic (EM) noise.
Figure 4.3.2 shows the hot-wire voltage signal at nearly identical radial

distances vertically above (Fig. 4.3.2a) and to the side (Fig. 4.3.2b) of the
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electrode. The hot-wire signals are markedly different, suggesting they are
attributed to a flow phenomenon, not electrical noise. In addition, the hot wire
has been placed at the side of the electrode with a small piece of Mylar
between the plasma and probe in order to block the induced flow. The probe
signal is shown in Fig. 4.3.2¢c. The hot-wire voltage change is small (< 3mV),
confirming the signal of Fig. 4.3.2b is from an induced flow.

Experiments with (broken) hot-wire probes show that flashover will occur
between the high voltage electrodes and the anemometer at a radial distance of
~3mm. In one instance, a working probe was traversed within 3mm of the
electrode and arcing occurred, vaporizing the sensor wire and part of the
prongs. Damage was caused to the anemometry system. Hence, no data can be
taken in a region less than 3mm around the electrode. This is approximately 20
viscous units of the boundary layer in the current experimental facility.
Preliminary results show that there is some effect on the hot-wire
measurements due to the presence of the wall. An apparent velocity is
observed in still air at wall normal distances less than 1.25mm (250 wire
diameters), because the wall drawing heat from the hot-wire and the
anemometer compensating by increasing the wire temperature / voltage. Other
studies show the wall-effect generally occurs at distances less than 50 wire
diameters (Wills 1962) and for y* < 3 in a turbulent boundary layer (Hutchins
and Choi 2002). Although the wall effect error will decrease when airflow is
present, the results presented should be treated with some caution, particularly
for the data close to the wall.

The hot-wire will also respond to the rise in ambient air temperature due to the

plasma heating the flow. An overheat ratio of 1.8 has been used to minimize
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the probes sensitivity to temperature changes. The wall-effect would tend to
cause the measured velocity to be higher than the true velocity, whereas an

increase in ambient fluid temperature will tend to cause the measured velocity

to be lower.
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Figure 4.3.2. Hot-wire signals around the symmetric electrode. a) x =

Omm, y = 4mm, = 4mm, b) x = 4mm, y = 0.5mm, » = 4.03mm and c) x
4mm, y = 0.5mm, » = 4.03mm with 250pm thick Mylar placed between the
electrode and probe. Plasma envelopes of Ims duration occur at a

frequency of 50Hz (i.e. every 20ms). PRF = 50kHz, charge time = 7pu.s,

Epax =4.1kV.
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4.3.3. Parametric Testing

The hot-wire velocity data yields information on two time scales. There is an
effect of the plasma on the flow field after each individual plasma pulse and a
cumulative effect of each subsequent plasma pulse. The phase averaged
velocity profile after a plasma pulse is obtained by ensemble averaging the
hot-wire signal between pulses after the flow field is established. Figure 4.3.3
shows a typical hot-wire signal at y = Imm, x = 8mm. It can be seen that some
time is necessary before the airflow exhibits similar behavior between each
subsequent plasma envelope (~0.4s or 20 pulses within the entire
measurement area, although this is shorter at closer distances to the electrode).
The quasi-steady fluctuation in velocity is then repeated each cycle until the
end of the total plasma on period (¢ = 1.3s).

A parametric study was undertaken on the effects of the PRF, PEF and PED
on the flow field. All parameters were varied independently from a base case
of PRF = 50kHz, charge time = 7us, Eyu = 4.1kV, PED = 1ms, PEF = 50Hz.
The power supply is limited to a PRF of 90kHz and a duty cycle of 50% (=
PED(s).PEF(Hz)), though the duty cycle was not increased above 25% for

fear of thermal failure of the electrode sheet.
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Figure 4.3.3. Hot-Wire signal at y = Imm, x = 8mm. PRF = 50kHz, charge

0

time = 7us, Epg = 4.1kV, PED = 1ms, PEF = 50Hz. Symmetric actuator.
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The maximum phase averaged velocity is shown as a function of PRF, PEF
and PED in Figs. 4.3.4-6, respectively. This is defined as the maximum phase
averaged velocity observed between plasma envelopes at x = *4mm, y =
0.5mm. It is found that for all tests, this is the location of the peak velocity for
which there is data. The differences in the peak velocity observed on either
side of the electrode for the symmetric case in Figs. 4.3.4-6, may have resulted
from probe positional error and asymmetry in the formation of plasma due to
surface irregularities.

The induced airflow is observed to vary slightly non-linearly with the PRF" for
both the symmetric and asymmetric electrode sheets. For the symmetric
electrode sheet a maximum of 1.4m/s was observed at a PRF of 85kHz. This is
a 280% increase of the velocity induced with a PRF of 50kHz. For the
asymmetric case, the induced velocity is nearly 90% higher than for the
symmetric case, with a maximum flow of 1.95m/s being observed at a PRF of
80kHz. Below excitation frequencies of 3kHz for both cases, no plasma could
be detected and the hot-wire signals were too small to distinguish from
background noise.

A small linear increase in the velocity was achieved by increasing the PEF
(i.e. reducing the time between envelopes). For the symmetric case, a
maximum velocity of 0.9m/s was obtained at a pulse envelope frequency of
250Hz (25% duty cycle). This is a 180% increase to the velocity generated
with a pulse envelope frequency of 50Hz (5% duty cycle). For the asymmetric
case, a maximum of 1.2m/s was observed and again, the induced airflow

velocity is around 90% higher than the symmetric case.
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A significant linear increase in induced velocity can be achieved by increasing
the PED. A maximum velocity of 2.1 m/s was achieved by increasing the PED
to Sms (25% duty cycle) with the symmetric sheet, whereas a maximum of
2.4m/s was obtained with the asymmetric sheet. However, both electrode
sheets exhibit a saturation effect for PED > 4ms, whereby increasing the PED
further does not increase the induced airflow; thus indicating the timescale of
momentum coupling between the plasma and air.

The variation of maximum phase averaged velocity with applied voltage is
shown in Fig. 4.3.7. The hot-wire was placed at x = 4mm, y = 0.5mm with
plasma parameters such that a substantial jet velocity is generated at the
maximum applied voltage. It is evident that a minimum voltage of 2kV is
required for plasma to be generated and a flow to be established. Below this
voltage, no plasma can be seen with the naked eye and no spikes were evident
in the current waveform. Above this threshold, the generated flow velocity
increases rapidly with applied voltage, limited only by the power supply.
Previous studies have shown that the plasma induced flow velocity is
proportional to 7/2 power of voltage (U < E 72 Enloe et al. 2004a), and our
results for the symmetric electrode sheet suggest a similar trend. However, for

the asymmetric case, the variation in induced velocity appears to vary as E°.
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Figure 4.3.7. Variation of maximum phase-averaged velocity with applied

voltage at x = 4mm, y = 0.5mm. PRF = 60kHz, Charge time = 7us, PEF =

100Hz, PED = 2ms.

The power input into the plasma, P, is calculated as;

_ PRF

P . PED - PEF | ; (EI dt 4.3.1)

where, #4¢ is the time to complete one AC cycle (i.e. 2/PRF). The voltage and
current waveforms are obtained from averages of multiple cycles to eliminate
random noise. The maximum observed velocity is plotted against power in
Fig. 4.3.8 for the symmetric electrode sheet. Similar results are observed for
the asymmetric case. A reasonable collapse of data is observed through
variation of the PRF, PED and E,., suggesting the induced velocity is
proportional to the power delivered to the electrode sheet. It should be noted
that the power calculated here is not equivalent to the power consumed by the
plasma and contains contributions of dielectric heating and electric losses. It
appears to be more efficient to increase the jet velocity by increasing the PRF,
and it is evident that limited gains can be made by increase of the PEF. The
effect of reducing the charge time has also been studied. The induced velocity

is not affected by a reduction in this parameter, although the charge time was
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not reduced below Sps. Improvements to the power supply and
interconnecting cables may reduce the rise and fall time of the voltage signal,
thus enabling higher oscillation frequencies, and hence flow velocities, to be
generated.

The fluid power produced by the plasma has been evaluated from the
ensemble averaged velocity distribution at x = +4mm. Fluid power of the order
of 10 W is created by the plasma and the mechanical efficiency of the device
is of the order 10 %, similar to the results of Enloe e al. 2004a. This is,
however, based on the electrical power dissipated in the whole system, not just
the plasma. The actual efficiency of the plasma itself is expected to be

significantly greater than this.
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4.3.4. Velocity Profile

A contour plot of the phase averaged velocity profile of the symmetric base
case at 1 = Sms and 15ms are shown in Fig. 4.3.9 (¢ = 0 corresponds to the
initiation of the Ims duration plasma envelope). For these results, the plasma
was created with PRF' = 50kHz, charge time = 7us, E. = 4.1kV, and split
into envelopes of PED = 1ms, PEF = 50Hz. This pulse train was activated for
a total of 1.3s. The position of the electrode is given below each plot and the
blackened area represents the region for which no data was taken because of
the danger of arcing between the electrode and the probe. These data have
been spatially and temporally corrected for the cold wire temperature
measurements of Section 4.3.5. Firstly, it should be noted that the induced

airflow is nearly symmetric around the electrode centerline. This is to be
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Figure 4.3.9. Phase-averaged velocity contours around a single symmetric
electrode. Electrode sheet shown below each plot is not to scale. Blackened
area represents area where no hot-wire data is taken due to the high risk of

flashover. a) t = Sms and b) = 15ms.
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expected from the electrode geometry. A decelerating, broadening velocity
profile is observed traveling in either direction away from the plasma. A peak
velocity, Upqy, 0f 0.51 £0.05m/s is observed at the closest lateral location (x =
4mm) and 0.5mm from the electrode surface. Though this induced velocity is
lower than the maximum that occurred during parametric testing (2.1 m/s), the
presented results are representative of all the tests above.

The peak velocity is observed within the measurement area, Sms after the start
of the plasma envelope (Fig. 4.3.9a). After this time a steady decrease in
velocity is observed throughout the measurement area, though the general
characteristics of the profile remain the same (Fig. 4.3.9b). The contour plots
suggest a velocity that is even higher closer to the electrode. However,
measurement limitations due to high voltage flashover inhibit data collection
in this region. Figure 4.3.10 shows the velocity profiles on either side of the
electrode. The plotted curves are polynomial fits to the data points. The
nondimensional profiles have been plotted in Fig. 4.3.11, normalizing with the
maximum velocity across the profile, U,.., and the jet half-width, o, defined
as the distance to the point where the jet velocity has dropped to U,,.,/2. Also
plotted are the theoretical profiles of the turbulent and laminar wall-jet, studied
by Glauert (1656). The plasma-induced airflow appears to be similar to a
laminar wall jet, also reported by Roth (2004). The Reynolds number of the
flow, based on U, and 6, is Res = 40. Chun and Schwarz (1967) show the
critical Reynolds number of a laminar wall-jet is Res.;; = 57. This profile is
typical for all times between plasma envelopes. Discrepancies occur in the
outer regions of the wall-jet (y* =y/0y> 1.2). These errors occur due to a wall

normal component of velocity in the outer region (-v), due to the entrainment

-132 -



action of the flow. The profile also deviates from the theoretical laminar-wall

jet profile in the inner region (y* < 0.4). This is a result of the near-wall effect,

as discussed in Sec. 4.3.2.
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The pulse averaged velocity profile, taken as the time-averaged velocity
between plasma pulses, is shown as a contour plot at # = 0.05s and 7 = 1.01s in
Fig. 4.3.12. The pulse averaged velocity profile is constant with time after # =
0.4s and takes the form of Fig. 4.3.12b. Also plotted in Fig. 4.3.12¢ is a
contour plot of the asymmetric electrode configuration at # = 1.01s. The flow
characteristics around the asymmetric electrode sheet are similar to the
symmetric case; except the flow is clearly uni-directional and the induced flow
velocity is higher. The velocity profile and similarity to a laminar wall jet are

as above and we consequently focus on the symmetric case.
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Figure 4.3.12. Pulse-averaged velocity contours around a single electrode.
Electrode sheet shown below each plot is not to scale. a) symmetric

electrode, = 0.05s and b) 7 = 1.01s. ¢) asymmetric electrode, = 1.01s.
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Figure 4.3.13 shows flow visualization images of the symmetric electrode
using a smoke wire at similar times to Fig. 4.3.12. The quasi-steady flow can
be seen in Fig. 4.3.13b, whereby a series of wall jets are produced in either
direction. The individual jets are created during each plasma pulse and
agglomerate at some distance downstream. Note that the airflow is primarily
in the negative y direction above the electrode and in the = x direction for y <
2.5mm. The hotwire error associated with this non-parallel flow is less than

11% for y <2.5mm.

b)

Figure 4.3.13. Smoke wire flow visualization images around the symmetric
plasma electrode. The plasma electrode can be seen in the centre of the
images and the smoke wire is located 10mm below. Note that the images
have been rotated 180°. Horizontal field of view is 24mm (x = + 12mm).

Lines show the location of y = Omm and y = 4mm. a) = 0.04s; b) #=0.95s.
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The development of the jet profile can be seen in Fig. 4.3.14. This shows the
nondimensional flow velocity, U =y U,av, and the wall normal distance, y*,
at various times throughout the plasma pulse. Data at 6mm on either side of
the electrode is shown since the data is fine enough to encapsulate the location
of the maximum velocity and the velocity magnitude is significant (U, =
0.25m/s, see Fig. 4.3.10). The final velocity profile, taken as the average
velocity profile for # > 0.8s, is identical at both of the streamwise locations and
it is expected that the evolution of the jet is similar to either side of the
electrode. The flow field seems to primarily develop in the outer region, with
the velocity overshooting the final profile whilst the near wall flow increases
in magnitude more slowly. This distortion in the outer jet profile is observed
traveling away from the wall with time (y > 0.5) and has moved past this hot-
wire location by t =t Unax/ 04 = 7. This motion is related to a pair of vortices
created at the electrode at the moment of plasma creation, which can be clearly
seen in the flow visualization of Fig. 4.3.13 and the temperature profile of Sec.
4.3.5. There is no evidence to suggest that the plasma forms differently during
each pulse envelope and consequently it is believed that the momentum
imparted into the flow is the same each time. For "> 10, the pulse averaged
velocity profile becomes time invariant. The induced flow is therefore a quasi-
steady pulsed laminar wall-jet, with small fluctuation in velocity between
pulse envelopes, preceded by a development period in which vortices are
created. These initiation vortices are inherent in the plasma flow due to the slip
wall condition within the plasma and the non-slip boundary condition outside.

The variation of U, and J, for the steady-state pulse averaged velocity

profile with downstream distance, x, is plotted logarithmically in Fig. 4.3.15,

- 136 -



together with a best-fit line to the data. Glauert (1956) predicted that for a
plane laminar wall jet the velocity varies as u o x™* and the jet thickness varies
as, &,cx”. It can be seen that the best fit exponents are in reasonable
agreement to that expected from a laminar wall-jet, given the lack of data in

the downstream direction.
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Figure 4.3.14. Development of the wall jet. Pulse-averaged velocity plotted
nondimensionally at x = 6mm (open symbols) and x = -6mm (crossed

symbols) at various midpulse times, =t U pax /0.
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Figure 4.3.15. Variation of steady-state pulse-averaged parameters with
distance from electrode centerline. a) variation of maximum velocity and b)

variation of jet half-width.
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4.3.5. Temperature Profile

A similar technique has been applied with a cold-wire probe operated in
constant current mode to obtain the temperature variation around the electrode
in initially static air. Here the symmetric electrode case is studied and the
plasma parameters are identical as for the results presented in Sec. 4.3.4. The
contour plot of the ensemble averaged data after a single plasma pulse is
shown in Fig. 4.3.16 at ¢t = 4ms and ¢ = 8ms. These show a pair of high
temperature regions moving along the wall, away from the electrode centerline
with maximum temperature difference of 2.0 = 0.1°C (compare Figs. 4.3.16a
and 4.3.16b). Using the temperature as a passive tracer, these have an
estimated convection velocity of 0.5 m/s. It is expected that the temperature is
higher closer to the electrode. Thus there is some heat transferred to the air at
the plasma-gas interface. After each individual plasma pulse, the heated air is

convected laterally with the resulting wall jet flow.
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Figure 4.3.16. Phase-averaged temperature contours around a single

symmetric electrode. a) £ = 4ms and b) # = 8ms.
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The contour plot of the temperature change, based on time-averaged data
between plasma pulses, is shown at # = 0.11s and 7 = 1.01s in Fig. 4.3.17. The
initiation of the plasma causes two high temperature regions to be ejected
away from the electrode centreline, corresponding to the two vortex cores
(Fig. 4.3.17a). These have a convection velocity of 0.1m/s and travel at an
angle of 25° to the wall. The maximum temperature difference is 0.5°C. After
about 0.3s, these have diffused and exited the measurement area. A steady
increase in wall temperature is observed after this time, to a maximum of
0.8°C at the end of the plasma-on period. The pulse averaged temperature
profile on either side of the electrode at # = 1.01s is shown in Fig. 4.3.18.
Similar to the velocity data this is nearly symmetric, as expected from the

electrode geometry.

b)
Figure 4.3.17. Pulse-averaged temperature contours around a single

symmetric electrode. a) t=0.11s and b) #=1.01s.
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Figure 4.3.18. Pulse-averaged temperature profiles on either side of the

symmetric electrode. Curves are polynomial fits to the data points. ¢ =

1.01s.

The temperature of the induced airflow is not significantly above ambient
temperature. Assuming a maximum temperature difference of 50°C occurs at
the plasma-air boundary (a generous approximation given the temperature
profile), and a length scale of 4mm (total length of plasma formation on both
side of the electrode), the Grashof number of the configuration is Gr = 470. If
the inertial force created by the temperature gradient were of the same order of
magnitude as the buoyancy force, then Re ~ Gr”*. Thus, a flow of ~ 0.1m/s is
expected. The observed flows are of greater magnitude and contrary to that
expected from buoyant flow. We therefore expect that the thermal effect of the

plasma is not responsible for the observed airflow.
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4.3.6. Conclusions

Two-dimensional hot-wire and cold-wire surveys have been performed around
a symmetric and an asymmetric RF glow discharge plasma electrode in
initially static air at atmospheric pressure. The velocity profiles show that
plasma imparts momentum into the air, such that a laminar wall jet is
produced emanating away from the electrode centerline. Since the plasma
induced flow is not a source of fluid, there is expected to be an entrainment
region from above the electrode, whereby fluid is drawn towards the plasma to
replace that ejected laterally.

The velocity profile and temperature profile show that vortices are created at
the first instance of plasma formation in initially static air. These move at an
angle of around 25° to the electrode sheet with a convection velocity of
0.1m/s. After an initiation period of t" = 10, the flow forms a pulsed, quasi-
steady laminar wall jet.

The temperature profiles show a maximum air temperature difference of 2°C
occurs at Imm away from the electrode sheet surface. It is unlikely that the
thermal nature of the plasma is responsible for inducing the observed airflow
since the temperature differences are small, and the observed flow is contrary
to that expected from buoyancy driven flow. The origins of the induced flow
field remain unclear. The fact that the induced flow only occurred when
plasma was present does suggest that the flow is induced by some interaction
between the plasma particles and the neutral gas, and not just the presence of
the electric field. It has been suggested that the steep electric field gradients

within the plasma accelerate ions, which exchange momentum with the neutral
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background gas through ion-neutral collisions, and thus induce a flow (Roth
2001, Wilkinson 2003, Roth ef al. 2000).

The magnitude of the induced flow field can easily be controlled by variations
of the plasma excitation parameters and the observed trends suggest that
higher flow speeds could be possible. The generated flow profiles are always
similar to a laminar wall-jet at the low Reynolds numbers observed in these
experiments. A peak velocity of 2.5 m/s has been recorded, although the true
velocity will be greater at the plasma-air boundary. It is also observed that the
asymmetric electrode configuration will confine the forcing in one direction
and produce a jet velocity nearly double that of the symmetric actuator.

This study has been performed as a feasibility study for using the plasma
actuator for flow control in the turbulent boundary layer. For successful flow
control by mechanical spanwise wall oscillation, Choi ef al. (1998) found that
a drag reduction of 45% occurred with a nondimensional wall velocity, w" =
AZ.w/2u” = 15, where Az is the amplitude of wall oscillation, w (= 2xf) is the
angular velocity of wall oscillation, u is the friction velocity and f is the
oscillation frequency. Choi et al. (1998) used /= 7Hz, 4z = 70mm with a free
stream velocity, U,, of 2 m/s. The maximum wall velocity during the
sinusoidal motion was 1.5 m/s. The flow velocities generated here are
certainly capable of meeting these criteria, and it is concluded that plasma

actuators will produce significant effects in low speed test facilities.
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4.4. Induced Flow with Continuous Plasma Activation

In addition to the pulsed plasma tests described above, the effect of continuous
plasma excitation has been studied on the symmetric plasma actuator of Sec.
4.3. Here, the hot wire was fixed at x = 4mm, y = 0.5mm from the electrode
centreline (i.e. the point of maximum velocity within the measurable area) and
the plasma was fired continuously for 1s with various applied voltage, E,x,
and frequency, PRF. Note that this approach caused severe wear on the
electrode sheet and it is not recommended for extended periods due to heating
of the dielectric material. The power supply was not designed for this purpose
and during similar tests using the thermal camera (see Ch. 6), several
components within the power supply failed.

Figure 4.4.1 shows a typical hot-wire signal during the plasma event. Note that
the induced flow velocity reaches a quasi-steady state after only 7ms. After
this time the induced flow is fairly constant, although a slight increase in
velocity with time was common, as can be seen in Fig. 4.4.1a. Prior to steady
flow, a peak in induced velocity is observed after around 3ms. The exact cause
of the high velocity spike at the moment of plasma initiation is not well
understood. One can postulate that the initial ionization of the air is very
violent during the first few AC cycles whereas for subsequent cycles, due to
the presence of pre-ionized air, the process is much weaker. Though the
plasma AC cycle has a timescale of the order 0.02ms, the difference between
this and the fluid timescales is due to the transit time taken for the fluid to
reach the detection probe.

This peak may be important for increasing the mean flow velocity. In the

pulsed plasma tests, it was observed that the maximum ensemble averaged
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velocity increases up to a limit of PED = 3ms, coinciding with the time taken
to the peak velocity in the continuous plasma case. Increasing the PED further
did not increase the induced flow speed. It is therefore of little advantage to
activate the plasma for more than this time and it may be possible to increase
the induced-flow speed by pulsing the plasma in 3ms duration pulses at high
frequency. This is attempted in Fig. 4.4.2, which shows the hot-wire signal at
identical plasma and hot-wire conditions as Fig. 4.4.1, except the plasma is
pulsed with PED = 3ms, PEF = 150Hz. The high velocity spikes do occur
every pulse envelope and have similar magnitude as for the continuous plasma
case. Though the average velocity is lower, it may be possible to increase it
by pulsing at still higher frequency (i.e. PEF > 250Hz, such that there is less
than Ims gap between envelopes). This will also have an associated energy
saving by the introduction of some plasma off time. Unfortunately, the power
supply was designed for plasma excitation between two channels. As a
consequence, a duty cycle above 50% is impossible to achieve and it was not

possible to test this hypothesis.
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Figure 4.4.1. Hot-wire signal (-) and mean velocity (-) during 1s of continuous
plasma forcing. Excitation at PRF = 50.3kHz, E,,. = 3.1kV. a) Signal over
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Figure 4.4.2. Hot-wire signal (-) and mean velocity (-) during 1s of pulsed
plasma forcing. Excitation at PRF = 50.3kHz, E,,.x = 3.1kV, PED = 3ms, PEF

= 150Hz. a) Signal over entire 1s of plasma forcing and b) close up of

initiation period and pulse envelopes (-).
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The variation of time-averaged velocity with voltage has been plotted for
continuously fired plasma at different frequencies in Fig. 4.4.3. Here, an
exponential fit has been applied to the data and a contour plot is shown in Fig.
4.4.3b. For an applied voltage above 2kV, the plasma formation threshold in
atmospheric pressure air, a rapid increase in induced velocity is observed
through increasing the voltage. The average velocity appears to vary with
Emaxz, although the exact exponent increases with PRF.

The variation of average velocity with PRF, at several excitation voltages is
shown in Fig. 4.4.4. Here, the contour plot of Fig. 4.4.3b has been interpolated
to obtain the required information. A reasonably linear variation is observed,
consistent with Roth ez al. (2004 and 2005). It may therefore be inferred that
the momentum coupling to the flow is the same during each AC cycle for a
given voltage. Therefore by increasing the PRF, the amount of force per unit
time is increased and the induced flow speed rises accordingly.

In contrast, the amount of momentum coupling per AC cycle is increased with
Ene’, indicating that the electric field strength and the plasma volume
increases with voltage. Enloe et al. (2004b) showed that the spatial extent
occupied by the plasma varies with £ and that the propagation speed of the
plasma varies proportionally to £. Gibalov and Pietsch (2000), also state that
an increase in voltage leads to an enlargement of the discharge area on the
dielectric. This will also be shown in the thermal imaging results in Ch. 6.
Noting that the charge transfer takes place in a thin layer on the dielectric
surface, the plasma volume, V, is subsequently expected to vary linearly with

E, along with the quantity of charge contained within the plasma, ¢ = p.V.
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Following Orlov and Corke (2005), the body force vector per volume of
plasma, f3, is given by:
f,=p.E (2.3.14)
ie. F, =p.EV =qE
Thus, through increasing the voltage, there is an increase in the electric field

as well as the amount of charge, so that the force generated by the plasma is

expected to vary as E°.
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Figure 4.4.4. Variation of time averaged velocity with PRF for several
excitation voltages. Continuous plasma activated for Is. Data is interpolated

from polynomial fit in Fig. 4.4.3b.
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4.5. Consideration of Errors

All of the conclusions so far have been based on hot-wire measurements
within 12mm of the plasma actuators. Such measurements were difficult to
make and in this section, the effect of flow direction, probe position and
ambient temperature changes will be considered in relation to the accuracy of

the results.

4.5.1. Flow Direction

Hot-wire probes respond to the velocity normal to (i.e. # and v in these
experiments) and tangentially to the wire (w) (Bruun, 1995). In the preceding
sections it was assumed that the hot wire only measured flow parallel to the
wall (i.e. u-component only). With an increase in v- and w-component
velocities, significant measurement errors result from this assumption. In the
plasma-induced wall jet the hot wire will inevitably be contaminated from v-
component velocity. It will be shown later in Sec. 5.3.1 that the flow is
directed towards the wall above the electrode and in the outer regions of the jet
due to entrainment. Cross-wire probes could be used to decompose the
velocity into # and v-components, but their physical size prevents their use in
the region of interest in this study (typical X-wire dimensions are 2x2mm,
while the region of interest is x < 12mm, y < 4mm). PIV measurements should
also give erroneous readings near the wall due to surface reflections and the
influence of the electric field on tracer particles. Thus, direct measurement of
the v-component velocity has not been possible.

The analytical solution for a laminar wall jet emanating from a thin slit has

been given by Tetervin (1948). This result was used to estimate the flow angle
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and associated hot-wire error for the plasma wall jet flow. It is herein assumed
that the plasma wall jet flow is identical to the wall jet emanating from a thin
slit. It will be shown that the u-component velocity fields are similar, which
leads one to believe that the v-component fields are also similar.

The non-dimensional #-component velocity, U, for a laminar wall jet is given
by (Tetervin, 1948):

dG
.9

Rad'"’ ds 4.5.1)

/2 2

U

where U" = U/Uy, Ra = U,y aN, X = x/a; a is a reference length and U,ris a
reference velocity.

The non-dimensional v-component velocity, ¥, for a laminar wall jet is given

by:
.97 1 (3,.dG G
where,
91/3R02/3 *
§=— - 4.5.3)
X

and, y" = y/a. The functions dG/d&, & G and dG/dé were tabulated by Tetervin
(1948).

A theoretical wall-jet flow can be computed which is similar to that induced
by the plasma by taking the reference length, a, as the jet half thickness at x =
3mm and the reference velocity, U,.; as the maximum jet velocity at this
location. With reference to Fig. 4.3.15, U,.,s= 0.4m/s and a = Imm at x = 3mm
and thus Ra = 26. This allows calculation of u- and v-component velocity at

different x locations, as shown in Fig. 4.5.1. The measured velocity (assumed
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u-component) around the plasma electrode is also plotted, which shows
reasonable agreement with the analytical solution. Figure 4.5.2 shows the
flow angle relative to the wall direction. In addition, Fig. 4.5.3 presents a
vector diagram of the calculated flow field. It can be seen that close to the
wall, the flow is virtually parallel to it. In fact, for y < 2.5mm the flow
direction is within 11° to the wall.

Recall that the wire is oriented parallel to the electrode with the probe stem in
the wall normal direction. The tangential velocity component over the probe
can be assumed zero since the plasma electrode is long compared with the hot
wire (i.e. W = 0, 2D flow). Thus, the effective velocity detected by the hot

wire, Vg, 1s given by (Bruun, 1995);

Vy =V:+hU?=V?+121U° (4.5.4)
where h = 1.1 has be used for the unplated single-wire probe. The effective
velocity is shown in Fig 4.5.4, whereby the above response equation has been
applied to the computed U and V' (Fig 4.5.1a). Also plotted is the experimental
error associated with assuming that V. = U. It is observed that the error
associated with ignoring the v-component velocity is around 9% at x = 4mm, y
= 0.5mm. By comparing Figs. 4.5.4 and 4.5.1, it can also be seen that the

absolute difference between the sensed velocity, Vey; and the true #-component

is expected to be less than 0.04m/s in the entire measurement area.
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Figure 4.5.1. a) Calculated U and V from Tetervin (1948) with U,.r= 0.4m/s, a
= Imm. b) Time averaged velocity profile measured on either side of the
symmetric, 250um thick, Mylar plasma actuator excited at E,,, = £3.7kV,

PRF = 50kHz, PED = 1ms and PEF = 50Hz.

-20

-60 ¥ =4mm
— ¥ =68mm
— x=8mm
a0 % =10mm
— x=12mm

0 085 1 15 2 25 3 38 4 A5
¥, mm

Figure 4.5.2. Flow angle calculated from Tetervin (1948) with U,.,= 0.4m/s, a

= Imm.
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4.5.2. Probe Positioning

The probe position relative to the electrode centreline was achieved using a
CCD camera with a zoom lens. The positional accuracy is believed to be better
than £ 0.2mm in x and y.

In the parametric testing performed in this chapter, the probe was fixed at x =
4mm, y = 0.5mm. This was the position of the maximum induced velocity for
which measurement is possible while avoiding high voltage flashover. The
position is, however, in a region of high shear and consequently large error in
the maximum velocity may result from only small error in the probe location.
Figure 4.5.5 illustrates this point, where the velocity has been computed from
Tetervin (1948), at x = 4 £ 0.2mm. The theoretical maximum velocity actually
occurs at y = Imm (as opposed to y = 0.5mm in experiments), due to the
difference in the two flow configurations and the assumptions made of the
reference length and velocity. Nevertheless, this illustrates the point well. It is
observed that the velocity within position boundaries x =4 £ 0.2mm, y = 1 +
0.2mm, could have the possible values of 0.294m/s to 0.3305m/s (i.e. 0.312 £
0.018m/s). Thus, the error in the wu-velocity measurement due to wall
positioning uncertainty is around +6%.

Note however, that the probe was not moved during the parametric studies.
Thus positional error does not affect the trends in induced flow velocity with

Epax, PRF, PED or PEF.
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Figure 4.5.5. Computed laminar wall jet profile at x =4 + 0.2mm. Lines mark

the boundary of y = 1 £ 0.2mm.

4.5.3. Ambient Gas Temperature Change

It was shown in Sec. 4.3.5 that the plasma causes localised heating of the gas.
The maximum air temperature rise was 2°C above ambient and the maximum
time-averaged change was 0.6°C. From hot-wire calibrations at different
ambient temperatures, it is apparent that a 1°C temperature increase will cause
a shift in the calibration curve, thus causing the hot-wire velocity to be
calculated around 0.05m/s too low. Note that the plasma will only act to raise
the gas temperature and consequently the measured velocity will only be
decreased from its true value.

Only the velocity data presented in Sec. 4.3.4 have been corrected for the air
temperature change due to plasma because of the prohibitive time taken to
measure velocity and temperature for every experiment condition. In the
temperature correction, the maximum increase for the ensemble-averaged
velocity was 0.039m/s. It is therefore expected that the temperature of the

plasma will cause errors of up to -8%, approximately.
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4.5.4. Overall Uncertainty

In addition to the above uncertainties, errors will also be introduced by the
effect of the wall and the hot-wire calibration. The wall effect results from the
increased heat loss from the probe as it approaches the wall and is a function
of both the flow speed and the wall material (Wills, 1962). The wall effect
caused a velocity reading of up to +0.06m/s in still air, 0.5mm above the
Mylar sheet. Note also that the wall effect will tend to increase the measured
velocity, whereas the increase in air temperature will act to decrease it.
Calibration errors result from the uncertainty of the FlowMaster readings at
low speed. Both of these errors will be significantly reduced as the flow speed
increases, and are expected to be considerably less than the error sources
described in Sec. 4.5.1-4.5.3.

The total uncertainty in the velocity measurement consists of contributions of
all of the uncertainties described above. Note that some of the quoted
uncertainties are interdependent. For example, an error in the wall positioning
will affect the error caused by non-parallel flow and the thermal error will
counteract the wall effect. The overall uncertainty can be evaluated using the
method of Kline and McClintock (1953). For the 250um thick Mylar actuator,
many full 2D traverses of the plasma electrode were performed over a period
of many months, where one experimental condition was repeated many times.
This data set is representative of all error sources described above, and in
addition, the atmospheric conditions varied considerably. The variation in the
maximum velocity at x = 4mm, y = 0.5mm in these experiments was 0.51 *
0.05m/s (20:1 odds). Consequently, the error at this location in the velocity

measurement is expected to be around * 10%.
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Chapter 5
Effects of Dielectric Material and Geometry

5.1. Introduction

In the previous chapter, it was shown that plasotaasors with 256n thick
Mylar dielectric are capable of inducing a laminaall jet flow with
magnitude of up to 2.5m/s. This flow speed is rakbvwrand perhaps too low
to cause discernible effects in real aerospace applications Wieefece-
stream speed is expected to be several hundredsnpeersecond. In this
chapter, the effects of dielectric thickness amdiediric material on the speed
of the plasma induced flow are explored. It is libgeat the induced-flow
velocity can be increased by enhancing the chargedstorehe dielectric

surface (and hence body force).

A review of dielectric material properties is presentefian. 5.2, followed by
a study of a symmetric plasma actuator with.h2bBick Mylar dielectric in
Sec. 5.3. Comparison is made with the @5thick Mylar symmetric and
asymmetric actuators from Ch 4. Section 5.4 presents mgmal results
using ceramic dielectrics. Two different dielectmaterials (SN4 and AlG)

with various thicknesses are studied.

5.2. Dielectric materials

The term dielectric refers to a material which goar conductor of electricity
but an efficient supporter of electrostatic fieldibese electric fields are
maintained by the process of polarization withim delectric. In essence, the
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charges in a dielectric will not experience bulktioro due to an electric field
(like a conducting media), but they will rearrange themselveanael as
much of the applied field as possible, i.e. negatikarges will be displaced
towards the positive electrode and vice versa (Frohlich, 1958)eX#et
process of polarization depends on the nature eofdiblectric material. For
example, electrons may be displaced relative tio #temic nuclei (electronic
polarization), atoms can be displaced relative asheother (atomic
polarization), or molecular dipoles can be rotated (dipole polarization)
(Kroschwitz et al. 1986). Dipole polarization is mosintoon in polymers,
like Mylar. Through polarization, the dielectric tadal establishes an electric
field within itself that will oppose the polarityf dhe applied field.
Consequently, the electric field strength will d=ge within the dielectric
material (Frohlich, 1958), and it can store electrical energy; henae the

widespread application as capacitors.

In a parallel plate geometry, typical of capacitors, thie @itthe charges on
the capacitor plates with and without the dieleasidefined as the dielectric
constant (relative permittivity) of the material, Thus, if the dielectric
constant is increased, a higher amount of chargebearetained across the
dielectric. In the case of the plasma actuatos, tieans that a material with
higher dielectric constant will be able to suppudre surface charge. If the
electric field is not altered by the material’s dielectric properties, the presence

of additional surface charges / charge density galherate more body force

sincef v... E (Orlov and Corke, 2005). There will however, be a

complicated modification of the electric field hetdielectric.
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When a dielectric is placed in an AC field, the paktion of charge takes
place cyclically. However, there is a finite tinaken for the dipoles to rotate
because their motion is impeded by molecular friction. This is known as
dielectric relaxation. Consequently, the curremivihg in the dielectric is out

of phase with the applied voltage. This phase taghe expressed by the loss
tangent, or dissipation factor, &arnThe rotation also leads to internal heating
through the frictional action of the rotating chearg commonly known as
dielectric heating. Microwave heating, used in lebatd microwave ovens, is
achieved by this process. The power lost to digdelatating, P, is given by:

P.fCE
2 ... tan (5.2.1)

where, f is the applied frequency, C is the capac# and E is the applied
voltage (Kroschwitz et al. 1986). Thus, plasma atius should be
constructed from dielectric materials with low3asuch that dielectric heating

losses are minimise and the efficiency is increased

In general, the dielectric constant and loss tangenfunctions of temperature
and frequency. For polymers, both of these vanatiargely depend upon the
molecular structure, especially whether the materipolar on non-polar. For
non-polar materials, such as PTFEnd tab are nearly constant over a wide
frequency range and for temperatures below thersofy point. For polar
materials, such as Mylag, generally decreases with an increase in frequency,
whereas tah increases and decreases in a cyclic manner (changes with
temperature are similar). The exact variations for Mylar are showigs

5.2.1 and 5.2.2. At constant frequeneyncreases as the temperature of the
film increases above 65°C. At constant temperatardecreases with

frequency. The cyclic nature of anan be seen in Figure 5.2.2. Note that in
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Figure 5.2.2b, tambegins to decrease at very high frequencies outside the

range of the figure.

Dielectric materials are observed to fail by three mechanisms; intrinsic
breakdown, thermal breakdown and avalanche breakdown (O’Dwyer, 1964).
Intrinsic breakdown depends on the migration oftet:ns though the
dielectric. Thermal breakdown occurs by changes imdaotivity with
temperature and can produce local heating beyatdathich can be readily
dissipated: a cycle that leads to catastrophiar&ilAvalanche breakdown
occurs when a single electron causes an avalahchdfioient size to destroy
the insulating properties of the dielectric. This is the ““solid state” equivalent to
creating plasma in a gas. Further to this, failure mayradoecuoids in the
dielectric (Kroschwitzt al.1986), whereby the electric field is higher within
the void than the surrounding dielectric which esusreakdown of gas within
it. This leads to oxidation, carbonization and ieased gas
pressure/temperature within the void which produces ergclklso, in the
case of the plasma actuator configuration, the ion bombardinoentthe
plasma onto the dielectric surface will modify the swfand change the
material properties. In practice, the exact meamarof dielectric breakdown
is complex and may be different in experiments tlidce, as far as possible,

identical(O’Dwyer, 1964).
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5.3. Effect of Dielectric Thickness

In this section, a plasma actuator with reducetbctigc thickness is studied.
Here, a symmetric configuration with 125pm Mylageldctric has been tested
with the methodology as described in Sec. 4.2. AsBiyey with a hot-wire
probe was performed for identical plasma parameigmgsed for the 250pm
Mylar symmetric actuator and the 250pm Mylar asymnim@ctuator in Sec.

4.3, namelyEmax= 3.6kV, PRF= 50kHz, charge time = 7pBED = 1ms,PEF

= 50Hz. In addition, the effects of each plasma parameter was studied by
fixing the hot wire atk = 4mm,y = 0.5mm from the electrode centreline and
varying each parameter independently. Direct comparifothe induced
velocity is made with the other Mylar plasma actwat The physical

dimensions of the three plasma actuators are sugedan Table 5.3.1.

The 125pm Mylar symmetric sheet is shown in Fig. 5.3.1, and Fig. 5.3.2
shows the sheet with plasma. The plasma formation was obsire
symmetric around the electrode when viewed thouglen camera. Frequent
burn-through occurred between the upper high voltage electratieha
lower, ground electrode due to the reduced thickioéshis sheet. It appears
that this thickness of Mylar is very close to dielectric breakdown when a

voltage of 3.6kV is applied.
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250m 250m 125m
Symmetric| Asymmetric| Symmetric
Mylar Mylar Mylar
Upper
Electrode Length, mm 90 85 115
Width, mm 0.2 1.0 0.1
Thicknessm 17 17 17
Lower
Electrode Length, mm 110 85 150
Width, mm 170 9 100
Thicknessm 17 17 17
Dielectric Material Mylar Mylar Mylar
Thicknessm 250 250 125
Configuration Symmetric| Asymmetric| Symmetric

Table 5.3.1. Details of Mylar plasma actuators.efdictrodes are Copper.
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Figure 5.3.1. 126 thick Mylar electrode sheet. a) Entire sheet and b) close
up of connection bus and plasma electrode. Insulating tape shown in the

photographs is used to suppress unwanted plasmatfon.

Figure 5.3.2. 12/ thick Mylar electrode sheet during testing. Note
symmetric formation of plasma around the electrode, occursng kght

purple glow.
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5.3.1. Induced Flow Field — Steady State

The time-averaged velocity profile around the 123gyhar actuator is shown
in Figure 5.3.3a. The blacked-out area of the plot repretientegion for
which no data was taken due to the risk of arcing betweeelectrode and
the hot-wire probe. Figure 5.3.3b and 5.3.3c show respectivelyiniee

averaged velocity profile of the 250pm symmetrid &b0pm asymmetric

actuators.

It is observed that the induced flow characteristics are siarjar to that of

the 250pm thick Mylar sheet, whereby a laminar yedlis created in either
direction away from the electrode. However, the miade of the velocity has
increased due to the reduction in dielectric theden Figure 5.3.4 gives a
comparison of the velocity profiles of the three actsatiircan be seen that

the induced flow velocity of the 125pm symmetric actuator wareased by

around 30%, compared to the 250pm symmetric case3(0% increase id

for a 50% reduction in dielectric thickness). One atbserves that the
magnitude of the induced airflow of the 250pm asymmetric actuater wa
increased by around 50% relative to the 250pm syrimuase (on the plasma
side of the electrode only). In fact, the velogityfile of the 250pm thick
asymmetric actuator and one side of the 125pm #yokmetric actuator are

very similar.
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The time-averaged spanwise vorticityand velocity vectors are shown for
the three plasma actuators in Fig. 5.3.5. Here, thénsamal velocity
componenty, was obtained by integrating the continuity equation ftbhen
wall outwards, with the assumption that the floumis-dimensional (i.ewW =

0). This is reasonable since measurements were taken at the intid{po
electrodes more than 85mm long. In addition, thieesee presumed that the
hotwire signal comprised the streamwise velocity congmt,U, only. This
assumption is compromised near the electrode dewrsince there is
expected to be a large negatieomponent which contaminates the hot-wire
signal. Also, it was necessary to interpolate the velocity acrosedien

without hot-wire measurements to allow integrationthe wall-normal

direction (i.e. for 4 < x < 4,y < 2mm). This was performed by cubic

interpolation inx andy. Hence, large errors are expected/iand. near the

plasma centreline. However, qualitative observations for-4mm andx ?

4mm are expected to be valid.

Figure 5.3.5 shows that the velocity vectors aréniypgarallel to the wall
suggesting that the hot-wire signal is dominatedUbyas assumed. The
broadening and deceleration of the jet profilels® @bvious from this figure
and it is clear that the plasma entrains fluid flaoove it to replace that forced
laterally. The increase in induced velocity by m@dg the dielectric thickness
is clearly visible, along with the uni-directionibw created by the

asymmetric actuator.

A reduction in dielectric thickness evidently increases the plasma-induced
wall jet velocity and it is expected that the reasantlits is the increased

capacitance of the sheet. For a parallel platecttapathe charge store@;
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Q. cv. . (5.3.1)

where C is the sheet capacitance, V is the apptidtedge,  is the dielectric
constant,o is the permittivity of free spacé, is the electrode area and d is the
sheet thickness. Thus, the charge stored for angapplied voltage is
proportional to 1/d. Although the geometry is mumsbre complicated for the
plasma actuator, one would still expect the capacitance to inaedgtus
the amount of surface charge will be increased. Hence more chaste ex
within the electric field and greater force is prodd. In addition, the electric
field strength will be increased due to the decrease in dielectric tekne

which will further enhance the force produced.
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5.3.2. Induced Flow Field — Flow Initiation

Figure 5.3.6 shows the instantaneous velocity v&ciod vorticity field from
generating plasma with the 1% thick Mylar dielectric actuator. Slight
asymmetry was observed in the flow field, possdaused by probe location
errors or by irregularities in the plasma formatibigure 5.3.7 shows the flow
development for the 2%M thick Mylar actuator at identical times to Fig
5.3.6. It is apparent that the transient developroéthe flow field is nearly
identical in both cases, except that the magnitdidiee induced flow velocity

was increased by the reduced thickness dielectric.

At the first timestep in both Fig. 5.3.6 and Fig3.3, there appears to be two
regions of strong vorticity alternating in opposite sensestdocatx s £6mm,

y §3mm. The velocity vectors show a rotation of flaidund these regions,

which are the vortices created by the initiationplafisma. Recall that these
vortices are observed at similar positions and sirae the temperature

measurements and flow visualisation of Sec. 4.%wére reproduced in Fig.

5.3.8 and Fig. 5.3.9 for clarity.

For t > 0.4s, the flow appears more uniform and uni-directional simce th
vortex cores have been convected outside of thesumement region.
However, regions of high vorticity were also obseihto be convected away
from the electrode centre line throughout the entire plasma fopangd.
These issued from the plasma region after eacle puigelopeEF = 50Hz)
and travelled along the wall with the same rotaiense and location as the
rolled up wakes in the flow visualisation of FigSc. One such region can be

made out at x = +6mny,= 1.5mm in Fig. 5.3.6c.
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Similar phenomena can be observed in Fig. 5.3.1ichwshows the
development of the flow field for the asymmetri¢cuator. Here, the induced
flow is mainly unidirectional (i.e. to the right the view of the figure). It was
observed, however, that during the initial stagelaéma forcing, a jet was
produced in both directions. This quasi-symmeticihg was present fdr<
0.2s only (i.e. first 10 pulse envelopes), and the magndtitee jet velocity
on the ‘no plasma’ side of the electrode was approximately half that on the
‘plasma’ side. On closer inspection with a digital video camera, it appeared
that some plasma did form on both sides of the electrode for thedfitsifp
the plasma on period, as shown in Fig. 5.3.11. Wiligoroduce bi-directional
forcing, like the symmetric actuator. It is expecthat this plasma can be
suppressed by increasing the width of the uppetrelde so that there is a
greater distance between the upper electrode edge and treelastrode.
This behaviour could be linked to the results irc.S&4, where it was
observed that the magnitude of the induced flowaigt was greater for the
first few plasma cycles. It was postulated thatitiite&al ionization of the air is
more energetic during the first few AC plasma cyaléereas for subsequent

cycles, due to the presence of pre-ionized aimptbeess is much weaker.
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b)

c)

Figure 5.3.6. Instantaneous vorticity contours egldcity vectors around the
125m Mylar plasma actuator at: a) t = 0.039s; b) t.680s; c) t = 0.949s.
Towards the end of the plasma forcing (c), the fisywpredominately in thext

direction.
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b) Figure 5.3.8. F
10mm below the

250m Mylar plasma actuator. Note the pictures haven betated 180°. The
electrode is at the centre of each photo and ninsthe page. Picture scale is
26mm horizontally x 18mm vertically. @)= 0.04s; b) 0.09s; c) 0.95s. The
plasma forcing initially creates a pair of vorticesatal b, note visible plasma
in b). Fort > 0.4s (c), a series of pulsed wall jets occurhexhibiting vortex

roll-up in the outer region.
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AT *C

d) Figure 5.3.9. Instantaneous gas temperature fielgnarthe
250m Mylar

plasma actuator at: a) t = 0.039s; b) t = 0.08P$;=c0.949s. The path of the

initiation vortices can be seen in a) and b), tiengeat 25° to the electrode
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surface. At much later times (c), the initiationrtioes have exited the

experimental area and regions of hotter fluid travéhe £x direction only.
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c)

Figure 5.3.11. Colour enhanced images of the asyritnpasma actuator
a) ts 40ms; b) ts 80ms after plasma initiation. Hot wire shown in figure
the prongs have 1.25mm spacing at their tip. The plasaas on both sid
of the electrode at initiation (a), although the plason the near si
appears to be brighter and more uniform. Afterfitg few pulses (b), tf

plasma formation is entirely one-sided.
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5.3.3. Effect of Plasma Parameters

The hot wire surveys in Sec 5.3.2 showed that themum jet velocity in the
experimental area always occurred at4mm,y = 0.5mm. In this section, the
hot-wire probe was fixed at this location and thifea of each plasma
parameter on the magnitude of the induced flow stadied. Each plasma
parameter was varied independently, as in Section8. 4[Be variation of
induced velocity with applied voltage was studied layying E with fixed
plasma conditions dPRF = 60kHz, charge time =s/ PED = 2ms,PEF =
100Hz. The variation of induced velocity witPRF, PED and PEF was
studied through independent variation of the parameters Ear¥ 3.6kV,
PRF = 50kHz, charge time =/ PED = 1ms,PEF = 50Hz. All tests were
performed with the plasma activated for a total of 1.4s. Audit care was
taken to avoid probe positioning errors but undedlyt there will be some
variation between the exact probe positions for each eofthlee plasma
actuators. Thus, the comparison between differentigumations should be

made with some caution.

The base case experimental conditiBRa¢= 3.6kV, PRF= 50kHz, charge
time = 75, PED = 1ms,PEF = 50Hz) was repeated several times. The scatter
in the velocity measurement at this condition i@k .0.1m/s) and reflects
errors due to ambient temperature drift, changes in the probactdrestics

and electrode sheet wear.
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5.3.3.1. Effect of the Excitation Voltagek:

Figure 5.3.12 shows the effect of the applied \ggtan the maximum
ensemble-averaged velocity throughout the plasrise pu-max Here, the

maximum voltagesmax has been used to represent the applied voltageeri

5.3.13 shows the effect gfax0on the mean velocity) , throughout the 1.4s of

plasma forcing.

For all the electrode sheets there appears to be a lower cut-off vimtage
which no flow is generated. This critical voltage around 2kV and
corresponds to the minimum voltage for which glow dischargenph will

occur in atmospheric pressure air.

Figure 5.3.12 shows that the magnitudefax Was increased by around 25%
by reducing the dielectric thickness by 50%, simitathat observed in Sec.
5.3.1. However, there appears to be a saturatioB«fae 3.3kV, whereby

no further increase in velocity was achieved by incregiia voltage. This

is likely to be due to a saturation of the dielecinaterial itself, where the
dielectric properties start to break down as thmt lof its dielectric strength is
approached (17kV/mm for Mylar). Assuming a parallel plate geometry, the
electric field strength with 3kV applied to theattede sheet is 12kV/mm and
24kV/mm for the 2506n and 123n electrode sheets, respectively. This
high electric field is likely to alter the material properties amdler charge
storage. This also explains the reason for the frequent dielectaicdoren

for the 12%5n case. Problems with the power supply prevented gestin
asymmetric electrodes d&max > 3.3kV and it is uncertain if the same

saturation is experienced for this electrode comégon.
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The maximum velocity data has been least-squarés & power law in the
form <U>max= AEmaxn as shown in Fig. 5.3.12. Data below the onset of
plasma formation and above the saturation region haveigeered in the
curve fitting procedure. For the symmetric elearastieets, the trend seems to
follow <U>maxEmax7/3 as also found by Orlov and Corke (2005) and Enloe
et al. (2004a). Comparison with their data can beerin Fig. 5.3.12b, where
they have plotted pedak-peak voltage against maximum induced velocity
(Vp-p = 2Emay. Their data are taken from PIV measurements at@am
asymmetric electrode comprising copper foil ela#oand 300n Kapton
dielectric (dielectric constant = 4, similar to Mgl Also, their plasma is fired
continuously and excited by triangular shaped wavwe$ at S5kHz. There is a
large difference between the magnitudes of theceddlow between the two
data sets. This is a direct result of the differemitation frequencies (5kHz
and 50kHz). As we will see in the next sectionQadd increase in applied
frequency will tend to increase the induced flow velobiya factor of 15,
which accounts for the differences between the results. Therealsa be
some effect from the applied waveform. It was nosjibs to study the effect

of waveform with the experimental setup used is $tidy.

However, the variation ofusmax ™™ Emax IS quite different for the
asymmetric actuator. Firstly, there is a large jumimduced velocity as soon
as the applied voltage is high enough for plasma to form.n8gcathe
variation of maximum velocity appears to vary a$>waxEmaz, which is a

similar variation observed for the continuouslgdirplasma tests in Sec 4.4.

Fig. 5.3.13 shows a nearly linear variatiorinvith gnax above the lower

cut-off voltage and below that of dielectric saturatidhis indicates that
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although the maximum velocity is increased through increasangdhage,
the duration of the plasma induced flow is not.urég5.1.14 illustrates the
ensemble-averaged velocity profile for several mgblvoltages for the
asymmetric electrode sheet. This shows that agdit@ge increases, and the
corresponding gas velocity increases, the affegtedtakes a shorter time to
arrive at the probe. However, the duration of the affegtedto pass through
the probe is similar in all cases 8ms), such that the time-averaged velocity

does not follow the same power laws &b>sax
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5.3.3.2. Effect of the Pulse Repetition FrequencyRF

Figures 5.3.15 and 5.3.16 show the effect of the BREy>max and U ,
respectively. The experimental condition with PRBGkHz has been repeated
several times to indicate the scatter of the experimental data.thattthe
250pm symmetric Mylar data were taken over a period cfraéwnonths,
during which different probes were used and atm@gpleonditions changed

considerably. The scatter was still within o@lyp5m/s (10%).

The trend in<smax With PRF is consistent for all three plasma actuators,
whereby the maximum velocity appears to vary as mddePRF-% This
variation is nearly linear, which would suggest that the PRF simply controls
the amount of force produced per unit time, whereas theeabpbltage

controls the amount of body force produced per $€lec

The 125pm thick dielectric actuator induced a velocity around Risfter
than the 250pm actuator, as also observed in Sed. &gl 5.3.3.1. The
250pm thick asymmetric configuration induces a @igonearly 90% higher

than the 250pm thick symmetric case.

The trend in time-averaged flow velocity is also similar for the three plasma

actuators, wherd) «PRF“ Figure 5.3.17 shows the ensemble-averaged
velocity at different PRF for the asymmetric actwatThis shows that
although the peak velocity increases WRIRF, the duration of the peak

remains approximately the same, as was obsenad.ib.3.14.
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5.3.3.3. Effect of the Pulse Envelope Duratio®ED

Figures 5.3.18 shows the effect of D on <y>max Again, the trend is similar
for all three electrode sheets, wherefymax increases linearly until a saturating
limit at PED = 3ms. In the continuously fired plasma tests of Seg.itAvhs
observed that the induced-flow speed was much hifrethe first few
milliseconds of plasma excitation. It was suggestedttistvas due to more
energetic plasma occurring during the first few é¢¢les, and thus there is
little benefit in increasing beyorndED = 3ms. Note in Sec 5.3.2 that plasma
formation occurred around both sides of the asymmetric plastoator for
the first few plasma pulses only, which further supports ¢bnclusion. For
PED < 3ms, the 1281 thick actuator showed a 35% increasejfhax as
compared to the 250 actuator, consistent with the results of Sec33.3and
5.3.3.2. The asymmetric sheet shows a 100% increase, again congisten

the previous resudt

The variation ofU with PEDis shown in Fig. 5.3.19. Sudden saturation is not
evident forPED > 3ms, although the rate of increase VRED is continually
diminishing U PRF%. Figure 5.3.20 shows the ensemble-averaged
velocity at differentPED for the asymmetric actuator. It appears thatRtB®

will increase the maximum induced velocity up to the saturation Ibnit,
once the limit is exceeded the flow velocity wititarally start to decrease,

whether plasma is present or not. The reduction in flow speed is not as rapid

when the plasma is on, such thatan still be increased through increasing

thePED. ForPED> 3ms, the natural decay in velocity is merelytposed.
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5.3.3.4. Effect of the Pulse Envelope Frequend®EF

Figures 5.3.21 and 5.3.22 show the effect of P& on <y>max and U
respectively The variation in<y>max IS near linear for the experimental
conditions used here and no saturation appears tedeched. Whilst there is a
slight increase in the observed velocity wiBF,the rate of change is much
weaker than observed for the other parameters. Condbguée induced
velocity cannot be significantly raised through remsing thePEF. The
125m sheet shows a 35% increase<i3max as compared to the 260
symmetric sheet and the asymmetric sheet shows a 30&ase, consistent

with the results of the previous sections.

The time-averaged velocity appears to varyUas PEF" for all three
actuators. Th® EF appears only to dictate the flow speed that will be ptesen
at the start of the next plasma envelope (i.e. how much the flow spke
decay during the plasma off part of the cycle)sTikiclearly demonstrated in
Fig. 5.3.23. Thus, if the air velocity is already high (in¢hse of highiPEPR),

the additional forcing provided by the plasma will further increasegas
speed. Note, however, that this process cannot continue indgfretsause

the fluidic losses (i.e. viscous damping) will imase with flow velocity.

In conclusiongmax controls the amount of force produced by the ptagper
AC cycle and thé@®RF controls the amount of force produced per unit time.
The PED alters the duration for which the flow ‘sees’ the force and should be
set so that the flow has enough time to react to the strongéatiexa during
the first few ms. ThePEF controls the minimum flow speed between
envelopes and thus dictates the gas velocity at the time of xhg@lasma

pulse.
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5.3.3.5. Velocity Variation with Applied Power

Figure 5.3.24 and Figure 5.3.25 show the variationyofax and U with
applied power for the symmetric Mylar plasma adrsgatHere, the poweP,
has been calculated from the voltage and curremefaans measured using a

200MHz digital oscilloscope:

PRF
P PED PEF.u¢Edt (4.3.1)

2 0

where,ac IS the time to complete one AC cycle (i.ePRF) and the voltage
and current waveforms were obtained from the average of yd8scto
eliminate random noise. The figures show the poper unit length of
electrode, where the length used is the total tenfthe electrode over which
plasma forms (i.e. including bus connections to electrode}, €he gradient
of the data in these figures thus constitutes a measure of how effeéwtiv

plasma is at converting electrical power into flestocity.

Figure 5.3.24 shows a reasonable collapse of ttzetideough variation of the
PRF, PED and gmax suggesting that the maximum induced velocity is
proportional to the power delivered to the eleargtieet. In Figure 5.3.25, a
reasonable collapse is observed for all plasmanpeas. It is clear that the
gradient through the data points is increased by using a thiiglectric,
suggesting that the 1#bthick Mylar dielectric is at least twice as effective

as the 25 sheet at converting electrical energy to momentum

Unfortunately there was a problem with the voltagd current waveforms for
the asymmetric electrode case, where the measurezhtdid not return to
zero between the high voltage burst due to a prolémthe current shunt.
Upon integration, this caused the calculated poteebe negative- a

physically impossible result.
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5.4. Effect of Dielectric Material

The previous section showed that the plasma-indjetedelocity could be
increased by decreasing the dielectric thicknessveiter, limited gains were
made with this approach because the increase dtrieléeld strength (for a
given applied voltage) became close to the breakdsivength of the Mylar,
thus leading to dielectric failure. In this section, severahroge dielectric

actuators with higher dielectric strength are evgulo

Ceramic materials generally have higher dielectric constants tlgéar. Nh
fact, some ceramics have dielectric constants dfaver 1000 (recalivyar =
3.1). It is expected that the surface charged stored (c.f..Eq),5and the
corresponding plasma force will be increased for a giediage thus causing
a higher jet velocity to be induced. The dielecsti@ngth of ceramics are also
higher than Mylar (typically ten times), such that the frequem-tbuough
can be avoided. In addition, the loss tangent for ceramiggisally 100
times less than Mylar, and hence less energy isate@ to be lost through
dielectric heating (c.f. Eg. 5.2.1). This is expected to lead to moeegy

efficient actuators.

Ceramic materials are also less prone to wear, are generaliytigermal
insulators and have excellent thermal shock resistance. Theythassfore,

be more reliable and have a longer life span than plasticdiSd@vantages

of using ceramics are that they are brittle and theufaature of large, thin
plates is difficult. One must also be careful to avoid voids/porosity as these
will allow plasma to form within the ceramic whiclould lead to cracking and

catastrophic failure.
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Samples of Silicon Nitride (8M4) and Alumina (AtOs) were kindly provided
by Dr. Yoshida and Dr. Segawa at the National tosti of Advanced
Industrial Science and Technology, Japan. Silicatridé¢ is a sintered
ceramic, typically used for advanced gas turbirselds and for engine parts.
Three samples of different thicknesses were testedp(60@40pm and
270pm), which were all machined from 3mm thick @laAlumina is a very
common engineering ceramic and has been used foe some as the
dielectric material for plasma actuators by Roth (200)r sample had a
thickness of 400pm. The properties of Mylar, Silidditride and Alumina are

compared in Table 5.4.1.

The ceramic plasma actuators were manufactured by adhenpmg théck
copper shielding foil to the ceramic and carefully trimming to sh@pe.

lower electrode was 10mm wide and the upper eldetreas 1mm wide and
around 50mm long, such that all of the actuators were symnigte. The

exact electrode length differed for each electrode sheet. Care was taken to
avoid any sharp edges on the exposed electrodehansioldered electrical
connection to the exposed electrode was covered with insutapeg Tle

SisN4>,,.; ceramic plasma actuators are shown in Fig. 5.4.1.
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Mylar SisN4 Ceramic Al20s3 Ceramic
A pressed and Alumina has good

Polyethylene | sintered ceramic, | thermal shock
terephthalatea | dark grey in resistance, and is
thermoplastic, | appearance. used for furnace
often referred to| Typically used for | crucibles and

General as ‘polyester’ or | engine parts and | thermocouple

Description PET. Mylar is a | gas turbine bladeg sheaths. Very Good
flexible, opaque | due to its high electrical insulation
PET film strength at elevate( at elevated
commonly used| temperatures and | temperatures, good
for capacitors. | excellent thermal | wear resistance ang

shock resistance. | high hardness.

Density, g/crm 1.3-1.4 3.4 3.9

Young’s

Modulus, GPa 24 309 300

Dielectric

Constant @ 3.1 7.9-8.1 9-10

1MHz

Loss Tangent

@ 1MHz 0.013 0.0005-0.0009 0.0004

Dielectric

Strength, 17 210-10° 10-35

kV/mm

Thermal

Conductivity, 0.13-0.15 20-30 26-35

W/mK

Upper

continuous use ——_ g 1100-1650 1700

temperature,

°C

Table 5.4.1. Comparison of dielectric material properties. Sources: CRC
Material Science and Engineering Handbook, Encyclopaedia of Polymer

Science and Engineering, Kyocera Corporation productnration and

Goodfellows online sourcidenr[p://www.qoodfellow.cor
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Figure 5.4.1. Detalil of the ceramic plasma actiugatay upper (expose

surface of the 270pm (top) and 440pm (bottom) tRigls ceramic plasn
actuator. b) lower surface of the 440pm thiciN&ctuator. ¢) Upper surfe
of the 400pm thickyooz ceramic plasma actuator. d) hotwire position @
experiments. e) and f) plasma formation around4#@pm sgng actuator ar

440pma203 actuator, respectively.
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5.4.1. 600.m gi3ng Ceramic Actuator

In order to compare the flow field induced by tleeamic and Mylar plasma
actuators, a hot-wire probe was used to surveyntheed velocity around the
600pm thicksizna actuator. This was identical to the technique mlesd in Sec.
4.2. Again, the plasma parameters were set kitk—= 3.6kV, PRF= 50kHz,

Charge Time = 7p$ED= 1ms,PEF= 50Hz.

Figures 5.4.2 and 5.4.3 present the time-averagddciy magnitude
contours, and the time-averaged velocity vectors and vorticity asntou
respectively. The induced flow is observed to be symmetric with cegpe
the electrode, and is similar in profile to the flow formedslgynmetric
electrode sheets with Mylar dielectric (c.f. Fig3.8). Figure 5.4.4a shows the
velocity distribution on either side of the 600phick sing actuator. Fig.
5.4.4b shows the velocity distribution for the 2B0gymmetric Mylar
actuator for comparison. The magnitude of the induced flelocity is
comparable to the Mylar case, but the ceramic mategiag used is nearly
2.5 times as thick. It should also be noted thatdielectric constant of this

ceramic is 2.5 times greater than that of Mylar.

The velocity distribution non-dimensionalisedayxandsy»is given in Fig. 5.4.5.
The collapse of this data onto a self-similar peofloes not appear to be as
good as the Mylar cases. Though this is partly tdupositioning error, the
main cause is the ceramic sample was only 18mm, \aglelepicted in Figs
5.4.2 and 5.4.3. Hence, some data is taken without the cedamatly
underneath the probe and is responsible for the apparent disdgnéinu
aroundx = -6mm in Fig. 5.4.2. This ‘backward facing step’ configuration will

inherently alter the wall jet at distances downaitneof this location.
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Unfortunately this was unavoidable because ofriaisize of the ceramic

samples.

Figures 5.4.6 and 5.4.7 show the instantaneousityeland vorticity profiles
throughout the plasma on period, respectively. Althouglvelecity appears
to have decreased in magnitude towards the engegplasma-on time (Fig.

5.4.6¢), this is merely due to the choice of timestep since the pulse average

~

velocity, U (x,y,t) (not shown), was constant with time after the fiowiation
period ¢ > 0.4s). The induced flow field does not appeasmasoth as the flow
over the Mylar sheets. This is partially attributedthe absence of dielectric
underneath some measurement locations, which e®dife wall-jet flow. In
addition, there may be irregular plasma formatienaoise of the lower quality
hand-made foil electrodes (i.e. the foil electrode edge is much ragged
than the photochemically-etched Mylar sheets). hmild also note that the
plasma itself appeared weaker during experiments: it was less tarigie

naked eye and produced less audible noise.

The fact that the same flow velocity was inducedahyactuator 2.5 times as
thick with a dielectric constant 2.5 times greater indicates that the induced
flow varies in the same proportion to dielectric constant asnferse of
thickness. If the momentum coupling were to ingteas material thickness
decreases, as suggested by theni2Bylar electrode sheet, greater induced
flow speed could be possible by using thinner cecamaterials. This

hypothesis will be tested in the next section.
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Figure 5.4.2. Velocity profile around the 6@0thick sgng plasma actuator.
Contour show average velocity magnitude over l1f4glasma forcing. The
blackened region indicates where no data was takenadthe possibility of
high voltage arcing from the electrode to the probe. PlasmatomititEmax

= +3.7kV,PRF= 50kHz,PED = 1ms andP’EF = 50Hz.
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Figure 5.4.3. Vorticity profile around the 660 thick ceramic plasma
actuator in initially static air (contours) withethvelocity direction (vectors),
averaged over 1.4s of plasma forcing. Positive vorticity impliesiteou

clockwise rotation. Plasma excitationEakx= +3.7kV, PRF = 25kHz,PED =

1ms andPEF= 50Hz.
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b)

s

c)

Figure 5.4.6. Instantaneous velocity field around then6@tick ceramic

plasma actuator at: &y 0.039s; by = 0.089s; cj = 0.949s.
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c) Figure 5.4.7. Instantaneous vorticity contours\aldcity vectors around
the 600m thick ceramic plasma electrode att &)0.039s; b} = 0.089s; c} =

0.949s.
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5.4.2. Parametric Testing of Ceramic Actuators

The induced-flow velocity at different voltages isosvn for the 600n,
440m and 270n signg ceramic plasma actuators, the #49Q@hick AlOs
actuator, and the 250 thick Mylar actuator in Figs. 5.4.8 and 5.4.9. Here,
the hot wire was fixed at = 4mm,y = 0.5mm, andE was varied from fixed
plasma conditions dPRF = 60kHz, charge time =s{ PED = 2ms,PEF =

100Hz, as in Sec. 5.3.3.

For all ceramic actuators, both the maximum indtftead velocity and the
meanflow velocity was higher than that for the Mylact@aator, and this is
believed to be due to the higher dielectric constbthese materials. Gibalov
and Pietsch (2000) studied PETG=(2.4), a203 ( = 9.8), and various glass-
based actuators (up to= 1000), and stated that the lateral extent of the
plasma region becomes shorter as the dielectristamanincreases, while the
charge transferred to the surface increases. Tls aiharge is held in the
electric field leading to a greater induced for€gure 5.4.8 shows that the
maximum flow velocity is increased by around 200% for then2#fick
SisN4 ceramic compared with the 250 Mylar actuator. The ratio of
dielectric constants is 2.5, suggesting that the dadtflow velocity is

approximately proportional to the dielectric consta

The induced-flow velocity clearly increases througlducing the ceramic
thickness. The 448 sisng actuator shows a 35% increase in maximum
induced velocity compared to that for the 8G&heet. The 2740 SkN4
actuator shows a 70% increase. Thus, the induced velocity appdags
inversely proportional to the actuator thicknesssaggested in Sec. 5.3. It can

also be seen that the induced-flow velocity from therd@Q@o3 actuator is
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very similar to that of the 44Bn si3ng Ceramic actuator, as expected from

two actuators of similar thicknesses and similateditric constants.

Through changing the dielectric material, the maxminduced velocity was
still only 2.3m/s, which is not significantly above that observed from the
Mylar electrode sheets. This is because the minirthiokness of ceramic
available was 27@m (i.e. thicker than the 2%0n Mylar actuator).
Unfortunately, it was not possible to create thinnendasnof the ceramic due

to the extremely brittle nature of this material.

Figs 5.4.10 and 5.4.11 show the maximum and meamtitselwvith plasma
power through variation of the.x PRF, PED andPEF. With comparison to
Figs. 5.3.24 and 5.3.25, which show similar dataMglar actuators, it can be
seen from the gradients that the ceramic actuators are consideratay
effective at creating flow. For the 230 Mylar actuator of Fig. 5.3.24, the
maximum induced velocity was linearly proportional to electricalvgr
consumption, with a gradient of approximately Or@28Vs. For the 606m
SisN4 actuator, the ratio is more like 0.4Ws; an improvement of 400%.
This improves further through reducing the dielecthickness, where the
gradient for the 448n saw actuator is around 0.15fws. Note also that the
400om 203 actuator has similar characteristics to thepfiagsns actuator, as
expected from their similar geometry and material properties. The trend
does not continue to the 2@ sing actuator case because the induced
velocity saturated at high voltages, as can be se€ig. 5.4.8. The applied
voltage was above that at which saturation occuiteithg thePRF, PED and
PEF parametric tests for this actuator. It is not clghether this saturation is

due to the actuator or due to limitations of thev@osupply.
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Figure 5.4.8. Variation of maximum induced velocitghwapplied voltage at
= 4mm, y = 0.5mm for 250n thick Mylar, three thickness @gns Ceramic
and 44@m thick 203 ceramic. PRF = 60kHz, charge timejts,PED= 2ms,
PEF = 100Hz.
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Figure 5.4.9. Variation of mean velocity with apdlivoltage at x = 4mm, iy
0.5mm. Plasma excitation BIRF = 60kHz, charge time =jtg, PED = 2ms,

PEF= 100Hz.
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Chapter 6

Measurement of Plasma Temperature

6.1. Introduction

In the preceding chapters it was observed that the gas hea&ntp doe
plasma was relatively small. In Sec. 4.3.5, thetgagerature increase in the
initiation vortex cores was only around 0.5°C abawgbient and the air near
the wall had increased by 2°C at the end of 1.4dasinma excitation. This
small temperature increase was deemed insuffitecontribute in inducing
the wall jet flow. However, the question still remaingabow hot the plasma

Is and how the temperature varies with excitatamameters.

In this chapter, the surface temperature of the electrode sheet was studied
using infrared (IR) thermography. A FLIR SystemseithaCAM SC3000
thermal camera was kindly loaned from the EPSRC. This deviceauses
Quantum Well Infrared Photon (QWIP) detector andosled using a Stirling
engine. This has the advantage of being able tcatgpéhe camera pointing
vertically upwards, unlike the liquid nitrogen models thatinegthe camera

to be used virtually level to avoid coolant spidadhe system had image

resolution of 320x240 pixels with sensitivity ofrBRl at room temperature.
6.2. Thermal Camera Operating Principles

The FLIR Systems ThermaCAM SC3000 measures eleagoetic radiation
in the 89um spectral range (far infrared) emitted from an object. The amount
of emitted radiation is a function of surface terapg#e and hence images of

instantaneous temperature can be created. HowevéR thdiation that the
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camera receives will not only be that emitted dueedtiermal kinetic energy
of the object, but also that reflected from theraumdings and transmitted
through the object. These are also modified byath@osphere between the

subject and the camera.

The plasma electrode sheets studied here were constructed from 17um-thick
lower copper electrode, 250um thick Mylar dielectric and 17um-thick upper
electrodes in a symmetric actuator configuration (c.f. Figl1.5ince the
plasma spreads out to either side of the uppertreleée, the surface
temperature of the dielectric around the electrod# iaterest. The general
case of what the camera observes is as shownureFeR.1. Thermal images
were also taken from the side of the electrodeifite the plane of Fig. 6.2.1)
and it was confirmed that the plasma did not emiRarequencies. Thus it is
assumed that the IR radiation from the Mylar surfaceaisstnitted through

the plasma without modification. This will be dissed further in Sec. 6.6.

—— 1Jatmos /Mylar. \

’ Mylar. Wwylar Atmo- o
—> . » 1JatmosICU.1J
™7 icu. amylar. Weu | sphert VAL
o JCU. 1IMylar . Tatmos [ liatmos [/CU. 1J
. Whefi Datmos ~ =——— |Jatmos [IMylar.
\AJ -
—»
“Mylar. Wrefl (1-watmog. Whi
/ X We
Coppe Mylar Iriﬂ”e"
Tcu Twmylar -
cu Mylar
1JCU IMylar
ncu OMylar

i = spectral emissivity

1w = spectral transmittance
= spectral reflectance

W = radiation power
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T = temperature

Figure 6.2.1. General schematic of thermographasmement.
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The total IR radiation arriving at the camera & skam of the following:

1. Emission from the Mylar sheet:

lJatmos Mylar « \Wiwylar .

2. Emission from the Copper sheet through the Mylar:
lJatmoss iCU « 13Mylar « WCU .
3. Reflected emission from ambient sources on thearpfirough the

Mylar:

Watmos * OCU « \IMylar « Whefl .

4. Reflected emission from ambient sources on the Mylar:

Datmos  [I1Mylar * Wetl .

5. Emission from the atmosphere:

(1-vatmog « Watmos.

Thus, the total radiation detected by the camera is

Whotal = 1Jatmos  IMylar WMyIar + Watmos « ICU « IMylar + Wecu + 1atmos « 0CU - IMylar

Whefl + 1atmos « - :Mylar - Wrefl + (14atmog - Watmos. (6.2.1)

For non-blackbody emitters the spectral absorpt@yapectral reflectance

(), and spectral transmittanag,(must add up to unity. Hence:

(to+u=1. (6.2.2)
Also, through Kirchoff’s law, the spectral emissivity, 7, iS equal to the

absorptance:

(=1 (6.2.3)
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The copper sheet is known to be opaque in the éRtapn (cu = 0) and is
highly reflective. Making the assumption that tleper emissivity tends to O
(for polished copper,= 0.02), then using (6.2.2):

ucu = 0,icu=0, cu=1. (6.2.4)

Inserting (6.2.4) into (6.2.1) and notingyar + umylar = 1- ivylar, from (6.2.2):

Whotal = 13atmos* /Mylar « Viwylar+ 17atmoss (1— I'I\/Iylar) « Whefl + (1-|Jatmo§ * Watmos.

(6.2.5)

The camera is calibrated to a blackbody sourcetbatit generates a voltage

proportional to the radiation power input (lineaw@r device) such that:
Esource= CWkource, (6.2.6)
where:
Esource= OUtpUL voltage of camera when directed at &blaaty C

= constant of proportionality

Wsource= radiative power of blackbody.

Thus, multiplying (6.2.5) by C and solving fomfar:
Ewmylar = (1/il\/|y|ar . IJatmogEtotaI— [(1- fl\/lylar)/['lvlylar] * Eref
— [(1- watmoy/imytar « 1ratmod + Eatmos. (6.2.7)

The voltage measured by the camera detegtgi, can then be adjusted so
that the only the emission from the Mylar sheetams) thus allowing the
temperature of the Mylar sheet to be measured. Eq. 6.2.7 showsithat it
necessary to know the surface emissivity of theaMylaiar, the atmospheric

transmittancesatmos the reflected voltageses, and the atmospheric voltage,
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Eatmos The atmospheric transmittance is computed intgrbs the thermal
camera through knowledge of the distance to thecthjelative humidity and
atmospheric temperature. The camera calculatgsinternally though
knowledge of the surrounding surface temperatunesassuming these are
perfect emitters. The camera also calculaiess through knowledge of the
ambient air temperature. However, the emissivityhef Mylar must be known

accurately and requires calibration.

The sensitivity of the surface temperature meashyetie thermal camera on
the material emissivity is presented in Fig. 6.72e emissivity dramatically
affects the absolute temperatufeand temperature differencel, (obtained
by subtracting images before and during plasmausThhe material
emissivity must be accurately known in order toieah correct temperature

measurements with the thermal camera.

L e
""""_'_Trnax

100

80

40

20

Figure 6.2.2. Sensitivity of absolute Mylar tempera (-) and temperature
difference (-) to assumed emissivity,after 5s of plasma formation. Plasma
excitation atEmax= 3.4kV, PRF = 50kHz, PED = 1ms,PEF = 100Hz. Camera

acquisition at 50Hz.
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6.3. Equipment Set-up

The ThermaCAM was mounted within the wind tunneltisat the camera
pointed vertically upwards onto the plasma sheeshown in Fig. 6.3.1. A
close-up lens was fitted to the camera with detailergin Table 6.3.1. The
rear of the camera was rested upon a plate onititetunnel floor such that
the front of the camera lens was 100mm away franetbctrode sheet. The

camera was then focused onto the plasma actuatacsu

In order to ensure a uniform reflection from surrounding objects, a larg
insulation tile was mounted on the front of the eeamwith a hole cut for the
camera lens. This was painted matt black suchittiweds close to a perfect
emitter and spanned the whole width of the windhélinAlso, the rear of the
board was covered by a disposable foil blanket withdiant heat reflectance
of over 90%. This foil shielded the test piece from reflectionsfthe

camera casing, which was warm to touch during éxeets.

Measurement of the ambient air temperature was made using auflatin
Resistance Thermometer (PRT), thus allowing congbensfor atmospheric
emission. Measurement of the relative humidity weken using an Oregon
Scientific hygrometer in order to compensate foe #wtmospheric
transmittance. Measurements of the surface temperature of the insulating
board were made using a K-Type surface mountable thermocoupée via
Tenma 72-2060 digital readout unit. This comperiséde radiation reflected

from the surroundings. The surface mount thermocouple was previously

calibrated to the PRT temperature in purified water
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. Working FOV
Lens Spot Size Distance | (Hor x Vert) Focus Depth
CloseUp 0.11mm 100mm 34 x26mm| 0.25mm

Table 6.3.1. Thermal camera close-up lens optizs da

-

Thermocouples
PRT and
hygrometer
readout units

Insulation boart

Thermal camer

Test Specime

Camer
lens

Insulation board an
thermo-couple

Figure 6.3.1. Experimental arrangement of therrmalara in the wind tunnel.
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6.4. Thermal Reflections

At such close distances to the test specimen, grabivere encountered with
the thermal camera receiving reflections of its @XWIP detector. This takes
the form of a cold spot in the centre of the imaxggeillustrated in Fig. 6.4.1.
Note that the reflected image showed a much colder temperature for the

copper surface because it is more reflective.

In order to receive a true temperature reading of the test material, it was
necessary to set the camera at some angle tormalrno order to avoid such
reflections. Tests were conducted on the Mylar/copper sheet in tarde
determine an optimum angle and it was observed that the camstdenu
placed at an angle of at least 8°. The thermal cameraamasquently set at

an angle of 10° to the normal (abauztxis) in these experiments.

€ i ‘
Figure 6.4.1. Variation in IR image with viewingghe Mylar material: a) 0°,

b) 5°, ¢) 10°. Copper material: c) 0°, d) 5°, €).10
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6.5. Emissivity Calibration

Emissivity calibration was performed by using a smaih@ga of the 256n
thick Mylar electrode sheet with the copper etched away orsideeonly.
This was then attached to a heating mat that wad ts increase the
temperature of the electrode sheet to 60°C. Thengemat was studied with
the thermal camera prior to calibration so that the shegtattached to a
location with uniform temperature. The assembly thas fixed to the plate in

the wind tunnel in order to replicate the scenafithe plasma experiments.

The Mylar surface temperature was measured usmé{hype thermocouple.
This was attached to the sheet using black insulating t&p87) and the
camera was focussed onto it. The heating mat wastedl to several different
temperatures by altering the DC input into the shBe&®. emissivity of the
Mylar sheet was calculated within the thermal cansefftware so that a small
area next to the thermocouple was equal to the thewmpte temperature
reading. A typical image is presented in Fig. 6dndl the results for the Mylar
material are tabulated in Table 6.5.1. The ThermdGaftware only allows
an emissivity calculation if the known temperatarel ambient temperature
differ by at least 3°K. Hence no emissivity calculation was ples$io the
first few data points. The emissivity calculatiennnore accurate when the test

specimen is at a temperature far from ambient. , Thys 0.93.

Emissivity calculation of the copper material wat possible because it is

highly reflective; causing the therin@amera to only “see” the reflection of

the insulation tile temperature. The emissivity value for polished copper at

50-100°C given by the ThermaCAM manualds = 0.02.
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Tatmos FSH atTos T-ilr-:siﬂla:on Cgl tpa“geg Tmylar | Tcamera | Emissivity,
° | o ° f
¢C) | (%) iz | VOU0% (o) | ()
20.48| 56 | 1.00| 24.4 0.0 22.2 22.2 . >097
20.49| 56 | 1.00f 24.4 5.0 22.4 22.4 (too C|O.S€ to
20.53| 56 | 1.00f 24.5 10.0 23.5 23.6 ambient to
20.55| 56 | 1.00] 24.9 12.5 25.2 25.3 calculate)
20.57| 56 | 1.00, 25.3 15.0 27.6 27.7
20.60| 56 | 1.00] 25.8 17.5 30.3 30.3 1.00
20.63| 56 | 1.00| 26.6 20.0 34.6 34.6 0.99
20.64| 55 | 1.00, 27.6 22.5 39.7 39.7 0.98
20.68| 55 | 1.00] 29.1 25.0 43.2 43.2 | 0.94+0.04
20.73| 54 | 1.00, 30.7 27.5 48.3 48.3 | 0.93 +0.03
20.74| 53 | 1.00f 31.9 30.0 53.2 53.2 | 0.92+0.03
20.44| 53 | 1.00| 30.7 25.0 47.0 47.0 | 0.91 +0.03
20.77| 53 | 1.00f 29.4 10.0 40.2 40.2 | 0.93+0.03
20.83| 53 | 1.00| 28.3 15.0 33.3 33.3 0.94

Table 6.5.1. Emissivity calibration of the Mylangp®er laminate.

Figure 6.5.1. Thermal Images of the Mylar sheet with 30V applied to the
heating mat. Image area is 34 x 26mm. Black liresotk the insulating tape
and the surface mount thermocouple is clearly lesiim the left. Emissivity

calibration was performed by comparing the avetaggerature of the blue

1 o ) s o

LRO7 532

£

region (Mylar) to the thermocouple reading.
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6.5.1. Sensitivity Analysis

The value ofauiar Was calculated for different input temperaturésmps
Tmylar ™ .., Within the range of error expected from this expent.
Through variation oframes NO change was observed in the calculated
emissivity. This is because the distance betweeltfect and camera is very
short (0.1m), thus the atmospheric transmissighs is equal to unity. Table
6.5.2 demonstrates the variation of emissivity V@@V applied to the heating
mat, wherebyiwiar et have been varied by +1°C in 0.5°C increments t@co
the range of error expected from each thermocoBpter inrq Seems to have
only a small influence in the value @fsar, but error inpwiar has a significant
effect. Assuming the thermocouple readings are rateuto +0.5°C, the

emissivity variation is 0.92 + 0.03.

Applying sensitivity analysis to the calibrations whéigiar > 40°C and
averaging the results (Table 6.5.1), it was folrad the Mylar laminate has an
emissivity of,ewiar = 0.93 = 0.03. This conclusion is further suppbity Fig.
6.5.1. In the images, black insulating tapes ef 0.97 was used to adhere the
thermocouple to the surface. The Mylar materialgtected to be at slightly
lower temperature than the tape. Thus, the Mylar is expectedveodm

emissivity slightly lower than 0.97.

Tref
(°C) 30.9 31.4 31.9 32.4 32.9
TMyIar
C)
52.17 0.97 0.97 0.97 0.97 0.97
52.67 0.94 0.94 0.94 0.94 0.94
53.17 0.92 0.92 0.92 0.92 0.91
53.67 0.89 0.89 0.89 0.89 0.89
54.17 0.87 0.87 0.87 0.87 0.87

Table 6.5.2. Sensitivity @fyiar ON reflected and sheet temperature readings.
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6.6. Results

As stated in the Sec. 6.2, the plasma itself coatdbe detected by the thermal
camera when the electrode sheet was viewed from thevdiild) suggests
that the plasma does not emit IR radiation. Coresattyy direct measurements
of the plasma temperature could not be made hereplabga temperature
can, however, be inferred from the electrode skesace temperature. Care
must be taken in interpreting these results, simeeAC electric field will also
cause internal heating of the dielectric throughoté polarization, as

discussed in Sec. 5.2.

6.6.1. One-Dimensional Analysis

The occurrence of plasma over the laminate electrodé clede modelled
as a 1D transient heat conduction problem. If the plasma is esjasda
constant temperature gas occurring near the surface of a senteis@ihd
(i.e. the electrode sheet mounted onto a largeimilumm heat sink), then at the
instant of plasma formation a one-dimensional tenafee wave will
propagate into the solid walls. Thus, the formawvbrmplasma acts as a step
change in temperature at 0 and the surface temperature will eventually

reach to the temperature of the plasma.

/V

Figure 6.6.1. Schematic drawing of heat condugctitmthe test plate.
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In this model, it is assumed that the plasma is at a constant temperature,
Tplasmg and the flow of heat is one-dimensional. Futhermore, asgutimén
solid has no heat sources and has constant phgeigsgrties; the general heat

conduction equation can be reduced to:

S (6.6.1

where, is the thermal diffusivity of the solid, and othremmenclature is as
shown in Fig. 6.6.1. Note that in this section orlgenotes the distance into
the dielectric to be consistent with conventional heastemmomenclature.
For the initial condition, it is assumed that the actuator and alumieisim
plate are at constant temperature throughout(x@®) = T. For the boundary
condition far from the surface, the aluminium testi@ltemperature is
assumed to be unaffected by the surface temperature ciignge) = T.
Also, the solid surface is assumed to be expospladsma through a uniform

and constant heat transfer coefficient, h. Thus:

:h[T T ld )1 (6'6'2)

plasma

k. T
X x-0

where k is the thermal conductivity of the

solid. This problem has the closed form solutiaregiby Kreith and Bohn

(1993):

“hx I X, Tk CX . onat « ht

nfﬁric T 200t ;eXp Kk k ],eI’fC; ‘
(6.6.3)
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However, we are only interested in what the thermal camera “sees”, which is
the surface temperature of the electrode sheet (i.e. T(O, t)). Thus @t
(6.6.3) becomes:

Tt T . _
—A——— 1 exo. erfc.., (6.6.4

plasma i

wherey = H/I.

Equation 6.6.4 is plotted in Fig. 6.6.2. It can bersthat the temperature at the
surface is expected to initially increase very apin response to the sudden
change in gas/plasma temperature. However, thefraterease is very small
at later times. For example, the surface temperasuexpected to increase to
70% of the plasma temperature by 2.5, but it will take over double this
time for the temperature to increase 10% further fiom 70% to 80%). Thus,
it is unlikely that the Mylar surface will be cloge the actual plasma

temperature, even after several seconds of excitati

-T
plasmia
=
fa]
T

-
]
T

-TIT

T

0 5 10 15 20 25 a0
T= heotik?

Figure 6.6.2. Variation in dimensionless surfacagerature with time for a
semi-infinite solid subject to a sudden exposurg¢hef surface to a fluid at

different temperature.
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6.6.2. Estimation of Plasma Temperature, Tpiasma

In order to estimatgasma the actuator was excited in a non-pulsed mode for 2s.
The plasma was activated at various PRF and thenmagles were taken at
frame rate of 750Hz. This was the maximum acquisition rate alailab

the thermal camera which necessitated decreasneffitctive field of view to
24mm (X) x 1.6mm (z). The camera was aligned so that 2 plalsti@odes

ran vertically across the image area. A typicaltjposcessed image of the
temperature profile around one of the electrodetidsvn in Fig. 6.6.3, where

the plasma was fired continuously abf= 3.5kV, PRF = 50kHz.

In Fig. 6.6.3a discrete hot-spots can be obserigdyahe electrode length.
These are caused by concentrated filaments of plaghich moved about
randomly. These hotspots ceased to be observed afvend 0.4s of
continuous plasma forcing, as shown in Fig. 6.6.3b, and the temperature
became reasonably uniform along the electrode length.ig tiisely to be
caused by the averaging effect of these filaments chagrigoation and
surface conduction within the dielectric. In ordereliminate any remaining

spanwise inhomogeneity, the temperature was awkragiee z direction.

In Fig. 6.6.3a, one can see that the plasma extends for 3eithdo side of
the electrode. Note that the dip in the temperagitwéle at the electrode itself
is caused by the differences in emissivity between thlaMtsheet and the
copper electrodenylar = 0.93,,cu = 0.02). The temperature distribution takes
a bell shaped profile, due to the plasma spreading out thenelectrode
during each formation during the AC cycle. Thus, the plasma siethe
electrode is present for the longest time and it is at this location ribat o

expects to observe the most reliable measuremésttemperature.
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Figure 6.6.4 shows the variation in maximum surface temperature at the
electrode edge with time, for a range PRF. The temporal variation is
consistent for all excitation frequencies and isy\&@milar to the theoretical
model in Fig. 6.6.2. Some meander occurs, espeetigh PRF, due to the

formation of localised arcs.

In Fig. 6.6.5, the transient temperature profiles of €i§.4 have been scaled
to fit the theoretical curve based on the 1-D theoreticdlysisaHere, the
values Ofryasma and R/ were simultaneously adjusted in Eq. 6.6.4 unél th
temperature profiles closely matched the theoteatimaves. It was found that a
value of R/ s 0.7 produced a good fit in all cases, supportiegvitidity of
the 1-D theory. Thus, Fig 6.6.5 shows that the temperature meastined at
end of 2s of plasma forcing was roughly 60% ofdbtial temperature of the
plasma. Figure 6.6.6 plots the temperature at titeo# 2s forcing and the

calculated plasma temperature as a function of PRF.

It is apparent that the plasma gas temperaturensiderably hotter than was
anticipated, wherggyasma is estimated to be well over 60°C above ambiedt an
increases with the PRF. From the cold-wire anen@mmaeasurements the air
temperature was only 2°C above ambient at x = 4mm, y = 1mm from the
electrode. This shows that there must be a vegpstemperature gradient
between the plasma region and where the cold-wa@sorements were taken.

It seems apparent that very little of the plasmas thermal eretg@nsferred

to the ambient gas and into the resulting flow.
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6.6.3. Instantaneous surface temperature imagsusfacte temperature

profile at a) t = 0.08s and b) t = 2.00s. Imageshaeen stretched by a factor
of 3 in the z direction to ease viewing. Surfacagerature profile is obtained
by averaging the temperature in the z directiore attive plasma electrode is
located at x = 0, along with two unused electraates = + 8mm. The sharp
drop in temperature at these locations is dueddliffierence in emissivity of
the Mylar dielectric and copper electrodes. Plasmatexka@ontinuously at

Emax= 3.5kV, PRF = 50kHz.
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Figure 6.6.4. Variation in maximum spanwise avellagenperature difference
with time for continuous plasma forcing for 2s at a rang®RF. Emax=

3.5kV.
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Figure 6.6.5. Variation in dimensionless surfacagerature with time for
continuous plasma forcing for 2s at a rangeP8F. Emax= 3.5KV. Tplasma

calculated by scaling to fit to the theoreticaieuof eq. (6.6.4).
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6.6.3. Surface Temperature with Pulsed Plasma

In addition to the estimation of plasma temperatdoeve, the thermal camera
was used to study the electrode sheet surface tatupewhen the plasma is
pulsed. Here, it is of interest to observe if tteady state temperature of the
sheet is high enough to damage the dielectric,iwh&s an upper continuous

use temperature of around 100°C.

The surface temperature distribution and variation with timepfasma
excited with max= 3.6kV, PRF = 50kHz, PED = 1ms, aRd&EF = 50Hz is
shown in Fig. 6.6.7. A maximum surface temperature rise of only 4°C is
observed at t = 1s, and the temporal change slmawv#he surface temperature

will not increase significantly above this. Thussiunlikely that the electrode
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sheet will fail due to thermal breakdown, even if the plasma is maintain

indefinitely in this pulsed mode.

A reasonably linear variation in maximum tempematisr observed through
increasing the applied voltage, as illustrated in Fig. 6..8his figure,
plasma does not form unfdmax> 2.2kV and the temperature rises linearly
thereafter. Note that the thermal camera also detecseniface temperature
rise at voltages below that at which plasma forms. Thegpgected to be due
to dielectric heating. Assuming that the dielectr@ating varies linearly and
continues folEmax> 2.2kV, it can be seen that it is responsiblentarly 50%
of the measured temperature rise, thus emphastsiagthe plasma
temperatures shown above should be treated witm wauation. Roth (2005),
also found that fog 203 actuators, the dielectric heating will accountdeer50%
of the consumed power. The plasma temperature assnm Sec. 6.6.2 can,

however, be regarded as an upper limifpagma

Figure 6.6.9 shows the spatial temperature variation atdhesponding
voltages in Fig. 6.6.8. Though the exact exterthefplasma is open to some
interpretation because of heat-conduction procesisissclear that the lateral
extent of the plasma increases with applied valt@gmsequently, the volume
occupied by the plasma is expected to increase with voftaghat more
charge is stored in a stronger electric field. This [geeted to increase the
body force and hence flow velocity. This supports theclesions made in

Sec. 4.4.

The maximum Mylar temperature varies linearly WwitRF, PED and PEF as
shown in Figs. 6.6.10 to 6.6.12. For all of these pulsed-plasma tests, the
surface temperature was no more than 18°C at theokdd of plasma

activation. Thus, it is unlikely that the dielectric will overheapiactical
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situations, provided the plasma is fired in a pdilseode. In the continuous
mode, the surface temperature very quickly appemstie melting point and
this mode of operation should be avoided. Alsoinduthe experiments using
continuous plasma, the power supply actually failed to overloading of the
components inside. The variation in surface tentperavith applied power is
shown in Fig. 6.6.13. The variation is linear fira the tests, including the

continuously fired cases in the previous section.
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Figure 6.6.7. Surface temperature contour plotafa spanwise-averaged
variation in temperature (b) at= 1.001s for a 250 symmetric Mylar
actuator. ¢) Variation of maximum temperature défee with time Emax=

3.6kV, PRF=50kHz,PED= 1ms,PEF= 50Hz.
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that plasma is only present f8fax> 2.3kV.

a 20 40 80 BO
PRF. kHz

Figure 6.6.10. Variation in maximum spanwise avedagurface temperature

with PRF att = 4s.Emax= 3.6kV,PED = 1ms,PEF= 50Hz.
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Figure 6.6.12. Variation in maximum spanwise avedsgurface temperature

with PEFatt = 4s.Emax= 3.6kV,PRF = 50kHz,PED= 1ms.
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Chapter 7
Plasma Induced Wall Normal Jets

7.1. Introduction

Wall-normal jets have been used for separation controlloga-lift devices

in order to prevent flow separation and hence eeguofile drag (Gael-Hak,
2000). In order to create a wall-normal jet foraegon control, holes or slots
are typically machined into the surface and flsieither pumped through the
holes (mass addition) or alternately sucked andrblsynthetic jets, Glezer,
2002). These methods involve costly machining eflttbles and the necessary
ducting adds weight and removes space from thetsteu Structural integrity

of high lift devices will also be compromised a®sult of surface machining.

In Chaps 4 and 5, it was shown that a single plasmatactwal initially
produce a pair of vortices, and then form a quasi-gtéadinar wall jet.
Through this work it became apparent that by ptpeictuators side by side, it
would be possible to create a jet of air in the wall-normal direction. The
process is shown schematically in Fig. 7.1.1. Note thawddenormal jet
could either be produced along one axis by using kiraight electrodes, or
could be used to produce axisymmetric jets by uamgular ring electrodes.
The device would of course need no complicatedrayior precise machining

of the aerodynamic surface and may be important for flow control in the
future. Vectoring of the ‘slot-type’ wall-normal jet may also be possible by
reducing the plasma force at one electrode ordoting some time delay
between firing the plasma on each actuator.
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Figure 7.1.1. Schematic of plasma actuators to produeed fluid in the

wall-normal direction by using two actuators placed side bg. dithch
actuator drives a laminar wall jet, which collidedacreate a flow in the wall-
normal direction. Recirculation is expected sinaeheplasma actuator draws

air in from above it to satisfy continuity.

7.2. Velocity Measurements and Flow Visualisation

Three wall-normal jet plasma actuators were cocduusing 256 Mylar
dielectric with photo-chemically etched upper electspd®®mm long. The
lower surface was continuous copper such thatd¢heimrs were symmetric
type. Three pairs of electrodes were manufactuned single electrode sheet
with spacings, of 12.7, 19.1 and 25.5mm. Measurements were taken with
only one pair of electrodes operating at a time, sbitib@raction of one jet

with another was prevented.

2D hot-wire traverses were performed around each palectrodes, with an
identical procedure as outlined in Sec. 4.2. Insehexperiments,

measurements were taken at 2.5mm intervayg(815 <y < 28.5mm), and
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1.6mm intervals in x. Thus the measurement aresisted of between 9 x 11
data points (s = 12.7mm) and 17 x 11 data points28.5mm). Data were not
taken below y = 3.5mm, even between the electrodes, dthe tosk of
electrical arcing of the hot-wire probe. The plasn@s activated with ax=
+3.7kV, PRF = 50kHz, PED = 1ms and PEF = 50Hzaftotal time of 1.4s.
These are identical parameters to the single actagperiments in Sec. 4.3.3,

5.3.1and 5.4.1.

Figure 7.2.1 shows the time-averaged velocity profiletiie two plasma
actuators with a spacing of 12.8mm. A wall-normal jet is clearly created,
which penetrates for at least 25mm 4s). The maximum velocity is around
0.25m/s within the measurement area in this exgatinkor identical plasma
conditions, the maximum time-averaged wall jet edlo for a single,

symmetric, 250-m Mylar plasma actuator was 0.35m/s (see Sec. 4.3).

The jet development is shown in Fig. 7.2.2. Primatily vortices are created
at each plasma electrode which travel along thetrette sheet surface and
collide. The slow moving fluid in these vortex cor@n be seen to either side
of the centreline in Fig. 7.2.2a. Upon contacts¢hmove in the wall-normal
direction and establish the jet. Note that the jet takesnd 0.4s to fully
develop. This is identical to the development tiohéhe wall jet created by a
single actuator. After this time, the jet meandaisund somewhat, but no

decrease in the velocity magnitude was observadimeavall.

A smoke-wire flow visualisation image of all thraetuators fired in unison is
shown in Fig. 7.2.3 at t = 0.1s. The collision leé initiation vortices is clear,
whereby a ‘mushroom’ shape vortex pair develops and moves away from the
wall. A steady wall-normal jet soon develops, in which the laminarjetsll
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produced by each actuator collide and move awawy the wall. The collision
is in different stages for each actuator pair o Fi2.3. For the largest spacing
in the figure, the vortices have not yet collided due tdribeeased distance

that they must travel before they meet.

The variation of the time-averaged velocity with wall-normal distance is
shown in Fig. 7.2.4. The induced flow from all #aractuators is shown for
comparison, and all show a similar trend. The geitreline velocity appears to
vary asUmax. y 2 The flow has a similar exponent and magnitudehsa t
observed by a single (tangential flow) actuatoFig. 4.3.15, where it was
suggested thatmax= 0.8% °°* Note that for a laminar wall jet emanating
from a slit, the jet velocity is expected to vasinax. x *2 (Glauert, 1956).
For a two-dimensional laminar jet, the centreline velositgxpected to vary
asUmax. y ™ (Mei 2005). The magnitude of the wall-normal velocityoa
seems to vary linearly with the electrode spacirge present experimental

range is, however, rather limited.
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Figure 7.2.1. Mean velocity profile induced by two opposing symmetric
plasma actuators spaced 12.8mm apart. Dielectric material im 230k
Mylar. Contour show average velocity magnitude dvds of plasma forcing.
Plasma excitation dmax= 3.7kV, PRF = 50kHz,PED = 1ms andPEF =
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c)

Figure 7.2.2. Velocity magnitude induced by two agipg symmetric plasr
actuators spaced 12.8mm apart at different times=&.09s; b) t = 0.17
c)t=0.29s; d) t = 0.41s; e) t = 0.65s; f) t = 1.21s. Plastodadion a
Emax= 3.7kV,PRF=50kHz, PED = 1ms arllEF= 50Hz.
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Figure 7.2.3. Flow visualization of plasma indudlesv by pairs of opposing
actuators. Three different electrode spacings lavers with s = 12.7mm, s

19.2mm and s = 25.5mm from left to right respectively. plasma can be
seen in blue. The image is taken at t = 0.1sgsighe initiation vortices form

each actuator begin to collide and form the wathral jet.
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Figure 7.2.4. Variation of mean centerline velowitth wall normal distance
for pairs of symmetric plasma actuators with different spasirgl2.7mm

(-), s=19.2mm (-), s = 25.5mm (-). Plasma exoiteas in Fig. 7.2.
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Chapter 8

Spanwise Oscillation Electrode Sheets

8.1. Introduction

For the remainder of this thesis we will focus up@ng surface plasma to
reduce skin-friction drag in a fully developed turbuléaundary layer
occurring over a flat plate. Plasma actuators sheets lteeen designed such
that spanwise forcing occurs near the wall, with charatitss similar to
mechanical spanwise-wall oscillation (Choi and Delnpch2001) and
spanwise Lorentz forcing (Pang and Choi, 2004).-Hotd cold-wire
anemometry techniques have been used to measuwskirthigiction drag and
to observe the changes in the turbulent boundary Etyecture with and
without surface plasma. In this chapter, the opemnabf the spanwise
oscillation electrode sheets is explained andrtlaced air flow from them is
studied in initially static air using flow visuadigon. In Ch. 9, a detailed study
of the changes in the turbulent boundary layer tduplasma is presented,
including y v, w andT measurements and conditional sampling of the near
wall structures. Chapter 10 explores the effect on skitiein drag for a range

of plasma forcing parameters.
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8.2. Electrode Sheet Design

8.2.1. Operating Principle

In order to create oscillatory plasma forcing a¢ thall of a turbulent
boundary layer, it was decided to use two setpbsing asymmetric plasma
actuators. Spanwise oscillation using plasma actuatmssbeen attempted
before by frequency modulating two offset lowercetedes such that plasma
forms sinusiodally on either side of a common upgectrode (Wilkinson
2003). Further details were presented in the liteeaReview, Sec. 2.4.3.
However, the spanwise oscillation was not effedyivmaintained by
Wilkinson (2003), since a net flow was generateth@wall-normal direction.
This was because plasma was present on both sides dédtredes during
part of the oscillation cycle, thus causing adjacésttedes to producing
forcing towards each other, which created wall-rarflow. This is similar to
the wall-normal jet that occurred in Ch. 7. Therapph used here utilizes two
independent electrode sets. This should eliminhee groblems using
frequency modulation, since each electrode settigated individually. The

approach does, of course, require a dual-chanmedsupply.

Before discussing the electrode sheet designslétiafly recap some of the
key parameters for turbulent drag reduction in the spanwal oscillation
and spanwise Lorentz forcing studies. Jung et H992), simulated a
spanwise-wall oscillation and found that for maximdrag reduction the non-
dimensional oscillation period,” & Tu/,, should be around 100. Choi et al
(1998), found that the non-dimensional wall speafl,= (5z'/2).A" =

47 IT", was the important parameter for drag reductiahsinould be equal
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to around 15. Furthermore, Pang and Choi (2004), showhinaquivalent
wall speed for Lorentz forcing, 84 = St.T'/(2.Rey), should also be around
10-15 for maximum drag reduction. Berger et al. (2000) st#tat the
penetration depth of the Lorentz force into thevflhould be set to match the
location of the quasi-streamwise vortex corés£y15-25, Kim et al., 1971).
The similarity of the optimum parameters in the two methsadygests that it
is the spanwise displacement of low and high-speed streaks relathe to
guasi-streamwise vortices that is important for dedpuction (Karniadakis

and Choi, 2003). Further details were present&km 2.3.

The free-stream velocity,.\bf 1.8m/s was used in this study. This enabled a
thick boundary layer to be developed over the 3mg kest plates(s 70mm),
with a viscous sublayer large enough to enable hat-measurements within

it so that the skin-friction drag could be evalufiten the near-wall velocity
gradient ¢y § Imm at y= 5). This speed also coincides with optimum wind
tunnel conditions, based on flow steadiness andnmum free-stream
turbulence intensity. Dimensionally (and assumingsuUoy/20), the above
optimum spanwise oscillation requirements transtate an oscillation period,
Topt= 0.14s (fpt=s 7HZz), wall displacemenizopt= 70mm, and wall speed,

Wopt=s 1m/s. The quasi-streamwise vortices occur=agymm.

The question now is how to achieve the above criteritinplasma actuators.
In the results of the previous chapters we have seepldsna actuator can
be used to create laminar wall jets. For the purpose of designtngtor
sheets, it was assumed that several asymmetric plasma actuatatsjlace
by side will create a series of wall jets that superimpose uperawother.

This process is illustrated in Fig. 8.2.1. The Jetlfrom the first actuator was
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expected to spread out and lose momentum as it travels to the right in the
figure. However, as the jet approaches the nemasmt additional momentum

is added, causing the superposition of a new waibp the induced velocity
profile. It was expected that the wall-jet velocity could betcdled by
varying the plasma parameters (egx PRF PED, and note that these have
little effect on the jet thickness). Subsequerntlyyas expected that the mean

wall-jet thickness could be controlled by alterthg actuator spacing.

Several actuator sheets were manufactured with different elecpadeng
and plasma forcing parameters were varied on dsett. dnitially, the plasma
parameters were set so that a jet velocity @ix6d Wopt = 1m/s would be
produced ay = 2-4mm in initially stationary air (i.e. W= 15 at the centre of
the quasi-streamwise vortices). With referenceitp 5.3.4¢,umax OCCUrs at
this distance from the wall whens 10-12mm. Therefore, it was expected that
electrode sheets with a gap between co-forcingatme) 2s, of around 10mm
would produce the desired effect. To test this, eldetsheets with 2s = 8-

20mm were manufactured and used in the experiments.

2ss 8mm

Figure 8.2.1. Schematic of superimposing wall mtsurring due to

asymmetric plasma actuators.
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In order to create oscillatory spanwise forcingha near-wall region of the
turbulent boundary layer, opposing pairs of asymmetric sugsna
electrodes were used as depicted in Fig. 8.2.2. Jat® of electrodes were
etched onto the upper surface of the electrodet stidea common ground
electrode between opposing pairs. On energizinge@etrode set, the plasma
formed on one side of the exposed electrode only, dileetoffset of the
ground. This produced plasma-induced flow of antbgas in one direction
only (e.g. to the right for the red electrode sdftig. 8.2.2). At a later point in
time, the other electrode set was energized, agygdasma to form on the
opposite side of these electrodes. This caused the gplasaing to occur in
the other direction (e.g. to the left for the réettrode set in Fig. 8.2.2). Thus,
by alternately activating the electrodes it wassiids to produce oscillatory

forcing near the wall.

Upper Hv
Ef()actrode b)

Plasma Regior

HV
RF

Dielectric
Barrier -

Lower round electrode

Figure 8.2.2. Spanwise oscillation electrode sheet scleeriato electrode

sets are located on the exposed surface with a common ground rbetwee

opposing pairs of electrodes. Alternately firing tblectrode sets produces
oscillatory forcing near the wall. a) Electrode sheet ggpmand b) cross
section through electrode sheet showing the lotatigplasma formation and

direction of forcing.
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Several spanwise-oscillation electrode sheets were johetoically etched
from copper clad, 250 thick Mylar dielectric. Each sheet had a usable
streamwise length of 366mm and a spanwise width of 304&mm 45, 1800

x 1500%). A CAD drawing of the electrode sheet used in Cls Shiown in
Fig. 8.2.3. The sheets were adhered to the aluminium heat sink ahd flu
mounted into the boundary layer test plate, 2m ftbenleading edge. Gaps
between the boundary layer plate and the elecsbdet were withirD.2mm
(1I"). Pressure sensitive tape ofrBGhickness (0.25) was used to smooth
between the two. An insulating layer of Melonex and siliconeaseavas
placed between the electrode sheet and the aluminiumsimgatThis was
necessary to ensure that the plasma formed ontieoside of the electrode
under which the ground electrode was placed. Withtlwe insulating layer,
plasma formed on both sides of the exposed electragi¢odine presence of

the metal heat sink underneath.

In practice, these electrode sheets took many sgcands to charge to the
applied potential due to their large size and msee capacitance. This limited
the maximumPRF that could be applied (and thus limited the plasmaced
velocity). ThePRF was consequently set to the maximum possible value
which allowed the sheets to fully charge during an AC cyrRRE = 37 kHz.

In the future, it may be possible to reduce thergimg time, and thus increase
the maximumPRF, by removing any unnecessary copper on the sheet

underside.

In order to induce the required velocity for thaswise oscillation at this
relatively lowPREF, the applied voltagemax had to be set to the maximum

value obtainable by the power supply (~4kV). However, the applied voltage

- 242 -



had to be reduced slightly for the sheet with 4mm because arcs frequently
formed between neighbouring electrodes. This waause the inter-electrode

gap was smaller that the lateral extent of theaserplasma.

Due to the restrictions oORRF and gnax Only three independent parameters
were available to alter the plasma-induced spanassdlation: the pulse
envelope duratiorRED, the electrode spacing, and the oscillation period,
PEF (= 2M). The effect of these parameters on the viscous drag will be

studied in Ch. 10.
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Figure 8.2.3. Spanwise oscillation electrode shE@s sheet has 8mm spacing
between electrodes on the same bus. The spacingebetopposing

electrodes, s, is 4mm.

L



8.2.2. End Effects

Due to the electrical nature of the plasma, it matspossible to take hot-wire
measurements near the wall of the spanwise osgmilatectrode sheety €
3mm,y" < 15). Consequently, analysis of skin-friction gifiom viscous
sublayer measurements had to be made downstredine eflectrode sheet.
Preliminary tests showed that some plasma formdbeaend electrodes, as
illustrated in Figs. 8.2.4a and b. This formation was etqueto generate a
force in the streamwise direction, just prior toasiwement with the hot wire.
This may have induced a streamwise wall jet thateal any skin-friction drag

reduction caused by spanwise oscillation.

Experiments were conducted to suppress this plésmmeation by shortening
the electrodes and covering them with insulatidre most effective method
was to terminate the electrodes using insulatipg,tas shown in Figs. 8.2.4c
and d. In the measurements in the following Chaptedayer of 10t thick
insulating tape (015) was placed along the rear edge of the electradiats.
wire measurements were then taken above the imgulaipe. The author is
well aware that this discontinuity will inevitabhave some effect on the near
wall structures. However, the discontinuity is wadllow the condition for a
hydraulically smooth wally(« 3%), and the measurements are concerned with
a comparison between the boundary layer withoutvétidplasma forcing. It
will be shown that the near-wall profile of the bdary layer without plasma
compares very well to the DNS results of Masteal.(1999), proving that the

tape had little effect.

It was also noted that if the hot-wire probe was placedtheaelectrode bus

(covered by insulating tape), plasma will form through the tape andhanto
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probe as shown in Fig. 8.2.5. Remarkably, no damagecawased to the
sensor during this process but the velocity measemts could not be trusted.
Measurements were subsequently taken 15mm downstofathe end
electrodes (5mm downstream of the connecting bus). At this positgiill in
air fory < 1mm ¢ < 5, i.e. within the viscous sublayer), the electronic
interference during plasma formation caused an increase e voltage
of 0.03% GAE < 0.04mV, 4e’ < 0.06mV, AU < 0.0005m/s). This is a
negligible level of electronic interference and thet-wire signals are

therefore considered devoid of plasma-induced noise

For later studies to be discussed in Ch. 10, elgetsheets were manufactured
that avoided using a bus at the downstream edgeemhlded measurements
to be taken closer to the plasma electrodes. Figq2é shows the design of
these ‘busless’ electrode sheets. Both HV buses are located at the upstream
edge of the electrode sheet with one HV bus (HMo2ated on the underside.
Holes are then drilled through the sheet and séeeductive paint is used to
make the electrical connection. Care was takemsureng that the holes and
paint on the upper surface were smooth. Very feshlpms were encountered
with these ‘bi-layer’ sheets and they were just as reliable as the other style.
This opens many opportunities for complex multelaglectrode patterns that

are limited only by our imagination.
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c)
Figure 8.2.4. Photograph of the downstream edge=aglectrode sheets.

and b) show plasma formation around the edge adldotrode during the
spanwise forcing cycle; ¢) and d) illustrate suggi@n of plasma formation
using insulating tapes of different thicknessed-\ioe measurements

typically taken at.

Figure 8.2.5. Insulating tape is used to inhibit plasma fbomat the end of
the electrodes. However, plasma can be seen to form betweeledtrede
bus (under the tape) and the hot wire, necessitatiagumements to be taken
an additional 20mm downstream from this positioam@Rrkably, no damage

was caused to the hot wire.
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Figure 8.2.6. Template for 10mm spacing electrode sheet with ‘busless’
design. Lower electrodes are shown in a) and Uepeosed) electrodes in b).
Drawing shown mirrored, such that folding along Ac#eates the sheet. Flow
over upper electrodes is from left to right and measurements are taken a
Holes are drilled through circles on upper sheet and filled vaitidwective
paint in order to connect the second electrodéosiie HV bus on the lower

surface (HV 2).
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8.3. Visualisation of Spanwise Oscillation Plasma
Actuators in Still Air

A series of flow-visualisation images of the inddideow by the spanwise
oscillation electrode sheet in initially static air is shown in Fig. 8ant
drawn schematically in Fig. 8.3.2. The sheet had 4mmretkrspacings,

(i.,e. 4mm between opposing electrodes, 8mm betlileelectrodes), and the
location of the electrodes have been drawn on the figure. Plasma forcing
occurs in frames b, e and h in Fig 8.3.1, withdtioe as indicated. This is the
same sheet that will be studied in the boundargriaxperiments of Ch. 9,

where the free stream will be into the plane oéhkgures.

Images were taken using a Canon XM2 video came2afps, with a shutter
speed of 1/280s for each frame. In order to capture the osoilabn video
camera, the oscillation frequency and pulse duratiere reduced slightly
from the boundary layer experiments in Chaps. 9 2@dThe plasma
conditions were set &RF = 37kHz,Emax= 3.3kV,PED = 1ms,PEF = 8.5Hz

(i.e. oscillation periodT = 2PEF= 0.24s, ol = 90 if there was flow).

Seeding from a fog generator was used to visualiseldtte rhotion. This
smoke was slightly denser than air so that it actat@d in a thin region near
the wall prior to plasma forcing (Fig. 8.3.1a).drder to seed the sheet with a
relatively undisturbed layer, the smoke was fiest into a large box and then
slowly pumped onto the electrode sheet using a @RAWia 4mm diameter
flexible tubing. Controlling the DC voltage to the CPU farswed that a
laminar flow of smoke was produced with a velooityess than 0.05m/s.

From the flow visualisation it is clearly obseriadt a series of co-rotating

vortices are created by the plasma in still airil@ythe first part of the cycle,
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counter-clockwise vortices are created and travéhe right in Fig. 8.3.1lo-
and shown schematically in Fig. 8.3.2a. For thet i@t of the cycle,
clockwise co-rotating vortices are created which travéhe left (Fig. 8.3.1e-
g, Fig. 8.3.2c). The centre of these vortices agaundy = 4mm (' = 20);
equal to the inter electrode spacing, such thavdingces have a diameter of
around 8mm {l s 40). Note that this is at a similar height to tiaurally
occurring quasi-streamwise vortices in the turbulent baynidger at the

present experimental condition£ 2-4mm).

These vortices are similar to the initiation vortices oles#rmn the single
electrode studies. The presence of these co-rotating vorticesovass
originally planned, but is inherent to the spatially digemature of plasma.
The change from a ‘slip’ (in the plasma), to a ‘no-slip’ boundary condition
(outside of the plasma region), is expected to crepeciion vortex similar

to that between a moving and stationary wall (Sésnfand Naitoh, 2005).

Looking carefully at frames e and h in Fig. 8.&1s observed that when the
plasma is activated, a downwash occurs in the-@hetrode space between
electrodes (plasma side) as the plasma entraidsfritlum above to replace that
ejected laterally. This downwash region occursratied the same spatial
location regardless of forcing direction. This process destroys the vortex
directly above the plasma, although it is importarmote that the location of

the vortices relative to the electrodes when the @afncing occurs will
depend ongmay PRF, PED (i.e. vortex convection velocCityycony, and the

oscillation frequency, PEF/2.

In the flow visualisation pictures carried out imlsair, a tangentially
oscillating flow can be observed in the near wadiion, as intended. This can
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be seen most clearly in the inter-electrode spaceele@tmo-plasma sides of
the electrodes. Spanwise motions also occur betwpposing pairs (plasma
sides), but the motion is complicated somewhat by the fluid motion towards
the wall. It is, however, expected that the spamwiocity between opposing
pairs is much larger because this is the regiomhich plasma forcing occurs.
While the plasma-induced downwash remains apprdgignatationary during

the forcing cycle, the vortex cores do not. In féoe location of the vortices
offset each other by one half the vortex diameter. For examplepthas in

Fig. 8.3.1d and 8.3.2a (i.e. just before plasma forcing) are located over the
blue electrode set, while the cores in Fig. 8.2d4d 8.3.2c (again, just before
plasma forcing) are located over the red electsedeThis separation ensures
that the location of the upwash and downwash safethe vortices is

continually changing.
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< 37mm, 7 <190

v

Figure 8.3.1. Oscillatory plasma flow visualisatiorstatic air. FOV = 37 x
28mm at 25fps. Plasma activated in b, e, and hindilcated direction and

position.PRF= 37kHz,Emax= 3.3kV,PED= 1ms,PEF= 8.5Hz,s = 4mm.
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Figure 8.3.2. Schematic of spanwise oscillatoryfasar plasma motion. a)
Initiation vortex (A) from electrode a moves to the right.(Fig. 8.3.1d). b)
As A arrives above the next blue electrode set, plasnaativated on the red
electrode set. The induced downwash destroys Aaarelv vortex forms (B),
(c.f. Fig. 8.3.1e). c) Vortex (B) from electrodarioves to the left (c.f. Fig.
8.3.1g). d) As B arrives over next red electrode, blugatars fire, again
destroying the vortex. Note that the downwash acaurthe same position
throughout the cycle, whilst the vortices offsetheather by the electred

spacing, s. Boundary layer measurements typicatisrt at HW line in c).
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Chapter 9

Plasma Effect on the Turbulent Boundary Layer

9.1. Introduction

In this Chapter, the turbulent boundary layer with and without atmij
surface plasma is studied in detail at one experialecondition. The
electrode sheet used here had an electrode spacing, s, of 2mm2@3
between opposing actuator pairs. A CAD drawing prasented in Fig. 8.2.3.
Plasma excitation parameters were set with a Pulse Repetiegudrcy,
PRF, of 38kHz, a maximum applied voltaggex of 3.3kV, a Pulse Envelope
Duration, PED, of 5ms, and a Pulse Envelope FrequdtEf, of 21Hz.
Thus, the oscillation frequency~=fPEF2 = 10.5Hz, corresponding to a non-
dimensional oscillation period," = Tu?/» = 38. Although this oscillation
period is lower than the optimal value given bygle al. (1992), it will be
shown later in Ch. 10 that this is near an optimal value for dragtied
using plasma. From measurements of the inducedfioa@ single asymmetric
actuator in initially static air, it was expectdthtt the maximum spanwise wall
velocity will be around 1.2m/s at these plasmatation parameters (i.e.” W
15, see Figs. 5.3.15, 5.3.18 and 5.3.21). Most ureagnts were taken 15mm
downstream of the electrodes at the centrelinevofdpposing actuator pairs.
For all tests, the free-stream velocity,,Was set at 1.8m/s. This was so that
the viscous sublayer was sufficiently thick to deabeasurements within it,
and the free-stream flow was of good quality. At theasurement position the
boundary layer thicknesg, was 70mm. The Reynolds number based on
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momentum thicknes®e = U O/, = 920, and the Reynolds number based on

friction velocity, Rer = u'5/. = 380.

The near-wall positioning technique, skin-frictiomeasurement and scaling
methods are outlined in Sec. 9.2. Cold-wire temperature measore
throughout the boundary layer are presented in Sec. 9.3. Siagl&ire
measurements are presented in Sec. 94doifiponent), and X-wire
measurements are presented in Sec. 94.2nd uw components). Spectral
analysis and probability distributions at seveey} locations in the boundary
layer are presented in Sec. 9.4.3. Variable Intdivae Averaging (VITA) is
used to study the change in near-wall flow strgstun Sec. 9.4.4 and 9.4.5.
The phase-averaged spanwise velocity profile diestin Sec. 9.4.6. Finally,
the spanwise variation ib is studied in 9.4.7. A summary of the results

presented in this chapter is provided in Sec. 9.5.

9.2. Drag Measurement and Scaling

9.2.1. Skin Friction Measurement and Wall positioning

The skin-friction was obtained by measuring ther mesl velocity gradient in

the present experiment. This method was used bye8pdulos (1984) and a
review of other techniques for measuring the wadlag stress was given by
Winter (1977). This technique relies upon taking velocity measurements

within the viscous sublayey'(< 5), where the velocity distribution is linear

(9.2.1)

\7/
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(U = y"). By definition:
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Thus, the wall shear stress, can be determined from the near-wall velocity
gradient. This measurement is, in practice, quiféicdlt due to the
interference effect of the wall on the probe (Bruun, 1995). However, the
viscous sublayer in the boundary layer used in this sty thick (>
1mm), enabling many hot-wire measurements to bentakthin the linear
region. Figure 9.2.1 shows the neaill velocity profile. The ‘wall-effect’ on

the probe does not occur unfil< 3, in which the probe suffers increased heat
loss to the wall andE/dy changes and becomes negativeyfox 2. Thus, the

near wall gradient could only be calculated inrégion 3.5 <" < 5.

This method also relies upon accurate positioning of the hot{vobe
relative to the wall. Hutchins and Choi (2002), addesl this issue and
developed a technique whereby the hot wire is méoede wall until one of
the prongs makes contact with it. A change in geltgradient dE/dy) was
observed once the contact was made, allowing forpater controlled wall
positioning. This method was attempted, but problems wereuatered due
to the flexible nature of the Mylar dielectric shdaconsistencies were found
in the probe positioning routine because the pd#fermed the Mylar surface
once contact was made. It was also feared thatdhe&vire was melting the

Mylar.

It was decided to initially place the hot wire by eye to within-20®f the
wall. Observing the signal on an oscilloscope then cogfirthat the probe
was within the wall-effect region (i.dE/dy< 0 ande’ = 0, thusy’ < 2; see
Fig. 9.2.1). The exact position of the probe wdsutated after the experiment
by extrapolating the velocity gradient in the visssublayer t&J = 0 m/s (i.e.

at the wall). An iterative procedure was adopteeinsure that the data points
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chosen for the linear fit were within the viscoublayer but out of the wall
effect region (i.e. 3.5 <*y< 5). The friction velocity, y and skin-friction

coefficient, ¢ were then calculated from the velocity gradient within this

u- o [ 9Y (9.2.2)
» dy
. - u

2

w .2 e (9.2.3
1 2
U U, .

The friction velocity measured using this near-wadldient technique was

region. Thus:

within 5% of the Clauser plot method (Clauser, 1954

vo= 'y
0507 : T ; T : l
. : : . : e i
04} s s e s o
"! """""" L B mEEssEEs=—— b Bl B e '“ """" s 5
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Figure 9.2.1. Near wall velocity profile. Determtina of the hot-wire position
relative to the wall was achieved by interpolating mean velocity gradient to
U = Om/s from the region 3.5 < 5. The friction velocity, y and skin-
friction coefficient, ¢ were calculated from the slope in this regions(E32.2

and 9.2.3).
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A reduction in the near wall velocity gradient thus con&fu# reduction in
skin friction drag. The amount of drag reduction was defined thatha

positive quantity implies that the drag has beenceed:

PR e Y e (9.2.4)

C f canonical

In the above calculations of and ¢ an accurate value of the kinematic
viscosity,. = #1J, is required. The dynamic viscositywas obtained from the

Sutherland law (White, 1999):

, (9.2.5)

where B = 273K, S = 110.4K (for air), ando= 1.51x10° Ns/nf. The air
density, 7, was calculated from = p/RT, where the molar gas constant; R
= 287 J/kgK, and the air temperature, T, was taketheasnean temperature

throughout the linear velocity region (3.5<<5).

9.2.2. Outer Scaling

It is found that from experiment to experiment tthet calculated value of the
boundary layer thicknessg, differed somewhat despite the flow conditions
being as near to identical as possible. Sinsalefined as the distance from
the wall at which the local velocity is 0.99ldnd dU/dy is very small near the
edge of the boundary layeiis extremely sensitive to the measurement.of U
In fact, for the experiments presented in this téraphe free-stream velocity
differed by only 3% between experiments (1.8D05m/s). However, the

calculated boundary layer thickness varied by arouftl (. 10mm). This
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inaccuracy inz caused problems when outer scaling velocity profiles (i.e.
U/U. vs.ylZ). Subsequently, it was decided to normalise thentary layer

profile by the displacement thicknegs,defined as:

v
* -
0

1 > dy, (9.2.6)
.U L

where, for a turbulent boundary layers z/8 (White, 1999). It is to be noted
that the ratioz'/z, does change with Reynolds number for turbuleanbary
layers (Clauser, 1956). The following experimengrevall conducted at the
same Reynolds number and it is thus possible tq‘uae a substitute far.
However, becausg is calculated by integrating the velocity defjmibfile, its
value is much more consistent thart was found thag" varied by aroun&%

(11.6. 0.6mm) in the experiments; similar to the variatiotin

In the following experiments using surface plasma, we shall steé thas
only the inner region of the boundary layer whichswaffectedy < 0.4).
Consequently, the boundary layer thickness dicchahge. However, due to
the plasma affecting the mean velocity profiles, displacement thickness,
did change. In order to present the results cdyre@ath outer scaling, the
boundary layer profile without and with plasma bath normalised with the

canonical value of (i.e.U/U. VS.y/Z canonica).
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9.3. Thermal Boundary Layer

Measurements of the thermal boundary layer wereemétth a Dantec 55P31,
1lim diameter cold wire probe located 15mm downstream of the alasm
region and between two opposing plasma electrodds Kig. 8.3.2c).
Measurements were taken at 60 wall-normal locatimasmaximum height of

y = 50mm. The wall-normal measurement locations varied logarithgicall
with a minimum separation of 0.5mm. At each meamare location, 60s of
signal was recorded at 1kHz without plasma. Thestad of 30s of data was
taken with plasma, where the plasma was activatéd @duration bursts, with

a 5s gap between each event to minimise thermal damage tiedtreds
sheet. A 60s pause was included in the automatgtheobetween the last
plasma event at one y-location, and the start t daquisition of the non-

plasma condition at the next y-location.

Figure 9.3.1 shows the time-averaged air tempearatdr, throughout the
boundary layer without and with plasma. Firstlye @mould note that there is
a small thermal boundary layeTmax = 0.5°C) associated with the canonical
case. This is due to the residual heat of therelietsheet after the plasma is
activated. The mean thermal boundary layer with plasmash maximum
air temperature increase of 2.5°C at y = 5Sm# & 0.4, Y = 25). The thermal
boundary layer thickness, is 32mm. Looking ahead at Fig. 9.4.1, it can be

seen thaf § 0.45.

The transient development of the thermal boundamgrs can be seen in Figs.
9.3.2 and 9.3.3, where the data has been ensembl@ederaer each 5s
duration plasma burst and time averaged over 0.5s intervalsinididal

times are given in the figure. The thermal boundary layer dpuent is
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rather rapid, with the majority of the temperature riseuaring withint™ <
400. After this time, the temperature rises asyhaaity and is still increasing
towards the end of the plasma forcing period. A maximum temperafture
2.8°C is observed at the end of the 5s duratiosnmaburst. Note that the
location of the maximum temperature remains apprately constant during

the development.

The mean temperature profile and the temperatucgufition profile are non-
dimensionalised with, which are shown in Fig. 9.3.2 and 9.3.4, respelgti

A logarithmic horizontal scale has been used tavstieater detail for small
distances from the wall. Her8, has been calculated from the momentum
boundary layer results. It is useful to mentionehtérat the aforementioned
figures are plotted on the same scale as will leel s present the velocity

profiles in Sec. 9.4.1.

The location of maximum temperature difference eljp€oincides with the
centre of the co-rotating vortices observed infline-visualisation pictures of
Fig. 8.3.1. The location of the peak temperatusetdlations also appear to
correspond to the outer edge of these vortigds £ 1,y = 10mm). It will be
shown later that this is also the location of maxinwsvelocity fluctuations.
It appears that a series of co-rotating vorticest exthin the boundary layer
with characteristics much like the observed behanad the vortical structures
in initially static air. Since the vortices origieaat the plasma, hot fluid is
expected to be entrained within, as was observed in Se6. Zhis leads to
the observed maximum in temperature at the locafidhe vortex cores. Note
that the vortices are oscillatory and grow and ghdocation with time. The

location of the peak only gives the average vartae height.
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The upwash side of these vortices will act to pinagted air near the wall by
the plasma into the outer regions of the boundaygrl Simultaneously, the
downwash side of the vortices act to pump coldiffoom the outer region

towards the wall. One would subsequently expecgdaremperature

fluctuations at the edge of the vortices as engidhihot and cold fluids

intermittently pass over the probe during the oty vortex cycle. This

process has lead to the observed peak in temperhioragations ay/;' = 1

(Fig. 9.3.4).

Figure 9.3.2 shows that the air temperature riskamear wall region is small

(AT < 1°C foryl/i < 0.06). This is because the measurement location is
downstream of the plasma region, as illustrated in Fig. 9.3.5. A thermal
boundary layer develops over the plasma regionalieating near the wall.

One would expect the air temperature to increase iraximum at the wall
surface if measurements were taken above the plasnthe measurement
location, however, the wall is at ambient temperature. The mean surface
temperature in the plasma region can be estimated by assuming that the
thermal boundary layer profile takes the form af & law ((Twail — T)/(Twal -

T ) = (/6)Y). In Fig. 9.3.6, the thermal boundary layer data has beém fit
this 1/7" law curve for the outer region of the boundaryela§.e. outside of

the vortex region described above, in which thentlé boundary layer is not
expected to be canonical). The agreement with/fffelaw in the outer region

is reasonable foy/i > 0.5 (/i > 1.5), yielding To — T )no plasma= 2.9°C and

(TO — T)plasma: 12.0°C.

The absence of near-wall heating at the measurdoeation is beneficial for

the calculation of skin-friction measurement using tiear-wall velocity
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gradient technique. The momentum boundary layer pnafllebe corrected

for these mean temperature measurements (Fig).3&dever, the accuracy

of this approach relies upon the magnitude of the temperatutadiions

being small. In the near wall region, the RMS terapge fluctuations are less
than 0.2°C. The error in the velocity measurement associated with these

temperature changes is 1.1%.
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Figure 9.3.1. Mean air temperature profile 15mm rkiveam of the plasma
electrodes without (-), and with (-), spanwise oscillafgdasma forcingP RF
= 38kHz,Emax= 3.3kV,PED = 5ms,PEF= 21Hz,U = 1.8m/sRe = 900,s =

4mm.
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Figure 9.3.2. Air temperature profile with respexttime caused by plasma
forcing. Non-dimensionalised with the canonical displacemeaokribss of

Sec. 9.4.1.
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Figure 9.3.3. Maximum temperature difference wigkpect to non-

dimensional time in the thermal boundary layer edusy plasma forcing.
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Figure 9.3.4. Temperature fluctuation profile 15awwnstream of the plasma

electrodes. Plasma conditions as Fig 9.3.1.
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Figure 9.3.5. Momentum boundary layer and thern@indary layer
schematic over the test plate. The thermal boundsey,la, develops only
over the plasma section and is not present imiher iregions of the boundary
layer at the measurement location. This ensuref #reamal error in the hot-

wire measurements in the viscous sublayer.
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Figure 9.3.6. Non-dimensional thermal boundaryrigyefile without (-), and
with plasma (-). The surface temperature, fias been adjusted such that the
profile fits the 1/7th law in the regioyii > 0.5, yielding (b — T )no plasma=

2.9°C and (0 — T )plasma= 12°C.
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9.4. Momentum Boundary Layer

9.4.1. U-component Velocity

Measurement of the streamwise velocity component weade with a Dantec
55P15, Pm diameter, boundary layer hot-wire probe locat&auntn
downstream of the plasma region. Again, data were taken between tw
opposing plasma actuators (c.f. Fig. 8.3.2c). Tiubde was operated at an
overheat ratio of 1.8 with calibration procedure as describegemn 3.4.
Measurements were taken at 118 wall normal positwitis,60 of these taken

in the first 1.2mm (Y < 7), with a spacing of pi. Measurement positions
outside of the viscous sublayer varied logarithftyid® a maximum of y=

100mm (1.5).

The hot-wire signal was sampled at 1kHz for 80s without plasma ard fo
total of 60s with plasma at each measurement location. The plasma was
actuated in 5s duration bursts with 5s gap betweaeh such that the thermal
damage to the electrode sheet was minimised. A 60s pause watedhcl
between successive data acquisitions, as was #® inathe cold-wire

measurements.

A total boundary layer traverse took around 8hrsctmplete and
compensation for ambient temperature drift and free-stream velocity was
made using the temperature sensor and the fre¥stiet wire, respectively.

The ambient temperature drift was typically aroaf@ and the change in the
free-stream velocity was around 0.05m/s. The temperdiiieeence due to

the mean thermal boundary layer was added to the ambient temperature
measurement (i.e. T(y) = T+ AT(y), AT(y) from Fig. 9.3.1). Calibrations

of
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the hot-wire probe at different temperatures whes tinterpolated to give the
probe response at each measurement location. fepareections were made

for the thermal boundary layer with and withoutspfa.

The mean velocity profile with and without plasmaglotted dimensionally in
Fig. 9.4.1. This figure can be directly comparedhi® thermal boundary layer
profile of Fig. 9.3.1. The effect of temperature correction is showthen
figure, and leads to an increase in the mean wglbygiup to 10% fog/5 >

0.2. The qualitative results have not been affected

Figures 9.4.2 shows the outer scaled mean velpditfile with and without
plasma forcing. Figures 9.4.3 to 9.4.5 show turdestatistics, where the
turbulence intensity, skewness and kurtosis are shaoespectively. A
logarithmic horizontal scale has been used to shmater detail for small

distances from the wall.

The mean velocity profile shows a large streamwislecity deficit in the
logarithmic region of the boundary layer (Fig. 9)4extending for 0.1 /5

< 2 (6 <y" < 110). Within this region, the mean velocity, has been reduced
by as much as 40% @6 s 0.5 §* = 30). The region of momentum deficit
closely corresponds to the thermal boundary laygion, and again,
oscillating streamwise vortices are expected tordsponsible for this
behaviour. A similar behaviour has been observed for streamwiteego

from sub-boundary layer fins (Sandborn, 1981).

The turbulence intensity profile in Fig. 9.4.3 sisatlvat velocity fluctuations,
u’, have been reduced by as much as 30% for §/8 < 0.55 (6<y" < 30).
This result is similar to drag reducing flows caused bywsfse oscillation

(e.g. Choi and Clayton, (2000), Paei@gl.(2004), Laadhart al.(1994), Choi
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(1989)). However, the magnitude of the fluctuatibas been increased by up
to 30% for 0.55 </5 < 2.5 (30 <y* < 140) at the same time. This shift
indicates that turbulence production has been eztlurcthe near-wall region
yet increased further out, primarily due to the gem mean velocity
gradient. The behaviour has some similarity to deatyicing flows caused by

vertical blades (Hutchins, 2003).

The skewness and kurtosis in the near wall layefin@eased slightlyls <
0.1), consistent with the behaviour of Choi (2004¢r an oscillating wall. In
the velocity deficit region, the skewness and laist@are both increased quite
dramatically (0.1 <y/5 < 0.5, Figs 9.4.4 and 9.4.5), suggesting that the
ejection and sweep events have been modified by the plésrfact the
skewness has changed sign for 0.95% < 1, suggesting that the velocity
fluctuations have changed from predominantly langgative fluctuations (i.e.
ejection) to large positive fluctuations (i.e. nfatli sweep events associated
with pumping of high speed fluid toward the wallhis will also be supported

in the PDFs in Sec. 9.4.3.

Figure 9.4.6 shows the mean velocity profile inrlear wall region and Table
9.4.1 gives the measured skin friction with andhauit plasma. A reduction in
near-wall slope is clearly observed with plasma, indicating that the skin-
friction coefficient,cr, has been reduced by 22% by the spanwise osgillato

forcing.

Figures 9.4.7 and 9.4.8 show the inner-scaled melaity normalised by the
individual friction velocity (i.e u canonicalandyspiasma@ccordingly). VariouSlaw
of the wall” lines are plotted in Fig. 9.4.8, as suggested by Schlichting (1979),

Taylor (1916) and Clauser (1954). Also plotted is the tésarh the
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DNS database of Moser et al. (1999) for turbuléwinoel flow atRe;= 395.
For the canonical data, the logarithmic region appears tdf&et glightly
from the curves of the other authors. There areraéveasons for this
departure. Firstly, there may be errors in thewimd-measurements due to the
thermal boundary layer and wall positioning, whglbsequent affect the
calculation of U Secondly, it may be that the boundary layer isexactly
canonical due to wall roughness of electrodes and insyl@pe. However,
the overall trend of the current velocity profitieviery similar to the DNS data

of Moser et al. (1999), especially near the wall.

In Fig. 9.4.8, the 22% drag reduction is refledvgdthe change in the outer
boundary layer profile with plasma, showing theréased U at a given V.
The velocity deficit region caused by the strearawisrtices can be clearly

seen for > 10, which have modified the whole of the lodmritc region.

Though the near-wall velocity gradient has beenaed, it is surprising to see

that the near-wall velocity magnitude is increasieghtly which causes a shift

in the virtual origin of the wall (Figs 9.4.6 andt9). It is believed that the

and w components associated with plasma in thewalaregion have caused

the apparent increase in measured u-velocity sy dimgle hot-wire probe.
Consequently, the probe signal at these locatians e contaminated by the
additional velocity components and the measuredcitglwill increase. It is
expected that this is also the reason for the apparent increase in velocity
fluctuations in the viscous sublayer. This issuk lve further discussed in the

two-component velocity measurements with X-wireSdét. 9.4.2.
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No Plasma Plasma
dU/dy (sh 393.63 305.26
w (m/s) 0.076578 0.067346
Cr 0.003841 0.002979
0 (mm) 7.86 7.90
6  (mm) 11.14 12.78
H=(5/0 1.42 1.62
Drag Reduction (%) - 22.50

Table 9.4.1. Near-wall velocity gradient, skin-frictiooefficient, boundary
layer integral quantities, and drag reduction watid without spanwise
oscillatory plasma forcing. PRF = 38kHzyk= 3.3kV, PED = 5ms,PEF =

21Hz, U =1.8m/sRe =900, s = 4mm.

50

—& Plasma OFF

aoH — Flasma OFF, YWithout T Correction
—— Plasma OM i
— Plasma OM Without T Correction J i

7o
B0
50

= a0}
0t
20

10F

T s cmye: &
0 0.2 0.4 06 0.8 1 12 1.4 16 1.8

Figure 9.4.1. Mean streamwise velocity profile 15mm downstream of the
plasma electrodes showing the effect of temperatonection. Note that the

thermal boundary layer primarily affects the regiegn5mm (y > 25).
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0.2f--- o

W
Figure 9.4.2. Mean streamwise velocity profile without (-), and with (-)
spanwise oscillatory plasma forcing, correctedfliad temperature change.
PRF = 38kHz, bmax= 3.3kV,PED = 5ms, PEF = 21Hz, U= 1.8m/sReo =
900, s = 4mm.

0.14 H S S L
—&~ Plasma OFF | 1
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—_ | ' T
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002 F-----1--
10 10" 10 10
e

Figure 9.4.3. Turbulent intensity profile withou),(and with (-), spanwise
oscillatory plasma forcing, corrected for fluid teenature change. Plasma

conditions as Fig 9.4.2.
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Skewness

~& Plasma OFF ||}
—+— Plasma ON

W&
Figure 9.4.4. Skewness profile without (-), andhw{), spanwise oscillatory

plasma forcing, corrected for fluid temperaturengd® Plasma conditions as

Fig 9.4.2.
15 H H HEH - | H
—& Plasma OFF | 1 Db op AR I
—— Plasma ON_ i i IR AR ¥

kurtosis

0 H I H H
10 10" 10° 10’

Figure 9.4.5. Kurtosis profile without (-), and Wwif-), spanwise oscillatory
plasma forcing, corrected for fluid temperatureng®a Plasma conditions as

Fig 9.4.2.
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Figure 9.4.6. Near-wall velocity gradient and skin friction without (4, an

with plasma (-). Plasma conditions as Fig 9.4.2.

I I I I T ID
O Plasma OFF N
+ Plasma OFF Linear Data | oo e
"Il — Plasma OFF Linear Fit T . O C}d """ ]
O Plasma On i ol
gl{ = FlasmaONLinearData | . _____ e . S e P _
—— Plasma OM Linear Fit : Gt :
] AUSRN HSRRS SRR SRR S S S -
+: 4 _______ T--"7°° B B I D | naaa ir _____ —
3 """" TE===== 'i """"""""" a====== I mEEss=- Er """ =
oo
L T R S ERhrhtt S EEEET PEREE -
0 i
-2 1 o 1 2 3 4 = B 7 g8
+
¥

Figure 9.4.7. Inner scaled near-wall velocity profile without (-), and with

plasma (-). Plasma conditions as Fig 9.4.2.

- 275 -



& Flasma OFF
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— yr=ut L
— u*=585lgy” + 5.56 (Schichting, 1979) | 11y
—— ut= 25Nyt + 5.5 (Taylar, 1316)
20H Lt = 5 Blogy™ + 4.9 (Clauser, 1954)
CHS channel flow (Moser, 1999)

____________________

10 10 10 10
Figure 9.4.8. Inner scaled mean velocity profile witholt #énd with (-),
spanwise oscillatory plasma forcing, 15mm downstrednmhe plasma

electrodes. Plasma conditions as Fig 9.4.2.
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9.4.2. UV and UW Component Measurements

Sub-miniature X-wire probes were also used to take measurenfidnty/o
and W in the turbulent boundary layer. The probes wepecslly
manufactured by Dantec for near wall measurementsach uses a pair of
2.5m diameter, 1.5mm long gold-plated platinum wiréthwan etched length
of 0.5mm at the centre (i.e. sensing length = 0.5mrhe wires were
separated by a 0.5mm gap such that the volume occupieck lsetising
elements is 0.5 x 0.5mm (~2.5 x 2)5 Both probes were operated at an

overheat ratio of 1.5 to reduce thermal cross talk.

The two probe types are shown in Fig. 9.4.9. Thetype wire of Fig.
9.4.9a/b has two wire elements located intlgglane, with separation in the

z direction. The wires are inclined at 90° to eattfelosuch that simultaneous
measurements & andV components of velocity can be made. In order to
allow theUV probe to be traversed to the wall, the probe holde rotated by

3° about the axis. As a result, the wires of the array are inclined at +48° and
-42° to the streamwise direction. For tbh@/-type wire in Fig. 9.4.9c/d, the
wire elements are located in the plane, with separation in thyedirection.
Here, the individual wires are located4%° to the streamwise direction and
simultaneous measurementsondW are possible. Both of tHdV-type and
UW-type probes had ‘swan-neck’ prongs to allow measurement close to the

wall, similar to the boundary layer probe used &asureJ.

Decomposing the resulting hot-wire signals intmegy component andV,
or U andW) has been described by many authors including lB{@Q95),
Bradshaw (1971), Perry (1982) and Champagre (1967), with many other

references within. Here, we adopt the cosine law for simplicity. Fdgthe
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probe, a slightly modified cosine law is used toonporate the 3° rotation to
allow measurement close to the wall. The decomposs illustrated in Fig

9.4.10.

d)
Figure 9.4.9. Sub-miniature X-wire probes usedUdrand UW boundary
layer measurements. a) and BY probe, side view and near wall,
respectively. ¢) and d)W probe, top view and near wall, respectively. Black

lines indicate the wires and flow is from left tght in all images.

Wire #2

Wire #1

Us Un= Uef, #

1=90* (48*5) 5= 90_ (42 +;)

=48° -5

Figure 9.4.10. Decomposition 0l wire velocity components.
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The ‘effective’ velocity, uer Sensed by the wires is assumed to be the normal

component of velocityn, which is related to the flow angl@,through:

1/2
v2 = cos(42) cos() sin( 42) sin
Uersn  cos(42 ) 1 (142) cos() sin( 42) sin()

QU

Uefsf, #1-

VAR

Ueff,#z - 11

Uett. # 2.y cos(42), sin(42)

1/2

.cos( 48) cos( ) sin( 48) sin()
U cos( 48) sin( 48)
V
(9.4.1)
Here,0is assumed to be small (@s£ 1, sinQ) = tanQ) s VU, VIU? s 0),
which assumes small turbulence intensities, antfifmometric identity,
cos@ + b = cosh).cosp) — sin@).sinp), has been used. Rearranging Eq. 9.4.1

yields:

U .sin( 48)Uett, #1.5iN(42) Uetr, # 2
fff,f#l.COS( a4z,

]
For theUW wire, where thHY — f wires make an angled®® to the mean
]

(9.4.3)
flowWw —
JZ
direction, the decomposition is simply:
U U, el ef#2
( JH#1
eff 'Ue’ﬁ#z’

Calibration of the X-wires was performed in situthmthe wire support prongs
located in the mean flow direction. The wires were placete free-stream
and decomposed into the component of velocity notmneach wire as shown
above. The hot-wire output voltaggé, was then related to the effective
velocity, uer, USINg a % order polynomial. Calibrations were performed
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before and after the experiments and at a rangggieratures. To check the
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validity of the cosine law, calibrations were afgrformed with each wire
normal to the incident flow (i.e. rotated°). The curves obtained were
within 0.06m/s across the entire calibration ra(@e U < 4m/s) of those
obtained by the cosine law, but are considered dessirate due to the
uncertainty in the rotation angle. This also resplithe probe position to be
changed between calibration and experiment, additiger uncertainty in the

results.

Figure 9.4.11 shows the mean velocity profile &f tlwbulent boundary layer
measured with a single hot-wire probe, thé-wire probe and th&W-wire
probe. All of the results are corrected for the mean thermaldaoyayer
with and without the plasma, as described in Sdcl.9uter scaling has been
applied with the canonical displacement thicknBssThe measurement of the
mean streamwise velocity componeblt, was in reasonable agreement
between all three hot wires. The mean wall-noriwaland spanwisey,

velocity components were nearly zex) (V< 0.029). ), as expected.

Figure 9.4.12 shows the fluctuating streamwise citgilcomponent measured
with the three probes. There is qualitative agregrbetween the single wire
and X-wire measurements, and agreement is esgegiaitl for theJW wire.
For the plasma off case, the difference between thee tmeasurement
techniques is within 15% a5 = 0.2 (i.e. position of maximum difference
between results). The qualitative and quantitaiyeement suggests that the
X-wires measurements are valid, at least for theashwise velocity

component.
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Figure 9.4.11. Mean streamwise velocity profile of the tiefituboundary
layer as measured with a singlé) (vire, UV X-wire andUW X-wire without
(-) and with plasma (-). All results corrected for fluid temperithange.

Insert shows&JW X-wire result in near wall region on linear axis.
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Figure 9.4.12. Streamwise velocity fluctuation peofof the turbulent

LRLE L e %

) RN
RN
F.I:

002 f------4

el =l =l = =
=

|5

boundary layer without (-) and with plasma (-) gsthe single wire and X-

wires. Insert showsW X-wire result in near wall region.
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Figure 9.4.13 shows the inner scaled mean veloa#ipcity fluctuation and
Reynolds stress distribution for the turbulent lmamg layer without plasma
forcing. The associated distribution with plasmaiigen in Fig. 9.4.16. The
normal and shear stresses have been multiplied log 2@ respectively to
ease viewing on the scale. Also plotted in Fig. 9.4.13 is the DNS data of
Moser et al. (1999) for comparison to the canonical data. The Reynolds
numbers of the two studies are nearly identiBa fns = 395, Reexp= 380),
although the DNS study is for channel flow, suddt tfifferences in the outer
region are expected. There is good agreement betivedawo data sets which
gives confidence in the measurement of all threecitglacomponents.
Qualitatively, the behaviour of all velocity components, fluctuatiom$ a
Reynolds stresses is similar. There is some gatwdtdiscrepancy between
the results, especially for the Reynolds stressewea inner regions of the
boundary layer (y < 50). These differences are largely caused by spatial
resolution errors, particularly in the near wall region where the velocity

gradients are high (see Bruun, 1995).
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Figure 9.4.13. Inner scaled mean velocity (-), norinass (-) and shear stress
(-) distribution in the turbulent boundary layerthwaut plasma forcing. Hot-
wire data at Re= u'z/. = 380 (symbols), DNS data of Mosaral (1999) for
turbulent channel flow at Re 395 (lines), and log law" = 5.85loy" + 5.56

from Schlichting (1979), (thick line).

Figure 9.4.14 shows the outer scaled turbulent intensity profile with and
without plasma forcing, and Fig. 9.4.15 shows the associatedoRisy
stresses. Figure 9.4.14 shows that the plasmaasesehe wall normal and
spanwise fluctuation significantly foy/z° < 2. The wall-normal velocity
fluctuations,v’, are increased by around 80% throughout the regiile the
spanwise fluctuationsy’, are increased by around 30%. It seems likely that
such increases will extend right into the viscous sublayer. It is therefore
expected that the increaseUnin the viscous layer with plasma (c.f. Fig.
9.4.6), is a result of non-streamwise velocity congmt contamination of the

single-wire probe. Such contamination can only act to aser¢he measured
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velocity since the hot wire is sensitive to velpaihagnitude, not direction.
Provided that sampling times are long and the ntades of fluctuations do
not change significantly between 3.5y<< 5 (0.061 <y/7* < 0.087), the
contamination will not affect the mean velocity djesat and the corresponding
skin-fiction measurement. If anything, the contaation by v’ andw’
becomes worse as one moves away from the walHg.f9.4.14), so that the
velocity gradient is expected to be even lower theasured. Thus, the drag
reduction caused by plasma is likely to be grettan 22%. The inserts in
Figures 9.4.11 and 12 support this conclusion diheadu’ with plasma were

not increased near the wall when measured withitki¢ype probe.

Interestingly, Fig. 9.4.11 shows that the plasm®radhas caused to become
negative. Thus, between opposing plasma electrtierg is a tendency for
motion towards the wall. This was also observed in the fiswalisation in
still air (Fig. 9.3.1), whereby for certain stages of akeillation cycle, fluid

was entrained from above the plasma region toceplmat ejected laterally.

With reference to Figs. 9.4.14, 9.4.15 and 9.4.17, it can be seetihahat
plasma increasas andw’. The peak in’’ occurs ay/z" = 0.5, whilew’ has

two peaks, occurring &tz° = 0.35 and 1.05. One can interpret these locations
as the bottom, centre and top of the plasma indsicedmwise vortices. Note
that the peak i’ also occurs at the position at whighchanges from a
decrease to an increase (&€’ = u plasma- , «uonicas Cha@Nges sign), and the peaks
of w’ correspond to maximum and minimuim’ (see Fig. 9.4.17). Thus the
vortex motion acts to reduee below the vortex core and increase it above.
Also note that the total turbulence intensity is reducemh\btile vortex cores, as

shown in Fig. 9.4.16. At the upper extreme of theeax, the velocity
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fluctuations are increased as low-speed fluid entdaimiéhin the vortices

moves periodically past the stationary probe. The magnitudhe éteynolds

stresses) 'V andu ' w' , are shown in Fig. 9.4.15. These are both asmd,
particularly across the streamwise vortices. This increase in the Reynolds
stress seems to contradict the observed drag redluatthough the error in

these measurements will increase as the X-wires probes are movedstowa

the wall.
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Figure 9.4.15. Reynolds Stress profile in the tlabiuboundary layer without

(-) and with plasma (-). Plasma forcing as Fig.2.4
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Figure 9.4.16. Inner scaled mean velocity (-), norinass (-) and shear stress
(-) distribution in the turbulent boundary layer with plasma forcing. For

comparison to Fig. 9.4.13.
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Figure 9.4.17. Absolute change in the mean velocity, normal stresses and

shear stresses in the turbulent boundary layeedawnsplasma.
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9.4.3. Energy Spectra and Probability Distribution Function

So far, our attention has been focused on the elsaingthe boundary layer
profiles with plasma. In order to gain a deeper understanding of how the
plasma alters the turbulence structure, the following@sewill centre on a
few key spatial positions in the boundary layerti/¥eference to Figs. 9.4.17,
9.3.2 and 9.3.4, analysis has been performed at5; 20, 30 and 60/ =
0.09, 0.35, 0.5, and 1.05, respectively). The fictition (y = 5) marks the
edge of the viscous sublayer. The second posiior 0) marks the location
of the first peak in spanwise fluctuations,, which is possibly the lower
extent of the plasma-induced streamwise vortices tduspanwise induced
vortex motions. The third position*(y= 30) is the location of maximum
temperature chang&T, and maximum wall-normal fluctuations, This is
possibly the position of the average height ofpflasma-induced vortex cores
due to the hot, low-momentum fluid entrained withimd due to wall-normal
induced vortex motions to either sides of the cohe final position ({ = 60)

is the location of the second peakwi and maximum temperature
fluctuations, 7. This is possibly the upper extent of the plasma-induced
streamwise vortices due to spanwise induced vometions and the
intermittent passage of these vortices past thieeprbable 9.4.2 summarises
these key locations. In this section, the prolghilensity function (PDF) and
energy spectra with and without plasma will be preskrt each location.
VITA analysis of the ‘sweep’ events will be performed at these locations in

Secs 9.4.4 and 9.4.5.
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Yo |yl u | v w T u. v W uv uw
(°C)

L L L L L
5 0.09| 2% n/a - nfa% | 5% n/a | 40% n/a n/a%
0.005 1.25 | 0.005 0.009 0.0003
L L L L L L L L L

20 | 0.35| 35% | n/a%| n/a% | n/a% | 20% | 90% | 15% | 200% | n/a%
0.2 | 0.02|0.010| 2.4 | 0.025 0.020| 0.006| 0.0015| 0.0007

30 | 0.50 | 35% | n/a%| n/a% | n/a% | 5% | 75% | 10% | 300% | n/a%
0.22 | 0.04|0.015| 2.4 | 0.005| 0.022| 0.005 0.0025| 0.0008

60 | 1.05| 5% |n/a%| n/a% | n/a% | 30% | 20% | 20% | 100% | n/a%
0.02 | 0.02|0.005| 1.0 | 0.025 0.01 | 0.008| 0.0011| 0.0003

>200(>35| - - - - - - - - -

Table 9.4.2. Change in mean velocity and temperatwwrmal stresses and
shear stresses due to oscillatory spanwise plasma forcing inwetirb
boundary layer. Percentages give change due to plasmach spatial
location. Numbers give maximum absolute change vafipect tdJ. and

U.. Notew’, v’, and the Reynolds stresses contain large errors near the wal

Figure 9.4.18 shows the energy spectra at thesatitots which are
normalised such that the integral over the entequency will give the mean
square value ofi-component velocity (i.eu-component kinetic energy). The
spectra show that in the near wall region, theretrargsfer of energy from
large scale eddies to small scale eddies (Figsl8h4). This is especially
evident aty" = 20 (Figs. 9.4.18b), where the energy contained in the larg
scale structures (low frequency) is significantyduced, whilst the energy
contained in small scale structures (high frequeimeyncreased. Thus, the
plasma appears to be breaking down the large sohldence structures near
the wall. Aty" = 60 (Fig. 9.4.18d), there is higher energy actiesgull range
of frequency reflecting the increased velocity fluctuaiohhere does not

appear to be a shift in the spectra shape.
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A spectral peak at the oscillation frequency (1@)lnd harmonics thereof,
can be seen in the high frequency end of all osfleetra with plasma. Sharp
spectral peaks occur from 222Hz and every 10.5Hegdlfter, suggesting that
a structure that extends to at legt= 60 may be present in the flow.
Presumably, the background turbulence has maskesptttral peaks at the

lower end of the spectrum.

The probability density functions (PDF) of thecomponent velocity
fluctuations are shown in Fig. 9.4.19, where the fluctngtibave been
normalized by their own standard deviation. In the viscolager (Fig.
9.4.19a), the PDF shows a slight positive skewmd) r@arrowing, reflecting an
increase in skewness and kurtosis. This behaviasiralso been observed in
other drag reducing flows (Choi, 2001). Below the plasma-inducedxvo
cores (Fig. 9.4.19b and c), the plasma maintaif®D& with similar
characteristics to that in the canonical viscous geblantily* s 30. The
PDFs at these locations are ‘mirrored’ relative to the canonical case at the
same location, suggesting that the velocity fluetna have changed to more
positive, spikey, excursions of fluid (i.e. modifisweep events). This is also
reflected in the increased skewness and kurtogtseae locations (see Figs.
9.4.4 and 9.4.5). These are likely to be associaittdthe wallward induction
of the plasma-induced streamwise vortices. Notegler, that the magnitude
of the fluctuations are reduced in this region #ébyund 20% ay* = 20, see
Fig. 9.4.14), such that these turbulent eventdeaseviolent. Aty" = 60 (Fig.
9.4.19d), the PDF has become roughly symmetrice Watt the magnitude of

u’” has, however, increased at this location.
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d) Figure 9.4.18. Energy spectraucfwithout (-) and with (¢
plasma in the turbulent boundary layer ati*aj 5; b)y" = 20; c)y" = 30; d)y* =
60.
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9.4.4. Conditional Sampling — VITA Analysis

Variable Interval Time Averaging (VITA) is a coridital sampling technique
developed in order to detect coherent turbuleattires. The technique was
first used by Blackwelder and Kaplan (1976) to delbeirst events in the near
wall region of turbulent boundary layers. A revie#& this and other
conditional sampling techniques is given by Anto(i@81). The technique
essentially scans a small temporal window of lergththrough the signal,
and compares the variance across the window to theneariaf the entire
signal. If this amount is over a threshold value a “hit” is detected,
corresponding to a turbulent event of rapidly clagpguantity (e.g. velocity)
such as a sweep or ejection passing through tleetdetFor a velocity signal

the local mean,"U t, Tyin ) , Of the fluctuating velocity component(t), is

defined as (Bruun, 1995):

W

Yt 0 ) usds (0.4.4)

win t Twin
where n,in is the window length. This is a moving averageerehthe local
mean over a given window length is calculated f@rg temporal position in

the velocity signal. The local variance, t&fwin) (VITA variance), is defined by:

var (, ) “2(, I P
tT. utT utT (9.4.5)

t win win win
(i.e. the windowed variance of the signal with extjto the windowed mean).

The variance of the entire signal, var(t), is defias:

1
var( ) lim
t. utdt

10 (9.4.6)

| SR

to
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The detection criterion is such that if the localiance,arwin, iS greater than
k.var(t), a VITA event is detected. However, theabcriteria will detecon

both a rapid positive change of the velocity sigfohl/dt > O, i.e. a sweep
event), and a rapid negative change (du/dt < Daneejection event). The

detector function, D(t), is thus defined as follawshis study:

1 if var(t, Twin) > k.var(t) and du/dt > O (sweep)
D) =-1 if var(t, Twin) > k.var(t) and du/dt < O (ejection)

0 otherwise. (9.4.7)

An average VITA event can then be obtained by ensemble averaging all
events for which detection has occurred over a window of sizgTéns>

Twin). In the scheme used in this study, the point of deteatamdefined as

the point of maximum du/dt during each period for which(afwin) >
k.var(u). Further to this criterion, it was decidedgnore multiple detections
that occur within the ensembling windoyy,s. This ensures that the ensemble
averaged event will only contain contributions due to isolsl@d\ events.

In the following analysis, the threshold value etegttion is set to equal the
entire variance of the velocity fluctuation £k1.0) and the window length,
Twin, was set to ain+ = 10 (based on canonical)uThe ensembling window

was set to &s += 60 (Ens += -20 to 40, again based on canonicil u

An example of the VITA averaging program is shown ig. P.4.20. The
fluctuating u-velocity component measured with raglsi hot wire at {y = 30
without plasma is shown at the top of the plot. Tdeal variance is shown in
Fig. 9.4.20b, along with the threshold detection level. Figure 9.4.20¢ssh

the raw detection function, D(t), and the detection function after pheilti
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events have been removed. Consequently, the illustrateddipthe signal
shows three positive VITA events and one negative evdmd. ehsemble
averaged VITA event corresponding to the entire signal is shown in Fig.
9.4.21. Similar analysis for thevelocity signal with plasma is shown in Figs.

9.4.22 and 23.

The attention should be paid on the locations af Set.3 §* U 60). In this

region, the majority of the events are associatéldl positivedu/dtas can be

seen by the quantity of VITA detections in Figel.®21 and 9.4.23. This is not

to say that negativdu/dt events (ejections) were rare, but they frequently
occurred in groups as can be seen atll.5s in Fig. 9.4.20 (i.e. hairpin
packets, as described by Adriah al, 2000, see Fig. 2.2.10). These are
discarded from the ensemble to avoid contamindkingensemble average to
either side of the VITA event. Subsequent analadlisfocus only on sweep
events. The reader is reminded that sweep events are responsible for the

majority of the skin-friction drag (Orlandi and Jmez, 1994).
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Figure 9.4.20. VITA detection scheme &t=y 30 without plasma. a) velocity

fluctuation, «’. b) ratio of local variance to mean variance and threshold

detection level (-). c) detector function, D(t),tlhaut discrimination against

multiple events-) and with discrimination -

tirme, 5

Mo, Detections =8

time, s

Figure 9.4.21. Ensemble averaged VITA events dwertindowrens Without

plasma at {y = 30. a) du/dt > 0 events and b) du/dt < O eveBieck lines

indicate the window size pwih.
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Figure 9.4.23. Ensemble averaged VITA events with plasma-=aBQ. a)

du/dt > 0 events and b) du/dt < O events. Bladslimdicate the window size,

Twin.
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9.4.5. VITA Events With and Without Plasma

The positive VITA signatures af y= 5, 20, 30 and 60 are shown in Fig.
9.4.24. Figure 9.4.24a illustrates the way in whiwh sweep duration has been
estimated. Here, the post-event signature hasdsg¢ended to the intercept of
the velocity axis (i.e. the expected time for tledouity fluctuation to return to
zero after an event, had the signal not been can&dad by turbulent
fluctuations nearby). The intensity of the nearhsaleep has been measured
by taking the peaks-peak magnitude of the VITA events. This should be
treated with some caution since VITA detects on theasigariance. The
canonical and plasma-on cases typically have different variances and the
VITA detection scheme will consequently trigger on events of different
magnitude. The comparison will, however, give a measure of the typical
change in the velocity scale of sweep events aitvangposition in the

boundary layer.

It is observed that at all positions shown in Fig. 9.4.24pthsma causes a
large reduction in sweep duration. For=y5, the duration of the event reduces
fromt =23 tot s 11. This is a reduction of 50%. The intensitytef hear
wall sweeps has been decreased by around 15%: At30, the sweep
duration has also been reduced by around 50%. Herevent intensity has
also been reduced by around 30%. At\B0, the sweep duration is reduced
by nearly 80% and the intensity reduced by arowtd.IMoving still further
from the wall, at ¥ = 60, the duration is reduced by around 50% but the
intensity is increased by 30%. This increase inepaatensity corresponds to

the increase in velocity fluctuation in the regfh< y < 200.
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Using mechanical spanwise-wall oscillation, Chail &iayton (2001) found
the sweep duration decreased by almost two-thindg' f< 5. Also, Pang et al.
(2004) found that the sweep duration was reduced by &ti¥dhe intensity
was reduced by 30-40% fgt < 5, using a spanwise-oscillating Lorentz force.
The reduction in sweep duration and intensity gngfse oscillating plasma
forcing appears to be remarkably similar to theésdiss, suggesting that a

similar mechanism is responsible for the drag recioic

The VITA detection frequency, defined as the number otipesiletections
per unit time, is shown in Fig. 9.4.25. The amooiVITA detections is a
function of the threshold. Note here that all positive detection events have
been included in the count, (i.e. including multiple spge The VITA
detection frequency has roughly quadrupledyfor 5 and tripled foy" = 20
and 30. Foiy" = 60, a 20-30% increase of event frequency was observed.
Thus, in the near wall region there is a largeease in the quantity of sweep
events, but their individual duration and strength isiced. Again, this is
similar behaviour to other drag reducing flows (adakis and Choi, 2003).
The induced motions caused by the plasma appdm keading to premature
sweep events, as also observed for riblets by @B8&9). It is suggested that
the plasma-induced streamwise vortices are disguti cancelling the quasi-

streamwise vortices which naturally occur neamibi.

The positive VITA signatures gt = 5 for the single hot-wire signal and the
u-component signal from the two X-wires is showrkig. 9.4.26. It appears
that the VITA event is in close agreement betwdktihigee signals, and this
level of agreement is typical throughout the entioeindary layer. Thus, by

triggering on the:-component signal with the X-wire, the simultaneoys
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w’, u’v’ andu’w’ signals associated with the VITA event can be identified
These are presented yit = 5, 20, 30 and 60 in Fig. 9.4.27. Single-wire
velocity data is shown for the streamwise velocity events.VITA events
are normalised to the free stream velodity, such that the comparison gives
absolute change in velocity fluctuation and Reysi@lirless at a given position
in the boundary layer. These profiles must bedrbagain with some caution.
The amount of events in the ensemble (around &fd)its adequate far since
the event characteristics are already filtered ddpgnoh the sign ofiu/dt
The associated wall normal and spanwise veloditiesot necessarily have a
preferred sign (i.e. asymmetric structures) andetimembles are unlikely to
have converged in this limited data set. It is, éosv, possible to make a few

tentative conclusions.

In the viscous sublayer (Fig. 9.4.27a), the&eomponent sweep duration is
reduced by a similar amount as thHeeomponent. Consequently, there appears
to be lessu’v’-component Reynolds stress produced per sweep ,event
consistent with the observed drag reduction. This is clearly se€&ig.
9.4.27a, where it can be estimated that.thecomponent Reynolds stress per
event has roughly halved. Fig 9.4.27a does, however, show ansmdnea
u’w’-component Reynolds stress. This is likely to be ttuspatial resolution
errors, since the X-wires are vertically separégdround 2.5 viscous units.
At y" = 20 and 30 (Fig. 9.4.27b and c), the associatedmponent becomes
increasingly negative. This again supports thatettae increased motions
towards the wall due to the pumping motion of stmease vortices
superimposed on the background turbulence, andaddewnwash between

electrodes because of the entrainment action ofitisena.
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9.4.6. Phase-Averaged Spanwise Velocity

The UW X-wire probe was also used to study the phaseagedr spanwise
velocity in order to check that the plasma is irdl@educing spanwise
oscillations in the near-wall region. Figure 9.4.28a shawsgpical extract of
the spanwise velocity fluctuatiow,’, with time at ¥ = 20. The timing of the
plasma pulse train is also shown in the plot. The plasasafived alternately
on each electrode set, such that plasma forcing occunrdee positive z-
direction for the ¥ 3q, 5" pulse envelopes, etc., whereas forcing was in the
negative z-direction for the" 4n, 6" pulse envelopes. It can be seen in the
figure that there is a strong correlation betwdenglasma pulses angd'. In
generalyw’ goes from negative to positive just after evergl-nodmbered pulse
due to the plasma forcing in the positive z-directiom, @oe versa. One can
also make out that’ varies roughly sinusiodally, with turbulent fluations
superimposed. Figure 9.4.28b illustrates the phaseaging procedure, where
w’ was ensembled between every plasma oscillatiole ey then ensemble
averaged over the entire 60s of plasma (roughly I@@ing cycles). One can
clearly see that the phase-averaged spanwise tyglogi’™>, does indeed vary
periodically; thus indicating that the plasma induces a spanwstatory

flow near the wall.

Figure 9.4.29 showsw<> with phase angle; = 2tt/T, over the plasma
oscillation cycle at various locations throughout the boundargrl Recall
that the hot wire was located at the centrelinevéetn two opposing plasma
actuators (c.f. Fig. 8.3.2c). Fig. 9.4.29 thus shalat the magnitude of the
forcing was roughly the same from each electrodesisee <sv’> has equal

magnitude during both half-cycles. However, fory10, a large positive
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velocity was observed just after the start of tireihg cycle. This is expected
to be caused by the physical separation of theatines of the X-wire probe in
the y-direction (2.5°), which biases measurementwofnear the wall due to

the large shear.

It was observed thatw<> has an approximately sinusoidal variation to d wa
normal distance of" = 60. Above this height, there is little correlation
between the timing of plasma pulses ang which again shows that the
plasma only affects the near wall fluid. Figure.®34shows that the phase-
averaged spanwise velocity also decreases with disteoroethe wall, such

that the plasma effect decreases monotonically yithis also observed in

Fig. 9.4.29 that w> has shifted phase by 180° at y* = 62. In Sec. 9.4.2 it was
suggested that this location marked the edge opltmma-induced streamwise
vortices. This phase shift further supports this conclusion, so that the fluid
above the vortex cores moves in a differedirection relative to the near wall

fluid throughout the plasma oscillation cycle.

The magnitude of spanwise velocity in Fig. 9.4.pPears to be much lower
than was expected (&>" < 1, whereasV: opts 15 from Choiet al, 1998).
This is a direct consequence of the phase averagougdure. As can be seen
in Fig. 9.4.28, the phase average has magnitudeseftlan 25% of the
velocity fluctuations,w’, thus indicating that the plasma-induced spanwise
velocity is likely to be closer t&v" = 4. This is still significantly less that the
optimal wall speed of spanwise-wall oscillationisTbould be the reason why
only 22% drag reduction was observed here, as edgos45% in the study of

Choiet al (1998).
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The phase-averaged spanwise velocity profile isvshthroughout the
oscillation cycle in Fig. 9.4.30. The maximum vetganagnitude occurred at
y+ s 15 throughout; similar to the optimum penetratepth from the
spanwise-wall oscillation and Lorentz-forcing studies (Cétoial, 1998,
Bergeret al.2000). The profiles suggest a shift in velocity intercept it
wall (i.e. sv>$-0.15 aty" = 0), but this is likely to be a result of spatial
resolution errors of the X-wire probe in the near-wallion. The velocity
profiles clearly show a spanwise-directed wallkjet-flow which extends to
aroundy” = 60. The jet reaches a maximum velocity just afteh gdasma
pulse envelope (/8 and 98), then steadily diminishes in magnitude, until

changing direction as soon as the next plasma puotses.

w', mfs

W' s

b)

Figure 9.4.28. Spanwise velocity fluctuationsyat= 20 in the turbulent

boundary layer with plasma forcing.+a) (-) and timing of plasma pulses (-).
Odd numbered pulses are delivered to the elecsedevhich induces plasma
forcing in the positivez direction. Even pulses induce forcing in negative
direction. b) phased-j and phase-average §panwise velocity, w’>, with

phase angle, throughout the plasma oscillation cycle.
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Figure 9.4.29. Non-dimensional phase-averaged spamelocity over the

plasma oscillation cycle at various y
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Figure 9.4.30. Phase-averaged spanwise velocitiebvarious phase

angle,, = 2t/T. Lines are polynomial fits to the data points.
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9.4.7. Spanwise Variation

The measurements in the preceding sections wetakalh at the midpoint
between two opposing plasma actuators, as shown iHE@1 ¢ = 0). In

order to investigate whether there is a spanwise variation of skiiefric
boundary layer traverses were taken with a sitgleomponent hot-wire
probe at five locations across the electrode sheet. Unfortunatelgultae
miniature X-wire probes were not available for this part of the study so that
the spatial variation o¥ andW could not be investigated. Figure 9.4.31
illustrates the five spanwise measurement locations with reference to the
electrode positions. Wall-normal hot-wire surveysrevtaken at a spanwise
interval of 1Imm that covered one-half a wavelengtlof the electrode
spacing. This region should correspond to halfdiaeneter of the oscillatory
vortices created by the plasma. Data collection igastical to Sec. 9.4.1,
although the hot-wire signals were not corrected for the thermal boundary
layer associated with plasma. It was deemed to® tiomsuming to perform a

full spanwise cold-wire survey, and any variatianvelocity will be apparent

without this correction.

u_ Hotwire

TTITTTTTITTIT T positions :
15mm| L a
pasm| | ||| prasm Pldsm:
region |1 | region redion ‘
i . E I:‘ =8mm .
4/8 2/8 0/8

Figure 9.4.31. Measurement positions during spantreserse.
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Figure 9.4.32 shows the spanwise variation in vgiateficit, U/Uo, plasma-
U/Uo, no plasma The differences between the profiles at the different locations
are small, although there is a clear trend near the minimurtioposhe
magnitude of the velocity deficit is greatest at 4/8, and reduces to a
minimum at z = 0. This suggests that the core ef tbrtices have a
preferential position at z =/8, which is the mid-way position between two
electrode pairs (non-plasma sides). Thus, at zen® would expect a
preferential upwash or downwash associated with theexqrumping; an

observation confirmed by the negative Vin Fig. P14.

The measured skin-friction coefficient and level of drag reduction at the
different spanwise locations, along with integratgmeters, is given in Table
9.4.3. There is a small spanwise variation incuand the amount of drag
reduction, with maximum at z = 0. This is at the centréwaf opposing
electrodes (plasma side) which is expected to beigo of maximum induced
spanwise velocity. However, the spanwise variatiothe drag reduction is
within the uncertainty of the results and the differeneg merely be a result

of experimental scatter. One must also bear in mind that the F®seimsor
has a wire length of 1.25mm; just larger than tbpasation between
measurements. It is plausible that any spatiahti@mi in skin friction has been

averaged out by the spatial resolution of the probe

It is pleasing to see here that the spatial vamatim velocity and drag
reduction are small, yet the drag is reduced byentiwain 20% over the entire

sheet.
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No Plasma With Plasma

0 & u Cf 0 §* H u Cf DR
m/s | 10° | mm | mm m/s | 10° | %

4A/8 | 7.64| 11.11] 1.45| 0.0753 3.59| 7.72| 13.71| 1.78| 0.0673 2.87| 20.1

3A/8 | 8.04| 11.79| 1.47| 0.0748 3.94| 8.00| 14.23| 1.79| 0.0664 3.10| 21.2

2A/8 | 7.98| 11.67| 1.46| 0.0747 3.99| 8.03| 14.10| 1.76| 0.0658 3.09| 22.4

A/8 | 7.26| 10.76| 1.48| 0.0755 3.65| 7.54| 13.29| 1.76| 0.067Q 2.86| 21.4

0 8.10| 11.61] 1.43| 0.0766 4.00| 8.18| 13.84| 1.69| 0.0669 3.06| 23.7

Table 9.4.3. Boundary layer integral quantitiastiom coefficient and drag

reduction (DR) at different spanwise locations lestiwvthe plasma electrodes.

0.05

D'{ET-&‘.E;‘H-. e

Y] W

o, N0 plazma

- Ul

014

o, plasma

02H

__________

L

B z=dmm, 408
—& z=3mm, 3AE | o
025 H z=2rmm, 208 [

z=1mm, 128 | '
—%— z =0mm, OAT

10* ik 10" 1’

G
Figure 9.4.32. Mean velocity deficit across onef wedvelength of the
electrode gapPRF = 38kHz,Emax= 3.3kV, PED = 5ms,PEF= 21Hz,U. =
1.8m/s,Re = 900,s = 4mm. Measurements taken 15mm downstream of

electrodes.
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9.5. Summary

By utilising two opposing sets of asymmetric plasactuators, a viscous drag
reduction of 22% was achieved in a turbulent bogntdgyer atRe, = 380. To
achieve this level of drag reduction, the plasma wsxillated at T= 38 with
forcing such that W s 4, and the plasma electrodes had a spacing of20
between opposing pairs. The effect 6f 3, andPED on the skin-friction will
be studied in Ch. 10, where it will be shown thateven greater drag

reduction is possible with oscillatory surface pias

The evidence suggests that the plasma causedatisgilsets of streamwise
vortices to be embedded in the logarithmic region ofabendary layer.
These vortices are expected to move side to sitleeigpanwise direction and
change rotation sense throughout the AC cycle. llsassed a reduction in
mean velocity throughout the logarithmic region amdiuced velocity
fluctuations near the wall. Similar behaviour wésoaeported by Sandborn

(1981) for streamwise vortices induced by sub-baonthyer fins.

Although the vortex sizes and positions change with time, some average
location of the lower, centre and upper extentlmbserved in the data. The
outer edge of the plasma-induced streamwise vortices corresponds to the
position of maximum spanwise fluctuation;, due to induced vortex motions.
This also corresponds to the position of maximum temperaturedhions,

T, due to the intermittent (and cyclical) passagtefvortices past the probe,

and occurs ay/" s 1, Y = 60. The average height of the vortex cores
corresponds to the position of maximum wall-norfhattuations,v’, due to
induced vortex motions towards and away from thé weeither side of the

core. The mean core location is also marked by the maximum temperature
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difference,:T, and maximum reduction in streamwise velocity;, since the
vortices originate at the plasma (i.e. very clas¢he wall), so that hot, low-
momentum fluid is entrained within. This occursy# s 0.5,y s30. The
lower extent of the vortex cores is less well dfilbut can be identified as the
location of the second peak in spanwise oscillatiory due to induced vortex
motions below the core. This location also corresponds to the loaaftio
maximum reduction in streamwise velocity fluctuatiansand occurs a5

s 0.25,y" s 20.

Though it is thought that the plasma actuatorcagating streamwise vortices
near the wall of the turbulent boundary layer, it has not Ipessible to
directly ‘see’ them in this study. To provide further evidencat tinis may be
the case, the results are compared in the follofnges with a study which
contained a single streamwise vortex embeddedmilti@ boundary layer. It
will be seen that the results are very similarpsujing the existence of such

structures with plasma.

Di Cicca and luso (2006) investigated the interaction betwekat plate
turbulent boundary layer and a 2D yawed synthedtcugsing PIV. The
synthetic jet experiment was conducted in watex Rieynolds number nearly
identical to the plasma experiment (Rema= 920, Rebi cicca= 1000). Using

a forcing frequency of 3.3Hz and an velocity ralidUo = 0.5 (herdJo is the

time averaged velocity at the exit plane of thg,dli Cicca and luso (2006)
found that the synthetic jet caused a counteringtdbngitudinal vortex pair
completely embedded within the boundary layer when the jet orifice was
aligned with the mean flow (Fig. 9.5.1a, actuatbiength = 4.B). However,

as the slit was rotated relative to the mean flow, only one divihshear
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layers producing the vortex pair was intensifiedilesithe other was
diminished, thus causing a single streamwise vaxelze embedded in the
boundary layer (Fig. 9.5.1b). This vortex caused a nthedéect on the
turbulence structure. In the up-flow and cross-fil@gions ¢ = -5 and Omm
respectively, see Fig. 9.5.1b), the streamwisecitglbecame heavily reduced
(up to 22% at/* = 50). In the down-flow regionz(= 15mm), a reduction in
velocity was evident foy* > 60, but below this position the streamwise

velocity was slightly increased.

Foues95265onvimeasagechebdyhtie P\ ceetfiocaandLso@0s ogshawvintehoiisrme sdte

oscillatory plasma experiment. Note that the figuaee inner scaled with the
canonical value ofi" in both cases. It can be seen that the behaviour of the
mean velocities (Figs. 9.5.2 and 9.5.3), normaisses (Figs 9.5.4 and 9.5.5),
and Reynolds stress (Fig. 9.5.6) are gqualitatively similar in the tweéestud
once it is recognised that the vortex locations are differenthdrplasma
experiment the vortex core is believed to be atrmtgy” = 30. However, the
vortex core in the synthetic jet experiment wasraundy® = 100 (c.f. Fig

9.5.1). The locations of the cores have been markete figures.

In Fig. 9.5.2, it is observed that the synthetit\ertex causes a large
streamwise velocity deficit in the up-flow, crossa and down-flow regions.
This deficit spans to either side of the vortexectvehaviour also observed for
the velocity profile with plasma. The down-flow reg shows a slight
increase in velocity below the core, much like the slight as®xein mean
velocity within the viscous sublayer with plasma. It is suggested that the

boundary layer measurements with plasma are inva-flow-type region; an
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observation also made in Sec. 9.4.2 (c.f. Figl®)4and Sec. 9.4.7. To further
support this, Fig. 9.5.3 shows a strong negativelocity close to the location
of the vortex core in the down-flow region of thenthetic jet data. This is
identical to that observed in the plasma data, eviier data sets even agree in

the magnitude of".

Figure 9.5.4 shows that the synthetic jet vortaxsed an increase in above

the vortex core whilst a reduction below, again similar to the plasma data.
Both data sets also show an increased at the vortex core (Fig. 9.5.5), and

an increase in Reynolds stress above the vortex (Fig.).ONoo& that the
synthetic jet data shows a reduction in Reynolassstbelow the vortex cores
(cross-flow and down-flow regions). This reductwas not observed for the

plasma data for" < 30.

The similarity in the changes W, V, u’, v’ andu v’ between the two studies
gives very strong evidence that the plasma is indeed induciragnstise

vortices near the wall of the turbulent boundaygfa
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b) Figure 9.5.1. Mean velocity vector field in thez yplane of a turbulent
boundary layer with a slit-type synthetic jet actuator at the {adking
upstream). Measurements taken @iox= 3.7 downstream of the actuator centre
(noteCanonicai= 30mm). The wall is at y = 0 and z = 0 is the @=ofrthe slit. a)
major axis of the synthetic jet actuator alignethwhe mean flow (i.e. yaw angle,
8 = 0°). b) yaw angle8 = 16°. Note that only one of the counter rotating
vortex pairs is dominant in b). Coloured lines m#n& position of z -5, O,
15mm; termed down-flow, cross-flow and up-flow e respectively. From Di

Cicca and luso (2006).
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Figure 9.5.2. Inner scaled mean streamwise velpcifiles with and without
surface plasma and at the upflow, crossflow and downflow regions of the

vortex induced by a yawed synthetic jet at the {zilICicca and luso, 2006).
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Figure 9.5.3. Inner scaled mean wall normal vefqoibfiles with and without
surface plasma and at the upflow, crossflow and downflow regions of the

vortex induced by a yawed synthetic jet at the (zilICicca and luso, 2006).
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Figure 9.5.4. Inner scaled fluctuating streamwiskaity profiles with and
without surface plasma and at the upflow, crosstima downflow regions of
the vortex induced by a yawed synthetic jet at the {@llCicca and luso,

2006).
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Figure 9.5.5. Inner scaled fluctuating wall normelocity profiles with and
without surface plasma and at the upflow, crosstmd downflow regions of

the vortex induced by a yawed synthetic jet (Fran€ioca and luso, 2006).
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Figure 9.5.6. Inner scaled Reynolds shear stress profiles with and without
surface plasma and at the upflow, crossflow and downflow regions of the
vortex induced by a yawed synthetic jet at the \&ibm Di Cicca and luso,

2006).

It is suggested here that the formation of strea®mwortices is disrupting the
link between the outer and inner boundary layerctires. The streamwise
vortices appear to act like a barrier to block large soaltons near the wall.
It is postulated that they may be severing the link eeiwthe hairpin vortex
legs and necks. This disconnection is expecteadlidpit the growth of the
hairpins, such that the sweep and ejection eveilitecgur prematurely and at
higher frequency; an observation confirmed by th&A/analysis and
supported by the shift in the frequency spectruimiswill lead to the
observed reduction in mean wall shear stress, seawd shear stress
producing event will be much weaker. This discotiarowill also disrupt the

whole turbulence production cycle. Also note that the streamwisee®rti
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produced by plasma are expected to be co-rotatewause the plasma
electrodes are activated in unison, with each producing its own vortex (c.f.
Fig. 8.3.1). This is unlike the counter-rotatingtiees that typically make up
hairpin legs and cause near wall streaks due to vortewipg. Thus, the
induction motion from the co-rotating plasma vortices Wl weaker which
may be important for disrupting the ejection-sweggle. A conceptual model

of the boundary layer with the plasma-induced stkgige vortices is provided

in Fig. 9.5.7.

However, the creation of streamwise vortices may only be part ogdsen

for the observed drag reduction. Each vortex wdluce low-speed fluid away
from the wall on the upwash side (thus decreaskig-siction), while
simultaneously transporting high-speed fluid towsatde wall on the
downwash side (increasing skin-friction); as observed for a single vortex
embedded in a turbulent boundary layer using vagenerators (Mehtat al,

1983, Westphaet al, 1985, Shabakat al, 1985, Bradshaw, 1987). It is
suggested that another vortex system is locatemviible streamwise vortices
associated with the oscillatory spanwise motions in the viscous sublay
Following Choi’s (2001) model for drag reduction with spanwise-wall
oscillation, it was shown that a spanwise vorticitywas created as the
periodic Stokes layer was tilted in the spanwise direction. This spanwise
vorticity acted to reduce the streamwise velocaggmthe wall (thus reducing
drag) and hampered the stretching of quasi-stresenvartices. It is expected
that a similar effect is occurring in the viscous sublayer with @asrhe
plasma-induced streamwise vortices add to thisceffA schematic is

provided in Fig. 9.5.8.
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Figure 9.5.7. Conceptual model of the turbulentrdmary layer with

oscillatory plasma forcing.
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Figure 9.5.8. Schematic of the spanwise oscillaftect on the mean velocity

profile with oscillatory plasma forcing.
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Chapter 10

Parametric Effects

10.1. Effect of Oscillation Period, T-

The effect of the oscillation frequencies on the skictibn drag was studied
by taking U-velocity measurements at the midpointggdasing electrodes, as
in Sec. 9.4.1. For the experiments in this sectiongorrection has been made
for the thermal boundary layer due to the addititin@e necessary to perform
traverses with the cold-wire probe. Note that tlaure of the thermal
boundary layer should have little effect on the measureofeskin-friction
due to the absence of plasma directly below the measurement locaton

Sec. 9.3).

The plasma was activated with fixed PRF = 38kH#xE 3.4kV, PED =
5ms, over an electrode sheet with spacing, s = 4mmwire tunnel free-
stream velocity was also fixed for all experiments£U.8m/s). The plasma
was activated with PEF = 1, 7, 21 and 50 Hz, shahthe forcing oscillation
frequency, f = 0.5, 3.5, 10.5 and 25Hz. Corresponding mmesgsional

periods are, T= 800, 114, 38 and 16, respectively.

Extensive wear occurred on the electrode sheets during testing, especially
when the oscillation frequency was high. P&F = 50Hz (T = 16), failure of

the electrode sheet actually happened towardsnith@fethe test, whereby an

arc formed between the upper and lower electrdds. arcing caused severe
electromagnetic interference to the hot-wire signal, Wwismused the sudden

dip in mean velocity af/7" = 2 in Fig. 10.1.3. The results fgfz" < 2 are not
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expected to have been effected since data collegptamreeded in the positive

y direction. This wear was most likely due to exceshmating of the sheet
which weakened the dielectric. The material surtgmeeared brown after the
test and was also pitted, probably due to ion badmant within the plasma.
The burnthrough and surface discoloration is shown in Figure 10.1.1 and
10.1.2. An oscillation period of PEF = 50Hz appetrsbe the upper
frequency limit that can be maintained over thesgaMsheets (WithPED =

5ms). It may be possible to maintain oscillatiorstt higher frequency by
cooling the dielectric or using another material with better weastagsie

(such as ceramic, see Sec. 5.4).

Figure 10.1.3 shows the outer-scaled mean velgedfile with and without
plasma at the different oscillation periods. There is a clear atexia the
velocity in the logarithmic region as” Tecreases. However, the position of
maximum velocity change remains constany/at = 0.5. Also, the upper
extent of the velocity deficit region remains canstaty/5 = 2. This suggests
that the size of the plasma-induced vortices do not ehauith T~ (note that
the PEF = 50Hz data is not to be trustedyfr > 2 due to the sheet failure).
Figure 10.1.4 shows the turbulence intensity profilhe velocity fluctuations
in the logarithmic portion of the boundary layecrease through reducing T
(y/5 > 0.5), along with the velocity fluctuations iretliscous sublayer. This
corresponds to an increased number of plasma-induartides passing the
probe position with time, as expected by the irsgdaoscillation frequency. A
trend is not so obvious in the region where theul@nce intensity is reduced

(0.1 <y/5 <0.5).
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There is a large effect on the mean velocity in the near negibn with

oscillation period. In Fig. 10.1.5, one can cleasBe that the near-wall
velocity gradient reduces through reducing (Te. increasing the oscillation
frequency), indicating a greater drag reduction. Tdlfl€l.1 shows the
measured skin-friction coefficient and level of glr@duction, and Fig. 10.1.6
shows the inner-scaled velocity profile. FBEF = 50Hz (T = 16), it is

astonishing to see that a drag reduction of 45%recét this frequency, the
velocity gradient and mean velocity are much lotkan the canonical value,
much like the spanwise oscillation studies of Gétoal. (1998). However, the
increase in velocity fluctuation near the wallnsansistent with their results.
Also, the oscillation period used here’ (¥ 16) is much smaller than the
optimum value for drag reduction using spanwisd wstillation (T = 100,

Jung et al., 1992).

The reduction in skin-friction with *Tis expected to be related to the plasma-
induced spanwise velocity, "WSince the plasma forcing is pulsed, it is
expected that the average spanwise velocity over the discillaycle is
increased through reducing Tfor fixed PRF, PEF, E). In Sec. 9.4.6 it was
shown that when 'T= 38, W s 4. Assuming that Tand W are inversely
proportional, T = 16 should correspond to a spanwise velocityairad W =
10. This is close to the optimum for spanwise-wall osmigtwhere Choi et
al. (1998) showed that W& 10-15 gives a drag reduction of 45%. An identical
level of drag reduction was also measured in these studies, sowbatd
seem that it is the spanwise induced velocity teamportant for drag
reduction, not the oscillation period. It is unfortunate that dieteetaar

prevented experiments with € 16 (W > 10).
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No Plasma With Plasma

Wl o Sy Y fa oS v | a DR
JTy | mm mm m/s | 10° | mm | mm m/s | 10 %
810/0 7.87| 11.26| 1.43| 0.0763 3.85| 7.85| 11.28| 1.44| 0.0773 3.95| -2.5
171/4 8.46| 11.71| 1.38| 0.0759 3.69| 8.58| 12.56| 1.46| 0.0730 3.41| 7.6
2318/ 8.10| 11.61| 1.43| 0.0766 4.01| 8.18| 13.84| 1.69| 0.0669 3.06| 23.7
5f6/ 8.63| 12.56| 1.46| 0.0766 3.76| 9.28| 17.81| 1.92| 0.0568 2.07| 45.0

Table 10.1.1. Boundary layer integral quantiti&s)-ériction coefficient and

drag reduction / increase caused by different passaillation frequency.

Figure 10.1.1. Detail of burnthrough of electrotieet after thd®EF = 50Hz
experiment. Note discoloured regions and pittedsacé the Mylar material in

plasma regions.

Figure 10.1.2. Discolouration of sheet afterfid-= 50Hz test caused by

localised heating of the Mylar.
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Figure 10.1.4. Turbulent intensity profile at vaisooscillation frequencies.

Plasma conditions as Fig 10.1.3.
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Figure 10.1.5. Near wall velocity profile at various datin frequencies.
Plasma conditions as Fig. 10.1.3. Behaviour in nedirregion ¢ < 0.5mm) is
due to the wall effect. The difference in the wall effeetween each sheet is

due to different wall boundary conditions.
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Figure 10.1.6. Inner scaled mean velocity profimeut and with plasma at

various oscillation frequencies. Plasma conditem&ig 10.1.3.
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10.2. Effect of Electrode Spacing, s

The effect of the electrode spacing, s, on the skin-friction drag also
studied using a single hot wire. Boundary layereirses were taken over three
different electrode sheets with plasma parameters &kB&RF = 38kHz, Emax

= 3.4kV, PED = 5ms, PEF = 21Hz'(E 38, i.e. identical parameters as Ch.
9). The sheets had electrode spacing, s = 4, 6 and 18hm20, 30, 50)
between opposing electrodes and velocity measutsmegre taken at the
centreline between opposing pairs (c.f. Fig. 8.3.2c). The 6mmnil@mun
spacing sheet were of the ‘busless’ design, as described in Sec 9.2.2, and
measurements were taken 10mm downstream of thesmd&s;tas opposed
to 15mm downstream for the s = 4mm sheet. As in Sec. 10.1, rextoan

has been made for the thermal boundary layer.

Figures 10.2.1 and 10.2.2 show the outer-scalech raved fluctuating velocity
profiles over the three sheets, respectively. Figure 10.2aWsskthat the
velocity deficit region has the same spatial extent igetdge of electrode
spacing, suggesting that the height of the plasmiaced vortices do not scale
with s. This means that the size of the plasmacesrtare related to the lateral
extent of the plasma and the plasma forcing paraméteissshould come as
no surprise since even single, isolated, plasma actuatodsiger these
vortices in initially static air. Increasing s merahcreases the spacing

between the vortices.

Figure 10.2.1 shows that the mean streamwise velocity near the wall was
higher than the canonical value when s > 4mm. Alse,magnitude of the
velocity deficit in the logarithmic region was reduced througineasing s

Figure 10.2.2 shows that the velocity fluctuations within the vscoblayer
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were increased with electrode spacing. In additibe, plasma effect on the
turbulence intensity in the logarithmic region diminished with s (0" U

1).

Table 10.2.1 summarises the measured skin-frictamificients and level of
drag reduction. Figure 10.2.3 shows the near-wall regionFagnd10.2.4
shows the inner scaled velocity profile. It appears that cortectrede
spacing is crucial to achieving drag reduction gigiacillatory surface plasma,
since drag reduction was only measured for s = 48hm 20). If the spacing
is too great, then the skin-friction drag can iasee significantly (over 60%

when § = 50).

The cause of this drag increase is expected taiedadthe increased spacing
between plasma-induced streamwise vortices. Isgaeing is too great, their
spanwise separation will increase to such a detatethey are essentially
independent. The induced pumping from each vortédk v increased
(downwash / upwash) since the motion of the adjacent co-rotating vortex
(upwash / downwash) will have no influence, anck wersa. This will lead to
increased transport of high momentum fluid to the wall and an increase in
drag. Also, the spanwise oscillatory motion may l®tproduced because the
electrodes are too far apart. The viscous sublaggr only contain discrete
section of, say, +w forcing and other sectionwfforcing, instead of regions

where the motion is oscillatory.

In addition, the induced spanwise velocity;, W expected to be decreased
through an increase in s. The plasma induces a tangential flow along the
surface (wall-jet), such that spanwise-inducedargialecreases with distance

from the electrode. By increasing the electrode spacing, the avedaged
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spanwise velocity decreases, so that the effect on the viscous sublaye
expected to be less. It may be that increasingfts she balance between the
near-wall vortex system associated with the spanwise oscillation, and the
vortex system associated with the plasma-induced streamwise véctices
Fig. 9.5.8), such that the induction of high-spéied towards the wall by the

pumping dominates and thus increases the drag.

With the current electrode sheet design, s = 4mm haglbsest electrode
spacing that could be used ataf= 3.4kV because the lateral extent of the
plasma was nearly equal to the inter-electrode \gai. s < 4mm, the uniform
glow will break down into concentrated arcs between electrodeshand
plasma forcing will be lost. This may have majoplications for industrial
applications of the device, where the free strealocity is much higher. One
is likely to wish to increase the plasma forcing to counteracinttreased
inertial force (by increasing the PRF aggly This will inevitably require the
electrode spacing to be increased so that arcingeaavoided. Though this
study has not addressed the plasma effect with Risymomber, it is likely
that the desired electrode spacing will scale with inner variables. Thus, at
higher velocity one requires closer electrode spaeimgdirect conflict with

the requirement of increased plasma force.

No Plasma With Plasma

s 0 6" Y u* cf 0 Ry H w cf DR
mm/is" | mm | mm m/s | 10° | mm | mm m/s | 10° | %

4/20 | 8.10| 11.61| 1.43| 0.0766 4.01| 8.18| 13.84| 1.69| 0.0669 3.06| 23.7

6/30 | 9.06| 13.05| 1.44| 0.0720 3.24| 9.22| 15.09| 1.64| 0.0779 3.79| -16.9

10/50 | 9.21| 13.07| 1.42| 0.0769 3.74| 9.82| 14.18| 1.44| 0.0980 6.06| -62.2

Table 10.2.1. Boundary layer quantities and dramgé with s.
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10.3. Effect of Pulse Envelope Duration, PED

The effect of the Pulse Envelope DuratidtgD, on the level of drag
reduction has also been studied using a singleiteoprobe. Due to excessive
wear of thes = 4mm electrode sheets during fieexperiments in Sec. 10.1,
none were available for these experiments. Subsdgutihe variation oPED
was studied using an electrode sheet with 6mm spaaihich was shown in
Sec. 10.2 to cause an increase in drag. The plasma wasteattivith fixed
PRF = 38kHz, Emax = 3.4kV, PEF = 21Hz " = 38), and boundary
measurements were taken WRED = 1, 3 and 5msRED" = 0.4, 1.1, 1.9).
Figure 10.3.1 shows the effect BED on the outer-scaled mean velocity
profile, and Fig 10.3.2 shows the turbulence intensity profilés.expected
that increasing th®ED will increase the near wall acceleration, leadim@n
increased spanwise-induced velocity and strongesma-induced streamwise
vortices. CertainlyU decreases witlPED in the logarithmic region, which
would be expected from plasma-induced vortices of asaé strength (i.e.
more low-momentum fluid is pumped away from the wall by the v@}ice
Also, the velocity fluctuations in the near walgien are increased witRED,

which may be an indicator of increasednotions.

Figure 10.3.3 shows the near wall region with d#fee PED. The velocity
gradient is above the canonical in all cases, hagetith an increase in near-
wall velocity magnitude. Table 10.3.1 shows thesledf drag increase for the
three cases and Fig. 10.3.4 shows the inner-soadah velocity profile. The
skin-friction has a slight tendency to reduce tigtoincreasing th&@ED. This
would tentatively support the conclusion in SeclliBat it is the spanwise

velocity that is important for drag reductio
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No Plasma With Plasma

PED| O 5 U cf 0 5 u cf DR

ms | mm| mm | H mis | 10° | mm | mm | H m/s | 103 | %

1 8.94| 12.73| 1.42| 0.0724 3.21| 9.41| 13.76| 1.46| 0.0826/ 4.18| -30.1

3 9.18| 13.08| 1.43| 0.0727| 3.24| 9.78| 14.81| 1.51| 0.0756, 3.49| -7.9

5 9.06| 13.05| 1.44| 0.0720 3.24| 9.22| 15.09| 1.64| 0.0779 3.79| -16.9

Table 10.3.1. Boundary layer integral quantitieistibn coefficient based on
near velocity gradient and drag reduction / in@ezmused by the plasma with

variousPED.
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Figure 10.3.1. Mean velocity profile with differedRED. PRF = 38kHz, Emax=
3.4kV, PEF= 21Hz,U. = 1.8m/s, s = 6mm. Measurements taken 10mm

downstream of electrodes.
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Chapter 11

Conclusion and Future Recommendations

11.1. Introduction

Glow discharge surface plasma actuators have beeedtunddetail in this
thesis. The plasma actuators were studied inlipiggatic air in Chaps. 4 to 7,
while plasma actuators for skin-friction drag regucin a turbulent boundary
layer were studied in Chaps 8-10. It was shown that the plasmalydirec
transfers electrical energy into fluid momentumakihcan be used to create a
flow of air, and significantly alter an existingp#. This is quite a remarkable
development and has huge benefits for the aerospdwstry since one could
potentially drive and control atmospheric pressaireflow through purely
electrical means. It is the author’s opinion that we will see plasma actuators in

many applications in the future.

11.2. Plasma Actuators in Initially Static Air

In Chaps 4 to 7, it was shown that single plasma actuators can be used to
create a flow of gas from the exposed electrode in initially statiovélr,
typical velocity of 2m/s. The plasma acted like asgous pump which
transferred electrical energy into fluid momentwsuch that a wall jet was
produced along the electrode sheet surface, away the electrode
centreline. Fluid was entrained into the plasma from above the actuator in
order to replace that ejected laterally. The plaactaators used in this study

were generally pulsed on a millisecond timescale suabhheating of the
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dielectric was minimised and the life of the actuator was prolonfed.
produced a series of pulsed wall jets. A novelneapke to create wall normal

jets with surface plasma actuators was also destiibCh. 7.

The exact cause of the plasma induced flow is not welerstood and an
empirical approach had to be adopted here aseittremely difficult to take
measurements within the plasma region. Followiregwiork of Enloeet al.
(2004a), there are expected to be regions of net chargeydetthin the
plasma, particularly near the electrode edge and dielectric surface. These
regions exist within a highly non-uniform electric field, so that a force is
created within the plasma. This force is expected to be transferred to the
ambient gas via the collision of charged plasmécpes with molecules of the
ambient air. Note that the direction of the fora# e the same regardless of

the sign of the applied voltage, since the charges at a giverolocatnge

sign with the electric field.

Some of the previously undocumented behaviour foardis study concerns
the formation of vortices when the plasma startes€ vortices appear te b
inherent in the actuator design since fluid motion is created in tsenagla
region (very close to the wall) and then flows into a region witfanging.
This junction between the ‘slip’ and ‘no-slip’ boundary conditions will
inevitably create vorticity. However, once fluidirs motion, a quasi-steady
pulsed wall jet could be maintained indefinitelybgect to wear of the

dielectric material.

It was also found that the plasma produced a higheelocity during the first
few milliseconds of plasma forcing. This was repeated every pulse eavelop

and was not a manifestation of the initiation \&$i. It was suggested that the
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plasma is more energetic during initiation due to the absdnue-@onized
air. This is a significant result which may helpseathe plasma-induced jet

velocity and warrants further investigation.

Symmetric and asymmetric actuator geometries wedbesl in Ch. 4. These
configurations produced respectively bi- and uni-directidoating, by
controlling the plasma formation with the lower electrodethBplasma
actuator types were found to produce airflow withilar characteristics (i.e.
wall-jets preceded by initiation vortices), excémpt the asymmetric actuators
produced flow predominantly in one direction. The velocity ofitlteiced
flow from the asymmetric actuator was roughly deutblat of the symmetric

actuator due to the enhancement of the electtit fie

Parametric studies were undertaken in Chaps 4 amdibvéestigate the
magnitude of the induced airflow with the applienltage,E, pulse repetition
frequency PRF, pulse envelope duratioRED, and pulse envelope frequency,
PEF. Figure 3.7.1 explained these parameters and is reproduced here for
clarity. Parametric studies were performed for rageaof geometries and for

Mylar, sisna"aros ceramic actuators.

1/PEF Charge time 1/PRF
> | —» |

r'y

+4kV

8] ]
AV

PED \

Figure. 3.7.1. Schematic of plasma excitation patara. Typical excitation
parameters wer&max= 3.6kV, PRF = 50kHz, Charge Time =5[] PEF =

50Hz,PED= 1ms.
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For all the actuators studied, the induced jet ei&yoappeared to vary
approximately linearly with th®RF. This showed that thERF controls the
amount of force produced per unit time and the nmtoma coupling is
identical during each AC plasma cycle, except Ifar first few as described

above.

The induced velocity also varied linearly with RED up to a saturating limit
of around PEDs 3ms under current experimental conditions. Thiglsted to
the creation of a higher jet velocity during the first few pulses of @asm
formation. The PEDRilters the duration for which the flow ‘sees’ the force and
should be set to make maximum use of the higherceu velocity during the

plasma initiation.

The plasma-induced velocity was also observed ity lr@early with thePEFR

This parameter controlled the minimum flow speetivben plasma envelopes
and thus dictated the gas velocity at the timehaf mext plasma pulse.
However, only a small increase in jet velocity cbioé achieved by increasing

this parameter.

The variation of induced velocity had slightly pgesing characteristics with
applied voltage, where one would expect E to controlatheunt of force
produced per AC cycle. When the plasma was contisilyofired on a
symmetric actuator (i.ePEF =) and for pulsed plasma on an asymmetric
actuator, the maximum induced velocity appearedarny with Emaxz.
However, for pulsed plasma on a symmetric Mylar actuator, the velocity
appeared to vary asax2 This 7/2 exponent was also reported by Enloe.et al
(2004a) but for asymmetric actuators that were icoausly fired. The

velocity induced by the ceramic actuator appeare@ity as baxa.s. All types
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of actuators also showed a saturation effect dt Wajtage, whereby further
increase of the voltage did not increase the velocity furiifes. has limited
the induced velocity to a meagre 2.5m/s in this study, wisigrobably too

low for real aerospace applications.

It was found that the induced velocity could be increased dycheg the

thickness of the dielectric sheet. This increabeselectric field and enables
more charge to be stored due to the increased itzap=e of the device, thus
leading to the production of a greater force. Foravigheets, a 30% increase
in velocity was obtained by a 50% reduction inkheéss. Forsisna Ssheets, the

increase in velocity was inversely proportionalthe actuator thickness. The
efficiency of converting electrical energy intoifluvelocity was also increased
through decreasing the dielectric sheet thickness apetshould be taken not

to decrease this so far that the dielectric will fa

The induced velocity was also dramatically incrdateough increasing the
dielectric constant of the material. A 200% incesags observed for asSi
actuator of similar thickness to Mylar but with iléelctric constant 2.5 higher.
Consequently, the induced flow velocity is thoughtbe proportional to the
dielectric constant, at least for this rather ledirange. It is therefore believed
that the magnitude of the induced flow could be dramaticalleassd by

using very thin samples of higleeramics.
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11.3. Spanwise Oscillation Plasma for Drag Reduction

In Chaps 8-10, the plasma actuators were used ddyrtbe skin-friction of a
fully developed turbulent boundary layerRe = 380. The plasma was used to
create spanwise oscillatory forcing at the walluilising two sets of opposing
asymmetric plasma actuators. An extensive study was presented in Ch. 9,
where the electrode sheet had an electrode spaciraf, 8nm between
opposing pairs {s= 20) and plasma excitation parameters were setanP RF

= 38kHz, bax = 3.3kV, PED = 5ms, and PEF = 21Hz. Thus, the plasma
produced periodic forcing with a non-dimensional period=T38 and the
non-dimensional spanwise velocity was estimated toVide = 4.
Measurements of W/, W and T were taken throughout the boundary layer
using hot- and cold-wire anemometry. Flow visualisation waspaEsented

in initially static air in Ch. 8.

The mean velocity profile showed that the plasmaed skin-friction drag to
be reduced by 22%. There was a small spanwise variatid drag was
reduced significantly over the entire sheet, net jhe small region between
opposing electrodes where the plasma was present. A sarg@mwise
velocity deficit occurred in the logarithmic region of the boundary layer,
extending for 6 <y < 110, with a maximum of 40% reduction in U. Véipc
fluctuations,u’, were reduced by as much as 30% for 6" <30, whilst
increased by up to 30% for 30 < § 140. Cold-wire measurements showed
that the plasma induces a thermal boundary layeinafar thickness to the
velocity deficit region, with a maximum air temperaturer@gase of 2.5°C

occurring aty = 25.
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The energy spectra showed that, in the near-wgitbme there was a shift of
energy transfer from large scale eddies to smaleseddies. VITA analysis
confirmed that the plasma caused a 70% reductidherduration of sweep
events and their intensity was reduced by aroufd. Ze frequency of near-
wall events roughly tripled, indicating that thegha-induced motions were

leading to premature sweeps.

It was suggested that the plasma caused oscillsgitsgof co-rotating vortices
to be embedded in the logarithmic region of thenuauy layer. These
vortices were expected to have a diameter of ardOndscous units and be
centred at aroungl” = 30; similar to the naturally existing quasi-atrevise
vortices which have centres located at aroying 15-25 (Kimet al, 1971).
However, contrary to the ‘natural’ counter-rotating streamwise vortices, the
plasma-induced vortices were co-rotating. Theseicas will move in the
spanwise direction and increase in size after eacdmpleorcing, and will

change rotation sense and direction throughoua@eycle.

The formation of these streamwise vortices wasufadsd to be disrupting the
link between the outer and inner boundary layerciires and appeared to act
like a ‘barrier’ to block large scale motions near the wall. It was thought that
they may be severing the link between the hairpitex legs and necks, thus
altering the whole turbulence production cycle. It was also suggtsied
another vortex system was located below the streamwiseesdssociated
with the oscillatory spanwise motions in the visssublayer (c.f. Fig. 9.5.8).
This system is thought to reduce the near walloiglgradient and cause the

drag reduction.
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Choi et al. (1998), found that for spanwise wall oscillation, the maximum
local drag reduction actually occurred close torthidpoint of the oscillating
plate (1800 viscous units upstream of the end pfage). At X = 140
downstream, the level of drag reduction was only loalf of the maximum. If
this were true for the plasma case, a maximum dragtredwsf around 35%

is expected since 22% drag reduction was recortgd a 75 downstream of
the plasma. However no measurement of local skin-fristias possible due

to the high voltages required to create the plasma argktistive nature of

hot-wire probes.

The magnitude of viscous drag was reduced furteugh decreasing the
oscillation period, T. A maximum drag reduction of 45% was recordechat t
downstream edge of the electrode sheet when I6. This is somewhat lower
(higher frequency) than the optimum oscillationigerfor mechanical and
Lorentz spanwise oscillations which occurs 4t3100 (Jung et al. 1992).
However, the spanwise induced velocity was estithtitdoe W = 10, which

Is nearly identical to the optimum for spanwise lvaatillation of Choi et al.

(1998). This would suggest that it is the spanwise imdlwedocity that is

important for drag reduction, not the oscillation peribdvas also observed
that the electrode spacing was critical to achgdrag reduction, with any

benefit being lost for's-30.

Though it has been shown that skin-friction drag lea significantly reduced
using surface plasma, one must address the isseleeady efficiency. In the
experimental data, a maximum drag reduction of 45% has diesrved at
the downstream edge of the electrode sheet. Thédédrag reduction within

the plasma region is not known, but is expecteldetat least this value.
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Taking 50% drag reduction over the entire 366 x1@®darea, the net energy
saved is:

Psaved= i13,, AU s 0.001W (11.3.1)

Figure 11.3.1 shows the voltage and current waveforms delivter¢he
electrodes sheet. On integrating and multiplyingthg duty cycle, the

electrical energy supplied to the electrode sheeet i

P RF
P PED PE-F—Z——xo? El ¥t 10w  (11.3.2)

elec

Note, that this is the total energy supplied togheet. Not all of this energy is
directly consumed by the plasma, as was discussed in the AIAA J. paper in
Sec. 4.3. Nevertheless, the efficiency of the passtuators is at most 106,
Improvements to the material properties and drivimguit may improve this

but it is expected that the efficiency, at leasthese low-speed tests with the

present electrode design, will be no better thar?a0

Figure 11.3.1. Voltage (-) and current (-) wavefrdelivered to the spanwise
oscillation electrode sheet during one AC cycleptdsma formation.

Waveforms averaged over 128 cycles to eliminatéaamnoise.
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Though the efficiency is discouraging, little is knoaimout the viability of
using this approach at higher Reynolds number. Power lost to skin-friction
drag varies as)..°, yet Chaps. 4 and 5 showed that the plasma-induced
velocity varies linearly with power. This meanstttiere must be some value

of U. whereby the power lost to skin-friction is greatban the power
required to create plasma whtt” s 10, so that the device becomes efficient.
This is estimated to be at aroubd = 200m/s. In addition, a commercial
airliner at typical cruising speed expends abo@0B®nt to overcome skin-
friction (Roth et al. 1998), whereas the plasma actuator sheets used here
consumed around 80W/nat the present experimental conditions. Thus g dra
reduction of only a few percent would make the cke\@conomically viable.
However, as mentioned in Sec. 10.2, there will be problwith scaling/V+
ands" to the optimal conditions in this thesis. Aisincreases, one has to
increaseVV which requires an increase in the applied voltage, thusasicrgy

the lateral extent of the plasma. However, it $0 adxpected that the electrode
spacings, will need to be reduced. This is not possible since ltsr@a will

arc between adjacent electrodes and the spanwediatms) will be lost. In
addition, the induced velocity was not able to ferdased above 3m/s in the
present study. This induced flow must be increagddast ten-fold before the
technology really looks feasible on actual aerodymaapplications.
Nevertheless, the occurrence of 45% drag reducgoiainly warrants further

investigation.
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11.4. Summary

e Plasma actuators act as gaseous pumps which gicmtivert

electrical energy to fluid momentum.

e Skin-friction drag was reduced by up to 45% by usigmpl to create
a spanwise oscillating force near the wall of aulent boundary layer

(Re = 380).

e Maximum drag reduction occurred when=16, $ = 20, W = 10.

e Such forcing produces a spanwise oscillation effsagnilar to
mechanical-wall oscillation, and the creation dfilizgory sets of co-
rotating vortices near the wall’(yx 60) which add to the spanwise

oscillation effect.

e Plasma causes ‘premature’ sweeps of reduced duration and intensity

but increased frequency, thus reducing drag.

e In stationary air, the actuators initially creatarsup vortices then
produce a laminar wall-jet along the electrode sheet surface with
velocity magnitude of the order of 1m/s and jet thickness obrither

of Imm.

e Higher jet velocity can be produced by increasing the voltage or
frequency, increasing the dielectric constant of meterial, or

reducing the actuator thickness.

e Wall-normal jets can also be created by placing actuattesy side

or in annular rings.
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11.5. Future Recommendations

Thermal anemometry was used in this study to invoke the 2D flow profile
around surface plasma actuators. It is recommended that the structure of
starting vortices and laminar wall jets be further itigased with a global
velocity measurement system, such as PIV. However, care sheulken

since the electric field may directly influence dieg particles.

In all of the static air testing, the induced watl velocity could not be raised
above 3m/s, which is not very attractive for the o plasma actuators in real
aerospace applications. The actuator efficiency iaddiced flow was,
however, substantially improved by using ceramics with higher digectri
constant. The induced flow seemed directly propodiida 7, at least over the
limited range used here. The question remains as to what agpem if
materials with considerably larger dielectric constant are dse@&xample
lead zirconium titanate (PZT) which has a dielectric constant of 826. Th
should significantly increase the velocity of theduced jet. It is also
recommended that the actuators be activated with a mgtierhvoltage
(many tens of kV) on ceramic actuators with highladitric strength. This too
will dramatically increase the induced flow velocity which may mties

actuators more appropriate for large-scale use.

It is apparent that understanding of the complédsnpa physics (including
momentum coupling to the ambient gas) is required ity &ppreciate the
plasma actuator, and it is suggested that numesiicallation should be used.
This would help explain some of the effects herg. (the induced velocity
variation with E”> and E? for symmetric and asymmetric actuators

respectively and the saturation of induced flowh&t highest available
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voltages). Such modelling will require solution of Maxwell’s equations
coupled to the Navier Stokes equations, with special attetatithre changes
in dielectric properties due to heating and thetatefield. Such a task would
be quite formidable, although this may help gasigints as to how to raise the

induced airflow and increase the efficiency.

During the boundary layer tests, it was observed tihe plasma caused an
increase in mean velocity in the viscous sublayer whilst the ityepradient

is reduced. This phenomenon was explained due to errihieimot wire
caused by non-streamwise velocity components imbbgethe plasma. The
reduction in skin-friction should, however, be fied by another method of
measuring drag. Ideally this should be a directsueiag device, such as using

a Fibre-Bragg grating system, as used by Segawal.e2005). PIV
measurements should also be taken in order to directly verify the spatial
locations of the plasma-induced co-rotating streamwisrtices, and to

observe the modifications to the boundary layecsire.

The maximum drag reduction in this study was 45%eat= 380. Although
this is a very low Reynolds number the drag redocis considerable, which
certainly warrants further investigation. It is eeamended that further tests be
performed to see how the plasma-induced vortiesg] bf drag reduction and

efficiency varies at higher Reynolds numbers.
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