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(27. And recite to them the story of the two sons of Adam in truth; when
each offered a sacrifice, it was accepted from the one but not from the other. The
latter said to the former: "1 will surely, kill you." The foer said: "Verily, Allah
accepts only from those who have Tagwa.) (28. "If you do stretch your hand
against me to kill me, | shall never stretch my hand againstoy&il you, for |
fear Allah; the Lord of all that exists.") (29. "Verily, | &mntd to let you draw my
sin on yourself-as well as yours, then you will be one of the dwellethe Fire,
and that is the recompense of the wrongdoers.") (30. So the soul of the othe
encouraged him and made fair-seeming to him the murder of his brother; he
murdered him and became one of the losers.) (31. Then Allah sent aviccow
scratched the ground to show him how to hide the dead body of his brother. He
said: "Woe to me! Am | not even able to be as this crow and totiheldead
body of my brother" Then he became one of those who regretted.)

The aforementioned verse, taken from the Holy Quran ttelsstory of
Cain and Abel, the two sons of Adam, father of mankind. Ktrilles the
importance of learning by analogy which existed since frgtnwalked on earth.
The incident relates to the first murder that took pladeernwCain kiled his
brother Abel out of jealousy, because God accepted Abel’s sacrifice of livestock,
and rejected the offering of Cain; and so the frst murden jealous rage
occurred. Soon, Cain realized the magnitude of his malicdeesl, and was left
with a novel problem of how to deal with the situation of kle#&s Cain was
contemplating his actions and its consequences, he saweromes fighting. Cain
watched carefully in a trance of flashbacks as one aif thets kiled. The Killer
crow dug the earth, and buried the dead crow. Cain was quiclotie the
analogy wondering at the same time why it did not occunino He then began
to mimic the actions of the crow for burying his brother, IAB&us, from time in
memorial beginningof time, immemorial analogies have often helped discover

answers to problems that otherwise seemed to be impossible.



ABSTRACT

This study aimed to investigate the precise role ofsspiport methods,
such as self-explanation and self-constructed diagrams,anasalternative to
external methods in enhancing the cognitve processesidemed crucial for
effective transfer performance in analogical problemisphhat depicts a multi-
step process involving source problems and target problemswakisachieved
by systematically examining how type of representatioerl{gl & Pictorial) and
levels of simiarity (Principle, Strategy, and Procedunatieract with self-support
methods (Self-explanaton (SE) and Self Constructed DimgrdSCD)) in
influencing transfer performance. Three experiments e weonducted each
addressing a set of issues related to the purpose of the study

Experiment 1 (N = 48) was conducted to identify the cogrjiieesses
and their sub-processes involved in analogical problem gotwing pictorial
representation and also investigated the specific effettshe self-explanation
method on transfer process. This experiment consisted of #&perireental
conditions; self-explanation (SE) (expermintal group) andbaleation (VB)
(control group), and three levels of simiarity (i.e., procallustrategy, and
principle). Procedural similarity combined with the SE mwdthwas found to have
a posttive significant influence on the transfer processipared to the principle
and strategy levels and VB condition. However, the verbalopoit also
revealed that despite the inherent advantages of Sipetlaentage of complete
solvers was low. This was atiributed to some difficultysiragi from adapting

information from a pictorial source to solve a verbal target.



Experiment 2 (N = 84) investigated the effect of verbal @ictbrial types
of representation on transfer performance in a withinestbjdesign, where each
participant solved a pictorial source (PS) and verbal so{y&¢ problem, and
their verbal target analogues. The mean performance ef fictorial
representation was higher compared to verbal representafioansfer
performance was higher in the procedural level than stinategy level. This
indicated that information from PS tends to be utiized neffectively than VS
in retrieving and applying that information to the targevblem. Thus having
ensured that pictorial representation was an advantageolblems depicting a
multistep to be implemented, Experiment 3 was conducted.

Experiment 3 (N = 160) aimed at finding whether self-cocksd
diagrams (SCD) are a better alternative to externgpast in faciltating the
cognitive processes crucial for transfer in analogicabblpm-solving. As
predicted, a significant difference was found between tgerinental (SCD)
and No Diagrams (ND) control groups in the transfer pedoce No significant
within subject difference in the transfer performance vefbal and pictorial
source representations was found in the SCD condition. #negting finding
was that transfer performance was significanty highe the verbal
representation and strategy level of simiarity in €D conditon than ND.
Theoretically, this suggests that because visual memoryiore easily accessible
than auditory memory, SCD may play a critical role inating accessible
information from the source problem for effective feedback éfp Isolve the
target problem.

It was concluded that explaining by diagrams helps in ifigiegt the

various elements of the problem that stimulate the merand/ motivate the



person to recall what he drew earlier while solving tdrget problem. This study
contributed to the field of research on the cognitive presessvolved in
problem-solving by analogy. The methodology employed in each ef th
experiments was unique in terms of coding and scoringptbéocols, which
generated strong and reliable results. The outcome oftubg was a dynamic
model “The Generative Procedural Model of Analogical Prokdeiving” which
contributed to our understanding of not only how informatiopr@écessed from
verbal and pictorial representations during problem-solingabglogy but also
the potential of a self-method in optimizing the processesotiding, retrieving,

and implementing a learned solution process successfully.
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CHAPTER 1: OVERVIEW OF THE THESIS

I ntroduction

Analogy is of paramount importance for problem-solving, legrnend
creativity. Analogy is defined as a mental process ofsfeaing information
from a particular domain (i.e., the source) to another dofiain the target). The
success of any transfer process is contingent on tre wiis which acquired
information is retrieved and applied to solve simiar probleRsiures in the
transfer process often occur when individuals are unablgpply the solution that
they previously learned. Most researchers who ietentb increase transfer
success in analogical reasoning, used a variety ofnaktaethods, such as hints
(Chen, 2002; Gick & Holyoak, 1980, 1983; Mayer, Steinhoff, Bower, & Mars,
1995; Pedone, Hummel, & Holyoak, 2001), schema induction (Chen & Mo,
2004; Gick & Holyoak, 1983), muliple external representaton (MER)
(Ainsworth, 2006; Ainsworth & Van Labeke, 2002; Ainsworth & Vaabkke,
2004), and multimedia (MMR) (Mayer, 1997, 2001; Mayer, Dow, & Mayer,
2003; Mayer et al., 1995; Pedone et al., 2001). With the exceptumsyfthese
methods often produced mixed results because learners teitied to treat each
representation separately or failed to integrate infasmakiom more than one
source (Ainsworth, 2006).

The current study investigated the precise role ofssipiport methods,
such as selfexplanaton (SE) and self-constructed disgr§SCD), as an
alternative to external support methods, in enhancing cthgnitive processes
considered crucial for effective transfer performance amalogical problem-

solving.



In this study, analogical problem-solving was investigat@dugh sets of
similar or isomorphic problems where the first in eachiseaeferred to as the
source problem and the second set is referred to as te¢ paodplem. The term
transfer refers to the process of retrieving the précigtrategy, or procedural
aspects of simiarity between the source problem and applyitm the target
problem. In other words, transferring the information gainethe source to the
target. Successful transfer occurs when the informagmned from the source
problem is effectively used to solve the target problem.

The study used novel, non-domain-specific, every-day problentsotim
the source and target. These problems are considered noaatddhey do not
demand any specific previous knowledge, but they do require iBoiglet. They
involved deciphering a step-by-step process of weighinge landpjects or
measuring substances without adequate tools. As the prololeohsed learning
a process in the source and implementing it in an isomotatget problem, the
representation of the problem in the source (in terms eflalel of simiarity
shared between the source and target problems), and the tymoofali
representation are important factors that determine faramgerformance. The
source problems were pictorially depicted at three levelssiralarity, which
differed in the extent to which they shared a concrete procedltiiethe target,
ranging from‘“none” to “complete procedure.

Principle level of simiarity refers to the abstracpdy of information
shared between the source and the target problem to be. stieedtrategy level
of similarity depicts a procedure that could be used to solgeen problem by
providing relevant information but not the exact proceduredfniving the target

solution. On the other hand, procedural simiarity whictergefto the complex



muki-componential relationships between the source and thet targblem, is
defined as “the transformation of a general solution principle or idea into concrete
operations (a sequence of actions) relevant to goal attainment” (Chen, 2002, p.
81). Therefore, an assumption that remained consistenghingtuthe study was
that pictorial representation combined with the procedunal lef simiariy,
between the source and the target, are important facfimenging the transfer
performance.

As analogy is considered a critical tool in learning, angatand
problem-solving, this dissertaton was motivated by a need réable,
guantitative, experimentaly derived data on the factoet #nhance transfer
performance in analogical problem-solving both in verbal awotbral forms of
representations. Although there is a plethora of reseamcherbal representation
in learning and problem-solving, there is comparativelyaek lof systematic
investigation regarding analogical reasoning with diagraThe study buids off
the theoretical frameworks in the field of analogical prokdoiving that guided
the researcher to develop a unique methodology to understdnénalyze the
finer aspects of the pictorial representation and protocolsraged while solving
problems by analogy.

Besides, enhancing the understanding of analogical prolbleimgs in
non-domain specific problems depicting a process diagramigatidaldifferent
levels of simiarity, this study inteed to provide an alternative perspective to
dealing with the problem of faulty or incomplete transfer dgmonstrating the
potential of sel-support methods (self-explanaton and eafftaucted
diagrams) in analogical problem-solving. According to Chi, sBks Lewis,

Reimann, and Glaser (1989), sefplanation “is a mechanism of study that



alows students to infer and explicate the conditons angecoences of each
procedural step in the example, as well as apply the pemcipid definitions of
concepts to justify them” (p. 151). Chi et al. also claimed that explanations could
explore students’ understanding when applying the condition of action, the
consequences, the relationship of actions to goals, and i#tenship of goals
and actions to natural laws and other principles of ac(iQis et al., 1989).

In sum, this dissertation aimed to find other methods thacteély
overcome the problem of faiure to notice relationships betwbke source and
target problems and the retrieval of relevant informafiem the source. The
study consisted of three experiments and generated a wonkidgl to ilustrate
the dynamic role of a self-support method (SSM) in optimizing transfer
performance in analogical problem-soling. The problem themede
(pictorial), and the levels of representation (strategy, rocedure) in the source
remained consistent throughout the study to compare tfeatseseparately and
when combined with other factors such as self-explangtiexperiment 1),
verbal representation (Experiment 2), and self-constructegratis (Experiment

3).

Thesis Overview

The thesis consists of eight chapters. Chapter 1 psetentbackground
and the problem that this dissertation intends to examideresolve. It provides
a vivid explanation of the importance of the problem and alsomarizes the
seven chapters of the thesis.

Chapter 2 reviews relevant Iterature of analogical pnotsielving. It
begins by describing various kinds of problems in general amalogical
problems in particular. Because analogical problem-solvingives the ability

4



to learn and apply knowledge, the theoretical background fostticly began by
reviewing the contribution of Sternberg’s Componential sub-theory of
Inteligence that gave a framework of the important d@eni processes
underlying classical analogies. Among the more spedi#ories of analogical
reasoning are Structural Mapping theory (Gentner, 1983) ki Constraints
theory (Gick & Holyoak, 1983). These theories contributed immertselour
understanding of how complex analogies are represented anelsggdcin terms
of superficial and structural relations between sourak target (Gentner, 1983)
and goals/constraints (Gick & Holyoak, 1980, 1983). Because thenadxter
representation of a problem has a direct effect on probleingsqerformance,
Chapter 2 emphasizes the importance of pictorial represantat analogical
problem-soiving. One of the important theories that guidedutiderstanding of
representation in problem-solving is that of Stenning aber@nder (1995) who
advocated that reasoning performance is largely deterrbigedoth the logical
equivalence of inferences and the implementatiodifferences expressed in
graphical or linguistic forms. Finally, as the curretidyg is to some extent based
on the work of Pedone et al. (2001) and Chen (2002), they arevedvie more
detail. Chapter 2 ends by briefly stating the aims and isupcet of the study.

Chapter 3 describes how the problem tasks were chosen ando buit
achieve the aims of the study. This chapter briefly iomstthe two preliminary
studies A and B undertaken to determine the suitabilitythef problem tasks
chosen for the main study and explore how analogical problems are generaly
perceived and solved by Arab participants.

The verbal target problem, "Elephant, was translated iAtabic

language and its source pictorial schematic models \a&en trom Chen (2002).



This problem was chosen for three reasons: (a) the problam insight problem
which does not require domain-specific information, (b) theblpm describes a
process that could be depicted pictorially, and (c) the problenid doe
represented at different levels of simiarity in the reeu problem. These
characteristics of the problem served the aims of thdy.stu

Chapter 4 reports Experiment 1 which was conducted to igatesthe
specific effects of the think aloud method of self-explanat(SE) on the
cognitive processes and sub-processes involved in analpgmalem-solving in
general and transfer performance in particular wheamg ysictorial representation
in the source. This experiment examined deeply the natureerbal protocols
produced that helped develop a coding scheme that was afupliati verbal
protocols in the study.

In Experiment 1, forty-eight (48) undergraduate female stadevere
randomly assigned to two conditons (Le., SE and VB) and thress of
similarity (principle, strategy, and procedural). This erpamt used the
Elephant and the Salt problems (Appendix A). The basic trefntee problems
was a multistep process of weighing heavy objects and nmgaswut substances
without adequate tools.

Think-aloud means that participants verbalize their titoygyocessesas
strategies that they are using in tackling a spegfioblem. Differentiating
between VB and SE, Ericsson & Crutcher (1991) and Ericss@n&n (1993)
defined the former as saying aloud anything that comethgomind from the
short-term memory (STM) whie engaging in a task wiiie latter involves
verbaly recoding the contents of STM. According to theseaehers, direct

verbalization does not interfere with the performance eftdsk, and it does not



slow down the process of problem-soling. On the other handexpddination
was chosen because there was sufficient empirical nedderegarding its
effectiveness in faciitating the learning processng#orth & Loizou, 2003; Chi
et al., 1989; Renkl, 1997). However, besides investigating thetiveffeess of SE
in analogical problem-soling this experiment also compatedoi the VB
method. Experiment 1 shows that self-explanation and procedbwal of
similarity have a significant positve effect on sgin of transfer performance.
Further, the results indicated a significantly highezan performance in the SE
condition than VB condition. The results also showed tlatmban performance
in the procedural level of simiarity was significantigher in the SE condition
than the VB condition. Experiment 1 therefore concluded thetcedural
similarity, when combined with the SE support methbas a posttive significant
inluence on the transfer process.

Although results revealed that the SE protocols guided thimking
process towards the goal and induced active involvement gbatticipant in the
problem-solving process, there were only 62% complete solversheObasis of
SE protocols this was attributed to some difficulty in ngntsimulating and
executing the solution process from the source to thettampblem. Protocols
also revealed that participants often tended to fail iagiating information or
forgetting important pieces of information Thus, as a methibdelf-support,SE
perhaps failed, somewhat short, in providing an effective flokba in
manipulating information of a multistep process in the wgrkmemory, while
problem soling.

In Experiment 1, a verbal format was used to depict thettargblem of

the pictorial source to compare transfer performance a@esls and condiions.



As such, it was speculated that the results could bectedf by individual
differences in processing pictorial information and/or thseeof transferring or
adapting information from a pictorially represented sourcaglogme to a verbal
target problem. Therefore, this issue was addressed befomsuingntthe search
for an effective alternative to external support methodsh(fg hints) during
problem-solving in this study.

Chapter 5 reports the result of Experiment 2, which aitoedvestigate
the effect of verbal and pictorial types of representatiortramsfer performance.
Eighty four (84) undergraduate female students were nassitp two levels of
simiarity (strategy and procedural). Unlike Experiment His experiment used a
within-subjects design where each participant solved beibtorial (PS) and
verbal (VS) source problems along with their verbal tasgetiogues. This design
was chosen to reduce the effect of individual differenebie solving problems
that differ in the format of representation in the soypceblem. In other words,
this method was used to isolate some extraneous variabtesay be a result of
individual differences. New problems were constructed andd use this
experiment. The two target problems were named (a) th@ndinand (b) the
Lab. Their source analogues were constructed verbaly astdrigdy in two
levels of simiarity, strategy, and procedure.heTbasic theme of the problems
remained weighing heavy objects and measuring out sgbsta A pilot study
(Appendix D) was conducted, for experiment 2, to establishc@maputational
and informational equivalence of the problems as wel &% telabiity and
validity.

Experiment 2 predicted that positve transfer wil be amked more by

the pictorial representation and the procedural simiesitsared between the



source analogue and target problem. A significant witliijests main effect
was revealed for the type of representation on target perfioe, where the
mean performance of pictorial representaton was highan the verbal. A
significant between-subjects main effect was also fodmd the levels of
similarity, with transfer performance higher in the @daral level compared to
strategy level. Therefore, the prediction that a pictdylpe of representation
combined with procedural simiarty is more effective thahe verbal
representation in transfer performance was confirmed. Was apparently
because problems that require an understanding of a epuliisbcess and the
mental manipulaton of objects lend themselves more ed#silya pictorial
representation.

Chapter 6 reports Experiment 3, which aims at finding hehnetself-
constructed diagrams (SCD) are a better alternativexteynal support methods
in eliciting the cognitve processes crucial for transfer analogical problem-
solving. The mixed design of this experiment consisted wmethndependent
variables: two levels of simiarity (i.e., strategy and poheal), and two
conditions of drawing (.e., SCD and No Diagrams (ND) as iveebjects
factors and two modalties of representation (i.e., VS and w&®@ the within-
subjects factor. One hundred and sixty (160) female undeageadsiudents
participated in this experiment. Each participant solved prablems (VS and
PS) and their verbal target analogues (Appendix C).

Experiment 3 predicted that the condition of SCD wil haveositive
inluence on performance (strength of transfer) more the conditon of ND
and that participants in the procedural-level of sinylamill perform better than

the participants in the strategy level of simiarity the SCD condtion. It was



also predicted that there would be no within-subjects iswgnif difference
between the performance in the two types of representatimbsrial and verbal
in the SCD condition.

Experiment 3 revealed a significant difference betwden dxperimental
(SCD) and control (ND) groups in the transfer performande.significant
difference was found between the procedural and strategys lef simiarity
where participants in the procedural level performed beften those in the
strategy level. Also, the study revealed no significaitiin-subject difference in
the transfer performance of verbal and pictorial sourceeseptation in the SCD
condition. An interesting finding in Experiment 3 runs camt to the findings of
Experiment 2 in that transfer performance was significantly éigim the verbal
representation and strategy level of simiarity in 8€D condition than the ND
condition.

Chapter 7 describes the outcome of the study through a model “The
Generative Procedural Model of Analogical Problesiving” developed by the
researcher. The validity of the model was demonstrated &lyziag three cases
in the SCD conditon and one case in the SE condition ustrate how a
representation is perceived and processed in the working ynammg seff-
support methods of SE and SCD during problem-solving. The proposed mode
contributes to our understanding of not only how informatiopracessesed from
verbal and pictorial representations during problem solingafglogy but also
the potential of a self-support method in optimizing the psEsesof noticing,
retrieval and successful implementaton of a learnedti®oluprocess. It

integrates the points of view of various theories that malevant to effective
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transfer performance while solving analogical problems ithalve learning and
implementing a process.

Finally, in Chapter 8 an overal discussion of the studundertaken. It
also states the contributions and limitatons of the swidpg with implications
for future research. The most significant finding of ttudy was that the self-
support methods such as self- explanation and self-cosestrudigrams, the
pictorial type of representation, and the procedural level iolarty were
important factors postively influencing the transfer rigmenance in  solving
problems by analogies that involve a multistep processes tdedreed and

implemented.
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CHAPTER 2: LITERATURE REVIEW

I ntroduction

This chapter provides a theoretical and empirical backgrownd t
analogical problem-solving. It begins with highlightinge t different types of
problems, the process of problem-soling and external repriments the
problem in general and analogical problems in particulaern&erg's Triarchic
Theory of Inteligence (1987), Gentner's Structural Mappiigory (1983),
Multi-constraints (Gick & Holyoak, 1980, 1983), and Pragmatic Approac
(Holyoak, 1985) along with the ACME model (Holyoak & Thagard, 1989a;
1989b;) have been discussed to provide a theoretical frameworlkch@peer also
reviews literature on the think-aloud methods and the abliagrams in learning
and reasoning. Chen (2002) and (Chen & Mo, 2004) used schematic
representations in the source at different levels ofradisin (simiarity) with a
verbal target problem which is also discussed here tadghigthe importance of

procedural similarity in problems involving a multistep procssstion.

Problem Solving

Problem solving is the use of previous knowledge or new skijdied to
a situation where a definite outcome is sought. Mayer (1988f)ed problem-
solving as “cognitive processing directed at transforming a given situation into a
goal situaton when no obvious soluton method is avaiablethéo problem
solvers” (p. 437). This broad definition, which applies to problems rangmo f
mathematical problems, playing chess, resolving a personal diemma, consists
of four basic componentsmental activity (cognition), knowledge or operations,
goal directed, and personal abilty or skil (Mayer 1999a).

12



Problems have been categorized according to the variatitweiinnature
of complexity, domain specificity, and level of structure &¥zen, 1997).
Complexity of a problem is determined by the availabilty @drmation, the
degree of connectivity and the type of functional relatipssamong ideas, and
the stabiity among the properties of the problem (Funke, 1991)obleimh
complexity necessarily affects the learner's abiitychsas search actvity to
solve the problem, as problems that are more complex reqare cognitive
operations. Another important aspect of problem-soling is knoe/lgdgmain
specificity), for which the assumption is that expertisethe field enhances
problem-solving. According to Sternberg (2003), experts are ofemediiated
from novices based on their organization and use of knowledhgesdhemas of
experts involve large, highly interconnected units of kedgé, which are
organized according to underlying structural similarit@siong knowledge units
and contain a great deal of procedural knowledge about problategEs
relevant to a domain. In contrast, the schemas of nowvinedved relatively
small and disconnected units of knowledge, which are ordamizeording to
superficial simiarities and consisting of relativelitlel procedural knowledge
about problem strategies relevant to a domain.

Problems with a wel-defined structure have been digimgd from an
il-defined structure according to whether they have a plath to the solution or
not (Jonassen, 1997). Problems with clear solution pathdyusoasist of a
clear given or intial state, a clear goal state, andlear set of rules often
encountered in mathematics or science (e.g. what sréf@eof a playground?).

An il-defined problem, on the other hand, lacks a clear godl set of

required operations. Everyday problems, such as estimatingo#fteof something
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or figuring out how to obtain a key from a chid who locked &ifra a room,
are often considered as il defined-problems because ttleyalaclear path to the
goal. Jonassen (2000) beleved that il-defined problems are pmexalent in
everyday situations because their solutions, which aem oftpredictable, are not
constrained by domain content. Atthough information procedbiagries regard
the processes involved to solve il-structured problems easdime as those used
to solve wellstructured problems (Simon & Hayes, 1976), marentaesearch
found some clear indications that simulation in il-defineveryday problem-
solving requires different intellectual skills, that Il meta-cognition and
argumentation, than well-structured problems (Jonassen @nK2001).
Researchers have focused more on wel-defined problems fthroug
computer simulations, which led to the development of computegrams that
could solve such problems. Newel & Simon (1972) buit a theonhunfian
problem-solving based on the computer program caled the GePeybhlem
Solvers (GPS) for formalzed symbolic problems, such as geonmbblems
and chess. The GPS program distinguished between the krewvdédgproblem
(understanding) from the strategy of how to solve the prob¥emvel & Simon
(1972) described problem-soling as a set of possible internasespations of
an external task environment where the problem solvesughrthe actvity of
search, generates one or more problem spaces within whiopetrate. Problem
space is defined as the problem solver’s internal representation of the problem. It
includes the move operators together with the instructmmgheir applications,
and the set of knowledge states that are required on theroma start to goal

(Newell & Simon, 1972).
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Thus, according to Newell and Simenheory (1972), the critical factors
involved in solving a problem were determining the problentespa terms of
the inttial state, the goal state to be achieved, and trinesformation rules.
Newel & Simon (1972) used verbal protocols to establish tha whiving a
problem, a soler tends to frst define objects and operationgenerate
heuristics, often through means-ends analysis, by focusimgthe avaiable
operations. Second, the solver finds what inputs are accepiadblevhat outputs
wil be generated. Third, the soler creates sub-goalsetoclgser to the final
goal.

Following Newell & Simon’s (1972) seminal work, Simon & Hayes
(1976) generated some isomorphic problems and defined two problems as
isomorphic if both problems have the same structure in pineblem space, such
as Tower of Hanoi which is isomorphic to the Cannibal dmel Missionary
problem. These researchers were the frst to analyze omé problem, in an
isomorphic problem, may be more difficult than the other uiiegyr model of
problem-solving (Simon & Hayes, 1976). Kotovsky, Hayes, & Simon (1985)
assessed dificulty ratios of the problems, which led to twportant findings.
The first was related to the role of the move operatordetermining problem
dificuties and transfer, and the second was related ¢o discovery of a
dichotomous pattern of moves. Kotovsky et al. explained the rbydeéscribing
that the main idea of Tower of Hanoi was to move the diske bne situation to
another by following two rules: (1), only one disk can be fearsl at a time;
(2), a disk can be transferred to a pole only if there ardisks or if it is placed

on a larger disk (Figure 2.1).
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Figure 2.1: Tower of Hanoi: initial and goal state

Problems are also described as being either routine onverelstayer
(1999a) distinguished between routine and creative problemsd baisethe
personal experience and knowledge of the problem solvers. A prahdenis
routine for one person might be a creatve one for anothecording to
Sternberg and Davidson (1999), creative problem-solving reqguoseght, which
is a process where a problem solver suddenly progresses frstatea of not

knowing to knowing how to solve a problem.

Insight Problem-Solving

Sternberg and Davidson (1999) defined insight as T¥stinctive and
apparently sudden realization of strategy that aids inngodv problem, which is
usualy preceded by a great deal of prior thought and oftenives
reconceptualizing a problem or a strategy for its solutioa totaly new way; it
frequently emerges by detecting and combining relevantaodi new information
to gain a novel view of the problems or of its solutions ibften associated with
finding solutions to il-structured problems (i.e., problems fanickv a clear path
to solution is not known)” (p. 58).

Insight in problem-soling is also often regarded as a psoaas
association among various ideas that may lead to the digcolghe solution.
However, Kaplin & Simon (1990) used think-aloud protocols to prowitielece
that people used strategies and were not blindly checkings&wciations by trial

and error in problem-solving.
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Although insight is often required in well-structured peols, it is more
essential for soling il-structured problems. It occursenvhproblem solvers
restructure their mental view of given information @define the problem in a
new and productve way. The process of insight invariablyurscan an
analogous problem when the structural relations or priscipte the source
problem are appled to sole the target problem (Mayer, 1999ab8&tgr &
Davidson, 1999). According to MacGregor, Ormerod, & Chronicle (2001), the
nine-dot problem (Maier, 1930) is one of the most difficult msjgroblems that
had been studied. It requires problem solvers to connecteadldts in a 3 x 3
matrix by drawing four straight lines without litindnetir pens from the page or
retracing any lines. The key action necessary for gotvie nine-dot problem is
that participants should draw lines that extend beyond tle Batther, Kershaw
& Ohlsson (2004) and Kershaw, Ohlsson & Coyne (2003) explaingd atha
reasoning which led to the lkelhood of producing a key adsodependent on
the cognitive factors that underlie that action. This,the nine-dot problem,
involves multiple factors of difficulty; perceptual, knowledgend processes, that
are operating where each lowers the probabiity of makingradot turn. These
they refer to as classes of difficulty: Figure 2.2 presém nine dot problem and

its solution.

Figure 2.2 The nine-dot matrix and its solution.
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Researchers have used explcit and implict hints tokemansight
problems easier (Gick & Holyoak, 1980; Kaplan & Simon, 1990). Howevek Gi
and Paradigm, (1989) discussed the use of diagrams as aidsaldgicah
problem-solving when the two problems were from different dwnai They
observed that hints were often ignored or rejected whegnatitee inconsistent with
the approach (e.g., wrong representation) of the individuak @&icLockhart
(1995) aptly summarized the role of insight in problem-solesga process of
three dimensions: accessing an existing representatiesfructuring, and
applying it where either or both of the frst two dimensiamglve a higher
degree of difficulty.

Another important factor that determined the nature ofptiadlem is the
way it is represented, which affects how the learnecepers and represents the
problem internally. Often, problems are situated in contéhd require the
problem solver to select important information from irrelévanformation by
constructing a problem space. An important function of dagigai problem is

how to represent it to learners.

Analogical Problem Solving

Analogy is considered an effective cognitive tool for Iegrnand
conceptual change. The investigation of the mechanismanaibgical problem-
solving has yielded a great deal of progress over the pastdécades. The
history of work on analogical problem-solving integrates dmtibns from
Cognitive psychology (Chen 2002), Artificial Inteligenceafi2s & Goel 2003),
Educational psychology (Van meter, Aleksic, Schwartz, & &ar2006) and
Cognitive Science (Gentner 1983), which reflect its impoga Zhang (1997
considers analogical problem-solving operations representatjpecific that
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activate perceptual operations, such as searching fort®ltfet have a common
shape, and inspecting differences.

Studies of analogical reasoning have focused on how peoplexistiag
knowledge to draw inferences about new situations, in otledsy solving a
prior problem (source problem) to solve a new problem (target epmhbl
However, people often fail to see that the two problems amganis, that is,
they can be soled through postive transfer of ideas. Accprdi Robertson
(2001), analogical reasoning is a process of effectively agpljyeas or a type of
solution that worked well for a particular problem or wherngrjto solve an
analogous problem. Robertson also added that negative transtes @den the
previous learning prevents the person from soling a nedblgm or at least
from seeing an optimal soluton. Therefore, the probabiity woécessfully
solving a problem by analogy is greatly determined by tpeesentation of the
source and target problems, the information or concepts idyohktbe
organization of this information, and the clarity of goalsd constraints. The
degree of diversity (or simiarity or level of abstractioshared between the
source and the target problems termed as isomorphism, detehirprobabilty
of success in problem-solving. Isomorphic problems usuallyvevtie process
of identifying the underlying structural isomorphism of peoid and applying
the idea or the method to solve another problem (e.g., romtlaoddxto a
problem on a test).

Analogical reasoning has often been investigated uselgdefined tasks
such as Missionaries and Cannibals and Tower of Hanoi, hiohwhe initial
conditions, operating steps, and goal state are specifidalgds However,

analogies typicaly involve representatons of problems thet much less
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defined. Gick and Holyoak (1980) used scenarios to explore analbgnsier
between il-defined problems (e.g., the fortress and the icadiptoblem) where
both problems (the source and target) could be solved by usinglaa but not
identical strategy. Gick and Holyoak found that when paatits solved the
source problem, they tend to reapply the same type of solatidhei target
problem even if it did not work. To investigate the effectrgresenting the
problems ranging between disparate to similar domains oongaadlsolutions in
il-defined problem they used a story analogy, Duncker’s radiation problem. Gick
and Holyoak found that the number of participants who gexeratesolution
when no source analogue was given was far less than thky were given a
dissimiar source problem. On the basis of such experinieeys suggested that
there are primary requirements of analogies. First, evaiei known analog must
be available to the subject. Second, the target problem mustfficently novel
ard chalenging so that an analogy could potentially be lugidde for example
the radiaton problem, due to its ildefned nature, meets #econd
requirement), and third, the optimal level of representattich maximizes the
degree of correspondence between causaly relevant eatiithe analogs. The
source (Fortress problem) and its target (radiation problem) reproduced

below.

The Radiation Problem

Suppose you are a doctor faced with a patient who has a malignant tumor
in his stomach. It is impossible to operate on the patient, but uhkegarmor is
destroyed the patient will die. There is a kind of ray that can be used toydestr
tumor. If the rays reach the tumor all at once at a suffigigrigh intensity, the
tumor will be destroyed. Unfortunately, at that intensity the healtfiydithat the
rays pass through on the way to the tumor will also be destroyedwear |
intensities the rays are harmless to healthy tissue, but theytwaffect the
tumor either. What type of procedure might be used to destroy the tumor with the
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rays, and at the same time avoid destroying the healthy tisgGaskR &
Holyoak, 1980, pp. 307-308)

The source problem to the above target depicted an analogousisbut
a mitary situation (The General) and its solution.the story, a general wishes
to capture a fortress where a fdhle attack is impossible. The general’s
solution is to divide his army into smal groups that cageresimultaneously on

the fortress.

“A small country fell under the iron rule of a dictator. The dictator ruled
the country from a strong fortress. The fortress was situated midade of the
country, and was surrounded by farms and villages. Many roads radiated
outward from the fortress like spokes on a wheel. A great geasraiged who
raised a large army at the border and vowed to capture the fonicebga the
country of the dictator. The general knew that if his entire army cowdlathe
fortress at once it could be captured. His troops were poised at the head of one of
the roads leading to the fortress, ready to attack, however a @pghbrthe
general a disturbing report. The ruthless dictator had planted mineslfea
the roads. The mines were set so that small bodies of men couldveagbem
safely, since the dictator needed to be able to move troops and svorkaend
from the fortress. However, any large troops would detonate the mines)inot
would this blow up the road and render it impassable, but the dictator, would
then destroy many villages in retaliation. Afull-scale direct &ttacthe fortress
therefore appeared impossible.

The General, however, was undaunted. He divided his army up into small
groups and dispatched each group to the head of a different road. When all was
ready he gave the signal and each group charged down a different roafd. All
the small groups passed safely over the mines, and the army taekedtthe
fortress in full strength. In this way the general was able pouca the fortress
and overthrow the dictator (Gick & Holyoak, 1980, p. 351).

In the above examples of isomorphic source and target probieais,
researchers used the concept of convergence solution adegoas to the
radiation problem. In this case, the doctor could direct mulgpeintensity rays
toward the tumor from different directions, which would destibg tumor
without harming the healthy tissue. Gick and Holyoak (1980, 19B8) wmed a
different version of the military story at different dé/ of knowledge to study its

effects on the type of transfer. They found that the nsmrdar the problems
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(source and target) the more effective the transfeen@2002) and Chen and Mo
(2004) focused on the fundamental issue of procedural symiaetween the
source and target problems, which involved a process to be afisdoand
implemented.

However, seeing analogues in problem-solving is a complexegsothat
often involves re-representing the problems, restructugasoning (Cheng &
Holyoak, 1985), or aligning relations (Gentner & Markman, 1997). arireffort
to further our knowledge of the mechanisms and functionsam@logy in
problem-solving, the contributions of some influential theoriare discussed
here. Firstly, Sternberg’s Triarchic Theory is undertaken because it explamns
analogical reasoning as an important aspect of informati@cessing in the
general framework of intelectual behavior. Second, the i#®oof Gentner’s
Structure  Mapping and Holyoak’s Multi-constraint were reviewed for their
importance in addressing the representational struchgecagnitive processes in
analogical reasoning.

Theories of Analogical Problem-Solving
Triarchic Theory

Sternberg’s Triarchic Theory (1987, 2000) proposes three essential sub-
theories: the componential, the experiential, and the doatexthat include
various processes that affect the performing of cogritiges and consist of the
information processing skils that drive inteligent betav Sternberg (1987)
considered these processes as elementary information jorsceabat operate
upon internal representation of objects or symbols. The comabreuti-theory
is discussed in greater depth in this section as inestlthe structure and the

mental mechanisms underlying analogical reasoning. Téig-theory of
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information  processing includes three  components: meta-conippne
performance components, and knowledge-acquisition components.

Meta-components are higher-order mental processes thainidetevhich
performance and learning components wil be used as weaheasequence in
which they wil be used. These components (Figure 2.3) aramon for all
tasks: they plan, monitor, and evaluate what one is doingheFuore, they
activate performance and knowledge-acquisition componentsni{Stg, 1987,
Sternberg et al., 2000).

Performance Components are referred to as lower-order precegseh
are basic processes involved in intellectual activiiE®ey are often specific to
the type of problems being solved and folow the plans laid outhbymeta-
components. They include processes such as encoding, combinatiguarison,
and response. Encoding is concerned with intial perceptidnstorage of new
information, whereas combinaton and comparison processesnafed in
putting together or comparing information. For example, ingeictieasoning
tasks, such as matrices and analogies, involve a set fofnpeice components,
which include encoding, inference, mapping, application, coroparis
justification, and response (Sternberg, 1987, Sternberg et al., 2000).

The Knowledge-Acquisiton Components help discover what knoeledg
and information are needed to solve the problem. Sternberg andsén (1999)
identified three types of selectivity involved in analabiceasoning: selective
encoding, involing sifting relevant from irrelevant omhation; selective
combination, involving combining information from isolated pg&dato a unified
whole; and selective comparison, involving comparing reftwmewly acquired

information to information acquired in the past. For exampleprobensolving
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by analogy one reles on specific simiarities betweew mgormation and old
information, and one uses information about the simiaritiesunderstand better
the new problem. Therefore, a problem solver must focus ongdémeral
structural features of the two problems rather than amithe specific responses
needed to solve the problem. Thus, according to Sternberg (198 Btamtierg
et al. (2000), meta-components activate performance and knoveledgsition

components, which in turn provide feedback to the meta-comgoasnshown in

Figure 2.4.
Triarchic Theary
Componential, Experiential Contextual
Meta Performance The knowledge
components Components acguisition
Recognizing, Encoding components, Selective encoding.
Deciding, Combination and Selective combination
Selecting a strategy. Comparison comparison.
Selecting a mental components,

representation,
Allocating one’s mental
resources,

Monitoring,

And evaluating

Figure 2.3: The Triarchic theory.

meta-
components

A \\

; knowledge-
PEriormance  qussd = acquisition

Figure 2.4 The three components of the componential tbabry.
Furthermore, Sternberg (1987) identfied eight different opest

involved in problem-solving in general: (a) recognizingg texistence of the
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problem, (b) deciding on the nature of the problem, (c) seettta lower-order
processes that wil be needed to solve the problem, (d) mglectstrategy to
combine them, (e) selecting a mental representation @ \Wie strategy can act,
(f) allocating one’s mental resources, (g) monitoring one’s problem-solving as it
is happening, and (h) evaluatingie® problem-solving after it is done.

Analogical problem-solving involves four steps. First, encodeidentify
the defining attributes of each term in the analogy.,(&gB: as C: D). Second,
infer a relationship between the frst and the secondstém the analogy (A: B).
Third, map the relationship between the first term and thind terms (A: C).
Fourth, apply the relationship observed between the firstsaodnd terms (A: B)
to the third and fourth terms (C: D) (Sternberg, 1986). In iaddiSternberg
differentiated between mapping and inference, whereby dimeerf is considered
as the recognition of a higher-order relation between tweerlorder relations,
and the latter is the recogniton of a relaton between different elements or
within a single element. He highlighted that mappingeilated to inference but
differs from it by illustrating that the relation between ‘“grey” and ‘“elephant”
requires inference, while the relation between “grey-and<lephant” on the one
hand and ‘“brown-and-grizly bear”, on the other hand, requires a mapping. Thus,
Sternberg argued that mapping is essential to the solofiomost kinds of
analogies because analogical reasoning and problem-s@goger us to see the
second-order relaton between two Ilower-order relatons ni&ey &
Grigorenko, 2002).

Sternberg’s (1987) componential sub-theory was briefly dealt with above
as it describes the various cognitive processes undegybblem-solving and

also provides a comprehensive framework for understanding hfovmation is
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processed whie soling problems. As commented by Eysenck (1998), th
Triarchic theory contributes greatly to bridging the gapwbeen inteligence and
research in problem-solving. However, the theory essgrdiatilyzed analogical
probemsoling as an index of inteligent behavior and not agnitive tool for
acquiring new knowledge, which is the precise purpose oStheture-Mapping

and Multi Constraints theories of analogical reasoningusksd below.

Structure-Mapping Theory

Gentner (1983) considered the defining characteristic ofo@naas
alignment of relational structure. The theory esshntédscribes analogies in
terms of how information from a source analogue is intexgrand applied to the
target. Gentner viewed domains and situations in analaggesa system of
objects, object attributes, and relations between objectstédsby Keane, 1988).
When an object has an attribute relative to another obj¢e same domain it is
psychologically considered to be a relation;, whereas whdmast an attribute
relatve to an object in another domain it is consideredaaseal attribute
(Gentner, 1989; Gentner & Markman, 1997; Gentner, Rattermankor&us,
1993).

The central claim of the theory states that an ana®gyharacterized by
the mapping of relatons between the objects rather thanatiributes of the
objects from the source to the target problem. These mappeadedeaare
dominated by higher order relation mapping, civhtoincides with Sternberg’s
view who referred to the same idea as recognition of rhiginder relations
between two lower order relatons. Thus according to thientheone of the

important characteristics of analogy is relational foedsere analogies involve
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common relations that need not involve common objects (Ge&tn®arkman
1993).

In addition, Gentner (1983) proposed the principles of systegnatiod
transparency to determine which relatons are mapped and diffiosut the
process of mapping wil be. Transparency implies that claal | simiarity
matches are the easiest type of mapping and leasttikeiguse errors (Gentner
& Markman, 1997). Arguing that relational similarity has special status in
analogical reasoning, she explains the principle of sty which holds that
a base predicate which belongs to an interconnected sgéteslations is more
ikely to be imported into the target than an isolated prediq&entner &
Toupin, 1986; Markman & Gentner, 2000). An example of a systerlatibns
that would be a structure linked by causal relations usecgmore-massive-than
(sun-planet), revolves-around (planet, sun)]. This roughinsktes into the
notion that the sun is more massive than the planetthend¢auses the planet to
revolve around the sun (Gentner & Markman, 1993). Furtherntbee theory
proposes that the process of alignment in analogical regssnenhanced if the
representations are structurally consistent and havellepaczonnectivity, which
means that matching relations must have matchingmergs. It is also enhanced
if there is a onde-one correspondence that requires any element in one
representation to match one element (at most) in ther atleresentation
(Gentner & Markman, 1997). With regard to the role of plas goals, Gentner
(1989) accepted that they can influence the analogical ggduwat are not central
to the analogical reasoning process. She argued that gghgoals influenced
reasoning before and after, but not during, the analogicabgsodifferentiating

between a structure-driven analogy (no specific or obvima) gand a goal
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driven one, she pointed out that the former allowed for theibiiys®f finding
unexpected matches (creativity) that may contradict nte@n goal (Gentner,
1989).

Thus, according to the Structure Mapping theory, intergretim analogy
is fundamentally a matter of finding or noticing a commelational structure,
that is, the presence of higher order relations is an temodeterminant of an
analogy. The objects in the two domains are placed in cordspae on the
basis of holding similar roles in the relational strestuand not on the basis of
intrinsic  attribution-related similarity. As an essantiequirement of analogies is
that they need to be interpreted in terms of deep and o®hsgstems of
relational matches rather than sets of isolated redatus therefore, the key to
analogies is a common system of relations rather thansheer number of
matching predicates or overall similarity (Gentner & kfaan, 1997).

While Gentner’s theory held that analogies rely on the application of
relationships between problems, implying that what matters developing
analogies is not the simiarity of the content, but howasety their structural
systems of relationships match, Holyoak and Thagard (1989a, 198igHhteig
some other equaly important factors that influence analogeasoning in their

Pragmatic and Multi-constraint theories.

Pragmatic and Multi-Congtraint Theories

The main thrust behind the Pragmatic approach (Holyoak, 198%odHol
& Thagard, 1989a) was that information transferred from acedr a target was
influenced heavily by the goals and purpose of the system. Gick and Holyoak’s
(1980, 1983) representational assuomptdiffered from Gentner’s in that the

source and target problems were thought to be representatioals levels of
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abstraction. It was assumed that at an abstract levehaafostructure, an
analogue was structured as a type of problem schema, ingnsst

hierarchically-organized components: intial state, swiutiplan, and outcome
(Holyoak, 1984, 1985).

In Holyoak's pragmatic theory, the process of analogical presdvimg
was spit into a number of sub-processes, including reltriewmapping, and
induction. Retrieval refers to semantic elements, sech &lation or objects that
were inferred between the target problem and a known sdaroain that lead to
the retrieval of a known source to the problem. Once ablkuienalogue was
found, the mapping process is initiated. Holjoak and Thagard (1989a)
characterized this process as one of spreading activation doncepts in the
statement of the target problem to related concepts in es@nalogue. The
process of mapping took place between some components of tatiied of both
analogues, usualy at the abstract schematic leved wse produce paralel
solution propositons to target problems. The components of te gtate
(goal, resources, ejcconstituted the ‘conditions’ for the ‘actions’ of the solution
plan that results in outcomes.

Gick and Holyoak (1983) found that when they provided participais
more than one source representation they derived a sdhatmhbighly affected
the transfer performance. Gick and Holyoak referred to akisnduction, which
takes place when a generalization of more than one sauosiegue is carried out
to form an abstract problem schema. They proposed that an npgigp in the
formaton of such schemata involved eliminative inductian, which the
differences between source analogues are deleted andcdmemonalties are

preserved. Holyoak (1984) distinguished between problem-solving baseal
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schema and problem-solving based on analogy. The former waaptbication
of an abstract principle to a concrete problem and the \a#terthe application of
one problem to another at the same level, usualy concretencrete or
abstractto-abstract (e.g., wave models of light and sound).

The multi-constraint theory posits that analogical mappuag a process
of finding correspondence between elements of two structietyoak and
Thagard (1989a) also proposed that the selecton and mapping @& sour
analogues was dependent on relatively abstract, high-lefegmation shared
between the source and target problems, that is similaGeotner's (1989)
mapping of high-order relations. However, Holyoak and Thagard (19@fex)
from Gentner in how they define these abstract elemamd the emphasis on
schema induction as a mean of faciltating mapping andféra

In addition, the multi-constraint theory elaborated on the afl different
constraints  (structural, semantic, and pragmatic), in thapping process
(Holyoak & Thagard, 1989a). The structural constraints of isonsonpfavored
the mapping process, given that the mapping is tomme. For structural
constraints, each target element should correspond to onhelement of the
source. Semantic similarity is present when the eksmbave simiar meaning
that supports possible correspondences. Last, pragmatic ityeigradssential to
the analogist either because a particular correspondenseebetwo elements is
presumed to hold, or because an element is judged to beerdiyficentral that
some mapping should be found (Holyoak & Thagard, 1989a; Spelman &
Holyoak, 1996).

Spelman and Holyoak (1996) proposed that pragmatic constraints

interact with semantic and structural constraintshiwithe mapping stage itseff.
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They distinguish between the process of mapping and otheessex that occur
before or after the mapping process. The pre-mapping processl redlect the
relevant elements that could be mapped whie post-mappingspescaise the
corresponding elements that have been chosen in the mappeess to generate
inferences about the target.

Thus, Spelman & Holyoak (1996) dealt with some important facocs
issues relevant to problem-solving that were gven ficisot attention in
Gentner’s theory (1989), such as the goals and constraints that affechapping
process. Moreover, the processes of retrieval and inductiory witim certain
representational problems (e.g., levels of abstraction andepinesentation of the

target problem) were explicitly dealt with in this theory

Overview of Theories

Sternberg’s Triarchic theory (1987, 2000) provided a general framework
of information processing that contributed towards identifyiig cognitive
processes underlying problem-soling in general and dhssialogies (A:B:C:
?) in particular. However, the theory did not provide an amBalpf complex
analogies or how they influence the cognitive processasth® contrary, theories
of analogical problem-solving used complex tasks that providescape for
examining how the relational structures between thecsoand target problems
affect the mapping and transfer processes.

A central feature of both Gentner’s (1983, 1989) and Holyoak’s (1984,
1985) theory concerns the representational structure of ptisbblem not
considered by Sternberg. Although Gentner considers mappigstthctural
properties from source to target as a central and uniqueegsronvolved in

analogies, Holyoak emphasized the pragmatic features, sictheagoal, as
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inseparable from the structure of analogy in determinimgat structural
properties of the domain wil be transferred to the targberefore, a common
argument shared by Gentner’s and Holyoak’s theories was that the way in which

a problem was represented at the structural level woulerndee the
effectiveness of the mapping process between the sonmcéa@et domains. For
example, Holyoak considered the level of abstraction or diniahared
between the source and target as important in analog@asfer, whereas
Gentner and Markman (1993) refer to the simiarity of cpoadences between
structured representations as affecting the mapping process

Both the theories of Gentner (1983, 1989) and Holyoak (1984, 1985) also
recognized that the main stages involved in analogeasaning are encoding,
retrieval, and mapping. Amongst these different stages, ngapyas considered
to be the crux of analogical reasoning, whereby knowledge dh®gource was
carried over to the target. For instance, if a person wag to solve a target
problem, he or she could use a source problem for which aolsohgis known.

If the structure of the two problems could be aligned, thetimolfor the source
problem can be transferred to the target problem (Gentnéfa&man, 1997;
Holyoak & Thagard, 1997). The mapping process was more of a caomtinuu
ranging from simple on&-one mapping all the way to analogical mapping of
structural relations across different domains (Gentner, 1983).

Although most theorists acknowledge that analogical imfere was
influenced by goals and context, theories of analogy diffetheir assumptions
about whether such pragmatic constraints directly amterthe mapping process.
Although the structural mapping theory was both theoligtiGand empiricaly

significant, it has been criticized for not taking intocamt the fact that the
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selection and transfer of information was largely deteahiby the goals, which
function as a constraint. It has also been criticizedherlack of emphasis on the
outcome of identifying the common features of the sourcetarget problems on
transfer, which are considered of central importance ilogical problem-

solving situations (Keane 1988).

On the other hand, Holyoak’s multi-constraints theory (1984, 1985)
brings to notice three major processes of analogy: rdtriewapping, and
induction. The empirical evidence that pragmatic, strattuand semantic
constraints interact with each other within the mapgiage itself, in addition to
their infuence in the pre (retrieval) and post (indugti mapping stages,
contributed to our understanding of the different aspects aiblgm
representation and their effect on transfer. Spelman Holgoak (1996) stated
that a crucial requirement for goal-directed thinkingeissuring that inferences
are relevant to the goals of the solvers. A problem siuatil often cue an
enormous range of associated knowledge stored in the longatemory, most
of which wil be irrelevant to achieving the solution. soch situations, goals are
instrumental in providing more than static represengtic@omponents in the
mapping process.

These theories of analogy have contributed to our undergjaoflihow
new knowledge is created (i.e., something that was not knbaut she target is
now inferred based on the comparison with the source). €huré makes
analogy a powerful cognitive tool (Gentner & Markman, 1997; ¢éMdy &
Thagard, 1995). Although there were some differences betilvesa theories of

analogy, there appeared to be a consensus that relatiifeitysi or noticing
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the structural correspondence between the source and, targe the core of

interpreting analogies.

The ACME (Analogical Constraint M apping Engine) M odel

Because the core of analogical thinking lies in the @m®oaf mapping,
which is defned as the construction of orderly correspondebetween the
elements of a source analog and those of a target, the EAGWdel was
described to provide a cognitive framework for the model proposetthefastudy.
Holyoak and Thagard (1989b) implemented the muli-constrairg®nth of
analogical mapping, which integrates structural, semanand pragmatic
constraints and involves the mapping process, in the camigctcomputer
program caled ACME. The connectionist approach uses netwafrkaits (a
type of hypothesis) interconnected by links that represenstraints; such links
determine the extent to which sets of hypotheses arealyutoherent. This
computational program depicted how multiple constraints workeéthirg to
help interpret analogies, even when the constraintsictorifly supporting or
identifying competing possibilities related to elements thatbeamapped.

The structural constraint of isomorphism encourages mappigt
maximize the consistency of relational correspondencesebetihe elements of
the two analogs. The constraint of semantic simiariyppserts mapping
possibiites to the degree that mapped predicates haver siméanings. The
pragmatic constraints relate to mappings that involvenegies believed to be
important to achieve the purpose of the analogy. According dlyo&k and
Thagard (1989b), an equally important actvity is parallel tcans satisfaction
which identifies mapping possibiites that collectivelgpresent the overall

mapping that best fits the three interacting constraints
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Complementary to ACME is a program caled ARCS (Analogidvet
by Constraint Satisfaction), which was developed as a ambstatisfaction
model of retrieval (Thagard, Holyoak, Nelson, & Gochfeld, 1990). e MTME
focused on identifying elements involving structural i@y, ARCS is
dominated by semantic similarity to help find relevant agslstored in memory.

ACME has been appled to a wide range of examples thatdéncl
problem analogies, analogical arguments, explanatory asalogjiery analogies,
formal analogies, and metaphors. The examples presentedatdids such
capabiites as finding marp-one and onde-many mappings, mapping
dissimiar relations, identifying purely structural isopiusms without any
semantic or pragmatic information, and using pragmatic leaigel to find useful
mappings in the face of misleading structural and s@&massemblances. The
program was able to provide qualitative simulations of a nurabexperimental
findings concerning human analogical reasoning. The modélsthe muilti-
constraints theory thus provide a unifying account ofogial mapping and
mapping to schemas.

Although the constraint-satisfaction theory of analogitalpping appears
powerful in its intended domain, many other important issabksut analogy
remain unsolved. Most notably, the model of mapping is considesddcking in
incorporating all phases of analogical reasoning. Among Sontations noted
by Hummel and Holyoak (1997) are that the computer programs EAGNH
ARCS) are considered to be based on unrealistic assumpbowog @&orking-
memory capacity because they simultaneously consideregosdible matches
between source and target elements, and all constreletant to the selection

of those matches that were generaly not within thee@ted limits of working
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memory. The link between the inttial spontaneous retrie¥apossibly useful
analogs and the subsequent mapping process had not beemtakarcount. It
has been noted that these programs did not integrate rharitieis and
differences between access (avaiable to long-term mgmangd mapping
(available to working memory) operating on a single reptas@m of that
knowledge (Hummel & Holyoak, 1997). Moreover, Novick (1992) pointed out
that the programs did not consider the fact that humesomieg was both limited

and domain-specific.

External Representation

Knowledge representation is a fundamental issue in megricience.
Over the past few decades, a large body of research hamcedh our
understanding of the nature of representations. Most stadies have focused
on internal representations exclusively or did not disshgthe role of external
representation from the internal one, based on the vietmribst cognitive tasks
involve interactions with the environment, for which tle®gnitve processing
took place in the internal model of the external envirobhmdrnus, the
importance of explicity distinguishing external repreéatioms from internal
ones has been taken up only recently.

According to Zhang (1997), external representations areedefis the
“knowledge and structure in the environment, as physicabay, objects, or
dimensions (e.g., written symbols, beads of abacuses, dimensioasgafph,
etc.), and as external rules, constraints, or relations defede in physical
configurations (e.g., spatial relations of written digitssuai and spatial layouts
of diagrams, physical constraints in abacuses, etc." pOf the other hand,

Zhang (1997) defined internal representation as 'the knosvieshgl structure in
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memory, as propositions, productions, schemas, neural networks, or other forms”
(p- 2.

The information in internal representations has to beevet from the
memory by cognitive processes, atthough the cues in ektepresentations can
sometimes trigger the retrieval processes. The naturextefnal representations
(ER) was summarized by Zhang and Norman (1994) as memorthaidsrovide
information that can be directly perceived and used witlibet need to &
interpreted and formulated explicity. ERs also can anchdr sructure cognitive
behavior; they may change the nature of the task, apdatiee an indispensable
part of the representational system of any distributed tmegriask. Besides
being a source of inputs and stimul, or memory aids to mkernal mind,
external representations also play an important role dinguistrengthening, and
determining cognitve behavior (Zhang, 1997, 2001). Thus, the fofm
representation helps determine what information should letes and how it is
to be implemented.

Cox (1997) considered ERs an important part of inteligent &dnah
systems where reasoning with ERs is central to thmidg activity supported.
Diagrams, graphs, and pictures are typical types of ekterpeesentations used
to enhance problem-solving and reasoning that are consideoeel beneficial
than propositional or sentential representation. According axkirl and Simon
(1987) this is because diagrammatic representations helgnizz the features of
representation easily and make inferences faster. Tve(@R92) defined
graphics as a depiction or picture of something imaginafywersky stated that
“... the varieties of graphics humankind has produced. The protasghic, of

course, is a depiction of something in the world, or sometimaginary that is
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similar to something in the world, a picture” (p. 58). Maps and diagrams, or
sketches, consist of elements or depictions that figuyatkepresent things
arranged in space for the purpose of communication. Accordingversky,
general abstract meanings, such as the concept of egegalcan be expressed
well in depictions by grouping tems that are equal andiadpageparating them
from items that are not.

Cheng (2002) argued that there are often benefits of dsiggams over
proposttional or sentential representations. Different reptaons can
dramatically affect the ease of problem-solving. Extepietlres can give people
access to knowledge and skils that are unavailable frtemah representations.
In studying the nature of representational systems fablgm-solving and
learning in science and mathematics, Cheng introduced ctincept of Law
Encoding Diagrams (LEDs) as representations that capterelaws or relations
in the structure of a diagram using geometric, topologmalspatial constraints,
in which each diagram represents one law and depicts @mmpénon. Cheng
and Shipstone (2003) defined AVOW diagrams“asovel way of representing
the properties of electric circuits which show how cuyrealtage, resistance and
power (the Amps, Volts, Ohms and Watts) are distridu{pdl93). According to
Cheng and Shipstone, these diagrams help learners desgelp concepts and a
more integrated understanding of electric circuit behaviban alternative
teaching methods. They used AVOW diagrams in problem-solitiy A-level
students, the results showed that the use of box and AvV@uvadis enhanced
student learning and helped develop their abilites in ngpkine electric circuit

problems.
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According to Zhang (1998), different representations of thee stask
structures could generate different type of behavioralomés. Zhang, Johnson,
and Wang (1998) studied, under the theory of distributed cognitie effect of
forms of external representations on the acquired strdtegyransfer in three
isomorphic representations of the Tic-Tac-Toe task (Figufg. Zhang et al.
found that different representations of common structwletdethe discovery of
different forms of a common strategy, with varying degreésgyeneralties. The
results showed that different line, number, and color reped®ms of the
problem examined affected the processes of learning. Tjectsu comprehended
faster from line-oriented presentation than from colomte@ presentation. It
was also found that transfer across different isomorplicesentations could be
positve or negative as a result of the representatidnnan the structure of the
task. A posttive transfer was found from Number to Color andgative transfer

was found from Color to Line (Zhang et al. 1998; Zhang & Norman, 1994).

(A Livwe

Figure 2.5 Different representations for Tic-Tac-Toe problem (Zhagal.,
1998).

Cognitive Theory of Graphical and Linguistic Reasoning

The Cognitive Theory of Graphical and Linguistc Reagpraf Stenning
and Oberlander (1995) is one of the important theories thatedjuihe
understanding of representation in problem-solving. In tlugnitve theory,

Stenning and Oberlander advocated that reasoning performancargely
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determined by both the Ilogical equivalence of inferencesd ahe
implementational differences expressed in graphical auidiic forms. They
compared performance on tasks that involved manipulation efnaktgraphics
(Euler’s circles) with tasks that do not nvolve manipulation (text comprehension)
and the mental performance of sylogisms to provide empmsiagport to their
theory.

Stenning and Oberlander (1995) proposed that graphical reptessnta
such as diagrams, lmit abstracton and thereby aid in piwblem-solving
process because they tend to induce classification of atiorm(specificity) by
reducing arbitrary abstractions. Spedgificihas been defined as “the feature
distinguishing graphical and linguistic representatiomather than low-level
visual properties of graphics. We take specificity to be nergé logicaly
characterizable property of representational systems, whigls direct
ramifications for processing efficienty(Stenning & Oberlander,1995) p. 98.

This cognitve theory of human reasoning held that differ
representational systems of a problem (graphical or ficQuigave rise to
different processing characteristics due to differenoethe faciity of inference.
Thus, a good representation is one that provides for theieffase of a clear
structure that aids the learner in extracting and psitg the needed information
(Stenning & Oberlander 1995).

Stenning and Oberlander (1995) also differentiated betweea tipes of
representational systems according to their expressyemasimal abstraction
(MARS), limited abstraction (LARS), and unimited abst@tt{UARS). MARS
suggests an exact model for each representation irystemsunder the intended

interpretation, such as the color red, which has a smgiperty that imposed
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restrictions on its possible representations. LARS suggestisgle representation
that conveyed more than one model or multiple sub-diagraimsreweach
corresponded to one model, such as the tabular representaiicim, codmbined

varied information. UARS suggest that the interpretatain representation is
dependent on elements within or outside the representation.

Although these classes of representational systems ha&sed on the
semantic properties of a representation, the theory highlthe computational
possibiites that emerged from . It also helps us uramdsthow rational
humans calculate possibiities of combining argument$ ¢jta beyond merely
assessing whether or not a feature of the representatioonsistent with each
argument.

Studies of human cognition have also shown that differegmtesentations
affect the ease of problem-solving by reducing the cogrited. Some common
methods are worked out examples (Chi, et al., 1989; Renkl, 1997; Faok]
Roy & Chi 2005); heuristics and algorithms, for example, agenproblem of
missionaries and cannibals (Reed, Ernst, & Banerji, 1974)nsyeads analysis,
as in the Tower of Hanoi (Kotovsky et al., 1985) and problem-gokin
analogical reasoning (Chen, 1996, 2002, Chen & Mo 2004; Gick & Holyoak,
1980, 1983).

The above review explicity emphasizes the role of extenepresentation
in problem-solving. For many tasks, external representatiomsintrinsic because
they require applying learned knowledge from one sttuatioisolee another or

reasoning by analogy.

41



Pictorial Representation in Analogical Problem Solving

The abiity to perceive simiarities and analogies is ardethe most
fundamental aspects of reasoning and learning, whichtasm déd to particular
domains of knowledge, and is greatly influenced by the comtexhich it occurs
(Vosniedo & Ortony, 1989). A general method involved in analogicablem-
solving is the use of a known source analogue as a guideetsolution of a
novel target problem.

Most of the studies that have used diagrams have focusesl an the
interpretation of diagrams that directly represent tifernmation in the problem
to be solved, rather than focusing on their role as souralegaes to sole a
novel target problem. For example, Markman and Gentner (20083tigated
the relaton between simiarty and algnment usingtums (Figure 2.6). In
Figure, Markman and Gentner represented the two women &ephaly
simiar, but played different roles in the scenes wheosscmapping leads to a
confict of perceptual correspondences that confict withlatioeal
correspondence. Markman and Gentner used a pictorial reptiesento
conclude that simiarity judgments were sensitive t@tiomal structures when
determining the overall alignment.

Cheng (2004) demonstrated “why diagrams are sometimes six times
easier than words.” Cheng used Larkin and Simon’s (1987) simple Puley System
problem with different levels of difficuty and three typed representation:
diagrammatic, tabular, and sentential. The results iedic#tat subjects with the
diagram type of representation came up with the solutioting®s more than the

informational equivalent sentential representation.
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Pictorial forms of representation were often used in eduoehtcontexts
to enhance learning outcomes. Ainsworth and Loizou (2003) rdpdhtat
participants with given information about the human [itoty system in
diagrams comprehended more than those given texts. Stwdentsvere given
diagrams also performed better than students given texticulpdy on more
dificut knowledge-based inference questions. The study alebe that the
process of learning is enhanced by graphical representdtain helped in
understanding and manipulating information. They use ealmdence to claim that
diagrams differentially aid learning. On the other harglatively few studies
have used pictorial representations in analogical regs@snsource analogues;
one such study was conducted by Sternberg and Ketron (1982),setiovisual

form in classical analogy.
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Figure 2.6. The confict with relational correspondence. The two wommen
highly similar perceptually, but they play different rolesthe scenes where cross
mapping leads to a confict of perceptual correspondences ctdict with
relational correspondence (Markman and Gentner 2000).
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In an experiment conducted by Gick and Holyoak (1980, 1983), three
conditions of representation, involving text and diagramse wsed in the source
analogue. Those in the analog-only conditon read the asalmitary story to
the target Duncker radiation problem (Figure 2.7). Subjectthenanalog-plus-
diagrams condition also read the same story, but modifieghilysto refer to a
pair of accompanying diagrams, depicting a single largewarrepresenting the
desirable but blocked plan of sending a large force from & sitigction and
several smaller converging arrows representing thernafive, successful plan.
Subjects in a third condition, diagrams only, received tlaphigal depictions
without any accompanying story. They were told that thst fpart of the
experiment involved pattern recognition, requiring themttolysthe diagrams for
three minutes so that they could later reproduce them. didgrams-only
condition vyielded the most striking discrepancy betweenalinioticing and
eventual application. This supported Gick and Holwakew that diagrams as
representations in the source analogue lack semargipréetaton or semantic
retrieval-cue analysis, which is essential for najicemalogies. They found that
only 10% of the participants generated a soluton when nacesamalogue was
gven, and about 30% gave the correct soluton to a highimiis source
problem. However, this percentage increased to 75% aftet wdsngiven to use
the source problem. Last, when the source was given inadiagtic form the
gap between the pre-hint (10%) and post-hint (70%) was nmeciteg

Gick and Holyoak (1983) argued that the successful use of ledtialv
and diagrammatic source analogues requires the solel@toretrieve the
information from the source and notice its relevance ¢otéinget problem, and

(b) map the analogues and identify the relational correspoeslein order to
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construct the analogous solution. They also discovered hbammajor hindrance
to a successful transfer was the lack of noticing amtdeviag information from

the source analogue.

" el
SN

Figure 2.7: The pair of diagrams used as a source analogue by Gick ayabk
(1983).

Later, Pedone et al. (2001) confrmed the findings of Gick aoigiobk
(1983) and concluded that diagrams cannot be accessed refialdpusce
analogues without hints. Pedone et al. (2001) investigdteddifficulties in
spontaneous (without hints) retrieval and noticing of agrdiamatic source
analogue (Figure 2.8). The study was based on the proposibnwithout
semantic interpretation, diagrams are not encoded in tfroencepts that could
link them to a verbal target problem. Thus, Pedone et alsddcan the impact of
perceptual or visio-spatial properties of diagrams to fostecoding and
spontaneous access in analogical problem-solving using s#imee Duncker
radiation problem. They found that spontaneous retrieval andngoincreased
markedly by animating displays obviously because they com@yement more

clearly as shown in Figure 2.8.
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Figure 2.8 The source pictorial representation for the Dunker Radidii@nget)
problem (Pedone et al. 2001).

Note: Each of the four diagrams was presented gusece, the diagrams in the upper row were
used in the convergence conditions, and thoseadnldtver row were used in the divergence
conditions. Diagrams were not numbered in displdNate that Diagram was identical in the two

sequences; the static and dynamic conditions.

In the same study, Pedone et al. (2001) added a statemehinatoathe
principle of the diagrammatic source analogues to overcdme difficulty of
spontaneous retrieval to faciltate the transfer. Tiaeyd that the verbal support
increased transfer by (50%) in both the statc and dynaroivergence
conditions.

Chen (2002) took the research a step further by represémingource
problem at different levels of abstraction or simiaritthwihe target problem. In
his study, Chen examined the effect of diagrammatic septation depicting a
process in procedural simiarity, as compared to the stratedyprinciple levels
of similarity between the source and target on tranSfeese three levels of
abstraction were diagrammaticaly represented in thecsomodel depicting the
problem of weighing large ohjs. Chen’s study differed from those of Gick &
Holyoak (1983) and Pedone et al. (2001) in two ways. First, Giematically
represented a problem involving a process at three diffdeesls of simiarity

with the target problem. Second, the source problem requiesgbdtticipants to
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figure out and discover the underlying principle and salveAkhough, Chen
found that the procedural level of simiarity was moreeatiffe, he also
discovered that the major barrier to successful solutiomnmlogical problem
solving involving a process was faiure in the exegupmocess; that is, faiure to
apply the solution discovered in the source problem to thettaroblem.

On the assumption that a single source analogue coukk ddifficutties
in noticing the analogous relations between the sourde tlan target problems,
and implementing the solution, Chen and Mo (2004) also exartieeg@rocesses
of schema formation in problem-soling. In their study, ppaits experienced
a series of simiar tasks through which a solution jpiécis extracted before
attempting to solve isomorphic target problems. They proposedathaibstract
schema induced from multiple sources with diverse procedumsd faciitate
the execution process. Chen and Mo argued that becauseravdm recognizes
that a solution might be linked to different superficitiiees, may notice the
analogous relations more readily than those who experiersiagle source.

The above review highlights that although researclmsfirmed their
assumptions and found the beneficial consequences of diffesays of
representations and abstract schema induction on theti@xepuocess, there
remains the need to use hints to guide solvers. Thiy stuestigates the effects
of self-support methods such as SE and SCD along withediffaypes of
external representation (pictorial and verbal) on trang@&formance. A review
of the interventions for improving analogical transfer fqyerance is undertaken

below.
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The Self-Support M ethods
Self-Explanation (SE)

Think-aloud protocol has been widely used as a researcbdriethgather
information about the cognitve processes involved while operig a mental
task (Ainsworth & Loizou, 2003; Chi et al., 1989; Renkl, 1997). Thishoakt
alows a researcher to study new task domains in-depth,saretognized as a
useful source of data that can provide a means for unogv&nowledge
structures underlying human mental work and problem-solvingitiast

According to Ericsson and Simon (1993), concurrent and retragpect
verbal report protocols are a means of gaining insighttirgotype of knowledge
and cognitive processes underlying problem-solving. Generabncurrent
verbal reports are referred to as talk-aloud, think-aloud, hought listing
techniques.

Think-aloud is verbalizihng thought processes as stratebiet are being
used to tackle a specific problem situation.Verbal protocols aokected,
recorded, transcribed, and presented to derive coding skillssdltably fit the
protocol data. Verbal protocols also help in understanding theesee of
possible solutions that people explore and are open to inspeatdn a
interpretation (Ericsson & Simon, 1980, 1984, 1993).

The theory of think-aloud proposed by Ericsson and Simon (1993)

asserrd that there are three kinds of verbalization:

1. Type | direct verbalizations, which did not involve repgrtion
one's thought processes but merely stating aloud anyitg
comes to the mind in the short term memory (STM) whieglai
task. As such, verbalization is considered not to interfeite tiae
performance of the task nor slow down the process of problem-
solving. Ericsson & Simon (1980, 1984) are of the opinion that
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verbalizations are more effective in studying cognipmcesses
as compared to SE because there is no way of being dbatin
explanations reflect the processes actualy used hyattteipants.

2. Type Il verbal reports involve re-coding the contentshef$TM.
This type of verbalization may slow down the process of pmbl
solving to a certain extent as it involves processifigrniation.
Type Il is used in problem-solving tasks that use graphissin
the present experiment, where verbalization involvespirgtation
of images into verbal codes.

3. Type 1l verbal reports involve explanations where arasfor
doing something are given explicity which has a strefigct on
problem-solving performance. It is not simply recording of the
information in short-term memory (STM) but linking it kitthe
information in long-term memory (LTM).

Roy and Chi (2005) defimed SE as “A domain general constructive
activity that engages students in active learning iasures that learners attended
to the material in a meaningful way whie effecfivehonitoring their evolving
understanding. Several key cognitive mechanisms arevaavoh this process
including generating inferences to fil in missing foimation, integrating
information within the study materials, integrating nemormation with prior
knowledge, and monitoring and repairing fautty knowledge (p. 272).

There is suficient empirical evidence regarding thele rof self-
explanation and problem-solving. Chi et al. (1989) argued tHaaraer would
beneft from studying a worked-out example depending upon hew eRplain
the problem to themseles. Chi et al. conducted a studynenpaiticipants, in
which they let them study material in the domain of phyfor several weeks so

that they understood the basic background and gained knowledgé thbou

subject. The participants were then given three workedalilems followed by
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test problems. Both the worked out examples and the test protggoised the
participants to think-aloud whie soling them.

Comparison of verbal protocols between the successful andcassiul
learners showed that the successful problem solvers spaet time studying
worked out examples by generatihg more task relevant idels. other
characteristics of successful learners, revealed bypthéocol analysis of the
study, were that they frequently elaborated on the procesdated to the
conditons of applicatons and goals of operators. Additionally, theyiged in
anticipative reasoning by more frequently relating ttegpss of the solution to the
domain principles. Moreover, the study found that succefesivhers did not
delude themselves when they faled to comprehend somefimg, Chi et al.
(1989) found that good and poor learners differed quantitativeliearning time
and qualitatively on the quality of the self-explanatiaqy@nerated.

Chi et al. (1989) study was taken further by Van Lehn angs](1993),
who reanalyzed the data from the study and proposed thatl@Eméree ways:
the gap filing explanation, which causes participantgddatect and fil the gap in
their knowledge; the schema formation explanation, whialsesathe participants
to abstract general solution procedures and associaté theitdescription of the
problem to which it apples; and analogical enhancementar@gan, which
causes richer elaboration of the example for analogical gmesbiving. Van
Lehn and Jones found that gap filing accounts for most andlogical
enhancement the least of the SE effect.

Chi et al. (2001) used self-explanations to establish the that good
students learn with understanding because they genewatg explanations that

refine and expand the condition for action and faciitate pnotsolving. Aleven
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and Koedinger (2002) explored how students explain their ownossluivhen
they solve problems from geometry. Aleven and Koedinger areofiew that
such explanations help improve students’ problem-solving and SE skils and also
results in transferable knowledge.

Renkl (1997) conducted a study more or less on the same lir€ki et
al. (1989). He differentiated between successful and unsfdcdsarners by
keeping the time constant so that the qualtative dit=e that are primarily due
to the actvity of SE could be determined. He found thatqimgity of SE was
significantly related to the learners’ outcomes even when time was kept constant.
These discrepancies between successful and unsucdessfars were attributed
to the capabilty of the former to assign meaning to theatprs by identifying
the principles, classifying the goals and sub-goals, asthg uanticipative
reasoning more. Renkl (1997) further analyzed the protocols sicesssful
learners as passive explainers and superficial exglaifer which low SE
activity was associated with the former.

Other experimental evidence about the effect of SEeseléd a study
conducted by Renkl, Stark, Gruber, and Mandl (1998), in which hathef
participants received self-explanation training with orimfation about its
importance before the presentation of the instructionamgiga The other half
was assigned to the VB group, which was not given any rdming. The
results showed that the performance of the SE group wgaficantly higher in
both near and far transfer.

Short, Evans, Friebert, and Schatschneider (1991) questioned the
assumption that thinking aloud whie problem-solving does ftet ar interfere

with performance when instructions are bland. On the amgntthey assumed that
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think-aloud manipulation would encourage problem solers todspesre time
encoding, which helps improve performance. The study addresgzdmain
issues: which type of task performance (verbal analogiespatial problems) was
affected by thinking aloud, and whether the effect ofgi@ocol was similar in a
variety of populatons (chidren and adults) or not. Short let faund that
although chidren showed a significant improvement in opeence in verbal
analogies in the think-aloud condition, the results of ddelt population were
consistent with the assumption that thinking aloud had igiificant affect on
performance. They are of the opinion that thinking aloudeledssk performance
unchanged and that verbal protocols obtained while thinkiogd atluring task
performance provide a clear picture of the problem-solving psese and
strategies employed by the learner. Chen (2002) also used vepoats in
analogical problem-solving to gather more evidence and aserpicture of how
participants used the source analogue models in solintartiet problem.
Researchers have used thadkud protocol to investigate and analyze the

cognitive processes underlying problem-solving. In addition ttolymg the SE
effect in a wide variety of domains ranging from physm®blem-solving to
geometry and programming, researchers also tested thectingbatype of
representation on SE. Researchers have either preseatedalnas text (Chi et
al,, 1994) or in text and diagrams (Aleven & Koedinger, 2002; Arbw&
Loizou, 2003; Chi et al., 1989). Ainsworth and Loizou (20€%lored the effect
of the material (text or diagrams) on SE. Half of theirtiggants received the
information about the human circulatory system in temtl ahe other half in
diagrams and were encouraged to self-explain. The reshdised that students

who were given diagrams performed significantly better pst-tests than
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students given text, and generated signiicanty more tiH text students
generated. The study also indicated that diagrams were effective in learning
because they reduced memory load. Therefore, there is cabfdewvidence to
suggest that the format of information influences Ilegriby SE.

This brief review of studies shows that SE has often bised as a meta-
cognitive method to improve performance and enhance leaMmbeover, it has
been mostly appled in domain specific areas, such as plamitanathematics,
using a verbal representation of the problem. However, asvelisby (Stenning
& Oberlander, 1995), graphical external representations, hiy lithiled ability
to express abstraction, may provide more salent and vividbdek to a
comprehension-monitoring, self-explaining student than-taklf in the linguistic
modalty. Therefore, another self-support method that is dedaras equaly

effective if not more than SE is SCD.

Self-Constructed Diagrams (SCD)

Externalizing representation by drawing helped problem solver
interpret initial internal representation into an endérstimulus, which, upon re-
processing, aids in finding a solution. Reisberg (1987) saw ptieeess of
constructing an external representation as a procedusmgidening the context of
understanding and turning ones representations into istiketording to Cox
(1997), “external representations (ERs) are an important part of ringeligent
educational systems. In some systems, reasoning with iEER®ntral to the
learning activity supportéd (p. 1). Lewis (1989) considered self-constructed
diagrams as faciltating learning-by-doing and providinghannel for generating
SE. To describe these faciltating effects of extemmgliby drawing, Anderson

and Helstrup (1993) used the term perceptual assistance stwveting and
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synthesizing ideas of novel patterns from simple shapesy Tivestigated the
effectiveness of mental imagery with and without drgwaupport and concluded
that whie mental imagery is the initial source ofcdiery and synthesis,
drawing is useful in production and refinement of patteBich studies of SE
during problem-soving with ERs have contributed a greatl dea our
understanding of externalization of representation.

Grossen and Carnine (1990) were one of the earliest resesarto
demonstrate the importance of active external representatonstruction
(constructivism) empirically in the domain of graphicehsoning. After teaching
the use of Euler's circles as a method of reasoning, dbeyared a group of
students who self-constructed their external repregegtawith a group who
used prefabricated (pre-drawn) external representationy. fotied that students
in the condition of instruction with self-constructed disgs scored higher on
dificut problem types, and they concluded that active dgwireates deeper
understanding and processing than passive diagram selecsiter, Cox and
Brna (1995) studied the effects of gelfrepresentations on the solution to
analytical problem-solving. They referred to these exterepresentations as
work scratching used by students during problem-solving andd falat they
helped learners derive correct inferences, even when somgtructions were
incorrect. They also reported a range of external repadisest used by subjects,
which included plan diagrams, tabular representations, grapies, lists, and
natural language.

Cox (1997) compared subjects’ performance on a diagram interpretation
task (Euler’s circles) with their performance on a task in which they constructed

ther own Euler’s circle representations. He concluded that external

54



representation construction involved active interactionswdmn external and
mental models as the learner constructs a personabrveddi the presented
information. Furthermore, Cox (1997) explained that some types of
interpretation error often led to subsequent constructioorserrwhich was
attributed to performance differential in terms of processesociated with the
externalizaton  of cogntion.  These included mental reptaten,
disambiguation, SE, and working memory offoading. Cox (1999) alsod foun
evidence in his study that creating representatons reayl to better
understanding of the problem situaton. He emphasized tlatptbhcess of
constructing and interacting with an external reptesen is a crucial
component of learning. This, he explains, is a result of @ardg interaction
between the external and internal models that takes plden a learner
constructs a personal version of the presented information.

Tversky (2002, 2005) has also exhaustively studied the natwte an
usefulness of graphics in understanding the pragmatidegaistic and pictorial
communication. Based on research on sketch maps, graphs, angtrige
analogy she found that the choice and representationrérdgse and the order in
which they are drawn reflect the way that domain idesatized and
conceptualized. Tversky explained that elements that aesgad in space, in
groups, orders, or distances can be meaningful either syaiiipolior
metaphorically, faciitating inference and conveying sledhe order of drawing
elements resembles a dialogue that problem solvers condicthemselves that
reveals their underlying mental organizaton or concépsieucture. Heiser,
Tversky, and Siverman (2004) highlighted this charatiterby stating that

“many abstract design problems can be depicted by mappingethents and
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relations of the abstract task onto visual elements artihls@dations in a sketch
(p. 9). They also argued that as the amount of informdtmindan be held in the
working memory and the number of mental operations thatbeaapplied to that
information is limited, externalzing through depictionelps to reduce the
imitatons of memory and thinking by representing and aiggn information
that can be frequently inspected and altered.

Ainsworth and lacovides (2005) investigated the benefits aividg self-
diagrams and found that learners could overcome the disageanbf text by
drawing while self-explaining and that drawing diagraies as effective as
writing SE. Van Meter (2001) studied the benefit of studenewted drawings
as a learning strategy in 5th and 6th grade chidrerwibyamethods involved
providing participants with blank paper and a pencil and etstgu participants
to make a picture to show the important ideas in text. Tlngmerimental
drawing conditions and a reading control tested the hypottiggisdrawing is
effective only when students are supported during the rootish process. One
group (drawing participants) constructed drawings only, \elsereanother
(llustration comparison participants) compared drawings wath provided
llustration. A third group (prompted ilustration comparisondP participants)
answered prompting questions to guide the comparison processndBeipe
measures included a free-recal and recognition posttestyingr accuracy, on-
line sel-monitoring behaviors, and time on task. Particpant al drawing
conditions who spent significanty more time on the taskrewengaged in
significantly more self-monitoring events than weradieg control participants.
Van Meter also found that the third group, PIC participasasistructed the most

accurate drawings and scored significantly higher offréleerecall posttest.
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Thus, there is ample evidence to support the benefts of &C® kind of
external representaton and a cognitve tool faciitatinfprmation processing
when solving a problem. Cox (1999) lsted the benefts of catisguan
external representation to ilustrate how it assists @noisolving and involves a
wide range of processes which are summarized as followssti@cting an ER
helps translate information from one type of representétioanother re-ordering
information in useful ways, directing attention to unsibiearts of the problem,
monitoring progress, providing perceptual assistance, checkmb changing
what is recalled, faciltating the inference of motiomeftal animation), and
refining and disambiguating mental images.

In educational contexts, an increasing need for competmwsd
education has generated a plethora of research in rdiintearning. Some
cognitive theories that lend support to the effectivenegsself-constructed
diagrams in learning are briefly discussed here.

The specificity theory of Stenning & Oberlander (1995) providemlinds
for predicting that effective reasoning on indeterminateblems required one to
use external representations capable of expressing &bstrac complex
problems. The theory also proposed that the process of trgngiddimmation
from a linguistic representation, such as natural &gguwr logic, to a graphical
representation (e.g., verbal to pictorial) might be more teie¢han translation
from one representation to another within the same maodality

Mayer's (1999b, 2001) theory of multimedia learning was basedeon th
human information processing system, which consisted of doannels for
(visual/pictorial and verbal) processing, both of which havémited capacity for

processing. Active learning, according to this theory, Ilentabordinating
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cognitive processes in the two channels by selectingvar@ words or
information from the textual and pictorial formats, orgagiziand integrating
them with prior knowledge, and generatng a coherent vednal visual
representation. In the context of the effectiveness ef répresentations, the
Cognitve Load Theory (CLT) provided guidelines for presgntinformation
(verbally or pictorially) in a manner that stimulatecriger actvites to optimize
intellectual performance and develop competencies that eenabhrners to
recognize and define new problems as wel as solve thectively (Kirschner,
2002). The CLT also proposed that working memory, which was used to
organize, contrast, compare, or work on information, was limited,it acan
process only two or three items of information simultangouss a result, there
is a need to determine which methods of learning and produkéving assured
that the limits of the learner's working memory load act exceeded when
processing information, but at the same time maintainopimal load for the
information to be transferred as a learning experience toTthke

Van Meter et al. (2006) presented a processing model of drawing
construction that was an extension of Mayer’s Generative Theory of Textbook
Design, a model proposed to explain learning from ilustrated (Hegarty,
Mayer, & Monk, 1995; Mayer & Sims, 1994; Mayer, 2001) grounded in Paivio’s
(1986) and Paivio’s and Clark (1991) models. In Mayer’s model, readers select
and organize key elements from text and ilustrationsonm toherent verbal and
nonverbal representations. These two representations eareintbgrated to form
a mental model that supports conceptual transfer (Mayer, 1993,. TB@f)gh
Van Meter et al (2006)found her model consistent with Mayer’s in the processes

of selection, organization, and integration, they also foundhes important
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differences with respect to the construction of the nbaerepresentation and
the integraton of the verbal and nonverbal representatigimsn appled to
drawing. In the verbal representation, which serves asfdbndation for the
construction of the nonverbal representation, the seleeimh organization of
verbal elements are crucial processes in the drawiage®f. The construction of
this representation begins as the learner activatesdsteferential inks between
selected verbal elements and stored nonverbal representatidhese elements.
Van Meter et al. (2006) explained this process with an gigaof a reader who
learned that the bones of a bird’s wing were similar to the human arms could also

acivate a stored image of the human arm and use this rafpthe nonverbal
representation. Drawing also required the learner to mpiredements for which
no stored images nonverbaly, or nonverbal mental reprasentdtthe element
exists (Sadoski & Paivio, 2004). In these cases, Van Metek €006) explained
that the learner relies on the verbal description to rgenea nonverbal
representation. The verbal description thus serves asfotmelation for this

construction. Although construction of the nonverbal reptetiem is dependent
on the verbal representation, the two influence one anddmer example, when
drawing a learner realzes the need to determine théalsjration of the

structure and this realization leads to a recheck oftébe and selection of
information for inclusion in the verbal representation. ©mepresented verbally,
this knowledge is available to the nonverbal representatioh subsequently can
be included in the drawing. The nonverbal representatios #arves as the
internal image the learner depicts in a drawing. ThHeeeprocess is a recursive

one (Van Meter et al. 2006
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In summary, the Generative Theory of Drawing Constmceémphasizes
the process of integration as an additonal beneft of SChenWearners
integrate representations, particularly across modalities, result is a mental
model defned as an elaborated representation that lentismiee easiy to
higher-order applications or transfer of this acquired kroyele

The prior review suggests that there is ample thearetiod empirical
evidence that self-constructed diagrams are effectiveopa interactive external
representations faciltating better understanding whearnérs construct a
coherent mental representation from the presented ahafEnese diagrams are
also considered a more practical and easier alternatikinkealoud (SE), hints,
Multiple External Representations (MER), and MultimedisepiRsentations
(MMR) for enhancing problem-solving performance.

Moreover, the lterature review explicity emphasizes tble of external
representation in general, and the diagrammatic form mticydar, in problem-
solving. Cheng, Lowe, and Scaife (200ljeviewed the variety of cognitive
science approaches in the importance of diagrammatic espatisn and
concluded that “the study of diagram use should examine the cognitive gsese
involved in diagram interpretaton and understanding andjusbtthe perceptual
properties of graphic displays” (p. 16).

The present study used pictorial depictions of a non-domainifispec
problem that involved figuring out a process represented flatedi levels of
simiarity in the source problem. It highlights the mellh of constructing
diagram in different levels of simiarity, focusing on teipreting and

understanding the processes and the procedure that diafest)y and analyzing
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the cognitve processes by developing protocol analysis fdrca®tructing

diagram.

Importance of the Thesis

The literature reviewed has established the importaet obl analogical
reasoning in problem-solving in particular and inteligdrghavior in general.
The rapid changes in information systems demands thelitgamethods include
developing the abilty of a learner to acquire and apply knowledffigee ntly.

Multimedia, for example, has become increasingly introducedl
invasive, in Ive and wvitual forms, which makes seliisskiof retrieving,
combining, and referencing information a basic requiremém -effective
learning. At the same time, the concept of distanceilgaamd e-learning is also
gaining momentum. As this trend becomaspopular and convenient way of
learning, learners may have to rely more on self legrinendering empirical
research in pictorial and self-support methods increasimgfyortant in the
subsequent years.

Learning by analogy is one of the oldest methods used itedlabing and
learning process. It has been used effectively in krtual domains of
knowledge. However, studies using analogy (Chen, 2002, 2007; Chen&Mo
Honomichl, 2004; Gick & Holyoak, 1980, 1983; Novick & Bassok, 2005; Pedone
et al., 2001) have indicated a lack of robust results mdimliputed to certain
learner-oriented problems related to noticing, retrievingl adapting a solution
from a source to the target problem. Researchers dealthetie problems by
using various external strategies, such as hints,mecliuction, and MERs.

In addition, research has established the effectivenesshirgd-aloud
methods lke SE for increasing learning outcomes in gpeddimains such as
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science (Ainsworth & Burcham, 2007; Ainsworth & Loizou, 2003; €hial.,
1989, 1994; Cox, 1999; Renkl, 2002, 2005; Roy & Chi 2005). However, to the
knowledge of the researcher, this method has not been té&stdly in
analogical problem-solving with non-domain-specific problemst tldo not
require any particular knowledge but an element of indightliscovering and
applying a procedure from a source to an isomorphic target problem.

Knowledge is expanding and becoming highly diverse and comiplex
imperative that a learner uses cost-effective methaalste(ms of time and
energy) to gain maximum advantage from a learningatsitu Learning by
analogy is a learner-oriented method of teaching thatesefproblem-solving
skils helps a person develop some cognitive abiites sush deawing
information from experience and adapting it to achieve md&rences, which
directly affect the quality of learning.

The review of literature highlighted the cognitve pssms that are
crucial in analogical problem-solving such as seleatmeoding, combining, and
comparing (Sternberg & Davidson, 1999); restructuring sysitdtsneof relations
and mapping (Gentner, 1989); adapting a procedural solution, @udssti@nd
goals (Gick & Holyoak, 1983); effects of good representation, gsaphiad text
(Larkin & Simon, 1987; Pedone et al 2001); and cognitive offloadifan (
Meter, 2001).

Moreover, although the importance of using diagrams has been
empirically established, their use has been often ling#er because of the fact
that not al subjects lend themselves easily to diagramsbecause of the
difficuty in determining their informational and compuaal equivalence to

textual form. In this study, it was assumdaht the self-support methods wil
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serve a dual purpose: First, the active involvement péraon in representing or
restructuring any information and second, the consequevklogeent of a
deeper understanding of the subject.

In addition, the fact that learners are often exposed terediff levels of
knowledge abstraction has led researchers to examineffehts ef representing
a source problem in various levels of simiarity with ttagget problem. The
importance of procedural simiarity using diagrams in #imarce problem has
been emphasized in problems requiring a process to be ledrrpaled (Chen,
2002). Besides using different levels of simiarty and pa&taepresentation of
the source, the present study extends Chen's findingsigithinvestigating the
effects of verbal representation of the source on tamgdilem performance.

The researcher considers the methodology used in this atidynique
and significant because it describes how the source problemss systematically
developed and depicted pictorially in the three levels oflasiyi using the
problem space theory and the concepts of informational and @diopai
equivalence. It also describes a coding scheme considerde gsearcher as a
valuable contribution to the field of cognitive science.

Finaly, the study developed thé&Generative Procedural Model of
Analogical Problem-&ving” (GPM) which substantially contributes to our
understanding of the extent to which people use variousite®gprocesses
(through drawing protocols) to represent and solve by analoggrizaly or
diagrammatically represented problem at any level of asiyil Thus, this
research rests on the assumption that in problems rgqairiprocedure to be

understood and appled, a single representation (verbal or glictriany level
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of similarity along with self-support methods, such as 8& &CD, help problem

solvers exploit the benefits of solving problems by analogieakoning.

Aim of the Thesis

The present thesis draws largely on the findings of Re@bral. (2001)
and Chen (2002). The faiure to notice and retrieve infasmeitom the source
problem led Pedone et al. to use hints and verbal text tease transfer
performance. Chen, on the other hand, found that despite theepeffects of
schematic representaton and procedural simiarity, thdicipants faced the
problem of executing a process from the source to the target.

The primary aim was to find other methods, instead of kbints MERS,
that could effectively overcome the problem of lack of eetii and noticing the
critical steps involved in mapping and transfer. The se@mndwas to determine
the exact mechanisms underlying procedural representidinhelp implement
the source analog solution in a workable procedure (exequtimess) to reach a
goal. The study also aimed at understanding the varioust\egrocesses and
sub-processes underlying diagrammatic forms of representtdat affect the
retrieval and implementaton of the source solution. In eies of three
experiments, non-domain specific problems depicting a process wsed, which
are diagrammatically represented at different levels sofilarity;, principle,
strategy and procedural. The effect of two self-support mett®esand SCD, on
the transfer process was systematically investigatecadtlition, the two types of

representation, pictorial and verbal were directy compared.
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CHAPTER 3: THE TASK ANALYSIS FOR PROCEDURAL SIMILARITY

I ntroduction

The review of literature in the previous chapter lggtdid the important
role of analogical reasoning on two dimensions. First, it ribest particular
instances in which analogies provided a pedestal for proldéemgs and,
second, it ilustrated a form of inteligent behavior. 8inthe importance of
learning by analogy was recognized, most of the reseaudh a&s the work of
Gick and Holyoak (1983) and Gentner et al. (1993) has exhaust®alt with
the role of superficial and structural similarity betwethe source and its target
analogue.

In addtion, researchers have also documented the iefluehalifferent
approaches in analogical problem-solving, such as hints, pegmschema
induction, and think-aloud methods. These different approachese w
implemented to enhance learning performance and analdgcefer. However,
most of these studies have used only verbal representatioranalogical
reasoning (Catrambone & Holyoak, 1989) whie relatively litleork has
explored the use of pictorial analogies (Chen, 2007; Kroger, Holyé&a
Hummel, 2004; Pedone et al., 2001).

This chapter describes two prelminary studies (A and rigleriaken to
explore how analogical problems are generaly perceived akedsby Arab
students and also to determine the suitabiity of the protasks chosen for the
main study.

The main study systematically investigated how thiésapport methods

(SSM) of selfexplanation (SE) and self-constructed diagra(SCD) help
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learners extract the maximum amount of information frangiven situation and
adapt it successfuly to sole an analogous problem. On arafjelevel, it
examines how the SSM infuence transfer performancenwhn analogical
problem is represented pictorially or verbaly at differegtvels of similarity
(principle, strategy, and procedural) between the sourcéhartdrget problem.
Thus, as the choice and design of the problem tasks wagial step, in
ensuring the empirical value of the study, it was ssdedf it adhered to the

following criteria:

e The tasks should be two isomorphic (source and taryat
domain specific tasks not requiring any prior knowledge to
understand or solve.

e The tasks should lend themselves easiy to both pictordl an
verbal representations.

e They should depict a step-by-step process or a procedure.

e |t should be possible to represent the task problem in theesatirc
three different levels of similarity with a target prable

e The tasks should involve sufficient information processiotyvity

to help generate SE and self-constructed diagrams.

The first criterion required the researcher to use sinmdight problems
that are encountered in d&yday lfe andcan be solved by any individual with
average inteligence. Although insight problems are simghd usualy contain
only a small number of objects and relations, they requiaenieing the problem
from different angles and connecting the different iogiatin order to figure out
the solution, which appears difficut at the beginning réfkaw & Ohlsson, 2001,
2004). In addtion, it has been suggested that the expexdndiscovering a
solution by insight in the source analog may aid a deepéerstanding of the

problem as worked out examples, in terms of learning. Thampleteness of
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source problems, as observed by Renkl (1997), is considered typ@ainofon
textbooks and everyday problems. Therefore, insight problems walween
because they induce a learner to actively extractmafion that is necessary for
understanding and finding the solution.

The second criterion called for the abilty of the problenbdorepresented
in both verbal and diagrammatic forms. Graphical repregergatcan aid
problem-solving by facilitating perceptual judgments of adkiwhich are almost
effortless for humans, and can act as triggers to tneved process (Larkin &
Simon, 1987). However, their use was often restricted to emhi@arning
benefts (Ainsworth & Loizou, 2003). Diagrammatic reasoningudes on the
interpretation of pictures and diagrams that directly sstethe information in
the problem to be solved (e.g., by using a static picture oley pystem to infer
the directon of motion (Ferguson & Hegarty, 1995; Hegarty, 2004).
Understanding pictorial information processing at differdatels of simiarity
was considered equaly important in identifying the meash@n that optimize
analogical transfer. Stenning and Oberlander (1995) propose diffetent
representational systems of a problem (graphical or fiejuigive rise to
different processing characteristics due to differencetbei facility of inference.

The review of literature indicated the lack of systemmativestigation
regarding analogical reasoning with diagrams compared tbalveanalogical
reasoning. The rarity of using diagrams, particularlyamalogical reasoning, was
due to four reasons. First, there was a lack of a systemathod avaiable for
constructing diagrammatic source analogs. Second, it wan afonsidered
dificut to develop a single source analog diagrammaticahd the added

dificutty when dealing with different levels of simily. Third, it took more
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time and effort consuming to pursue such an approach. yFidthough its
benefts are often emphasized for both chidren and adukgast expected that
most people tend to prefer traditional verbal methods, and peaap®t readiy
open to schematic representations.

As an important feature of the study concerns procedurdhrgy, the
third criterion required problems that depicted a process tondbersiood in the
source and the knowledge used to implement a solution inatget problem.
Therefore, the problems chosen for the study needed to be noimdieaific
everyday problems requiring no prior knowledge and involvingightiul
thinking along with a concrete procedure (process solutionphe &.

The fourth criterion of selecting the task deals wita thultievel nature
of the analogical approach (Gick & Holyoak, 1980). This usualpived a
process of extracting a solution principle that primaripetels on, and is guided
by, the level of representaton in the source problem. Giot HEplyoak
differentiated between the various levels of abstractiothe representation by
investigating their effect on analogical problem-solvimgerformance. They
explaired that a level of abstraction was considered relatively' ‘When the two
problems, source and target, share a variety of correspondmiy @ad more
‘abstract” when these two problems share higher order relations only.

In their cognitive theory of graphical and linguisticagening, Stenning
and Oberlander (1995) proposed that a good representation is opeotliged
for the effective use of a clear structure that asldarner to extract and process
the needed information. They differentiated between thregpest of
representational systems (MARS, LARS, and UARS) thatespanded to the

extent of elements’ dependency within or outside the representation.
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Chen (1996, 2002) also focused on the mulilevel charactendtic
analogy and the importance of levels of simiarity (abstm), between the
source and target problem, in infuencing the process ofidea solution in an
analogy. Differentiatihg among the processes of notiamgarties between the
source and target, and applying (implementing) what wagretended, Chen,
observed that those features of a source representatibnintmnaase the
probability of noticing and mapping do not necessarily ensoa¢ & solution
principle wil be automatically appled to the target situm He proposed three
types of simiarity that reflect the relations betwegnsource analogue and a
target problem, the first two of which are superficial i@ity, where the
problems may be simiar or different in their surfacebates, such as objects or
characters in the source and target problems, and sifusiuiarity, where the
source and target may share some features, solutiorplprinor causal relations
among the key components. These two types of simiarity caemonly
identified by many researchers (Gentner et al. 1993; Gick &odk] 1983).

The third type is procedural simiarity, referring to themplex, muli-
componential relationshipgind defined by Chen (2002) “as the transformation of
a general solution principle or idea into concrete operati@nssequence of
actions) relevant to goal attainment” (p. 81). Chen (2002) considered procedural
similarity between the source and target as an impofdatdr for facilitating the
transfer of the solution process. Using a pictorial type epfasentation, Chen
systematically analyzed and compared the effects ofediffdevels of simiarity
(principle and strategy) with procedural similarity on tlexecution or the

procedural implementation of a learned solution.
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Al of the four criteria mentioned above converge towards kst
criterion of selecting the problems for analogical reagotiiat relate directly to
the main purpose of the study. The selected problems neededdtsiteed in a
way that faciitates the effects of the SSMs on thgous properties of analogies
used to study the insightful non-domain specific problemsesepted verbaly
and pictorially at different levels of simiarity (pripi#, strategy, and
procedural) between the source and target problems.

Chen's (2002) study served as a useful guide in problentiselexs he
effectively used general problems of analogy in schenfativ. Both the theme
and the representation of the target problem used (Weldiegnglephant) and its
schematic source models closely met the requirementsheofstudy. As the
research draws upon Chen's (2002) work, the materials uselksodbed here to
highlight the extent to which they served and contribute the aims of the
present study.

The main characteristics of problems used by Chen wessifield in the

following categories:

e Everyday non-domain specific problem (involving simple
methods of weighing and measuring objects) that requioeok s
insight. According to Chen, this type of problem differerdiaie
from il-defined problems such as the Duncker radiation problem
(Gick & Holyoak, 1980) and wel-defined problems with specific
domains such as physics and mathematical tasks (Bassok &
Holyoak, 1989; Novick & Holyoak, 1991; Reed, 1987).

¢ Not very simple and neither too difficult to solve.

e Schematically depicted in three levels of similaritythe source.
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e The tasks required a step by step process (procedural
implementation of a soluton) which helped measure #ansf

performance objectively.

Chen (2002) schematically represented the Elephant probledifferent
levels of simiarity or abstraction to establish the paesieffects of procedural
simiarty as compared to the principle and strategy ISeven procedural
implementation of a learned soluton from a source to thgettgproblem. The
participants viewed a schematic picture as a source madelpreted its
conceptual meaning, and then attempted to solve the fangelem by applying
the conceptual information derived from the source modéle defined the

various levels of similarity in the source as follows:

e Principle Level of Simiarity: The principle only model .de
general idea) depicted only the super-ordinate concept in the
source model such as the general relation between ea démjgct
and a set of smaller objects. No concrete information cangern
how to achieve this comparison was given. (Figure 3.1a)

e The Simiar Principle (seesaw balance): This alsctriitles the
principle of weight equivalence but relatively in more adebut
without a concrete solution in terms of strategy or proesdur
required to solve the target (Figure 3.1b).

e The Dissimilar Strategy but Simiar Principle modelshisT
contained a specific strategy and procedure that ilestrahe
weight equivalence principle (e.g., seesaw balance andindiang
balance in the Weighing the Elephant problem).. However, both
seesaw and hanging balance models are not simiar strttegy
or procedure required for solving the target problem (Figure 3.1c).

e The Strategy Level of Simiarity: Figure 3.1d shows tlmeirce
model in similar strategy but dissimiar procedure. (e.g.ingspr

compression in the “Weigh the Elephant problem.”
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e The Procedural Level of iSilarity: The simiar procedure models
(e.g., sinking compression in the Elephant problem Figure 3.1le)
depict specific procedures that can be used to sole thet targ
problem. The relations between the sinking compression model
and the boat solution exemplify this condition.
The two important features of the general insight prohlsed by Chen
were the diagrammatic representation and levels ofsiyniin the source. Both
these features were adopted by the researcher to exhmiedfects of SSMs on

aralogical problem-solving involving diagrammatic repres@matat different

levels of similarity between the source and target prablem

Preliminary Studies

Psychologists and cognttive scientists have always hbeterested in
understanding causes of peodplfaiure to solve problems when they possess all
the necessary information either gained in past experiefietrieved from
memory) or provided by the environment during the problem-gopmocess. In
both cases, people can differ significantly in the degreewhich they are
informed about the relevance of a particular piece of iaftom to the solving of
the target problem. Therefore, it is not only theoretichly also empirically
important to determine the how people from various cultungage in analogical
mapping when they are presented with a target and sougdE)ze.

Two preliminary exploratory studies A & B preceded the nsdimly to
develop suitable tasks and a methodology for investigatingntikactive effects
of the procedural level of simiarity, modality of represtiota and the self-
support methods in soling problems by analogy. As the studyiveay

investigating the comparative effects of levels of laiites and modality of
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representation, the researcher replcated the study of (®0) to explore the
factors that affect analogical problem-soling in Arabtucel and compare the

findings.
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Figure 3.1 The representation of the various schematic models insthece
problem used by Chen (2002).

Note: The general principle illustrates only theioo of weight equivalence without a concrete
solution strategy or procedure for the target. §aesaw balance (similar principle) also illustrates
the principle of weight equivalence in relativelyoma detail but without a concrete solution
strategy or procedure for the target. The hangialgrite model gives a solution strategy but
which is dissimilar to the target solution. Theisgrcompression models depict a similar strategy
to the target solution that several smaller objaeta push down a compressible surface to the
same degree as one heavy object. The sinking cemjore model provides a similar procedure
for the solution of the target.
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Experiment (A) was conducted with 156 Arabic speaking female
undergraduates from King Abdul-Aziz University, Jeddah Sauedbia, between
the ages of 18-25 (M = 20.1, SD = 1.74). This experiment pictorigiictdd a
method of weighing heavy objects in the source problem feredif levels of
similarity with an isomorphic target problem caled Elephé@hen, 2002). It
may be mentioned here that in both the preliminary stuthes researcher used
three main levels of simiarity instead of five used @iyen (2002). These are the
principle (general idea), the simiar strategy, and timas procedure as shown
in Figure 3.1 a, d & e) to represent the source for the Elegdvabiem.

The results of the preliminary study A showed no significdifierence
among the groups with regard to performance as a functitieofarious levels
of similarity. This was mainly attributed to two factofa) the ambiguity of the
pictures presented in the source models reported by theippatsc in their
retrospective reports (Figure 3.1), and (b) the tendency abinative speakers
for reading or seeing things from right to left whiclvenrsed the perception and
understanding of a step by step process described in the gooldem. These
two reasons that accounted for the discrepancies in ftiingé between
experiment (A) and Chen (2002) called for examining theigaeeffects of clear
source models represented in both L to R and R to L directieepodsenting the
pictorial source models.

In preliminary study B, the researcher investigated thene clearer
pictures at different levels of simiarity and theirediion, right to left and left to
right (R to L or L to R), in the source problem (Appendix Afuénced transfer
performance in problem-solving by analogical reasoning. Addlly, a new

problem the Salt, devised by the researcher was used sinptiliminary
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experiment. A new group of 150 female participants (simiage group as in
preliminary A) were assigned to three levels of sitgia(principle, strategy, and
procedure) and two conditons of directon (R to L and L to Rk fiidings
were in lne with Chen (2002), indicating a significanthigh transfer
performance in the procedural level of simiarity in ttendition of right to left
direction.

Thus, these two prelminary experiments helped deternhiae stitabilty
of the analogical problems choosen or devised by the rbeseai@ depict
different levels of simiarity, in both verbal and diagraatin forms, for the main

experiments of this study.

Task Analysis

The theme of the problems used in the study is weighvadence or
measuring out a substance without adequate tools or neaflhen, 2002).
These problems are not considered to be domain specific altlligghvering
the concrete process solution involves some mathematiaabming with insight
to figure out a process ilustrated in the source problemweighing heavy
objects or measuring out substances. Insightful thinkiogording to Kershaw
and Ohisson (2001, 2004), are simply stated problems containingll anisnizer
of objects and relations that at first glance appear to flirildif not impossible
to solve. However, once the problem is looked at from diffeaages, and the
relationship between the objects is figured out, a logicdltian is easiy
deduced. In order to solve the source problem a person is refgudistover the
underlying process (steps) by figuring out the relatipndtetween the objects
depicted in a sequence of pictures. This is based on thenpdissuthat the
experience of discovering a process may help a deeper andeéwgt of the
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problem as worked out examples in terms of learning. As alsenaolsby Renkl
(1997), the incompleteness of the source problems was consitgieal of
common textbooks and everyday problems. Therefore, to succelestuty from
pictorial types of representations, the problem should indutsaraer to actively
and rationally extract information relevant to the smiutiprocess. The target
problem for the source, in all levels of simiarity, istesth verbally to faciitate
comparisons across levels and modality of representation lemdtoadistinguish
between the process of implementing a procedure and other amtgpoof
transfer, such as mapping.

The researcher used four different problems in this sflidg. Elephant
target problem by Chen (2002) was translated into Arabic. idtworphic
schematic source problems at different levels of siyidor the Elephant target
problem were modified for clarity by the researcher (AppeAdixA systematic
method was applied by the researcher in buiding each othtee new target
problems caled the Salt, the Lab, and the Almond problems, asid th
isomorphic source problems at different levels of simiariiyhe Elephant
problem is described first since it served as a model forlogdng other
problems. The construction of the Salt target problem andowsce analogs at
three levels of similarity is described in the subsegsention whie the other
two problems, the Lab and the Almond, are discussed in Apper@icaisd D

respectively.

The Elephant Problem
This target problem was adapted from a traditional Chiredeebyy Chen
(2002). It describes a scenario in which a boy needs to \aeighlephant but

cannot find a scale big enough. The participants were agkegenerate the
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possible solutions for obtaining the weight of the elephahe T€ritical item
required for the solution was a boat, which was presented) alih some
relevant and irrelevant tems, such as a smal soadks, table, containers, and
boxes (Figure 3.2). The elements were given to differentlaétween the
participants who choose the key elements from those who diiChen 2002).
These clues helped generate the boat solution (sinking essigor) as the only
possible and appropriate solution of the target problem, whicd caulretrieved

from the source analog. The steps of the boat solution are:

e Put the elephant on a boat.
e Mark the water level on the boat.

e Replace the elephant with some smaller objects (e.g., rocks or

containers) so that the water level reaches the mark.
e Weigh the smaller objects separately with the smalesc
e Sum the weight of small objects to get the weight oftaphant.

The Problem

Many years ago there lived in China a young man. Wishing to further his
education, he went to a wise man in a remote laakter, ” he said, “if you will
allow me to study with you for one year, | will give you, in paymehts
elephant.” And he displayed to the wise man an elephant, strong and beautiful.

The old man looked from the young man to the elephant, and asked:
“How much does the elephant weigh?”

“I do not know, Master” the boy replied.

“Weigh the elephant. Come back tomorrow and we will begin to learn
from each other.”

So the boy left, running through the town, looking for a scale to weigh the
elephant. The largest scale he could find, however, was only scal2dOto
pounds.

“The next morning the boy sat, despondent, under a big tree, on a rocky
river bank. As he watched, a boat came into view; the old manreveisg
toward him. The old man got out of the boat, went to the boy and sat down.

“How much does your elephant weigh?”

“I cannot find a large scale, master.”

“It is not the elephant I am measuring, my son. It is the student’s thinking.

You have everything you need to weigh the elephant. When you have done so, you
may join me.” And the old man stood up and moved up the path to his school,
leaving the boy with the problem.
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Participants were given illustrations of objects as shiowiigure 3.2 that

they could use to solve the target elephant problem.

Figure 3.2 Tools for the target Elephant problem.

The Source problems for the target Elephant Problem

The source problems represented pictorialy at three levetsbstraction,
principle, strategy, and procedure, were modified for clarity \ware represented
in the rightto-left direction as shown in Figures 3.3, 3.4 and 3.5The thretds lev
are described and ilustrated below.

The Principle Model: At the most abstract or super-ordifetel, the
analogue provides a general solution orientation or prin@plesolving a target
problem, with no concrete details for implementation of thacipfe. Figure 3.3
shows the general relation between a large object aset @f smaller objects

where one large object is equal to a sum of small objetite iklephant problem.

Figure 3.3 The Principle Model (the right to left direction).
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The Strategy Model: At an intermediate level, the sounce target
problems share not only a general principle but also a nwrerete strategy to
implement it. However, they stil differ in the most caater operational details.
They are illustrated to depict an alternative procedusé ¢hn be used to solve
the target problem. Here, no procedure is given that couldppleda directly.
The strategy for the Elephant is depicted by illustratimg spring compression

method of weighing large objects (Figure 3.4).

P

Figure 3.4: The right to left new spring compression model (similaatstyy).

-_ nL

The Procedural Model: At the most specific level, the sowaod target
problems share a similar solution in their concrete proekdiatails. Therefore,
the simiar procedure models describe the exact methodc#matbe directly
appled to sole the target problem. For the Elephant problem,sitkéng
compression model depicted a specific procedure of using aneontamersed
in water and measuring the amount of water that isadisgdl as a result of the

weight that it contains as shown in Figure 3.5(Chen, 2002).

L T‘e—ﬁﬁﬂmmm&

Figure 3.5: The right to left new sinking compression model (simgaocedure).
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Problem Building

A systematic method was applied for building analogous probigsing

the following steps:

Selecting or developing the target problem: Al the target
problems were in verbal format to compare the transfer
performance across modality of representation (verbal or iglctor
and different levels of similarity provided in the sourcebiem.
Analyzing the target problem: The Problem Space Theory was
applied to identify the various steps involved in solving tineget
problem (Newel & Simon, 1972). The intial state, procedural
steps and the goal state along with the constraints rpres¢he
problem were highlighted to indicate the solution path.

Buiding the source problems: Analyzing the target probleas
folowed by developing its isomorphic source problems.
Successful transfer depended on the level of informatiamedh
between the two problems (the source and the target). Praktedu
similarity is the focus of the study and is differestiatrom other
types of simiarity (namely principle and strategy) @rnts of the
extent to which the solution illustrated in the sourcalague is
similar to that required to solve the target problem. Thtonzdy
depicted source problems required a person to discover both the
process and its underlying principle. The source problems were
buit in three levels of simiarity. First, a source problat the
procedural level of simiarity was buit depicting theaeix step-
by-step method required (direct information) for the target
problem but differing in the objects depicting the procedure.
Second, the source for the strategy level was developed whic
depicted a different procedure with different objects (iotlire
information) that could guide a person to solve the target, lthe
source problem at the principle level was devised that gave
procedure, but only the minimum informaton in terms of a

general principle or idea that could help solve the taketv this
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method was applied in buiding one of the problems is iestra
below.
The Salt Problem

This problem was adapted from Sternberg (1996) and translatechii@ A
to be used as a target. Its isomorphic source problems haveatiapted from
Luchins’ (1942) classic water jugs problem. A systematic method was used for
buiding the source analogs pictorialy at three levels sofilarity and two
directions R to L and L to R for the target Salt problem.

First, the steps required to solve the Salt target problendescribed. It
required the participant to measure out a specific amoustistance without an
exact measuring tool. The critical items were an 1Xgnfg spoon, a 4g spoon
and a container of salt. Pictures of these objects, aldhgsaine irrelevant items

(e.g., containers and boxes), are shown in Figure 3.6.

The Salt Target Problem

A cook needs 1 g of salt to season a special meat he is cooking. When he
opens the drawer to get a measuring spoon, he finds out that he has onlyan 11 g
measuring spoon and a 4-g measuring spoon. How can the cook measure out
exactly 1 g of salt using nothing but these two spoons and not guessing at the
amount?

Task Analysis

e Inttial State: meat and salt
e Goal State: Required amount 1g of salt.
e Resources: an 11g measuring spoon and a 4g measuring spoon

e Constraints: No guessing.
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Figure 3.6. Tools for the Target Salt problem.
The solution stepsof the Salt problem:

e First: fil the 4g spoon.

Empty it into the 11g spoon.
e Repeat the same process once more so that the salt lawgie
spoon now amounts to 8g of salt.
e Fil the 4g spoon for the third time.
e Empty it into the 11g spoon which wil now hold only 3g of salt
e 1g of sal remains in the 4g spoon, which is exactly rdwired
amount.

The Source Problems for the Salt problem

The source problems were designed pictorially for each othtee levels
of similarity: principle, strategy, and procedure. No numkriclarmation (e.g.,
adding and subtracting) to obtain a required amount of saltgiwan as shown in
Figures 3.7 to 3.9.

The Principle Level This subtraction model is the mdsstract level
where the analogue provides a general solution orientatiorprinciple for
solving a target problem without any concrete process sleféile general
relation between a large full object, a smaller empty ¢bgad a half-ful object,

provides a general way for measuring out a required an@fustibstance as

shown in Figure 3.7.
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Figure 3.7: The Principle model.

The Strategy or Mult-Measures Model: Although the seuenalogue
and target problem share a concrete strategy that camplemented, they stil
differ in the exact operational or procedural details tioaddcbe applied directly.
In the Salt problem, the strategy is depicted using mae tne tool (multi-
measures) for conveying an idea that can be used forumngasubstances with

containers of different sizes as shown in Figures 3.8.

>

sl

~l—— N |

Figure 3.8 Strategy Mult-Measure Model.

The Simiar Procedure or the Single Measure Refilfodel: The source
and target share a simiar solution in the concrete guoakdetails. It describes
the exact method that can be directly applied to solve #itete8get problem.
Moreover, it depicts a specific procedure of using big andl smalainers that
can be used several times to measure the exact amowattesf which could be
applied to the target problem, to get the exact amount of ssihg the large and

small spoons as shown in Figure 3.9).

83



Figure 3.9 Procedure single measure refilling method.

Analysisof the Salt Problem

A problem space analysis was undertaken of the water jaglepr
pictorialy depicted in the three levels of simiaritytime source to solve the salt
target problem. Newel and Simon (1972) analyzed problems irs tefnspace,
which consists of an intial state, several intermedisteps, and a goal state.

The objectives of the problem space theory are:

e To determine the boundaries in terms of the initial ar gbal
state of the problem.

e To define all the steps involved in solving the problemiding
short cuts.

e To help identify the obstacles or constraints that pantitspéace
in the various steps whie soling the problem. This ierestle
participants usually tend to indulge in looping (repeat shene

steps without being able to proceed).
The principle model of the source problem gives a generalat®ut the

super ordinate concept of measuring substances lke liquidisuor However,

there is no concrete information is given in this madekshown in Figure 3.10.

Resources: One large jug filed with water, and one |semapty
container.
Constraints: Lack of complete information, or adequate tools.

Solution: Fill the empty container with water from thegda jug.
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Outcome: The remaining water in large jug is the amnoef water

required.

A) B)

Figure 3.10: A) The intial state of the principle level. B) Theal state of the
principle level: measuring out the amount of water reduir

e Strategy Level: The Simiar Strategy model is depictesl a
conveying an idea, but not the procedural process, that could be
used for measuring substances with containers of diffesizas
(Figure 3.11).

e Resources: One large jug empty, and three glasses \ilih
water.

e Constraints: No exact measures for knowing the volume atérw

No measuring marks on the jug or glasses.

Solution:

e Empty the first glass filed with water in the larg®).
e Empty the second glass filed with water in the largg |
e Empty the third glass flled with water until the largug is ful,

the remaining water in this glass is the amount reduir

Outcome:

The remaining water in the last glass is the amoumtatér required.

4)

Figure 3.11: A) The inttial state of the Strategy level. B) Tdwal state: required
amount of water remaining in a glass.
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e Procedural Level: The similar procedure model shows thelste
step process involved in soling problems of measuring
substances when only two measuring containers, a lardeaa
small container are available (Figure 3.12).

e Resources: One large empty jug, one glass filed witterwa

e The intial state: Filing a glass with tap waterdasn empty large
jug.

e The goal state: Measuring out the required amount of water.

e Constraints: Non-availabiity of exact measures to ddierrthe

volume of water. No measuring marks on the jug or glasses.

Solution:

e Fil the glass with water.

e Empty it into the large jug.

e Refil the glass.

e Empty it again into the large jug.

o Repeat this operation for the third time.

o After filing the jug with the third glass of waterhet remaining

water in the glass is the amount required.

Outcome;

The remaining water in the glass is the amount démeequired after the

large jug is full.
A) 5
8
E 0 B e

Figure 3.12 The initial and goal state of the procedural level. A) Ti@l state
Source of water, the required amount of water. B) goaé:staeasuring out
the(tap )One large jug (empty), One glass.
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Figure 3.13 shows the problem space analysis of the salt mprdiolen
two different perspectives. On the right side of the Eigis a graphic
representation of how the problem could be solved involving mieeise steps.
On the left is another way (longer) the problem could b&edousing an
extraordinary number of steps. It was observed that althbaotih the ways can
lead to a successful solution, the latter method mayt resaotetimes in failure.
The procedural level of simiarity tends to elicit theorsér precise method of the
solution whie the strategy level tends to elicit ideg method.

The Validity of the Levels of Similarity

In order to ensure that the pictures adequately depictliffeesnt levels
of similarity or abstraction in the source problems for tdrget Salt problem, two
judges from the Department of Psychology were given tifiatide of the three
levels of abstraction. They were also given the Eleppeottlem (the source and
the target) to compare the information of each level dewpto the definition of

the levels, and suggest any modifications for the problems.

Summary
In this chapter, the researcher attempted to describendisé crucial
aspect of the study: the selection of problem tasks and pheperties. The
preliminary experiments A and B guided the researchebuitling tasks that
took into consideration the mental set (R to L direction)hef Arab participants
and their understanding of analogical problem-soling. As ehgirical validity
of the study largely depended on the representation of theepradégks, both the
target and the source problems were systematically zadaljo determine the
precise effects of self-support methods on transfer perfoenarhe subsequent

Chapter 4 reports the first experiment of the study usiegSE as SSM.
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Container of Salt s
Boxor bottle

Initial State

11 gms measuring spoon a
4 gms measuring spoon b

s,a, b, x
[ I
ais X is empty Sis full bis empty
Fill a from s Fill b from s
Fill b from a Empty bin a
7gmsina bis full 4gmsina bis empty
Empty bin x 4 gms in x Fill b from s
Fill b froma Empty bin a
3gms ina bis full Sgmsina bis empty
Empty bin x 8 gms in x Fill b from s
Fill b from a Emptybina
ais empty 3gmsinb 11gmsina
Fill a from s
Fill b from a
10gmsina bis full
. [
Empty bin x 12 gms in x =
Fill b from a
6gmsina bis full
: ]
Empty bin x 16 gms in x -
Fill b from a
Z2gmsina bis full
Emptybinx  20gmsinx =
Fill b from a
ais empty 2gms in b
Fill a from s
=
Fill b from a
9gmsina bis full '
Empty bin x 24 gms in x -
Fill b from a
S5gmsina bis full '
Empty bin x 28gms inx ]
Fill b from a -
<—m Goal state >

Figure 3.13: The space theory of the solved problem
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CHAPTER 4: THE EFFECT OF SELF-EXPLANATION ON

PROCEDURAL LEVEL OF SIMILARITY

Introduction

The most important goal for education is to support students’ deep, robust
knowledge and understanding, so they can beneft from lgaenul apply their
knowledge in soling different kinds of problems. Although anifisignt
difference was found at the procedural level of similantghe condition of R to
L direction in the preliminary experiment (B), the ovepmdrformance of all the
groups in the three levels of simiarity (principle &gy and procedure) was
low. The responses revealed that poor transfer occurred rbestiuse either the
participants failed to notice that the two problems werdogmas, or they were
not able to adapt a procedure from the source to the targeerrolhis
phenomenon was also noticed by Chen (2002) who observed thatgratthou
procedural simiarity influenced the degree of analogitahsfer, the basic
patterns of problem-solving performance remained the sarea when clear
hints regarding analogous relations were given. Hebutttd this to faiure in the
execution process, which resuted from a difficulty in adgpthe source model
solution and not in accessing it or mapping the key componentke target
problem. Thus, based on the findings of the preliminary expetsm it was
considered imperative to examine and analyze the procepsololem solving,
through think-aloud protocols, to identify and assess the cognitve psesethat
faciitate and strengthen transfer, as wel as the aolest that impede the
execution of a solution process in procedural simiarityamalogical problem-

solving. At the same time, it was considered equaly impbt investigate the
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effect of self-explanation (SE) as an internal sedpsut method on transfer

performance.

The Think-Aloud Protocol

Think-aloud means that participants verbalize their ttoygocesses as
strategies they are using to tackle a specific problemtien. Verbal protocols
are used to derive coding categories. It is a techniquelywided in studying
mental processes to understand what types of informatioectibjeport when
instructed to verbalize their thoughts spontaneously sént & Crutcher, 1991).

Ericsson and Simon (1984) consider think-aloud reports to be p#e of
normal sequential thought processes of performing a taskopgp®sed to
introspective reports which are meant to affect the peaioce. Short et al.
(1991) investigated this assumption and found that thinkiogdaleaves task
performance unchanged and proposed that verbal protocols obtaied wh
thinking aloud during task performance can help in undelistarthe internal
problem-solving processes and strategies employed by theerle&@hen (2002)
used verbal reports in the field of analogical problem-solagexamine how
participants used the source analogue models in solvingathet problem. The
verbal protocols helped identify the obstacles that preventesubgect from
successfully executing a procedure learned from the sturtbe target analogue.

As a thorough review of literature of the think-aloud thod was
undertaken in chapter 2, this chapter discusses only soneetamt studies that
provide evidence to support the claim that SE could alsonemharoblem-
solving by analogy.

The think-aloud method of SE has been widely used to atsesgpact

on performance. VanLehn and Jones (1993) proposed that SE heipsapts
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generate three types of explanation; Explanation to datettfll the gaps in their
knowledge, Explanation to help in schema formation, and Explant help in
analogical enhancement.

Aleven and Koedinger (2002) used this method to explore how ttuden
explain their own solutions whie they solve problems froeongetry, while
Renkl (1997) used SE to investigate individual differenceslearning from
worked-out examples by examining the qualty of explanatjmmsluced. Renkl
et al. (1998) provided experimental evidence about the effe®Eobn transfer.
In their experiment, half of the participants received t&hhing with information
about its importance before the presentation of the inetiattexample, whie
the other half was assigned to the VB group, which wasgnen any prior
training. The results showed that the performance of i group was
significantly higher in both near and far transfer.

Other researchers sought to determine the reasons hkbéinthproved
problem-solving performance of participants who used SE. Chal.et(1989)
found through SE reports that successful learners frigjueglaborated on the
processes related to the conditions of applications and gotie pfoblem. They
also found that SE increased anticipative reasoning by fregeently relating
the steps of the solution to the domain principles. Chi e{2801) further used
SE to support the hypothesis that good students learn witgrstanding because
they generate many explanatons which refine and explaedconditions for
action and facilitate problem-solving.

Besides studying the SE effect on performance in a waldety of
domains, ranging from physics problem-solving to geometry andrgmming,

the impact of the type of representations of problems on SE &so
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investigated. Researchers have either presented matetiext (Chi et al., 1994)
or in text and diagrams (Ainsworth & Loizou, 2003; Aleven & Hioger, 2002;
Chi et al., 1989).

Ainsworth and Loizou (2003) explored the effect of the matéeed or
diagrams) on the SE. They found that students who weren giliagrams
performed significantly better on post-tests and generatgalficantly more
explanations than students given text only. They alsodfabat diagrams not
only generated more explanatons but also were more \effe¢ti learning
because they reduced memory load.

SE has also often been used as a meta-cognitve methodhamce
learning in domain-specific areas, such as science atdematics. According to
Chi et al., (1989) SE faciitated complete understanding efdibmain theory in
order to construct explanations. They gave subjects workedegatmples
containing text and diagrams in physics. Renkl (1997) usedddmain of
probabilty calculation, whereas Ainsworth and Loizou (2003) ghe¢ students
a topic from biology about the human circulatory system.

This brief review, of the think aloud methods, provided a good afeal
evidence of its beneficial effects on learning in gelnemd determining the
cognitive processes that underlie problem soling in plarticlAthough, the
importance of self-explanation is evident from a wide raodestudies that
tackled this issue, nevertheless, its direct effect calogical problem-solving
has not been fully explored.

In Experiment 1, non-domain specific everyday problems wesed u
which did not require any prior knowledge, but some insighthoAdh,

mathematical in nature, they are considered general-doprablems because
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they include simple operations lke weighing objects and soneg out
substances that require some insight for understandingolation process

depicted pictorially.

Experiment 1

The think aloud protocols are considered more useful in dBgera
description of the reasoning steps and to identify the segptocesses that aid
or impede transfer performance. Additionally, as successiosfer in analogical
problem-solving depends on the extent to which the problerersatizes the
various cognitive skills, Experiment 1 discusses the tetdécahink aloud methods
(SE or VB) in processing and applying information from ars®yroblem which
is pictorially represented to an analogous verbal targetthétsame time, think
aloud protocols were used to reveal how an individual pesceweinterprets
pictorial information.

Self-explanation (SE) is a think aloud method that geyesapports the
construction of ideas and actions whie engaging in proldeiving. The first
reason for using SE in this experiment is to investight relation between SE,
analogical problem solving, type of representation (pictoriad aerbal) and
levels of simiarity (principle, strategy and procedurakec@hd, pictorial formats
are becoming popular because they make complex principles agippd and
interesting to deal with. In analogical problem soling goiet type of
representation has been rarely used perhaps because ooitiadiffiassociated
with its construction and/or interpretation. Third, problemsvohing
understanding a principle underlying a process, for transéee greatly
determined by the level of simiarity used in the analegsaurce and target

problems. Therefore, it is assumed that SE as a self-supptvd wil faciitate
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the transfer process as wel as reveal the cognitketeges in interpreting
problems pictorially represented in the source.

Experiment 1 investigates how pictorial source models ferelitt levels
of simiarity are explained and the information applied aiviisg a verbal target
problem. Precisely, it elaborates on the role of SE as emadive to using hints,
schema induction, and multiple representations in incggdsarning and transfer
performance.

Two think-aloud methods, VB (control), and SE (experimentaire
used to: (a) determine the cognitive processes undepioblems involing a
procedure, (b) to assess the effects of SE on problem-sohifiynmence, and

(c) the effect of procedural level of similarity on tfensperformance.

Hypotheses

The hypotheses of Experiment 1 were as follows:

e SE is predicted to have a significant positive effect wangth of
transfer performance.

e Procedural simiarity is predicted to have a signiicaatsitive
effect on the participant’s strength of transfer performance.

In addition, this study explored some issues related to theofoSE in
elicting the cognitive processes considered crucial wiselving problems
represented pictorially and differing in the type of souflesels of simiarity)
information/knowledge provided. Some questions that Experimerttefnped to

answer were:

e What is the difference between the number of solvers and non

solvers in each level of similarity?
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e Is there a difference between solers and non-solvetise iime
spent and lines generated according to levels of swniaritd
think aloud conditions of VB or SE?

e What cognitive processes are elcited in the differenteld of
similarity and think aloud conditions?

e What is the relationship between the cognitve processe=aled

and strength of transfer?
e What are the differences between solvers and non-sdiveitse

cognitive processes used?

M ethodology
Participants

The participants were all female because this expdrinvas conducted
in the female campus of King Abdul-Aziz University. Alhiversities in Saudi
Arabia have separate campuses for male and female studkemty-eight (48)
Saudi female undergraduates with ages ranging from 18 foaBipated in this
experiment for course credit. They were randomly assigoetivd think aloud
conditons; SE as experimental and VB as control group togsief 24
participants each. The 24 participants in each condition wea randomly
assigned to three levels of simiarity; principle, styateand procedural with 8
participants in each level. They were tested individualtyhout any interference

from the researcher.

Procedure

As the findings of the preliminary experiments (A & Bgstablished that
the R to L direction positively influenced transfer perfanoe, al the
experiments in this study adhered to this direction. Collesagn the Department
of Psychology were requested to send volunteers from ameingstidents for

this study. The students were given course credit far freticipation. The
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participants were given appointments to undertake the mgugriaccording to
the time suitable to them.

In this experiment each participant was given a denadiostr of the
think-aloud protocol which was either VB or SE followed by acpce session to
ensure they understood how to go about it. A multiplication prahlesuch as
(46 x 23) and matrix problems from Raven's Progressiveidéattest were used
for demonstration because they represented a problem ingbifdom. This was
to familiarize the participants with how to perform a temhd verbalize while
solving the problem. Both the introductory sessions and exgésinwvere held in
the meeting room of the social services department. Inintr@ductory session
after greeting the participant, the researcher gavberigf explanation of the
purpose of the experiment. The participant was told thatissheeing given a
problem-solving task through which the researcher wouldsaksr performance.
To relax the participant, she was assured that it was niest of her inteligence
or problem-solving abilties. When the participant was readydemonstration
was given according to the think aloud conditon assignee difierence
between the VB and SE is in the orientation trainingeresharithmetic word
problems were used. The demonstration for the control grougoviBition was
conducted in the following way:

Often we tend to think aloud when confronted with a problem. In this
experiment it is very important that you think aloud while performing tHe fas
demonstration of how to go about solving a problem and at the same time saying
aloud what is being done is presented. Here is an example of how édtselv
math problem 46 x 23 aloud and at the same time on paper.

Place 46 then 23 directly below,

Multiply 3 x 6 this is equal to 18,

put 8 down and keep 1 in mind.

After that multiply 3 x 4 which is equal to 12

add the 1 where 12 + 1 = 13.

put the number 13 before the number 8 it becom8s 13
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Next take number 2 and multiply it by 6,

2x6 = 12, put number 2 directly below number 3
and keep 1 in mind.

Then multiply2 x4 =8

add the 1 which is equal to 9.

Now put 9 before the 2

and then add the two lines.

The result is equal to 1058.

The demonstration for the SE condition was also conductele irsame

place. The participants were specifically instructed te gletails and explain

every action taken whie soling the problem. The samenggaas in the VB

condition was used for demonstration.

In order to solve 46 x 23, here every step taken was explained as follows:

Write 46 in the first line

Directly below put number 2 below number 4,

andnumber 3 below number 6.

Draw a horizontal line.

Start multiplying 3 by 6 which are in the units g

and put 8 down in the units position

Carry 1 and replace it on the top of number 4.

Multiply 3 by 4

The result here is equal to 12.

Add the 1 on the 4 to the 12,

it makes it 13.

Write the 3 before number 8 in the tens position

and write the 1 on the hundreds position thus ngkin38 in the upper result
line.

Next multiply the 2 which is in the tens positiondamultiply it by 6
The resultis equal to 12

Put the 2 under the tens position in the secoraldifrthe result
and carry 1 up on the number 4.

Now multiply 2 by 4

and add the 1 on the top ofthe 4 to the result,

which gives 8+1 = 9.

Write 9 under the hundreds position before the ramab

It becomes 92,

add the two results line to get 1058.

The demonstration in each conditon was folowed up by a qeact

session in order to make sure that the participant understeodvB or SE

procedure. The researcher was present in the room to obtbervearticipant

unobtrusively without interference, except to prompt geihtkaking stopped

for more than 30 seconds.
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Instructions

The instructions given to the participants during théushcexperiment
were similar to that used by many researchers who askeidippats to talk
aloud and verbalze anything that comes to mind (Ericsseh Simon, 1993;
Renkl, 2002). Ainsworth and Loizou (2003) asked students to generate
explanations for themselves as they are learning. Tim#égd their prompts to
only asking learners to sef-explain if they becamentsi®r asked for further
clarification if what they stated was vague.

In Experiment 1, instructions for the control group VB cooditof the
source problems were given as follows:

Please look carefully at the pictures on the first page of the bodkkt
aloud for audio recording while you are figuring out the problem. By ‘talk aloud’
Iofr?t?an that you should verbalize anything that comes to your mind &higku

Instructions for the experimental group SE condition of #wurce
problems were given as follows:

Explain the pictures keeping in mind that you have to express il detai
and loudly, for recording every step that you are taking to solve tigepn.
This should be done as if you are explaining it to someone else or ljrourite
you are solving the problem.

Materials

A problem-solving booklet containing the source pictorial seliem
model folowed by its target problem was constructed in thebi@rlanguage for
the two problems: the Elephant (Chen 2002) and the Salnl{Stgr 1986) (see
Appendix A).

The source problem was represented in three levels darigmin

pictorial form that depicted using smaller objects to find teight of a larger
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object. In the target problem, the participants were askedenerage possible
solutions for obtaining the weight of an elephant. Thecalriitem was a boat,
along with other relevant items, such as a small ,scakks, and various other
small objects that were introduced naturaly in the stly generating the
solution. Sketches of these objects, along with some othes ife.g., table,
containers, and boxes), were provided in the problem-solving booklet.

The second target was the Salt problem, which was isomoiphibe
water jugs problem (Luchins, 1942). The source problem was egfgdsin
terms of three levels of simiarity in pictorial form thvi no numerical
information, such as adding and subtracting to obtain a edgqamount of satt.
The target problem required the participant to measure aeaific amount of
substance without an exact measuring spoon. The ciiicas were the 119
spoon and the 4g spoon along with the salt container. Skeithiesse objects,
along with some other items (e.g., containers, and boxes), preveled in the
problem-solving booklet. Irrelevant items were added to difiatenbetween
the participants who choose the relevant key elements those who do not.
Refer to chapter 3 of this thesis for more detailed destwptof the target and

source problems.

Scoring

The scoring scheme is in two parts for the two problemscsoand
target problems.

Source  Problem: The scoring scheme evaluated participants
interpretations and their general understanding of thecesomnodels. A correct
and complete answer for the interpretation of the source |mae assigned a

score of 1, whie an incorrect or incomplete answer retesdescore of 0. An
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appropriate and complete solution is one which includes the tidat smaller
objects can equal the weight of a larger item for threphant problem, or to
measure out a specific quantity of water by using diffejegs or containers in
the jug problem.

Target Problem: Two measures concerning participants' presuidving
performance for the target problem were applied: a measurtheotomplete
soluton and a measure of strength of transfer. Chen (286@yated the
percentage of participants successfuly solving theettapgoblem. If the answer
was correct and complete, a score of 1 was given. If theeangas incorrect or
incomplete, a score of 0 was given. In the present Experimehe same criteria
for assessing the percentage of solvers and non-saivéine target problem were
applied to compare with Chen’s findings. Therefore, in terms of the complete
solution, the participant was assigned a score of 1 if eevex was correct and
complete, and a score of O was assigned if the answer nwagect or
incomplete.

The complete solution for the Elephant problem is to put ldghant on
the boat and mark the water level on the boat, then refilacelephant with
rocks or other smaler items, such as containers or baxéshe water surface
reached the mark, and last weigh the smaller items aefyawith the small
scale. The sum of these objects is the total weighteoglgphant.

The complete solution for soling the Salt problem is tahill 4g spoon
and empty it into the 11g spoon, and repeat this process twite 919 spoon is
full and 1g of salt remains in the 4g spoon.

Strength of Transfer, the second performance indicator, messured on

a four-point effectiveness scale (0-3). The performance assessed in terms of
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the degree to which the participants generated the toselation thereby
indicating the strength of transfer from the source memlearget. This concept is
introduced in the study based on the patterns of transfiarmpance revealed in
the prelminary experiments A and B. It was observed that range of
performance could be divided into four categories: Completeessick transfer,
High partial transfer, Low partial transfer, and Wrong or tansfer. These
categories more or less coincided with the three levelsinalrity procedural,
strategy and principle respectively.

Complete successful transfer (score = 3): A participamtegicthree points
if the answer was complete and successful in solviegtdinget problem. The
complete solution for the Elephant problem is:;putting the alplon the boat
and marking the water level on the boat, replacing thehate with rocks or
other smaller items such as containers or boxes umtinditer surface reached
the mark, and weighing the smaller items separately the small scale and
adding them together (Chen, 2002). The steps for a complatiersof the Salt
problem are: fill the 4g spoon and empty it into the 11g spoon. aRehis
process twice so the 11g spoon is full and 1g of salt remaitige 4g spoon.

High partial transfer (score = 2): A score of two pointsgigen if the
participant gave a strategy plan for soling the tapgeblem but did not achieve
a final solution for solving the target problem. In thet $abblem, an example of
a strategy plan is: fill the 11g spoon and empty it into4hespoon, repeat this
process twice so the 11g spoon is empty and 3g of salt in trspctm. This
solution gives a strategy but not a complete procedure.

Low partial transfer (score = 1): An answer was assignedore of 1 if it

contained only the idea of estimating salt or the elejshamtight without an
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explanation of how to implement this principle. An examplesa¢h a general
solution for the Elephant problem is: we can compare thghaste to the small
animals, by weighing the animals separately usingsttele and then adding up
their weights. In the Salt problem, an example of a pmnogily solution is:

considering ¥ of the 4g spoon as equal to 1g (this soluties gmly a general
idea with no strategy plan and neither a complete solution).

Wrong or no Transfer (score =0): If the answer was iacoror the
participant did not provide a solution the score is 0. An exampla wrong
solution for the Elephant problem is "cut the elephaneveml pieces and weigh
them” and for the Salt problem” we can guess 1g of salt by seeing it."

A correlation was computed between the scores achievede dBath and
the Elephant problems. A significant posttive correlation.2t2 p< .01) was
found between the performance of both the problems. This aliiveetesearcher
to analyze each problem separately as wel as derive hineoimscore. In the
combined scores on the two source problems (for Elephant ahdr&ajes from
a maximum of 2 (one on each problem if correct) to a minimtim0. On the
other hand, in the target problems the participant can szomeaximum of 6

(three on each problem) on the two problems or minimum of O.

Statistical Analysis

The study was intended to investigate the effectiver@dsgprocedural
similarity and the SE method in transfer performance.e 3toring of the verbal
protocols yielded both quantitatve and qualitative data. Inra@examine the
hypothesis a 3 X 2 between-subjects, ANOVA was conducted doch e
independent variable (two conditions and three levels ofastyi and their

interaction effects. To answer the questions statederearlthis chapter, the
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researcher first, compared the number of solvers and n@rssalveach level of
simiarity and protocol condition, second, compared the percenfagelvers and
non-solvers in the source model, third compared the perceafagelvers and
non-solvers in the source model who came up with a complede successiul
solution for the target problem, and finally, compared the ptxge of solers,
based on strength of transfer scale (ST), according to iooadiind levels of
similarity. Chi square tests were used to assess ¢m#ficance of difference,
whenever appropriate. Comparing the Mean performance (bas&X)oim each
level and condition, was also undertaken whenever approplite

In addition, qualtative analysis is used to compare sole® non-
solvers in terms of time spent and lnes generated angotdi levels and
conditons. Finally, correlations were computed between dgmite processes

and strength of transfer to determine their relativecein transfer performance.

Results

The present study used two methods of think-aloud (VB & &) three
levels of similarity to assess their effects on probleiving performance. It was
predicted that procedural simiarity would significantiffuence the strength of
transfer performance compared to other levels of simildtityvas also predicted
that the SE method would have a signfficant effect ¥Bnon the strength of
transfer performance in all the three levels of gitgialn addition, this study
was planned to explore a number of related issues aboublthe@frSE, when
solving problems represented pictorially and differing in thpe of source
information/knowledge provided. It also aimed to identify the tegnprocesses
that faciitate the problem-solving performance, and thiicuties or constraints
a participant experiences whie solving analogical problems.
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Quantitative Analysis

The number of participants with correct solutions for therce problems
of the Salt and Elephant, were 44 (91.7%) and 42 (87.5%) respedivekder
to determine whether there was a significant diffezeric the number of
participants who solved the Elephant and Salt problems correctly, McNemar’s
test was conducted to determine whether the row and colmarginal
frequencies were equal to one another. There was noicaignifdifference
between the tworpblems, McNemar y2 (1, N =48) = .430, p=.727.

Table 4.1 shows the number of participants with a completéiosofor
the target problems of the Elephant and Salt, 9 (18.8%) and 10 (20.8%)
respectively, indicating no significant differences betwethe two problems.
McNemar’s test was conducted to determine whether there was a significant
difference in the proportion of participants who solved thgetaElephant and
Salt problems correctly. No significant difference McNemar 2, (I, N = 48) =
0.004, p =.999 was found between the two problems.

To determine whether the difference in the number ofesohand non-
solvers in the source problem who came up with a complede saocessful
solution for the target problem was significant, a chi-sgjuast was applied; no
significant difference was observed in the Elephant problem x2 (1, N = 48) =

1.58, p=0.208 or in the Salt problem y2 (1, N=48)=1.14, p = 0.284.
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Table4.1

Number of Solvers in each Target Problem according to Performance on the
Source Problem

Target problem

Elephant (n = 48) Salt (| =48)
Source problem Correct Incorrect correct  in correct
Correct 9 33 10 34
Incorrect 0 6 0 4
Total 9 39 10 38

Resultsof the Source Problems

Chi-square test was used to assess the difference hetfiee@umbers of
participants who soled both Elephant and Salt source probfentse ithree
levels of similarites irrespective of conditons. For teeurce problems, if a
participant got both the Elephant and Salt problems correstwhre assigned to
a “correct” group. If a participant did not have correct responses for both the
Elephant and Salt problems, she was assigned to an “incorrect” group. No
significant differene was found ¥2 (2, N = 48) = 5.74, p = .057 in the procedural,
strategy, and principle levels, where the solvers were 106%6, (12) 75%, and
(11) 69%, respectively. In the think-aloud conditions of SE aBd régardless of
levels of simiarity, the solvers were (21) 88% and (18)75%edsely which
was also found no significant 2 (1, N = 48) = .1.23, p = .267. The high
percentage of solers (Table 4.2) in all levels of sitglaend conditions

indicates that the source problem was understood by most péttepants.
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Table4 2

Number of Participants who Solved both Source Problems according to Levels
and Conditions

Think-aloud conditions

VB SE
Levels of similarity
Principle 6(75%) 5(62%)
Strategy 4(50%) 8 (100%)
Procedure 8(100%) 8 (100%)

Resultsof the Target Problems

Analysis was undertaken here in terms of solvers whoe capn with a
complete and successful solution according to Measure lioneghtin the
scoring scheme (a correct and complete solution scored lineodect or
incomplete scored 0). These were solers who solved the squoddem
correctly as well. A significant difference 2 (1, N = 32) = 6.79, p = 0.009) was
found between solvers who were 18.2%, and 81.8 % in strategy aretiymaic
levels respectively (Table 4.3). Table 4.4 shows the solvers gdmerated a
successful complete solution for the target problems, acgotdirboth the levels
and conditions where 25% of the complete solvers are in EheoBdition of the
strategy level, whie 62.5% are in the procedural levehef¢ame condition. On
the other hand, in the VB condition, there are 50% in theeptwal level and
none in the strategy level.

A second measure of performance on the target problem wie tasis
of the Strength of Transfer (ST) where a complete ancdctoanswer (score = 3),
high partial solution (score = 2), low partial solutions (scorg), and a wrong or
no solution (score = 0). Percentages of participants who sahedsource
problem successfuly and scored 2 & 3 on ST are shown in Tladbleccording

to the levels and conditions. It can be seen that, ggnerale are more solvers

106



in all three levels of the SE conditon compared to the Y®Bwever, both
conditions showed an equal effect in the procedural levathvgenerated 87%

solvers (Table 4.5).

Table4.3

Solvers of both the Source and Target Problems according to Levels of
Similarity.

non solvers Solvers
Levels of similarity n=16 n=16 Chi square
Strategy 14 (67%) 2 (18%)
Procedure 7(33%) 9(82%) 2 (1, N=32) = 6.79, p = 0.009)

Note: There were no complete solution solvers mpfinciple level

Table4.4

Number of Solvers in the Target Problem according to Levels and Conditions

The Condition:

VB (n = 24) SE (n = 24)

score 0 score 1 score 0 score 1l
Levels of similarity N
Principle 8 (100%) 0 (0%) 8 (100%) 0 (0%) 16
Strategy 8 (100%) 0 (0%) 6 (75%) 2 (25%) 16
Procedure 4 (50%) 4 (50%) 3 (37.5%) 5 (62.5%) 16

Table4.5

Number of Participants who solved both the Target Problems according te Level
and Conditions

Conditions
VB SE
Solvers Solvers
Levels of similarity
Principle 2 (25%) 1 (12.5%)
Strategy 2 (25%) 4 (50%)
Procedure 7 (87%) 7 (87%)

Solvers: score 2&3
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Comparing Mean performance:

The Mean performance on the target problem (based on the ST
effectiveness scale of 0 to 3) in the condition of SE wasdf to be higher than
VB M = 3.38, SD = 1.66 & M = 2.54, SD = 1.77 respectively. With regard to the
levels of similarity the Mean performance score for the target problem was found
to be higher in the procedural level (M = 4.44, SD = 1.37) as codgar¢he

strategy and principle (Table 4.6).

Table4.6

Descriptive Statistics of Performance on Target Problem accordingtodel
Conditions and Levels of Similarity

Think aloud
The level of similarity Conditions Mean SD N
Principle VB 15 1.414

SE 213 0835

Total 1.81 1.167 16
Strategy VB 1.88 1.246

SE 3.38 1508

Total 2.63 1.586 16
Procedure VB 4.25 1.282

SE 4.63 1.506

Total 4.44 1.365 16
Total B 2.54 1.769 24

SE 3.38 1.663 24

Total 2.96 1.75 48

Experiment 1 hypothesized that the procedural level ofasfiland the
condition of SE would have a significant effect on trangferformance. A 2
(Verbal protocol) x 3 (levels of simiarity) ANOVA was comded on the total
performance in the two target problems. Significant nedfiects were found for
levels of similarity F (2, 42) = 16.182, p < .001, MSE = .334 and for the protocol
conditions where F (1, 42) = 4.667, p = 0.037, MSE = 0.273, thereby confirming

both the hypotheses stated for this experiment. However tevadton effects of
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condition and levels was found, F (2, 42) =.782 p = .464, MSE = .472. Follow up
comparisons, using the Dennett's significant differertest, showed that
participants in the procedural level (M = 4.44, SD = 1.37) scoreificaigtly
higher than in other levels of simiarity. In the SEBEnditions (Table 4.6) the
Mean performance (M = 3.38, SD = 1.66) was higher than VB condlidorr

2.54, SD = 1.77). This phenomenon is also ilustrated in Figure 4.1.

Protocal
Condition

2 - —t—\/B
—8—SE

0 ] 1 I

Principle Strategy Procedure

Estimated Marginal Means of Target Problem

Figure 4.1 Estimated marginal means of both target problems accodlifeyels
and conditions. This figure shows the effect of proceduka lef simiarity in
both VB and SE conditions. There is also a strong effe@Eobn the strategy
level of similarity.
The Coding of Verbal Protocols

The methodology of constructing the coding scheme is morea of
challenging task in the pictorial representation (PR) paved to the verbal
representation (VR). This is mainly due to the fact ithdhe VR there is a great

deal of consistency in understanding the problems among p#mécipants

whereas in the PR, each person tends to have his/heiintanpretation of the
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problem.  This is perhaps why many relable coding schenas® Ibeen
developed and used in VR over the last two decades (e.g. &hi(@089); Renkl
(1997); Ainsworth and Loizou (2003)). One of the main aims of fitrpst 1
was to develop a systematic coding methodology for PR.

Six (6) participants were pioted with the objective of hganhg
information about the type of protocols generated during acallogroblem-
solving. The participants were randomly assigned to timk #hioud conditions of
SE or VB and to strategy or procedural levels of simiaffach participan
solved two analogous problems Elephant and Salt. A gradudenistuanscribed
the protocols from the audio tapes literally without anytruetiring or
interpretation.

The coding process involved two stages: segmentation aadodzation.
Segmentation is diiding the verbal protocols into unitgheaonsisting of a
single idea (e.g. This is a glass, and this is a laogéaioer, this is a tap of water,
dripping water) while categorization is the process of owilmg the type of
cognitive processes or sub-process generated (e.g. Explarekience). This

two-stage approach is described below.

Segmentation

Two coders, Assistant Professors from the Department ohélsgg at
King Abdul Aziz University, and the researcher segneerte verbal protocols
in order to build a coding scheme and also to assess tlabiltseliof
segmentation. The process of segmentation was introduckedanviexample from
Chi et al., (1989) to orient the coders about the method of stdime. Then
the coders were provided with the transcribed raw protocokeo6 tparticipants

as wel as their audio tapes. Each coder independently rdegiie protocols
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and was blnd to participant information to reduce bias. Totrdte the
procedure of segmentation and its reliabiity, an examplea oparticipant's

protocols, from the source problem of The Salt Target Problegiveis below.

Segmentation by Coder A

This blue thing/ is a tap of water /O.K / Ah / This is an engbégs/ Ah /
and then/ This is a small cup of water / and then / We pour Wétamn the tap
/into the small glass/. Then / | should take this / the smadkdlaf water /empty
it /in to the large glass/ It contains a quarter / Becausakss/ is small / and
that glass is big / it takes less space/ O.K / then/ We ¢liepkat it / by filling
the small glass of water / and empting it/ in to large gldtstobk more space /
despite the fact that / the second glass /is not as fulldleasrte /in the first
picture/ O.K / so let us see the next one/ No water has fatiehe ground / In
the first example / it took less space / despite the fedt Awater is being more/
In the second example / despite the fact that / there being less/which took
more space/ Hmm/ there is a relationship / O.K / In thepmstre / we fill the

large glass / and there remains little water / in the small glass.
(Total segments = 52).

Segmentation by Coder B

This blue thing/ is a tap/ of water /O.K / Ah / This is an engpdgs/ Ah /
and / then/ This is a small cup/ of water / and / then / We water / from the
tap /In to the small glass/ Then / | should take this / thdl gtass / of water
/empty it /in to the large glass/ It contains a quarter / Becausglétss is small /
and that glass is big / it takes less space/ O.K / thenhd@dsrepeat it / by
filing the small glass/ of water / and empting it/ into largesgl/ It took more
space / despite the fact that / the second glass /is not as$ulthe one /in the
first picture/ O.K / so let us see the next one/ No water has fallen/ gndahed /
In the first example / it took less space / despite thetfzsadt / water is being
more/ In the second example / despite the fact that / there being lesswiader /
took more space/ Hmm/ there is a relationship / O.K / Inabegicture / we fill

the large glass / and there remains little water / in the small glass.
(Total segments = 57).

Segmentation by theresearcher

This blue thing/ is a tap of water /O.K / Ah / This is an engbdygs/ Ah /
and / then/ This is a small cup/ of water / and / then / We water / from the
tap /In to the small glass/. Then / | should take this / thel gJizeds of water
/lempty it /into the large glass/ It contains a quarter / Becths glass is small /
and that glass is big / it takes less space/ O.K / thenh@@dsrepeat it / by
filing the small glass/ of water / and empting it/ in to lagigss / It took more
space / despite the fact that / the second glass /is not aadulhe one in the
first picture/ O.K / so let us see the next one/ No water has fallen/ onailedgr
In the first example / it took less space / despite thetfaadt / water is being
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more/ In the second example / despite the fact that / there being lesswiadier /
took more space/ Hmm/ there is a relationship / O.K / In tstepeture / we fill

the large glass / and there remains little water / in the small glass.
(Total segments = 54).

The agreement between coders, inter-coder reliabiity, csHoel at least
85% to be considered valdihe inter-coder reliabiity is the percentage of the
total number of segment indicators on which two coders égmeeided by the
total number of segment indicators (Green & Gihooly, 1996). &@mmple,
comparing Coders A and B in the segmentation below whereratl slash

indicates the difference in segmentation betweendbers:

Differencesin Segmentationsof Coder A & B

This blue thing/ is a tap/ of water /O.K / Ah / This is an empty glass/ Ah

/ and / then/ this is a small cup of water / and/ then /We pour water / from
the tap /in to the small glass. Then / | should take this / the smad fbf water

lempty it /into the large glass/ It contains a quarter / Becthis glass/ is
small / and that glass is big / it takes less space/ O.K /Weeshould repeat it /
by filing the small glass / of water / and empting it/ in togka glass / It took

more space / despite the fact thatthe second glass /is not as full / as the one

fin the first picture/ O.K / so let us see the next one/ No water has fallemthe

ground / In the first example / it took less space / despitéatitehat / water is
being more/ In the second example / despite the fact that / theredssvgalter
/which took more space/ Hmm/ there is a relationship / Orktiie last picture /
we fill the large glass / and there remains little water / in the gyizedt.

% agreement = (Total #of segment indicators agreeing/Totagriest
indicators) x 100

Total segments = 52 (coder A) + 57 (coder B) =109
e Total difference in segmentation (red slashes) =190% 102
e % agreement =(102/109) X 100 = 94%.
Thus, the 94% agreement between the two coders and at9R%st

between each coder and the researcher indicates a Igygie def inter-coder

agreement. In addition, the inter-coder agreement on theesetion for the
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other five verbal protocols was also fairly high (more tBafbo) between any two

coders.

Categorization of the Protocol s

The categorization process was developed based on the tagis aanad
analogical problem soling theories such as: Componentiab-ti®&ory
(Sternberg, 1987, 2000), Structure-Mapping theory (Gentner, 1983), dicagm
and Multi-constraint theories (Gick & Holyoak, 1980, 1983), and the Bafe
Chi et al. (1989) and Renkl (1997). The objective was to deteth@néype of
cognitive processes and sub-processes involved in analggiochlem-solving.
The researcher analyzed the protocols, and intialy Mod@ppendix B, Figure
B.1) was constructed to depict the categories of cognitiveegses, which may
be classified as follows: Selectivity, Inference, MappingpalG Directness,
Mathematical Strategy, Justification, Meta-strategy, idong, Paraphrases,
Obstacles and other expressions. Model 1 was evaluated hycthedependent
coders and modified accordingly. Meetings and discussions took pgleeral
times resulting in a final version of The Cognitiveo&asses Model (CPM). The
details regarding the development stages of the model acebael in Appendix
B.

The CPM (Figure 4.2) consists of three top-level conteategories:
Explanation, Inference, and Analogizing. Whie the solutioh the source
problems only required the cognitve processes of Explanatidnirderence, the
target problem involved al the three content categoriemadd, Explanation
and Inference are regarded as the main processes inwohedlerstanding the
problem. Analogizing is the important process of deriving dhalogy between

the source and target problems (transfer) for achietiagright solution. Other
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processes, such as Monitoring and Obstacles, involved in betlsaurce and

target problems are also included.

Type of Ideas

Explanation Inference Analogizing

v

Labeling

Combination

) Justification =~ Math Goal  Other Encoding Mapping ~ Transfer
Comparison Elaboration Directness
Relation
Obstacles Paraphrasing Menitoring
Positive Negative

Figure 4.2 The Cognitive Processes Model (CPM).

Some examples of identifying the three content categooesidered to
be involved in problem solving by analogical reasoning are idedcbelow:

Explanation is the initial process involved in understanding the proble
In a pictorial representation, the process of explanatiors @ayimportant role in
gathering superficial information about the attributes tkdé various objects
depicted. According to Chi et al. (1989) and Neuman & Schw@@98) any
self-explanatory act that may support the solution of tlwblgm specificaly by
constructing new knowledge. In the problems used in thiy,stbe process of
explanation involves understanding each element andoks for deriving a
coherent meaning of the sequence of pictures, which t@a gxtent determines

the effectiveness of problem solving.
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The process of explanation involves four sub-processes: iigbel
Combining, Comparing, and Relation. The number of responsdw ifotm of
any of these sub-processes indicates the degree to whiplrticipant has
engaged in the process of explanation. These sub-procdssesa hierarchical
relationship where the sub-process of relations is theedti and labeling is the
lowest. For example, if a participant indicates the use oafiparing, then it is
assumed that the lower two (combination and labeling) heen already taken
place, perhaps internaly. For example, if the participaidt @t this object is
larger than these two small ones, this means thae tei-processes were
accomplished; labeling each object, combining the two smads,orand
comparing them with the large object.

Labeling describes the act of defining the elements ancctebje each
picture. The participant names the objects and understaedwdrds as well as
the symbols in the problem. They interpret correctly the ctdbji|n the source or
target problem. This is simiar to the categorical exp@madescribed by
Neuman & Schwarz (1998) as the act of labeling. It may éetioned here that a
participant may give all or some of the responses. A respibases qualitatively
different from another is counted. For example a participahle interpreting
the source jug problem (Figure 4.3), may say it is a rgletaot a metal box and
then settle down to saying that it is a jug. Here #@sponse wil be counted as 3
ideas in the sub-process of labeling. As there is no fixedimum score to
indicate a quantitative difference in responses (indgadi sub- process) among
participants, only frequencies accrued in each contesgagt were computed.
This strategy was applied to all categories of cognitvegsses discussed in this

section. The type and number of correct responses idemiifie isub-process of
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labeling for the source of the Salt problem in the styagewl procedural level of

similarity are given as examples in Figures 4.3 & 4.4.

Figure 4.3 Sub-process of Labeling in the Strategy level

1. The large objects are identified as a jug, a laogpe, a glass, a metal box, a
container, a measurement, a bottle, a rectangbmxaof oil or anything that
indicates capacity.

2. The small objects are identified as a jug, a smafl, a glass, a metal box, a
container,a measurement, a bottle,a small re¢taorganything thatindicates
capacity.

3. Water, oil, liquid

Figure 4.4: Sub-process of Labeling in the procedural level

1. The large objecis identified as a Jug, Large cup, Glass, metal bortainer,
measurement, bottle, rectangle, box of oil, or aimg that indicates capacity

2.  The small objects identified as a Jug, small cup, Glass, metal bortainer,
measurement, bottle, small rectangle, or anythiirag indicates capacity.

3. Source ofwater/liquid, tap.

4.  Water, liquid, sand or flour

5. Dripping water, oil, or liquid

Combination is close to what has been termed as deductianatiqis
by (Neuman & Schwarz, 1998), which involves the understandihgnew
propositons out of existing ones by combining two or more objetie

participant combines the objects within each picture taewehan integrative
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solution. The type and number of correct responses in theesairthe Salt

problem at the strategy and procedural levels are shoWwigures 4.5 & 4.6.

Figure 4.5: Sub-process of Combination in the strategy level.

An empty jug

Three glasses are full of water.

Glass ofwater is being emptied in the jug.
Two small glasses full ofwater.

Two small glasses are empty.

Large jug is full of water.

oA~ wONE

Figure 4.6 Sub-process of Combination in the procedural level.

Empty jug and full glasses ofwater.

Afull glass of water is being emptied into thederug.

Glass ofwater is being filled from the tap.

Large jug full of water and one third of water &maining in the glass

PN PE

Comparison is when two or more objects in different pictuaes
compared. This sub-process involves comparing the movemehe golacement
of the objects in two or more pictures. An example of comparisotie source
problem of the Elephant at the procedural level of siyilaig shown in the
movement of the object from picture A to D in Figure 4.7 evkigure 4.8 is an

example of the source for the salt problem in the strdésgy.
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Figure 4.7: Sub-process of Comparison in procedural level of similarity.

1. The tray is empty (picture A), the large objegpliaced on the tray (picture B)
and two small objects are placed in the tray (pietQ).

2.  The large object is transferred from the floor {pie A) to tray in (picture B)
and finally back to the floor (picture C).

3. The water level is up (picture B). The water legadlown (picture C).

4, Five small objects in (Pictures Aand B) and thiregpicture C) as well as one
in (picture D), are on the floor.

Figure 4.8 Sub-process of Comparison in strategy level of similarity.

1. Thelargejugis empty (picture A), the large jsdull (picture D.

2.  There are three glasses full of water in picturandl two glasses full (picture
B).

3. The large container is one fourth full (pictuBe The large container is three
fourths full (pictureC).

4.  There are two full glasses (pictuB and there are two empty glasses in
(pictureC).

It was observed from the protocols that the sub-process of dognsa
invariably included labeling and combining actvites. Ths because the
participant qualitatively goes a step further by alsorpnéting the superficial
relation between objects after merely naming them basedh&n superficial

features. Thus, a participant may exhibit only the subgs®cof comparing,
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thereby also indicating the presence of the labeling @amdbination processes.

To ilustrate this, an example is given below.

e Thisis one cup (labeling)
e Full ofwater (combination)
e Another cup is empty (comparison)

Relation is a process of explaining that involves disamyetihe basic
principle underlying the sequence of processes depictedeinpitiures. This
process is simiar to Neuman and Schwarz's (1998) defiaifioexplanation as
an activity of discovering new variables. Here, the regmomd the participants
show a deeper analysis of the objects as wel as disgpwen process or
strategy related with them, such as measuring out eificspEmount of water. In
exhibiting the sub-process of relation, a participant sgiee right and complete
interpretation of all the pictures. As this is a higbeder process of explanation,
as compared to labelng, combining, and comparing, thus whenrtigippat
exhibits this sub-process, the other sub-processes amneealsso be inherent.
Responses that indicate the full understanding of thee emocess in the source

Elephant problem at the procedural level are depicted ipithares from A to D

(Figure 4.9).

Figure 4.9: Sub-process of Relation in the procedural level.
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1. When thelarge object is placedin the vessellahel of water goes up (picture
B).

2. Placing two small objects does not get the levelaikr to the same point as of
the big object (picture C)

3. Placing four small objects brings the water leweitte same point as ofthe big
object (picture D)

The response of a full understanding of the entire prod@s#he source
problem of the Salt problem at the strategy level of reptatkm, is depicted in

the pictures from A to D shown in Figure 4.10.

Figure 4.10: Sub-process of Relation in the strategy level.

The pictures above show how to use the small aedattge containers to measure out a
required amount of water/liquid, by emptying theadintontainers of water to fill the large

container. Some water (the required amount) remaitise small container when the large oneis
full.

Inference is a relatively deeper analysis of the problem compared to
explanation. It involves the sub-processes of mathematelaboration,
justification, and goal directness. These sub-processesh wiay take place in
any order, are evidence of the qualty of inference drawm fthe elements
represented in the source and target problems. Whie etiagpra problem, a
participant may apply the cognitive process of explanatia@h itgnsub-processes
with or without a deeper understanding or inference. Ib aislicates why a
participant is doing what he/she is doing. These sub-mesdwmve been referred
to by Chi, et al. (1989) as monitoring statements and agsoiméinds of ideas

generated.
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Mathematical Elaboration in this study is similar to reathtical
elaboration in (Chi, et al., 1989; Renkl, 1997). This process insliegdtether the
participant is able to use and compare mathematicalorships or notice
underlying principles when he/she uses or understanasomel between quantity
of substances and sizes of objects. The participant showsstamdéng of some
basic mathematical knowledge. For example, in the Salt prplalemathematical
principle is considered to be correctly applied when a paricipates that three
times a 4g spoon equals 12, and or the large container is soptywil take
more than one glass.Here the responses of the participamt umderstanding of

some basic mathematical knowledge in two ways as exehphi@&Eow:

1. The elephant is equal to the total weight of snaddjects, such as stones or
animals.

2. The sum of the weight of the stones gives the saater level as that of the
elephant.

Goal Directness is simiar to some extent to impose afigmalthe model
of Chi et al. (1989). The participant is considered to have &dp@s goal or
purpose for an action if he/she indicates a clear gotileinsource or the target

problems, which affects the gathering of information.

Examples:
1. | have to get 1g of salt without guessing.
2. I have to get the weight ofthe elephant.

Justification is the stage, where the participant provickssons for
choosing from various options that help solve the problem/ficiistn occurs

when the participant gives the right reason for an atsigan as in Figure 4.9.
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Examples:

1. The level of water is high because the tray is gnftigure 4.9 a)
2.  The water level goes up when the large objectased in the vessel. (Figure
4.9b)

Analogizing is a term introduced by the researcher to describe thegsroc
that takes place when a participant sees and deriveantidegy between the
source and target problems in all experiments of this .stulfys process, which
is involved only in the target problem, consists of threeemiml processes:
Selective Encoding, Mapping, and Transfer.

Selective Encoding: In analogical problem solving, sele@imeoding is a
mechanism that determines the information selected dtieval. This selection
of the information relates to the superficial attributdsobjects. An example of
selective encoding in the Elephant problem, is when aciparit chooses the
object attribute in terms of size from the source, thiateseit to the size of the
elephant in the target problem (that is, the big objecttladsmall objects in the
source with the elephant and rocks or small animalseintaiget), and/or when a
participant associates the vessel with the boat (theelvéslds large objects as
does the boat in the source).

In the Salt problem, examples of selectve encoding arenwh
participant selects and retrieves the attribute of dgpatepicted in the source
by the large jug and small glasses, and compares thene ttwd spoons (large
and small) in the target problem, and/or when the waferistacompared to the
salt dispenser as a source of sal.

Mapping is a process that usualy either immediately fsllowr
accompanies selective encoding. A participant identifies torresponding
components in the source and target problems (selectiedilgic and carries

them over to the conceptual structure of the target prodienthe process of
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mapping, the encoded information and the superficial simiartybjects in both
source and target problems are integrated with the prdbasds depicted and
associated with them. This identifies the structural higher-order relations,
where the objects chosen take the form of key tools or cam®dhat are
required for applying the procedure. Thus, the mapping processpmcess of
integrating the information of object attributes, accordiogthe function they
serve whie simultaneously being aware of the liraketi or the obstacles in
making certain choices.

Transfer is the process in which the participant applieat iae/she has
learned from the source to the target problem to get actmrepartially correct
soluton. The strength of transfer depends upon the type ofiosolthe
participants generate. Four types of transfers have Ildmified and are
categorized as follows: Complete successful transfer, piagtial transfer, Low
partial transfer, Wrong or no transfer as it was discusslier.

Other processes is a category applied to both source and target problems.
This category consists of monitoring statements, paraprasi other processes
that may contribute to the qualitative analysis of thequols.

Monitoring is based on Renkls model (1997) where monitoring
statements are considered either positve or negatMectirgf the participant's
perception of his/her abiity to sole the problem. Positive itowg is a
positive perception, such as "Oh, it is very simple." Negatnonitoring is
negative perception, such as when a participant says, "l kdmw what | should
do here."

Paraphrasing is based on the model of Chi et al. (1989), in \ahich

participant either restates what has been said or wvesalvhat is shown
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pictorialy. Verbal paraphrasing is when the participags sar writes words after
seeing or reading the material whie pictorial paraphgasoccurs when
participants use lines or arrows whie verbalizing.

Obstacles relate to perceived constraints in problem gokior example,
if the participant says that he/she does not have theunses to solve the
problem or fails to understand any aspect of the problem.

Al the processes and their sub-processes mentioned aboyeta@appe
analysis of protocols generated for both the source and tamgelkEms, except

the processes of analogizing which is applied only to tamgdtiems.

Inter coder reliability for Categorization

After segmentation of the verbal protocols for the Elepramd Sait
problems solved by six participants the process of assigoiggtive categories
to each segment was undertaken by two coders and thechesear the
following way; First, the coders were provided with the pro®ctiat they
segmented earlier, the code definitions of the CPM and agcatheet (Table
4.7). Second, coding was bind to condition and participant informak@ch
coder used coding sheets and independently coded the segmetteniprof all
the six participants according to the provided coding schentid, Tthe
researcher assigned numbers to each cognitive sub-pnaocesder to determine
similarites and differences in assigning coding categor Finally, a table was
buit that depicted the degree of correspondence, in the cofitg researcher
and any one of the two coders, on the segments of one problem.

Cohen’s Kappa method was applied to compute the degree of agreement
between a coder and the researcher. Table 4.8 shows thattineum Kappa

inter-coder reliabiity between coder A and the researalsey 0.892 (number of
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segments = 49 for the source and target salt in the pratdeial of simiariy),
p value > 0.0001 for participant # 6. The least inter coder ligliabds 0.717
(number of segments = 102 for the strategy level of giyigr the source and
target Salt problem), p value > 0.0001 for participant # 2. On tleg bémd, for
the Elephant problem Kappa’s inter-coder reliabiity between coder B and the
researcher was 0.868 (number of segments = 77 for the sodrdarget in the
procedural level of simiarity), p value > 0.0001 for participaniThie least inter
coder reliabiity was 0.734 (number of segments = 114 for théegirdevel of
similarity in the source and target Elephant problem), juever 0.0001 for
participant 3. In general, Kappa according to Van Someremai®bg& Sandberg
(1994) must be above 0.70 in order to have acceptable inter-codéiityel
whie Coolcan (2004) considered a value of Kappa > 0.6 as datgfac
Therefore, these results indicate a good agreement betweeroders. However,
there was some disagreement between the coders andseébecher in coding of
protocols which was successful resolved through discusgimnisexample, there
were some protocols where the coders disagreed in categobztween
combinaton and comparison or between comparing and mathématica
elaboration. One coder considered combination and comparison tosditioths
the same. However, al coders agreed upon combination igféoricombining
objects within the same frame whie comparison refercedhjects in different
pictures even if they were the same objects. Kappa'slatan, between coder
A and the researcher, on the cognitve process of Explanats found to be
0.89 and more than 0.85 on the rest of the categories. Thistesdiigh inter-

coder reliability on the coding scheme.
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Reliability of Codingin the main experiment

For the main experiment, the researcher and one of thescodéed the
verbal protocols. The researcher coded the entire datd&ebit of which 12
were randomly assigned (25%) to a coder for reliability. @niiv/12 individuals
who were independently coded, Kappa’s correlation was at least 0.8 for each

individual, p value < 0.0001, indicating strong agreement betweetntias.

Table4.7

Kappa Inter-Coder reliability for all Participants between coder Abhed t
researcher on the salt problem

Level of Coder &  No. of
p# similarity Researcher Segmentation. P Value % agreements
1 Strategy 0.753 55 > 0.0001 0.80
2 Strategy 0.717 102 > 0.0001 0.75
3 Strl&$p 0.88362 @2 >0.080d.0001 090
4 procedure 0.779 57 > 0.0001 0.81
5 procedure 0.781 39 > 0.0001 0.82
6 procedure 0.892 49 > 0.0001 0.92

126



Table4.8

The coding sheet

level of similarity The coding Sheet protocol#
Principle Strategy Procedure Verb self
scoreb1 | scoreb2 | scoreb scoretl | scoret2 | scoret

participantage

Time:
Elephant Salt Elephant | salt
sourcel | source2 | Total Total score targt1 target2 | total

numof line

num of words

3 lab 1 labeling

2 cb-ob 2 combine two objects or more in one pic.

3 cb-pic 3 compare two pictures

4 m 4 Relation

5 jus 5.. Justification:

6. math 6. Mathematical elaboration

74 gl 7. Goaldirectness

8 enc 8. Enccding

9. mp 9. Mapping

10 tr 10. Transfer

11 obst.. 11. Obstacles/constraints

others
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Verbal protocols Analysis

In the analysis of the verbal protocols the principle le¥edimiarity was
not included because the information provided in this levigl @mnveyed an idea
or principle in a single picture frame, whereas a seaveictures depicted a
process in the strategy and procedural levels, giving immemation that could
be verbalzed. Thus, as the principle level generated ey protocol which
was not comparable with the other two levels it wasuded

As mentioned in the results section, protocols of both thph#&ife and

Salt problems have been combined for assessing the cogmibeesses revealed.

Resultsof Time and Amount of Protocol Generated

The analysis undertaken here relates to the questiormeaihey there is a
difference in time spent and protocols generated accorditgyved of simiarity
and protocol conditons. The audio recording of each participaat iatlicated
the time she took for each problem. An overall average of 720nde (SD =
124) was taken by participants to solve the two problems ElephdnSalt where
the average time was 215 and 470 seconds for the source geid piablems
respectively.

With regard to time and lines vs. levels and conditionthenSource and
Target problemthe source problem participants spent an average of 165s and
265s (SD= 52 and SD = 69) in the strategy and procedure lespiscteely. It
was found that significanty more time was spent in ghecedural than strategy
levels of simiarity F (1, 30) = 21.51, p < 0.001). In the conditions ofaviB SE
where the Mean time taken was 201 sec. SD = 66 and 229 SD p80tiked,

the difference was found not significant F (1, 30) = .97, p = .33).
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In the target problem, participants spent an average of&29S® = 136
and 512 sec. SD = 126 in the strategy and procedure levelstkedpadere the
difference again was found not significant F (1, 30) = 1.36, p = IRA5}he
conditions of SE and VB the Mean time taken was 442 sec. 308=and 498
sec. SD = 157 respectively. These differences in time betwesditions were
also not significant F (1, 30) = 3.23, p = 0.08). Significant diffexernwere found
in the time spent by the solvers in the procedural lef/eimiarty F (1, 9) =
951, p =.014 and F (1, 9) = 6.83, p =.028 in the source and target problems
respectively. On the other hand, no significant differenocetween the conditions
were found in time spent.

Comparing the solvers and non-solvers in terms of Mean $pent and
number of lines generated (Table 4.9), a significant diferewas found where
the time spent in the source problem by solvers was more g&5, SD=86) than
non-solvers (M = 194, SD = 68) with F (1, 30) = 4.79, p = 0.04). The sohgrs an
non-solvers also differed significantly in the number ioésl generated in the
target problem where the solvers generated more lines @@, SD = 33) than

non-solvers (M =62, SD = 30) with F (1, 30) =6.38, p = 0.02).

Table4.9

The Mean and SD of the Time Spent and Number of Lines Generated by Solvers
and Non-solvers in both Source and Target Problems

Time in seconds Num of line
Source Target Source Target
The levels of similarity Mean  SD Mean SD Mean SD Mean SD

Non-solvers 194.19 68.44 460.14 13943 55.95 2153 6152  29.53

Solvers 255 85.65 489.45 13282 50.91 24.48 90.27  32.56
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Analysisof the Cognitive Processes

This section relates to the question of what cognitve gasEs are
elicted in different levels of similarity and protocol coiadis.

Cognitive processes that were found crucial for trarefer ilustrated in
Model CPM (Figure 4.2). These cognitive processes were saskd@s terms of
the number of times they occurred (frequencies) durirey pihoblem-solving
processes. Repetitve sentences indicating the same proe¥s not included.
Data for all the cognitive and their sub-processes weseed for homogenejty
using the Levine's test. All the cognitive processas sub-processes were found
homogeneoysexcept the sub - processes of relations and justificédiorthe
source problem and the sub-processes of combination forrgeé pxoblem.

The average number of frequencies revealed in the squ@elems,
Elephant and Salt problems, is reported here. The main predegsked in the
source problem are explanation and inference. In the pratessplanation, the
number of participants who indicated this cognitive agtwere 17 and 15, and
in the process of inference 4 and 3 in the strategy andequmx levels
respectively (Table 4.10). These differences were found goificaint F (1, 30)
= 1.28, p = 0.267), and F (1, 30) = 1.05, p = .313) for explanation and inference
respectively. However, a significant difference was fobmtween the levels of
similarity in the source problem in the sub-process oflifgbdcategory of
Explanation). Participants produced more labeling in theaegyrdevel than in the
procedure level F (1, 30) = 6.4, p =0.017).

No significant differences were found between the two tionsliof VB
and SE in the number of explanations and Inference gedem the source

problems.
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Table4.10

The Mean and SD of the Frequencies of Explanation and Inference Processes in
both Source Problems

frequency of Explanation frequency of inference
VB SE VB SE
The levels of similarity Mean SD Mean SD Mean SD Mean SD
Strategy 16.6 6.78 17.13 4.36 35 2.2 225 315
Procedure 15 3.7 14.88 4.67 3.88 1.7 362 25

The target problem involved the cognitive process of analpgin
addition to explanation and inference. The average numbeexpBnation,
inference, and analogizing generated in the strategy procedural levels
according to conditons is shown in Table 4.11. A significafitreince was
found in the cognitve process of inference F (1, 30) = 9.9, p = 0.00d), a
analogizing F (1, 30) = 14.42, p = 0.001. Within the process of inference,
significant difference was found in its sub processeausifigation F (1, 30) =
4.5, p = 0.04, and mathematical elaboration F (1, 30) = 10.9, p < 0.0001). Here, it
was seen that these sub-processes in the target psimevad more effect in the
procedural level of simiarty, compared to those in the tegiya level of
simiarity. A significant difference was also found imet analogzing sub
processes of mapping F (1, 30) = 13.36, p < 0.0001). Table 4.12 shows the

descriptive statistics of these sub processes.
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Table4.11

The Mean and SD of the Frequencies in the Main Processes of Explanation,
Inferences, and Analogizing in the Target Problem

The levels of similarity

Cognitive.
Processes Strategy Procedure
BExplanaton Verb Mean 12.13 13.13
SD 8.6 5.87
SE Mean 14.25 14.63
SD 7.05 453
Inference Mean 5.13 11
Verb
SD 3.48 3.55
SE Mean 8.13 10.88
SD 4.45 3.83
Analogizing Verb Mean 2 4.62
SD 1.2 1.92
SE Mean 35 5.88
SD 1.6 2.23
Table4.12

The Mean and SD of the Frequencies in the Sub-processes of Inferences, and
Analogizing in the Target Problem

Inference Analogizing
Justification Math elab. Goal Encoding Mapping
The levels of
similarity Mean SD Mean SD Mean SD Mean SD Mean SD
Strategy 194 129 213 213 256 16 156 0.63 144 103
Procedure 319 197 438 171 338 12 194 0.93 275 1.00

Factors Affecting Strength of Transfer
In the following section, the analysis of data was unkentawith the
objective of understanding first, the association between vHirious cognitive
processes and the strength of transfer; second, the &xtevitich the cognitive
processes mentioned above account for the difference bese&ens and non-
solvers; and third, the effect of levels of simiaritydathe two protocol

conditions on the cognitive processes generated.
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Rel ationship between the Cognitive Processes and Strength of Transfer

This analysis related to the relationship between thentwegprocesses
and strength of transfer. In the target problem, the wcwgmitve sub-processes
that showed a significant relationship with strengthtrahsfer, was inference rho
= 0.415 and analogizing rho = 0.501 (Table 4.13). With respect to the sub-
processes of inference and analogizing the only sub-pescdabat showed a
significant relationship were mathematical elaboratboa + 0.477, and mapping

from the process of analogizing rho = 0.493 respectively (Tables 4.14 & 4.15)

Table4.13

Correlations between the Main Cognitive Processes and the Strengamsferr

1 2 3 4
Strength of transfer 1.000
BExplanation 0.321 1.000
Inference 0.415** 0.174  1.000
Analogizing 0501** 0.345*  0.724** 1.000

* correlation is significant at the 0.05 level
** correlation is significant at the 0.01 level

Table4.14

Correlation between the Sub-processes of Inference and the Strength tdrTrans

1 2 3 4
Strength of transfer 1.000
Justification 0.305 1.000
Math 0.477** 0.517**  1.000
Goal 0.171 0.327 498** 1.000

* correlation is significant at the 0.05 level
** correlation is significant at the 0.01 level
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Table4.15

Correlation between the Sub-processes of Analogizing & Strength of Transfer

ST & Analogizing 1 2 3
Strength of transfer 1.000

selective encoding 0.202 1.000

Mapping 0.493** 0.438* 1.000

* correlation is significant at the 0.05 level
** correlation is significant at the 0.01 level

In order to answer the question regarding the differeimcdlse cognitive
processes between solvers and non-solvers, Mann-Whitneyassused. This is
because the data of the cognitve processes, which indi@teumber of times a
sub-process has been appled, is nominal (frequencies) andndbpendent
variables (levels and conditions) are dichotomous.

Examining solvers and non-solvers in the cognitive psoadsexplanation
revealed that, in the target problem, solers differed ficigily (Mdn = 22)
from the non-solvers (Mdn = 14) in the sub-process of condinétl = 55.5,
sig., z = - 2.1) and relation, (Mdn = 26) and (Mdn = 13) with a U =i§6,7= -
4.3, respectively.

In the category of Inference in the target problem, thigers differed
significantly (Mdn = 23) from the non-solvers (Mdn = 13) ie #ub-process of
justification (U = 40.5, sig, z = - 3.15) and mathematical elabargsolves
Mdn = 22) (non-solvers Mdn = 13) with a U = 50.5, sig., z = -2.7). Thersolv
also differed (Mdn =21) from the non-solvers (Mdn =14) in the-paoess of
goal directness U =67.0, sig.,, z=- 2.1.

With regard to the cognitive process of analogizing e tdrget problem,
it was found that the solvers differed (Mdn = 22) from nonessNMdn = 14) in

the sub-process of mapping only U= 55, sig., z = -2.49.
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The data was also analyzed to assess the effect efygtatd procedural
levels of simiarity, on the cognitive sub-processes alede during the solution
of the source and target problems. In the source problem, ndicasit
difference was found in the degree of the sub-processegptnation (labeling,
combination, comparison and relations) revealed in the gtrated procedural
levels.

In the target problem, all the sub-processes of explandiibmot vary
significantly as a result of the levels of simiarityith regard to the role of
cognitive processes of Inference and analogizing accorttingstrategy and
procedural levels of simiarity in the target problems,igaifisant difference was
found between the levels in the sub-processes revealed.pitedural level
(Mdn = 20) differed significantly from strategy level (Mdn 13) in the sub-
process of justification (U= 68, sig., z = -2) and mathemadiahloration (Mdn =
22 & 11 respectively) with U = 47, sig., z = -3.1. These resulisaite that only
the sub-processes of justification and mathematical eatmorfrom the category
of Inference were influenced by the level of simiadiyared between the source
and target problems. The procedural level (Mdn = 22) also diffsignificantly
from strategy (Mdn = 11) in the sub-process of mapping U= 45, sig-325.

Lastly, data was also analyzed to assess the effect irdd-atbud
protocols, VB and SE, on the cognitve sub-processes whereigniicasit
differences were found in the sub-processes of explandiiderence, and

analogizing according to protocol condtions.

Types of |deas Generated
The types of ideas generated were classified as expignatierences,

and others. Explanation refers only to those ideas thatseayething about
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labeling, combining, comparing, or relations. Inferences deasi that indicate
justification, mathematical elaboration, and goal directnéd®e following are
some examples of the ideas generated by a participyicth are considered as

explanations:

We will try to solve the problem with these things, glass jahaut
specific measure, maybe the salt container, but we don't know thétyuia
possibly contains., the chef , and the peace of steak , a oallettordinary
containers , whose capacity we don't know, two spoons, the 11g spoon, and the
49 spoon

An idea is considered to be an inference statement ieférs to
justification, mathematical elaboration, and/ or goal diessn For example,

ideas generated by two participants considered as infereregjver below:

-If we took the 11g and

Fill it up with salt

Then we have 11g ofsalt on side

then we can take the 4g spoon.

fill it up from the 11g.

the remaining amountis 7.

we fill for the second time.

the 4g spoon

the remaining amount is 3.

How can we solve this problem?

He needs 1g ofsalt.

how can we solve it

1g of sat.

it is still a problem.

how we can get only 1g.

let me go back to the first problem (source).

he fills the small glass and empty it in the large.

Fill the 4g spoon.

Emptyitin the 11g spoon.

e Refillit again.

e Nowwe have 8g in the 119 spoon.

e Fillit for the third time.

e In this step when we empty the 4g spoon.

e thereis some remaining in the 4g spoon .
The remaining is 1g.

e And this what we need.
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The category of ‘others’ includes ideas that relate to paraphrasing,
monitoring or eliminating the irrelevant objects. Examjdeas, taken from

different participants, that indicate monitoring in the seyoblem:

I'm going to look at the diagram.
I'm going to reread the problem.
This is something to remember.
| can benefit from this.

| can think ofanother solution.

Here is an example of an idea that indicates the praxfesinination in
the target problem: “We cannot use apples or boxes to weigh the elephant.”

In the analysis of protocols in the 'other' category, & Viend that the
solvers (56%) tended to indulge more in the process of alngnirrelevant
information in comparison to non-solers (17%). Among the sHv@2%
repeated the ideas in comparison to 44% of the non-solversivePagitnitoring
was used more by the solvers (78%) than non-solvers (48%).dichenot differ
much on paraphrasing, for which solvers was 78% and nonssoias 61%.

Discussion
Conceptual Analysisof Prediction

This research, which takes Chen's (2002) study on procedhizlitg a
step further, examined the effect of different levels abstraction (Principle,
Strategy, and Procedural simiarity) shared between dheces and target on the
cognitive processes produced, which in turn affect stremiiinalogical transfer.
Experiment 1 also investigated the effects of two verbatopol conditions (SE
and VB), on transfer performance. In addition, the verbal pratobelped
understand the cognitive processes, underlying analogicddlepr solving (Chi

et al. 1989; Renkl, 1997).
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Analogical problem soling involves understanding the ioelstip
between two situations, and mapping the corresponding key nderoé the
source and target problem (Gentner, 1989). Several studieseladgrated on
the issue of analogical transfer, and studied experitgeritalv individuals
represent problems, draw analogies, and apply source soluties, (2002;
Gentner, 1989; Holyoak & Thagard, 1989a). Although these studigs ha
identified several factors that affect transfer, the Kedge of the relationship
between the various types of simiarity and cogntive @m®ee involved in
transfer remains limited, especialy when using pidtdsipes of representation.
As observed by Markman & Gentner (2000), both the material ndjuality of
the representation influence the effectiveness of avalogiapping and transfer.

Many researchers have also found that when the sounde taaget
problems share a high level of simiarity, participants ldvoiind it easier to
implement an analogy (Chen, 2002; Chen & Siegler, 2000 ; Mark&na
Gentner, 2000). According to Catrambone, (2002), surface and lower order
structural features equally affect access only iherigorder relations are shared.
This phenomenon was found to be very true in this studyrewthe degree of
higher order relations (process) shared between the sauactdarget problems
were manipulated. In the procedural level of simiarity,emghthe higher order
relatons shared were maximum, the superficial featusd®n not mapped
correctly, affected the transfer process. For example, dottaiget Salt problem,
the source problem at procedural level of simiarity showetbnzlly a method,
to measure out a substance without adequate measuring Msaisuring out 19
of salt requires the method of filing the small object épgon), and emptying it

into the larger one (11g spoon). The superfcial and stalicteatures in the
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procedural level (small and large containers in the soproblem) needed to be
mapped correctly to the target problem, in order to successfihsfer the

higher order process of measuring.

The Roleof the Representation

In this study, it was assumed that the level of sourceblgm
representation would affect the strength of transferlewbkoiing the target
problem. The source problems were pictorially representedhiararchical order
of similarity to the target problem (principle, strategyd ammocedure), to examine
and assess the degree or strength of transfer in thedprat level of similarity,
as compared to the other levels. This assumption whichinwastigated by Chen
(2002) and reexamined in a different cultural context @& ieliminary studies
remained an integral part of the main study.

To successfully solve the source problem, it was assura¢dgdihticipants
would use the cognitive processes of explanation (involiadeling,
combination, comparison, and relations) and inference (ingolyurstification,
mathematical elaboration and goal directness). However, mhgrifestation of
these processes is greatly determined by the level acdsespation. For example,
in the source of the principle level of representationttier Elephant problem, an
idea of a large object being equal to many smal objects gvas only in one
picture frame. It was expected that in the principle |lese simiarity, the
principle  would be described with very litle explanation almference. In
contrast, in the strategy and procedure levels of signikof the source), a series
of pictures depict a process. The stimulus is both rich amgdvin terms of
information, which readily elicits the cognitve processes explanaton and
inference. Therefore, the quantty and qualty of the tegnprocesses are not
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only expected to be more in the strategy and procedurad, ldval also expected
to influence the solution of the source problem.

With regard to the effect of the three levels of siityiaon the cognitive
processes, whie solving the target problem and during theegs of transfer, it
iIs essential that al the three main processes (@tplan inference, and
analogizing) described in the model and their sub-procedsesappled or
revealed. Therefore, the type of representation (principietegy, or procedural
similarity) between the source and target problem wouldemde the cognitive
processes appled or revealed differently. Although all thgniilve processes
play an important role in the solution of the target problkemas expected that
the impact of level representation would have more efiectthe processes of
selective encoding, mapping and transfer, which are thepmcesses of
Analogizing.

Selective encoding is a process by which a participasgrates the
superficial object attributes in the source and target gmehl Researchers have
postulated that effective transfer is influenced by {hecess of encoding
materials or objects and other characteristcs of theegeptation. In the
principle level of representation, a participant has Wl iformation from the
source problem to depend on whie soling the target. Therefoie assumed
that a participant wil indulge in selective encodingyotly integrating the
superficial object attributes, for example in the Eleplmoblem where the large
object : small object : the elephant: small rocks. In theciple level, it is also
assumed that the participants would only map the supefécitures from the
source to the target. This is obviously due to the absencanyfconcrete

procedure, which is important when constructing a scherhih veubsequently
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influences the mapping process. As a result, it is expebse the type of transfer
that a participant would come up with in the principle llexesimiarity, would
be low partial transfer.

On the other hand, the participants at the strategy ddvsimiarity have
a sequence of pictures of different objects, depicting a @ottes elicits the
process of selective encoding. This level is higher th@n principle level,
because it not only shares some of the superfcial #fsibwith the target
problem, but also describes a functional or operational relaimong the
elements, to depict a process. This added feature of theggtiavel provides a
basis for understanding a structural or higher orderiomlddetween the source
and target, which helps provide a schema or an effediitegy but not the
exact procedure to sole the target problem. Therefore, dkl helps a
participant select and encode (selective encoding) sonie ajlfject attributes in
the source not merely for their superficial simiantth the target, but also for
the structural relatonship among them. For example, ie thictorial
representation of strategy level for the Salt problem,othyects are depicted to
show a process of how to measure a required amount of sehsiaimg a multi-
measure non-refling method. A participant wil indicettee process of selective
encoding, by selecting and matching some superficial objdtutes shared by
the source and target like for example; The small centaithe large container :
the 4g spoon : the 11g spoon. However, this superficial ngtdi@comes
meaningful only, when the process that they depict, is atsoded.

Markman & Gentner (2000) found that higher order relation®ngm
objects are very important in structural mapping, theyo@scimportant relations,

such as causal and implication relationships. After éfevant information of the
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source problem is retrieved and encoded, the common struetiatins among
the elements serves as a guide for matching them, Fhike strategy level a
participant may form a schema required, but may not be ahisap it correctly

to the target, because of failure to integrate a processthie source with objects
in the target, which are different from that in the rseu As observed by Chen &
Mo (2004), the mapping between elements of the problem becorpesffiedive,

when corresponding objects share only functional relatiows differ in object

attributes. Consequently, it is predicted that the strateggl of simiarity

between the source and target would result in high paréasfer where a
participant may give only a strategy for solving the proplevithout a step-by-
step process.

The third level of similarity is the procedural level, exdn the source and
target problem shared the highest level of simiarity, baththe superficial
(object attributes) and structural levels (similar prepe3hus, it was expected
that it would be relatively easier for participants to oglec both the object
attributes and the process; for example, the pictorial reped®n at the
procedural level in the source of Salt problem, the objects shprocess of how
to measure a requred amount of substance using a snggsure refiling
method. Both the source and the target share featurels gdm be understood as
an analogy (water tap: small container: large contas@t dispenser: 4g spoon:
11g spoon). A participant may be able to readiy apply the mappowess by
aligning the superficial and structural relations betwehe objects in the source
and target. Thus, it was expected that at this levepdnticipants would come up
with the optimal soluton (full transfer) to the targgtroblem. It may be

mentioned here that in these types of problems, which depigrocess or
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procedure, it is not sufficient to perceive the higher omadations, as observed
by Gentner (1989), without taking into account the object orritipkeattributes,

because they are an important part of the procedure. lités ajious that the
dificutty faced in the process of mapping in the stratieggl is due to the object
attributes that depict the process in the source beiagediffto those available in
the target, whie in the procedural level of simiarboth the objects and the
processes could be easily integrated into the target, leeacdubigh level of

similarity.

The Role of the Think-Aloud Protocols

The other issue addressed in this experiment, was theofrdiénk-aloud
protocols in the strength of transfer in analogical prokdeiing. Two methods
of think-aloud protocols were used in this experiment: VB 8&. The difference
between the two conditons is in the instructions and ipeacessions given to
the participants. In the VB, the participants were askeg tonlverbaly report,
for recording how they were going about soling the problem.then SE
condition, the participants were instructed to explain tondbdes or as if to
somebody else how they are soling the problem.

An interaction between the level and conditon of protocolss wa
inevitable. For example, in the principle level, the condiiaf VB and SE
would be less effective, as compared to strategy and procdselwis] because
the information provided in the source of this level, istdithonly to a general
idea. With respect to the effect of the protocol conditions l@n dognitive
processes, it was expected that SE would help generat¢atyeli more
processes. For example, participants may give more detaignations or
justification for their choices while solving the soumetarget problems.
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It was also predicted that the SE condition of the thinkialprotocol
would aid performance more. There are several reasons sSomiag this. First,
the participants in the SE group tend to indulge in megmiton more where
he/she frequently monitors the thought processes, in tefrpsogress towards a
clear goal or give justificaton for choosing various optiorsecond, the
participant tends to adopt two roles; one role as instruct@xpiain and give
information (ask question and try to answer it) and ther otle as a learner who
wants to understand the problem. Third, SE affects thenaiteepresentation of
the problem, where the participant tends to go back and fortieférying to the
source problem and trying to see the connection between ih@itioss. Fourth,
the pictorial type of representation is helpful in edgitimore SE, which in turn
influences performance. The impostion of SE thus tendsfféot athe generating
of inferences and reconstructing the learner's ownamembdel. Moreover, SE
also helps understand the role of the various cognitvepsutesses and the

sources of errors in solving problems by analogy.

The Strength of Transfer

The concept of the strength of transfer was introduceisirstudy, on the
basis of the assumption that the verbal protocols and lefesmiarity would
generate varied degrees of performance. The degree of ewerncould be
conveniently divided into four categories namely: Completd eorrect transfer,
High partial transfer, Low partial transfer, and Wrong ortransfer that coincide
with the three levels of similarity procedural, stratemd principle respectively.

The strength of transfer is the main dependent measungh is
measured in terms of overall performance on the targetepmpotih all the three
levels of simiarty and the two conditons. It was hypatees that different
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levels of simiarity would affect the strength of trensoutcome. Since the
source problem is represented in pictorial form, the irdiap in this type of
analogy is to encode it. If the participants encode the ohjdiutes and map
the structural relatons to solve the target problem fapggthe correct process
then a successful transfer would be the outcome. The diypansfer, therefore,
depends mainly on the effectiveness of selective encaiog mapping whie
solving the target problem.

In this experiment, it was predicted that procedural lefelsimiarity
would have a significant effect on transfer, due to rifkience on selective
encoding and mapping. The main reason for this predictidmaistie source and
target problems being isomorphic it is easier to find theesponding elements

while solving the problem.

Critical analysisof thefindings

The primary aim of this study was to determine the éSE, as a self-
support method, and procedural simiarity in increasing feanperformance.
The results of the study identified the cognitive proces$at contributed to
effective transfer in analogical problem soling. Thadptexplored the nature of
verbal protocols produced, to build a coding scheme emphasizingotmtive
processes and sub-processes involved in problem soling bygyanaing a
pictorial type of representation. Additionally, the resultsoaprovided insights

into some distinguishing characteristics of solvers and neefsoin general.

How doesthe SE affect transfer?
There has been evidence from previous research thah SEer study

domains infuences learning and problem soling (AinswdthLoizou 2003;
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Chi et al., 1989, 1994; Neuman & Schwerz, 1998; Renkl, 1997). As sach, th
initial prediction of Experiment 1 was that the SE conditwauld positively
inluence performance transfer over the VB. The resutisn Experiment 1
confirmed both previous research and the initial predictiest SE infuences
performance. Improvement from SE is more lkely becausitidlly induces
some conscious effort (cognttive load) to gain a better stateling of the
source problem. Ainsworth and Loizou (2003) explained that diagdeurease
memory load and cognitive effort by computational offloadirtinde the learners
engage in meaning-making activities. This experimemiviges further support
for this observation that diagrammatic representationenghyr influence the
emergence of causal explanations. An example of a participant’s protocol, where
more justification and causal relations is revealedewsblving the salt target is
gven below

"Fill the 49 spoon, (because in the previous picture the small\g&ss
emptied in the large jug) and Empty it in the 1g spoon, Refill it again, &tie s
procedure of refilling the glass from the tap), Now we have 8g in the 11g spoon,
4+ 4 = 8, Fill it for the third time, In this step when we empty the 4g spoon only
3g will fill the 11g spoon, there is 1g, this is the 1g remaining what we need."

Moreover, presenting the source problem as a series oélated images
encouraged participants to generate explanations for tferenlifes between
successive images. Furthermore, in this study it wasedothat participants in
the SE condition took more responsibiity to understand the riatatieoroughly
and in a more coherent manner than those in the veshdltion. This is because
participants in the SE condition simutaneously performed tales: first as a

learner trying to understand the problem and second asstanctor explaining

the problem
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The verbal protocols revealed that most participants hnitiaund it
dificut to integrate information and derive meaning frahe source problem.
However, in the SE conditon the participants were able adtheg related
information and integrate the visual knowledge logically wnderstand the
principle underlying the problem with relatve ease. Elpaits in the SE
condition gave more evidence of trying various methods to rstacel and
analyze the pictorial information in more detai. Thegated mental images of
the objects in the diagram which later aided in the psocdsalignment of the
objects in the target problem. For example, in the Elephatigon the image of
the large object is aligned with the elephant. They gisovided more
justifications in comparing the sequences of picturdieg fthe gaps, and using
different approaches to discover the underlying principles.is Tlvas
demonstrated in the Salt problem where participants inptbeedural level of
similarity were able to fll in gaps by determining asg was flled or emptied
even though those actions were not shown. Further, preriegnt revealed that
participants in the SE condition raised questions as tkggred the material and
tied to answer them through their explanation. Throughk #ttion, more
information was generated through reasoning and elaboratmmd the difficult
concept or idea

In the VB condition participants focused only on the supar&miarity
between source and target problems and repeated the sam@wvdeaand over.
Although participants in the VB condition made observatidmsutthe problem
and correctly interpreted the source problem, their verbalgoist reflected

random thinking and lack of causal information. Thus, theyndidtend to focus
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on obtaining the principle or the meaning behind the diagedin

representation.

How doesthe Procedural Similarity affect transfer?

Analogical problem soling involves knowledge transfer frome on
stuation to another. The effect of procedural level oflesityi observed in
edlier studies (Chen 2002, 1996; Gick & Holyoak, 1980, 1983) was also
apparent in this experiment as the performance inahs Wwas higher and more
effective than other levels of similarity.

The results from Experiment 1 showed that in the prnciplel of
simiarity, benefits were limted despite SE. This is lmsea at this level of
simiarity a participant needs to transform an abstrdea iinto a concrete
procedural operation. Most participants provided only general ideasthe
problem solution because the principle level of simiarityy @mared a common
solution principle with the target rendering it difici transfer the abstraction
from the source to the target problem.

In the strategy level of simiarity, the dissimilar pedare between the
source and target problems created some difficulies in iagptpe source
solutions. However, the probabiity of successfuly solihg fproblem was
relatively higher than the principle level.

In contrast, the procedural level of simiarity shared d¢haracteristics of
both the object and process between the source and targetrsrobigeed, there
was a statistically significant difference betweee tikelhood of solving the
target problem in the strategy level of simiarity aree tprocedural level of
similarity. In the procedural level of simiarity, thekelihood of transfer was

highest because the surface features and strucélssibns integrate to facilitate
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the process of drawing an analogy. As mentioned above, timelggsf were
consistent with Chen (1996, 2002) who observed that the leveimidrity

between the source and the target largely determieesi@bree of transfer and
performance. Thus, the probabiity of arriving at a completetien is highest

when transfer was guided by procedural details.

What isthe impact of thelevelsof similarity on theprotocol s?

It is important to highlight the impact of the threeelsvof simiarities on
verbal protocols generated. In the principle level of siyilgiFigure 3.3) the
model was simple as such the verbal protocols in both SE 8ndowiditions
were very limited (6-7 lines) due to which comparison$ wiher levels were not
assessed. In contrast, in the strategy (Figure 3.4) ancdurat (Figure 3.5)
levels of similarity participants generated a fair arhooh verbal protocols in
both conditions. The increase in verbal protocols is due tofatttethat each
model consists of at least four pictures, each consistingewdral objects. As
expected, the participants were able to encode the objeetscin picture, and
consider the inter-relation between the objects within gictures by observing
their movements and/or change of locations throughout tiergs. There was
no signiicant difference between the strategy and proakdevel of similarity
in number of lines produced although the proceduraly sinmi@ormation

tended to posttively affect problem solving performance.

Doestheamount of information affect the problem solving?
The sudden-solution feature characteristic of insight enablgenerally is
known to affect the amount of information and the resultiegoal protocols

generated by the participants. It was observed thathtinpipblems tend to
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generate three type of protocols depending on the amountoahatibn. The

first category consisted of short, relevant and insigpifatocols. Here the key
elements are discovered, the relationship among the problestolyithin the

source problem and the concept behind it is understood and techneth the

target problem to derive an appropriate solution procedure. Tthsugh these
protocols are considered short, the information produced way kifiattive.

These participants understood the problem fuly and the procekhoalledge

was later correctly mapped from the source to the target.

The second category consisted of long, meaningful and elaborat
protocols. Here, the participants encoded the key elementsyibddsdhe
superficial features (large, small), connected the ioedddp within the different
pictures (up, down), elaborated on the causes, discovered theptaricthe
problem, and the methodology of using the rules. Although,clessise than the
frst category, these protocols were also highly informatithat helped
understand the problem thoroughly leading to establishingectimms between
the source and target problems.

The third category consisted of long, repetitive and disctemhec
protocols. Participants in this category tended towards; réxtlyr encoding key
elements, were uncertain about the relationship amongrbiglem objects, did
not discover the concept, and provided redundant and shalow agkpian
Further, participants in this category often provided undggeexplanations for
the processes such ais is a family trip to the Red Sgan describing the source
diagram in the Elephant problem. These participants weableurio understand
the pictorial information in the appropriate way and thusldcaowt transfer the

information to the target problem.
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Chi et al. (1989) observed that the more the information prddace
repetition the better chances of reaching the correattiosolin analogical
problem solving. The second category of protocols described abowspmmrds
with this view. Although, Experiment 1 also found that wisemalyzing the target
problem, solers produced significanty more lines of protocat than-solvers
however reaching the correct solution (as the protocolsheffitst category)
depended largely on the qualty of information produced. If tlitopols helped
in making the right connection between source and tgpgeblems, then a
participant’s chances of reaching the sudden correct solution is increased even if
longer time was taken. Thus, if the information generatedthe protocols
contained superficial and redundant information, lacking thecessary
connections between objects, then the participant would ndkdie to reach a
correct solution.

Previous studies (Chi et al.1989; Chi, 1994; Ainsworth & Loizou,
2003), found that SE generally allows the participants to peodots of
information leading to better understanding by integratimg new information
with their prior knowledge. The use of a pictorial fornmathe source problem
provided a way for participants to manage the informatiad kcreated by the

SE process.

Doestheamount of time spent affect the problem solving?

The amount of time spent analyzing the source problemsigaiicantly
higher for solvers than non-solvers. Interestingly, thevas no difference
between solvers and non-solvers in the time spent onatiet tproblem. The
time solvers spent in solving both target problems, ranged £#50 seconds to

700 seconds. This wide range of time can be attributed topamtéamt feature of
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problems of insight, where one may take less time becauseidee of suddenly
moving from a state of not knowing to that of knowing how teestie problem.
This feature also affects the amount of explanationisharoduced because soon
after insight, participants tend to quickly select tools aidihe same time, deal
with constraints associated with the various options. @rother hand, one who
spends more time in solving the target problem tends to produdet of
information while trying to solve the problem, untl amsight into the solution
of the problem occurs. Therefore, the point of time at whisight occurs would
affect both the time taken and the amount of verbal proter@rgted. The faster
the insight occurs the less time spent and the explanatoduced. This is to say
that performance in insight problem soling is not neciyssafected by the
amount of data participants produce, but rather by the ideagiaiity of sub-
processes generated that help in solving the problem. Renkl. €1998) also
found that time on task was not related to performance. &kglgined this lack
of time effects as a positive indication of the effectqadélity learning processes

on learning outcomes.

What isthe difference between the solvers & non-sol vers?

The primary distinction between solers and non-solvers watheir
abiity to attain an in-depth understanding of the souradlgm and apply t to
the target. The solers tended to deeply analyze thtomship between the
pictures, representing the source problem, whie interpiptait. This
understanding enabled them to discover the principles arckpisnbeyond the
problem and to determine the relations among different objetds reach a

coherent and comprehensive understanding for solving tiget taroblem. An
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example of the solution for the Elephant problem is giveowbdb ilustrate a
solver's understanding of the sinking principle the soproblem:

“The tray is empty because the other objects on the floor, the large object
is placed on the tray, | think something is happening here, Oh, the wates leve
different between the two pictures, O.K now, two small objects are platied i
tray...also the water level is still the same as the first picture. OK we can add two
more objects to see...aha now the water level is the same as in the second
picture. Then those four equal the large object.”

In contrast non-solvers, may have succeeded in undengfathgi source
problem, but faled in implementing. The failure may beibated to their
shallow perception of relatons among objects, leading to itrduiity to apply
the same concept or idea to other situations. This isstamswith Chi et al.
(1989), who reported that poor students produce little explanatany,ifand that
their explanations do not connect with their understandinghe principles and
concepts.

With regard to the difference between solvers and nonrsobé the
target problem, although, there was no significant diereim the time spent
they differed greatly in the method of analyzing the proble Most solvers
started with a quick reading to get an overal idea or retat@ing of the
problem, went back for systematic review (reading eaclenstst carefully,
explaining each statement to themselves, connectingadheired information to
the pre and post statements), gave some justifications, loiokechore details,
connected the relations between the sentences, and eveadr the statement
again looking for key elements that may help to solve tbélgm. It is believed

that this approach improved the participants’ performance and ability to reach the

correct solution. These observations are parallel withngsdirom Chi et al.
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(1989). They observed that, in general, good students explain analepr
justifications for each action, which posttively affet¢t®ir understanding.

In contrast, most non-solvers read the target problem iuparfsial
manner that negatively affected their performance. Bample, in the Elephant
problem, one of the participant’s solutions for the target problem was “let the wise
man use another test to measure the young man’s intelligence” While another participant

said “he can cut the elephant into small pieces to bgves”

What typesof cognitive processes affect sol vers and non-solvers?

The results of Experiment 1 identified four statisticadignificant sub-
processes differentiating solvers and non-solvers: dasith, mathematical
elaboration, goal directness and mapping. The solvers geheratere
justification, which prompted them to give reasons for thetions. It served the
important function of keeping participants focused on choosimgea options,
while at the same time being aware of constraints afidulibs they were
facing.

The solers also understood and compared the mathematiteinsbips
between objects and the underlying principle. They inferu$ from the source
problem that improved their chances of successful transdamly because these
rules are important not only to comprehend the target probignalso to form
the sub rules that affect the degree of the strengtiraoffer. An explanation
based only on principles is beneficial but not enough fbrsfdcessful transfer.
An effective problem soling procedure requires the exjdgnsatof both the
principles and the inference of rules of the problem. Orother hand, the lack
of understanding of such relatons hinders the non-solens conducting

successful transfer. Support of this result comes framwibrk of Larkin and
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Simon (1987) Chi et al. (1989) who highlighted the importanctaotlating the
principles and defintions into specific inference rulesE Simplifies this
inference of rule construction. This is also in linehwitho proved that inference
rules construction serves some additional purposes. CHi €1989) observed
that when subcomponents of rules were not encoded, becaustidbets may
not have realized how important they were, it affected timerstanding.

In addition, goal directness of solers caused them to fegaals in
order to help them in achieving ful successful transfi®enkl (1997)
distinguished between two types of successful learnerécipte-based
explainers, whose explanation focused on principles and goas,amticipative
reasoners, whose explanation anticipated steps in theorsobti problems.
Ainsworth and Loizou (2003) found that explanations associattd swccessful
problem-solving strategies, are either goal or principlentede This same
distinction emerged in the present experiment. Solvers apipded the process of
goal directness tended to direct their solution accordingetogbal and sub-goals
they monitored at every step. The principle-based solversherother hand,
relied on the principle and mathematical elaboration.

The mapping process is considered the most essential isfetrédoecause
it integrates objects attributes between the source anggttproblems. Solvers
identified the key objects and mapped the structural redabetween the source
and target problems. They conducted a comprehensive mappingsriee
involved simultaneous object and procedural comparisons bettineersource
and target. Their mapping process included alignment @raleattributes, such
as: object attributes (big, small or light and heavy), oljemtement (the change

in the object posttions, for example what was on the floanithe scale in the
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next frame), change in object situation (what wasisuémpty in the next frame),
and logical order of the process. The solers succeededlimy fithe common
relational structure and matching the fundamental abjectd attributes. They
also understood all characteristics in a logical order efptiocess and applied it
to solve the target problem.

In contrast, non-solvers mainly produced two types of mapping:
Superficial mapping, where only object attributes are mbtead mapped, and
Structural mapping, where along with superficial attebutthe movement and
change in object situation may be noticed and mapped. Howevsuccassiul
and complete transfer between source and target problemstindepicstep-by-
step process, also requires an understanding of the procdéiss gource, and
mapping and adapting it to the target problem. These findrgonsistent with
the results of Novick and Holyoak (1991) that mapping is aatrpoocess but
not suficient. They argued that even with successfybping a lack of adapting
the source solution procedure to work for the target problerd edfakt transfer.
The findings of this experiment were also in line withen (2002), who
observed that although a complete solution for the targetepnobis determined
by procedural simiarity, the faiure in transfer wasinipadue to the difficulty in
executing the procedure depicted in the source problem, arid aotessing the
models or in mapping the key components between the model antarget
problem. For example, the following protocol ilustrates the-@azesses of
justification, mathematical elaboration, goal directnesd amapping the correct

key elements in the salt target problem:

I have to get 1g of salt, without guessing, | h&awe measuring spoons, one is a 4g
spoon, the other is 11g spoon, filling 4g spoohreé times gives, 12 g, | can subtract, by using
the 11g spoon, to get the 1g, therefore, | willtfle 4g spoon, and empty it in the 11g one time,
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refill the 4g spoon, and emptyitinthe 11g e@and time, refill the 4g spoon,and emptyitie th
11g, a third time, the 11g spoon is full, ther&gs left in the 4g spoon.

Therefore, most of the faiure in problem solving could bebatitd to
the inabilty to successfuly apply or adapt the solutioqueed in the source, to
the target problem and/or failure to access the source proWlerbal protocols
revealed that only 45% of participants accessed the souwdelsrand benefited
from them in solving the target problems.

Although the sub-processes of comparison and encoding didhowt &
statistically significant relationship with transféhey are important to success.
The sub-process of comparison includes labeling and comlaatigties. This
is because the participant qualtatively goes a stepefurby interpreting the
superficial relation between objects after naming thesedbaon their superficial
features. Thus, a participant may exhibit only the subgs®cof comparing,
thereby also indicating the presence of the labeling amdbioation processes.

We illustrate this with an example of a verbal protocol:

e Thisis one cup (labeling)

e Full ofwater (combination)
e Another cup is empty (comparison).

Although the results showed no difference between solses non-
solvers in the encoding process, transfer was often vedgatafiected by
selecting the wrong objects to be mapped. This is becaussulth@rocess of
encoding is an important mechanism to determine the mfimto be retrieved
and mapped. An example from a protocol is giselow of selecting “the large
spoon instead of the small spoon” as the object to be filled in the Salt problem

which is wrong encoding that affects transfer.

If we select the 11g spoon and fill it up with sthlén empty it into the 4g the remaining
is 7g. Fill the 4g once again the remaining is 3g.
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Contributions

The main contribution of this experiment was constructing empirical
coding scheme which to the best of the researcher’s knowledge is the first for
pictorial representation in a non-domain specific area. Msisties focused
mainly on analyzing the verbal protocols in verbal reptatiens and/or
domain-specific diagrams. For example, Ainsworth and Loizou (20§8)
information about the human circulatory system in diagrand verbal format.
Chi et al. (1989) gave theirr students diagrams for the mpnsbl@volving
Newton’s laws of motion. Renkl (2002 & 2005) used worked-out examples. The
coding scheme proposed in this experiment provides a frmodwtgical
ground for developing coding schemes for other representatiogeneral and
pictorial representation in particular. It also describes bBowindividual uses the
various cognitive processes to derive meaning from diagthatsinitially appear
to be ambiguous..

Analogical reasoning is an important cognitve tool for agiimg
learning. This experiment is considered unique becaupeovided evidence for
SE as a self-support method (instead of hints and othenaxsepport methods)
in learning by analogical problem soling using two dHifér representations;

pictorial source and verbal target.

Limitations

Although the results of the Experiment are broadly appdicabl most
learning situations, they are subject to limitationaultieg from its design and/or
execution.

The design of this experiment compared two think aloud comslit{SE

& VB) and three levels of simiarity. The results weglearly in favor of SE and
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procedural level of simiarity as predicted. One Imiat@inthis experiment was
using two think aloud conditons (SE and VB) which wereicdiff to control.
This is because sometimes a person instructed to verbalgetended to self
explains or vice versa which could have an effect oropeaihce. Ericsson &
Simon (1993) predicted that verbalization should not affect staguence of
problem solving whie some others held that VB has a dinguact on problem
solving performance. However, as this experiment did ndid&ca No think
aloud group to compare with VB this issue could not be igetst. This
imtation was overcome to some extent by comparing the perfanwnsolvers
and non-solvers regardless of condition.

The second limitation of the experiment is related toldewd simiarity.
The principle level of representation is indispensable inag@rthat do not lend
themselves easily to the strategy and procedural levedpoésentation. However,
it was observed in this experiment that the pictorptagentation of the source
in the principle level did not generate enough protocoldbdgin SE & VB) to
determine the cognitive processes it elicits and thuss @xcluded from protocol
analysis. Perhaps, if this level was also represented sequence of related
pictures (instead of one picture showing the general igdeincdepicting the
general principle, of weighing large objects or measudofy an amount of
substance, it would generate sufficient protocols for congpansith the other
two levels of similarity.

The third limitation of the study is related to the pietiorepresentation of
the source problem in the three levels of simiarity. dhserved by Ericsson &
Simon (1984) concurrent verbal protocols for visual data tendhdeaise the

cognitive load which could affect both the protocols and theoimasthce.
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Moreover, the current experiment did not take into accountfatt that
people differed in their verbalization and self-explanatidils.s This, it was
observed, was perhaps the reason why some participants sadvegroblem
without completely explaining or verbalizing how they waittout it which could
have affected the think aloud protocols generated. Furthermas one of the
purposes of this experiment was to elicit verbal protocolsvag imperative for
the researcher to frequently remind some participants @p kaking. The effect
of this interference while problem soling is not known.

The coding scheme consisted of all reasoning steps thidt mwexpected
based on task analysis, theories of cognitve processes iremraalving, and
protocols of pioted participants. Nevertheless, it may not atkdguaepresent
al the protocols generated as it is considered relatmety in explaining
pictorial type of information. Therefore, some segments coaddbe coded due
to lack of corresponding cognitive process ab-process and so had to assigned

to the 'others' category. An example of this is illustralbetbw.

This is a water tap (combination), dripping wateorfibination), and filling the glass
(combination), the first picture like (other), thkass is filling (comparison), in the second one
(other), two glasses (combination)

Experiment 1 used only pictorial representations in theceoproblem for
a verbal target. An issue that arises here is whethesfer performance would
be affected if the source and target were in the vedralat. This issue is

addressed in the next Experiment 2.

Conclusion
A significant difference was found between the numbecasfplete and
successful solvers in the procedural levels of siyiladts compared to the

strategy level. The Mean strength of transfer (ST)fopeance on the target
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problem in the procedural level was also significanthhenig compared to the
strategy and principle levels of simiarity. The Mean Bdrformance in the SE
was found to be higher than VB condition. These findingarigleshowed that
despite a high level of simiarity (procedural), between sburce and the target
problems the self-support methods of SE helps elicit or optioagnitve

processes crucial for effective learning and transfdthodgh, SE initially puts a
cognitive load on the problem solver to explain, it often tesi a better

understanding of the problem, which in turn serves as ansmef cognitive

offoading. Moreover, it increased meta-cognitive aetwitithat induce a
participant to indulge more in noticing and linking key ideias analogical

situations.

Three main cognitive processes of explanation, inferenced a
analogizing, and their sub-processes, were identified asg bevolved in
analogicaly soling domain free everyday problems. A signif relationship
was found between inference and analogizing processestrangths of transfer.
The procedural level of simiarity generated signifiyantore processes of
justification, mathematical elaboration (in the categofyinference) and mapping
(n the category of analogizing) in the target problem, paoyed to the strategy
level.

Although, the results in this study reinforced the vigwat SE was a
simple but powerful method for acquiring knowledge during proldemding, it
was also observed that when transfer required adaptatiorcafnglex multi-step
procedure, participants may be able to encode and map the coeatwed of
elements in the source and target, and yet be unable te dez analogous

solution. This may be because the method of SE induces stie®s g0
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understand the problem, but does not ease the working membiyathéo hold
and deal with the multi-components of information. Thus, latkaccessing of
the source problem and/or the failure to map a procedure te Hwl target

problem, remained as issues.
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CHAPTER 5: MODALITY OF REPRESENTATION AND ITSEFFECT

ON TRANSFER IN PROBLEM SOLVING BY ANALOGY

Introduction
Experiment 1 investigated the effect of self-explanationd procedural
similarity using pictorial representations on analogipabblem solving.  Since
the target problem was represented verbaly, it was spetulat there may be
some individual differences in dealing with pictorial fotsnaand/or problems in
adapting or mapping pictorial information from a source to ebaletarget.
Therefore, the next study was aimed at comparing efdcigerbal and pictorial

representations on transfer.

External Representation

Research on problem soling by analogy has establishedhéhdevel of
abstraction of the source information is an important fatttar affects analogical
transfer. There is sufficient evidence that when amyabstract idea is given in
the source problem (example, principle level) there is oftdure in transfer
(Catrembone, 1994; Chen, 2002, Chen & Siegler 2000; Novick & Holyoak,
1991). Moreover, results of Experiment 1 in this thesis lads®@ established that
the ease, with which a source solution is implementetargely determined by
the procedural similarity shared by a source analogue eg&t f@oblem.

Modality (e.g., verbal or pictorial) is another important aspe€t
representation that affects both the level of similaaitgl/or the transfer process.
Researchers have often used either or both pictorial balvezpresentations as
cognitive tools to enhance memory and thinking, to highlipeir advantages in
different contexts. For example, Larkin and Simon (1987) ernzgkashe
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cognitive properties of external representation whie dasgr the possible
advantages of diagrams over text. They concluded that ystterns are better
representations not merely because they contain morenation, but because
they also support more eficient computatons. On the obaed, texts,
according to them, required the construction of mental motthals simulate
physical objects, persons, and events described, leading tenaafsr based on
these simulatons. Zhang (1997, 2001) considered external mgptess as
intrinsic to a task in that they guide constraint anderdate the pattern of
cognitive behavior.  His concept of representational effs@¢ms simiar to
Larkin and Simon’s theory of informationally equivalent representations, leading
to computational differences in behaviors. Zhang refersepoesentational effect
as when different representatons of a common abstraattusér generate
different representational efficiencies. He considera tiseful tool to formulate
isomorphic problems of common abstract structure with differeresentations,
help identify factors that affect the processing behawiorognitive tasks, and at
the same time also help compare the representationaknefés in these
isomorphic representations.  Furthermore, Zhang observedcdmparison of
relative efficiencies and behaviors can be made inddatasks, such as addition
and mutiplication, where the format of representaton o@ied what
information is perceived or what processes are activatddwéat structures will
be discovered from the specific representaton. This hersreto as
“representational determinism” (Zhang 1997) .

Ainsworth and Peevers (2003) reported an experiment that edkplor
whether the informational and computational properties of ermad

representations interact to influence problem soling aeadnihg. The problem

164



task required operating a complex device for deriving an dptso@tion

process, the instructions for which were given in diagwatio, tabular, or textual
form. They found that performance was better when theudtiens were in a
single representation of textual form, as compared to diagramnd muliple

external representatons (MER) in which informatiordistributed over a number
of separate representations. This they attributed to ribeeased costsfo
working, in terms of dificulty, that these forms demanded.

Ainsworth and Loizou (2003) compared learning with text or diagr
They observed that, although post-test knowledge inferencgtiomse in textual
format could have been of advantage to the text studestsjidgram students
performed better. They attributed this to the cognitive,astien and affective
factors underlying the differences between text and afissyr The study
provided evidence that diagrams faciitate computationabaalihg, encourage
causal explanations, and elicit more interest.

How visual representation of information influences legrrand whether
changes in comprehension processes are due to the impaiagems were
guestions investigated by Butcher (2006). Using text onkt, wéth simplified
diagrams, and text with detailed diagrams, the Butchedy sassessed the
potential effects of different representations on students’ learning outcomes and
comprehension processes. His study found a learning advant@n diagrams
were carefuly designed to highlight the representatibreritical relationships of
the domain information. It also found that simplified diagrapenerated more
integrated inferences indicating deeper comprehension. ticijzaits who used
diagrams also demonstrated greater learning even thdwgh did not spend

significantly more time than the text-only condition.
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Thus, the advantages of both diagrammatic and textual foave been
established in different domains of learning. However, ralogical problem
solving, the effectiveness of a representation is detedmby its potential to
increase the cognitve actvities of search, recogniti@md inference. In
Experiment 1 one aspect of representation; that is, thealedrsimiarity shared
between the source and target problem on transfer perf@maas manipulated,
but the form of representation was consistent; that i$orjpkc source and verbal
target. This experiment found the method of SE combindd pracedural level
of simiarity to be effective in transfer performance. evisirtheless, the protocols
revealed a pattern of discrepancy in target performancéch wed to the
speculation that there could be differential effects @& thictorial source on
transfer performance in general, and on solMng a vedogktt in particular.
Therefore, it was considered important to address the eaffectmodality of

representations and their influence on transfer.

Experiment 2

Experiment 2 was planned to address three issues thdicalyecelate
to assessing the effect of type of representation (vexbal pictorial) in the
source problem on transfer performance. The first is whedhverbal source
problem, when paired with a verbal target, helps transfdorp@mnce more by
reducing the problem of adapting the solution from a pictegalrce to verbal
target. The second is whether informationally and corignady equivalent
verbal and pictorial type of representations in the sourcdbdlgm would stil
differ in their influence on transfer performance. Thed is to assess the effect

of individual differences in working with the verbal and t@i@al formats of
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domain-free problems requiring a step-by-step process sdiotioe learned and

executed in the target.

Hypotheses

1. It is predicted that there would be a within-subjects ifisgnt
diference in transfer performance on the pictorial aretbal
format of the problem.

2. It is predicted that transfer performance in the pictdyipke of
representation would be significantly better than thdoaletype in
the procedural level of similarity.

External representations greatly determine both learand problem-
solving behaviors. Researchers have extensively ghigld the advantages of
pictorial and verbal representations in different contexts. example, Larkin and
Simon (1987) in diagrammatic reasoning, Zhang (1997, 1998) in naixter
representation, Tversky (1999) in diagrams and thinking, CI2902f in
procedural simiarity, Chen and Mo (2004) schema inductionpribblent
solving, Davis and Goel (2001) in visual analogical problemingphand Novick
and Holyoak (1991) in mathematical problem soling. Howevertivedja few
studies have compared the effect of pictorial and verbaiowsr of representation
in the source model on transfer in analogical problem golvimPAccording to
Zhang (1997), representations are intrinsic to many o@gritisks and do not
merely impose and stimulate the internal mind, rathay tkelp guide, constrain,
and direct the problem-solving behavior.

Some major reasons underlying the first assumption ofsthdy are :
First, effective transfer performance is dependent on stasheling a concrete
process in the source problem. In order to understand thissprogeperson

needs to manipulate the objects involved. It is assunadvétbal descriptions
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of objects showing a process (such as the jug problem motiree), fall short in
conveying the movement of the objects in terms of iitiagjoal state, in addition
to increasing“‘cognitive load” by trying to hold all the information in the working
memory. Larkin and Simon (1987), in their studies of diagramnmbblem
solving, have also concluded that diagrammatic represastatupport operators
that can recognize features easily and make inferedicestly. They explicitly
state that, when problems are informationally equivaldmeir trepresentations
wil lead to different computational demands, which may aacdor behavioral
differences. Besides, Reisberg (1987) is of the opinion thaéirgsc can give
people access to knowledge and skils that are unavailabi® internal
representations.  In this experiment, for example, the word “scale” may evoke
different interpretations. In contrast, when a scal@lepicted pictorially, it not
only bears resemblance to what it represents, but alscegribat everyone gets
the same meaning of what type it is and how it works. s,Timoblems that
involve item-specific processes are better representedgthrdiagrams like, for
example, assembling pieces of furniture.

Second, the theme of the source and target problems istweigh
equivalence, which is not domain-specific, although it vwe®| some general
mathematical reasoning. These problems are based ompéheftproblems used
by Chen (2002), who described them as neither well-definedlHaefiied, but
those that require both a concrete procedure and some ftosigblve. A verbal
representation, it is assumed, may restrict the intatjonetof the problem to the
syntactic meaning of the words, whereas a diagrammagicesentation allows
for more flexbiity, in terms of thinkihng and interpretati that may lead to

insight (Chen, 2002). Moreover, a verbal description of the proluess
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information, both relevant and irrelevant, that requirestiemus siting and
integration for effective internal representation whserein a diagrammatic
representation, a person indulges more in search axtiiiet are directed
towards figuring out what the pictures are conveyindhis could affect the
process of accessing and mapping, which are important eleatfr analogical
problem soling.

The second assumption is based on the findings of the previous
experiments of this study, where it was found that, wheorerete step-bgtep
process is to be described that involves the manipulation ettebpr devices,
the procedural level of simiarity in the source model, coeghao the principle
and strategy levels, would faciitate transfer in amsddgproblem solving. This
Is because a pictorial representation faciitates thetansimulation of a process
that involves manipulation of objects (Tversky, 1999), therebyareing
learning and increasing the chances of successhdfdra Moreover, as there is
an element of insight required in soling these novel prabl (ho previous
learning required), it is expected that dynamic picturesidvbetter activate the
cognitive process of inference, which is considered crimialeffective transfer.
In addtion, regarding differentiating between learned task®l novel or
discovery tasks, Zhang and Norman (1994) are also of the hégwhe format of
representation in the latter wil determine what infatiom is perceived and what
processes are activated (representational determinism)hree Tisomorphic
representations (lines, color, and numerals) of their &c-Toe study showed
that different representations of a common underlyingctster can lead to the
discovery of different properties of the underlying stractur terms of different

forms of strategies that not only determine problem disulbut also affect the
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pattern of knowledge transfer. Thus, this study establishaid representations
not only determine learning but also the acquisiton of ngeeeral forms of
strategy.
M ethodology

Participants

Eighty-four (84) female undergraduates between the agé8 &b 27 (M
= 21.33, SD = 1.74) enroled in the psychology course at King Abdal Az
University participated for course credit. They were ramgdamsigned to two
levels of simiarity; strategy, or procedure, where eagticjpant took two types
of representation: pictorial and verbal. They were testddhvemall groups and

none of them had participated in the prior experiments.

Design and Materials

The hypothesis was tested using a mixed experimentagnddbat
consisted of two independent variables; two types of représenfaerbal and
pictorial) as the within-subject factor and two levels swhilarity (strategy and
procedural) as the between-subjects factor.

New problems were designed to represent two levels of rigmia
(strategy and procedure) in two types of representatiobalvemnd pictorial).
Moreover, each problem was depicted in two versions, pictodahvarial, in the
source. This was to assess the effects of the pictowél verbal versions of
representations in the source problems on transfer perfiemaihhus, each level
of similarity also consisted of two groups, according to thsioms of the source
problem.

Two target problems, namely the Lab Problem and the Almoatig®pn,
together with their source analogies, were constructedhdyresearcher. The
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source problems were pictorialy or verbaly represented, itler estrategy or
procedural levels of similarity. The information represénin the source models
is a process that involves operations of numerals and olgepisting changes
from an initial state to a goal or desired state. Thus, donsidered a dynamic
representation but different from animation in thatitf@ mation is persistent.

Analogous problems, namely Bar 1 and Bar 2, were pictorialy
represented, whie Ball 1 and Bal 2 were verbally repteden the strategy and
procedural levels of simiarity, respectively, in the seufor the Lab Problem.
Simiarly, another set, namely Jug 1 and Jug 2 in therjaicnd Art 1 and Art 2
in the verbal format in the two levels of simiarityraségy and procedural
respectively, were constructed as source analogues forAlthend problem
(Appendix C).

There is sufficient evidence that when only an abisidea is given in the
source problem (for example, the principle level) there tsnofailure in transfer
(Chen, 2000, 2002; Novick & Holyoak, 1991). In Experiment 2, the principle
level of simiarity was not used because the focus wasidentiying those
factors that help in optimizing cognitive processes, suEhnaticing, retrieving,
and mapping, considered crucial for effective transfer. eller, the principle
level of similarity was omitted also because the esnit previous experiment in
this study clearly indicated that this level of sirjaoften resulted in failure of
complete transfer. This is obviously because a geneialadé in the principle
level of simiarity did not depict a step-by-step process toutmerstood in the
source and implemented in the target problem.

In the strategy level, Group 1 took the pictorial version hef jug 1

problem, and Group 2 took the verbal version of the same problded Aal 1.

171



At the same level, the Ball 1 verbal problem correspondseoB#dr 1 pictorial
problem. Thus, the design consisted of two groups in each dév@miarity
(Figure 5.1). Each group, which consisted of 21 participants, gvas two

isomorphic problems at the strategy or the procedural level.

G2
Strategy Procedure
G1 Ball-2 Art-2 Bar-2 Jug-2
Pictorial L, Fill bfrom a Kis empty Ball-1 Bar-1
Verba| . S is full Fill a fram s Aﬂ_f Jﬂg _1‘

Figure 5.1 The various problems used according to levels of simiariy type
of representation

Construction of Problem Tasks

In analogical problem solving, it is assumed that experigyaned from a
general solution principle or rule in one instance (sQuiedps solve a target
problem that differs in superficial features but has railasi goal structure or
solution.

This experiment aimed to assess the effects of two a3
(pictorial and verbal) of the source problem on transfer peafice. According

to Larkin and Simon (1987), sentential and diagrammatic repeadises both
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use a set of symbolc expressions to define the problem. eitental
representations, the expression is translated into sioyi@l language whie, in
diagrammatic representations, each expression or elensgmhing information
that is stored in a location in the diagram.

The following steps were involved in buiding the tasks fis
experiment. First, a target problem was constructed Ipavdorm. Second, it
was translated into a sequence of formal sentencesvérat in turn, translated
into a diagram. The data structure in verbal repregergatonsisted of several
statements that described objects and their functionafiorsl in the Arabic
language. On the other hand, for the pictorial form, th®esaformation is
depicted in terms of state, location, and movement of eatkrleor object.

The basic problem task for the target problem (Almond) wasedefiom
Luchins’ (1942) classic water jug problems. The second target problem (Lab) is
derived from the odd-one-out problem, in which the goal is terahee which
tem, from among other similar items, is different (Appendi.

The source problems have been manipulated to depict eitteategy or
procedural simiarity with the target problem. In thes® tevels the solution
process depicts different item-specific operations for solpngblems involving
different quantity types. Thus, while in the proceduraiissity the operation
(process) required is the same as the target, in thtegst level both the item-
specific operations and quantity types differ from those nedjuby the target
problem. For example, estimating volume rather than tvéigh been used in
the source problems at the strategy level because ok#w to depict the same
principle of estimating a certain amount of liquid by addmgsubtracting from

the avaiable measures. Chen and Mo (2004) also usedntlifgrantity types,
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such as length, area, volume, and weight, which involvesigathyitem-specific
manipulations for solving the problems. The transfer oblatien from one type
of quantity (e.g., volume problem) to another (e.g., weight prolddso) requires
the transformation of the specific strategy or proceduratatipes.

Moreover, the theme of the problems has been maintained thea
experiments conducted so far. That is, all the problems veevatound
estimating quantities without adequate measures by asisgnple mathematical
operation of addition or subtraction. For example, the Salt proliem
Experiment 1 has been replaced by the Almond problem in xpisrieent.
Estimating weights without any mathematical operatiaichsas in the Elephant
problem used in Experiment 1, has been replaced by the Lab probidms

experiment.

Levels of Abstraction

Experiment 2 also aimed to study the interaction effectsnadality or
type of representation and levels of simiarity. It hadnbestablshed by Chen
(2002) and Experiment 1 that the level of abstraction oiasignibetween the
source and target problems influences the effectiveaédsansfer in analogical
problem solving. The source problems share either a $tratesy procedure with
the target problem. Procedural is differentiated from egjyatevel of similarity,
in the extent to which the solution ilustrated in arseuanalogue, is simiar to
that required by the target solution.

The Strategy Level Here the source analogue andt targblem share a
general principle along with a concrete strategy to imgte it. However, they
stil differ in the concrete operational details required sbive the target as no
procedure is given that could be applied directly to solvetafget problem. An
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example of the source model at the strategy level forAlimend target is the Art
1 problem in verbal and the Jug 1 problem in pictorial format.

The Procedural Level Procedure is defined as the tremsion of a
general solution principle or idea into concrete operatiorse@uence of actions)
relevant to attain a goal. The source and target shaimilar solution not only
at the more general levels, but also at the most spénifid in their concrete
procedural details. The simiar procedure models, thereforeyieghe exact
method that can be directly applied to solve the target problExamples are the
Art 2 source problem for the Aimond problem in the verbal fonch e Jug 2
problem in the pictorial form. The source problems for the padblem are the
Ball 2 and the Bar 2 problems. Thus, the two sets of souoddepis depicted a
solution process that was represented at the strategypracddural levels of
similarity in two modalties: pictorial and verbal. Taskalgsis for all the
problems chosen for this experiment were undertaken to eentheir

informational and computational equivalence (Appendix D).

Results

The dependant variable (transfer) was quantitativelylyzath in two
ways: first, in terms of mean transfer performance ngtineof transfer (ST), on
the target problem; second, in terms of number of solversmigers. Mixed
ANOVA with repeated measures was used to assess naggfertrperformance
according to type of representation (verbal and pictorial)a asithin-subjects’
factor, levels of simiarity (strategy and procedure) ths betweenrubjects’
factor and the interaction effects of these two factdPercentages were used to
compare the number of solers and non-solvers according to ofpe

representation and levels of simiarity in the sourcd &arget problems. Chi-
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square tests were used to compare the number of solvemsliagco type of
problem (sources 1 & 2 and their target problems), types of
representation (pictorial and verbal), and levels of siyilafstrategy and

procedural).

ANOVA Reaults

The mean transfer performance was measured on a four-point
effectiveness (ST) scale of 0 to 3. In this experimédmt, degree to which the
participants generated the correct solution performanceatedi the strength of
transfer from the source model to the target problem. MMI®VA was used
to verify the hypotheses of the study. The model was mixddrins of types of
representation and levels of simiarty. ANOVA resulisvealed a within-
subjects’ main effect for type of representation F (1, 82) = 6.995, MSe = 4.339, p
< .01 and a betweesubjects’ main effect of level of similarity on target problem
performance, F (1, 82) = 8.895, MSe = 15.482, p = .004, thereby supporting the
predictons of this experiment. = However, no interaction cefievas found
between the two independent factors type of representatiods leaels of
similarity F (1, 82) = .47, MSe = .292, p = .495.

Analysis of the combined source and target scores waduadsstaken to
assess the effect of the two types of representation ek |of simiarity
onperformance as a whole. A participant’s score on the source problem ranged
between 0 to 2 and the target performance was rated ofeao$€ato 3. Scores
on these two problems were added to yield a combined score fo(seacce +
target) problem. The mean performance on pictorial wagrhigh=2.96, SD =

1.56) than verbal (M = 2.29 with SD = 1.64). A main effect for type of
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representaton was found on the combined source and targetenprobl
performance F (1, 82) =15.373, MSe =1, p < 0.0001.

A main effect of the levels of similarity on the comblinsource and target
performance was also found F (1, 82) = 6.06, MS2 = 22.149, p = .016. It was
observed that the mean performance on the pictorial type (601 SD = .781) in
the strategy level was simiar to the verbal type (M724 SD = .742) in the
procedural level. Again, no interaction effects were fobetdween these two

factors F (1, 82) = .8, MSe = 1.006, p = .374.

Solvers and Non-Sol vers

This section deals with analysis that was undertakenagsess the
performance pattern of each group. Problems were designegpbriesent two
levels of similarity (strategy and procedure) in two typésepresentation (verbal
and pictorial). Each problem was also depicted in two verspiomrial and
verbal, in the source to assess the effects of reprimermfithe source problems
on transfer performance. Thus, each level of simiarpsisted of two groups
according to the versions of the source problem (Figure 5.h).thel strategy
level, Group 1 took the pictorial version of the Jug 1 problemGuadip 2 took
the verbal version of the same, called Art 1. On the deweé the Ball 1 verbal
problem corresponds with the Bar 1 pictorial. Thus, the desigeisted of two
groups in each level of simiarty. Each group consiste@loparticipants. Each
participant was given two problems (PS + VS and their t&grge: the strategy or
the procedural level.

Participants’ performance on the source and target problems is described
below. The scores for the source problem ranged from O to 2¢ \@hsrore of O
indicates a non-solver and scores of 1 and 2 are regardealvas gor giving
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either a general understanding of the source or a complete accurate
understanding, respectively. The performance on the targblem was rated on
ST scale of 4 ranging from O to 3. A participant recemingcore of 2 and 3 was
regarded as a solver of the target problem whie thoseimgcscores of 0 and 1
were non-sokvers.

Table 5.1 shows the percentage of solvers according to type of
representation (verbal & pictorial) in each level of laity (strategy &
procedural) for source 1 (pictorial source PS and its tdngeAlmond problem)
and source 2 (verbal source VS target, the Lab problem). p@imentage of
participants who solved Source 1 correctly at the strdegy were 81% and
62% in the pictorial and verbal forms, respectively, and atpitocedural level
91% and 81% in the pictorial and verbal forms, respectivelye afalogue target
(Almond problem) for Source 1 was solved by 33% and 38% of partgipant
the pictorial and verbal forms, respectively, of those who tteksburce at the
strategy level and 57% and 52% in the pictorial and verbadsforespectively, in

the procedural level.

Table5.1

Solvers according to Level of Similarity and Type of Representation

Level of Similarity

Strategy Procedure

Pic. Ver. Pic. Ver.
Problem n=21 n=21 n=21 n=21
Source 1 17 (81%) 13 (62%) 19 (91%) 17 (81%)
Source 2 19 (91%) 13 (62%) 17 (81%) 13 (62%)
Target 1 (Almond) 7 (33%) 8 (38%) 12 (57%) 11 (52%)
Target 2 (Lab) 7 (33%) 5 (24%) 16 (76%) 10 (48%)

178



Table 5.2 shows the crosstabs of the four groups in terme olthber of
participants who solved each source problem, according to typeprefsentation
and levels of simiarity. First, those who correctly stMeoth Source 1 and its
Almond target problem were 24% and 38%, in PS and VS respgcttethe
strategy level and 57% and 48% in the procedural levellsdtsiows the results

of Source 2 and its target, the Lab problem.

Table5.2

Solvers of both the Source and its Target Problems

Target (PS) Target (VS)

Level of Similarity Solver Solver
n=21 n=21
Strategy Source 1 Solver 5 (24%) 8 (38%)
Source 2 Solver 7 (33%) 5 (24%)
Procedure Source 1 Solver 12 (57%) 10 (48%)
Source 2 Solver 16 (76%) 8 (38%)

In order to assess if there is any significant difieeeaccording to type of
representation, the solvers of source problems 1 and 2 of Alnmehdlado target
problems respectively (Table 5.3) in the PS and VS were cethpaespective
of levels of simiarity. Each participant took two source pmoisl one in
pictorial format (N = 84) and one in verbal format (N = 84). sTheing a
repeated measure, a non-parametric test of Wicoxon sigaekl test was
applied. There was a significant difference betweerrgpeesentation (z = -2.69,
N-ties = 57, p =.007, two-tailed).

On the other hand, a comparison of transfer performancéeotatget
problem according to type of representation, that is verbap@torial source, a
significant difference was found between the represamgalz = -2.67, N-ties =

67, p < .01, two-tailed).
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Table5.3

Solvers for Source Pictorial and Source Verbal Scores

Source verbal score
Not Correct Correct

Source pictorial score Not Correct 44 6
Correct 21 13

To compare the solvers of the target Aimond (source 1) abd($ource
2) analogues in the PS and VS, simple chi-square tests wsed. The correct
and complete solutons were 18 and 16 for the Almond and Lab problems
respectively, in the pictorial source, and 9 and 10 for theoWdmand Lab
problems in the verbal source. No reliable differences \mmed between the
target analogues in source 1 and 2 of the pictorial representation y2 (1, N =84) =
198, p = .657. Likewise, in the verbal form, no reliable differemes®e found
between the target analogues %2 (1, N =84)=.064, p =.794.

As no difference was found in the performance of the ttargelogues for
Almond and Lab, the data was combined to get a single composite in order
to compare the overall performance of the groups accordingpesentation,

such as Almond + Lab scores of PS or Almond + Lab scores of VS.

Sol vers of the source problem

Solvers were compared according to type of representationeweld bf
simiarity in the source problem. The Wicoxon signed ramist tfound a
significant difference between the solers of pictoriald averbal source
representations (z = -2.69, N-ties =57, p =.007, two-tailed).

Solvers of the source problems in the strategy leved i8rand 10 in the
pictorial and verbal forms, respectively. This differene@s found not

significant ¥2 (1, N =42) =504, p =.478. On the procedural level, the number of
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solvers were 21 and 9 in the pictorial and verbal forms, respectively with 2 (1, N
=42)=11.45, p =.001, indicating a significant difference.

Paired t-test was used to assess problem-solving perfornmameems of
mean performance on the source problems. Performance on ialpictor
representation was significantly higher than the \Vewith t (83) = 4.085, p <

0.001.

Solvers of the Target Problem

In the target problem the range of scores is 0 to 3, wheressof 2 and 3
are considered as solvers for coming up with at leasghaplartial or a complete
solution, respectively.  The number of solers in the padtoand verbal
representations of the strategy level were 16 and 12, rssjyect At the
procedural level, the solvers were 28 and 21 in the pictowéhl\erbal forms,
respectively with a chi-square of (1, N = 42) = 15.463, p < .001, indicating a
significant difference.

The target problem solvers of pictorial representations diogoto the
two levels; strategy and procedural, were 16 and 28, respectively 2 (1, N = 84) =
6.87, p = .009 which was found to be significant. The resultseofdtbal target
problem-solving showed 12 and 21 solvers in the strategy anddpratdevels
of similarity, respectively, with a significant difference y> (1, N = 84) = 4.04, p =
.044.

The mean performance on the pictorial target problem ofpitrial
form was found to be higher (M =1.7 and SD = 1.07) than the vierpal(M =
1.38 and SD = 1.17). Results of paired t-test showed this difessnsignificant

t (83) = 2.65, p = 0.01 as shown in Table 5.4.
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Table5.4

Mean and SD According to Levels and Conditions

Strategy Procedure

n=42 n=42

Mean SD Mean SD
PS 117 0.66 1.36 0.73
VS 0.88 0.77 0.93 0.71
Total (n = 84) 1.26 0.70 0.90 0.74
Target (PS) 1.36 0.98 2.05 1.06
Target (VS) 112 111 1.64 1.19
Total (n = 84) 1.38 117 1.70 1.07

Other Important Findings

In Experiment 2, time was recorded for all the four groupfe dverage
time spent was 277 sec. and 186 sec. in the source problem métt@l and
verbal type of representat®n respectively which was found significant in the
paired t test t= (25) 10.46, p < 0.0001. In the target problem, however, n
significant differences was found in the average tjpaeticipants spent of 400
sec. and 460 sec. in the strategy and procedure levels, reg$pective

Al participants were required to answer some questionsriiten form.
Theses retrospective report undertaken to know which typeepoésentation
(verbal or pictorial) they preferred (in the source probleangd found more
helpful in solving the target problem. The percentage aticpants who
reported that they benefted from the pictorial type of reptason was 64%
and those who said they benefted from the verbal type otsepation was
45%. On the other hand, solvers (83%) said that they benkdtedthe pictorial
form, as compared to 62% who reported they benefted from thel vernva

This difference was found not significant.
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About 50% reported that they did not see a connection betweesotince
and the target problems, irrespective of type of representa®mong the non-
solvers of the source problem, 14% misinterpreted it in thripictype, whie

28% either misinterpreted it or did not attempt to solve henvierbal type.

Discussion

Experiment 2 examined and compared both the pictorial and ettwal v
forms of representation at two levels of abstraction:eglyabnd procedure. The
results revealed that, in problems involving a multi-gtepcess (procedure) to be
learned and applied through analogical reasoning, proceduedl dé simiarity
combined with pictorial representaton is more effectiveanth verbal
representation in enhancing transfer performance. €kelts also showed a
higher mean performanca the pictorial source problems as compared to verbal.
Interestingly, it was also observed that the combined souance target
performance scores in the pictorial type of the strateggl lof simiarity were

almost equivalent to the verbal type in the procedural lef/similarity.

Critical analysisof thefindings

How doesthelevel of smilarity affect transfer?

The results of Experiment 2, with respect to levels oflasity, are
largely consistent with Experiment 1. What differeesatthe procedural level
from the strategy level of simiarity is that the femdemonstrates procedural
operations along with the physical object manipulations ssacg for solving the
problem. In Experiment 2, the type of quantty used is weightivalence,
where a goal weight is achieved by adding to and/or subgratbm the

available weights or measures. For example, a genemnabfericould be A- (B
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+ C + D) where A is the total quantity and B, C, and Dveeghts of containers
of different sizes. Although the general principle of thelution, adding or
subtracting, is the same for all problems, the procedural t@psranvolved in
the manipulation of quantties for the principle level ediffcompared to the
strategy level.

This experiment demonstrated that when participants erperi a
problem that could be soled wih simiar operations, performascesualy
better in the procedural level of simiarty. These ifigdi are consistent with
Novick & Holyoak (1991), Chen (2002), and Chen and Mo (2004).

It was also confrmed, as predicted, that when a pictorafyesented
source problem shares a procedural level of simiarity tah target problem
participants’ performance is better than in verbal representation. These findings
are in agreement with Zhang and Norman (1994), who obseratddifferent
representations for isomorphic problems have different eefi@s; that is, even
with concrete operations and procedural levels of simiathere are stil
differences in problem-solving behavior. In additon to the tip®siand
significant influence of procedural simiarity, pictoriaépresentaton was also

shown to be more effective than verbal representation atrduegy level.

How does modality of representation affect transfer?

In general, it is dificut to determine which represdioh (verbal or
pictoria) is more advantageous for a certain task, usinch kgpes of
representations verbal and pictorial. Experiment 2 helpednidetethe preferred
representation for procedural problems. The findings cleteiyonstrated that
pictorial representations made it easier for participamtdransfer knowledge to

the target problem because they constructed a mental rmogdeérceiving the
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problem as a series of images that were processed by ghdheinrelations,
superfcial features, and the movement of objects betvgeienessive images.
Analysis of responses also revealed that, in the pictoagresentation,
participants perceived both the object and the associated m®mEpicted (such
as smal, large, etc.), and therefore tended to develop a pmdéy internal
representation that may help in solving the target problefhis is consistent
with the observations of Gimore and Green (1984) that, atalmeadels gained
by pictorial representations depend upon reenacting simglatidiey make
behavior available for application in a new situation.

In contrast, to the pictorial representations, verbal reptatons
generated more variabiity in comprehension. For exampldicipants in the
source verbal problem (Art 1 Problem and Art 2 Problem) ween dftund to
manipulate the three measures (the key tools neededefaptrating process to
reach a goal) in different ways that were often comttai to that explicitly
stated in the problem. Some examples of the responses verki®@ form are as

follows:

e The easiest wayisto fill the 5-cup container thtienes, because it is closest to
the required 16 cups. (Art 1 problem)
e We can weigh each ball against the other to firedatid ball (Ball 1 problem).

This observation confrmed the findings of Reed (1999) who teskcri
the cognitive operations involved in solving word problems. $leofi the view
that a person must use linguistic knowledge to trantfietegivens and goals of
the problem folowed by the integration stage, which involties identification
of implictt relations and constraints. Lastly, the probleolves must organize
this information into mental schemas or situaton modebkichware stored in

memory as strategic knowledge that perhapstsesul’cognitive overloading.”
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The findings of Experiment 2 shew that participants in the pictorial
representation indexed information by location which affectbe process of
noticing relatons among the objects. On the other handthen verbal
representation, each sentence is translated into folanguage and then
examined for meaning and relations between the words argt e#ntences
which perhaps imposed an additional burden of understandindethe These
findings are also in line with Larkin and Simon (1987), wh@leamsized that the
difference between pictorial and verbal representationstha the former
explicitty preserves the information and shows the topobgca geometric
relations of the objects, whie the latter maintains rokseds of relations, such as
logical or hierarchical. = They suggested that diagrare considered to be
perceptual chunks that represent related information atedj locations, thereby
making inferences of relevant information easier. Thbness of imagery or
mental animation allows for the discovery of new relatidhat are not
immediately apparent in the verbal statement of the proble

The process of analogizing depends upon three main cogmibesses:
selective encoding, mapping, and transfeflhe cognitive process of selective
encoding involves identifying the relevant informationtie source and mapping
it to the target. In Experiment 2, this activity wasntbuo vary as a result of the
type of representation. For example, a participant in theripicrepresentation
at the procedural level (Lab target problem) used a seffadiato explain the
solution steps.  Another from the same group indicated theicatpl of
selective encoding by grouping the jars in the target s given in the source
problem. On the other hand, there were recurring erroselgctive encoding

when the source problem was verbal. Although some sudlyessived the
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verbal source problem, the information retrieved to solvetahget problem was
often found less adequate, resulting in an incorrect aoluti

In the example given below (source strategy, pictorial ,foBar 1
problem). it can be seen that the participant understood tbtrigi
representation of the source problem by showing a succeskpitation of both
the process and the objects in the source problem to the paogdem.

Participant 1 (source strategy, pictorial form, Bar 1 proplem

e In the first rame, the picture shows an empty tnaya scale, with four bars on
the right and four bars on the left side.

¢ In the second frame, the tray has four bars takem the right side, which
weigh 8kg.

e In the next frame, the two bars taken from thedafe are 5 kg, and thus not
equal.

e Inthe last frame, one bar, weighs 3kg which isdde one.

e Participant 1 (solutions for the Lab Target problamd full successful

transfer):

Put four jars on each side ofthe balance.

If they are equal we take the next four.

Otherwise we take the heavier group.

We then split theminto two groups oftwo jars.

Determine which ofthe two is heavier.

Then weigh the two on the heavier side against editér.

An illustration below of the verbal representation of tlmuree at the
strategy level shows that the problem soler tended toemesent the
information given in the problem in detal, perhaps to developlear mental
picture. Nevertheless, the participant failed in adapltiegprocess aspect of the
solution to solve the target problem. This could probably bibutdiri to the lack
of ease in retrieving information from verbal stimul. cAeding to Zhang (2001),
external representations are not simply inputs and istimuthe internal mind.
They are more than memory aids, because they constrdindetermine the

pattern of cognitive behavior and the way the mind fansti
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Participant 2 (source strategy, verbal form, Ball 1 problem):

Sondus divided the balls into three groups.

Each group consists offour balls.

She put in the tray the first group and noted teegit.

She then put the next group offour and noted téig .

If the two groups weighed the same, it meant thatddd one is in the third
group.

e Otherwise, the lighter ball is in the group thaigbes least.

After determining the group that contains the lighball,

She divided the four groups into two groups, anchgared the weights.
The group oftwo that is lesser in weight is idéed,

And the two balls are then weighed separately tergne the lighter one.

Participant 2 (solutions for the Lab Target problem Low Rartmsfer):

e Divide the jars into four groups ofthree each.
e She weighed each group against the other.
e The heavier group ofthree can be weighed by hawodt a time.

Comparing the responses of participant 1 and participant 2 eortwib
forms of representation at the strategy level, it was rebdethat, when a
connection between the source and target is noticed andettbal and pictorial
problems are informationally equivalent at the sourcel, letiee efficiency in
solving the target problem is infuenced more by the padtotype of
representation.

Simiar findings were also reported by Cox (1997), who observerd tha
diagrams, graphs, and pictures, which are forms of extezpa¢sentations, are
more beneficial than verbal representation. These semdt further supported by
Butcher (2006), Ainsworth and Loizou (2003), and Zhang (2001), who e€port
that diagrams are more effective than sentential septation. Therefore, the
assumption that a pictorial type of representation infleengerformance more in
problem soling through analogical reasoning, was confrmedhe findings of

this experiment also provide further support to the observdiiah problems
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requiring a step-by-step procedure to solve lend themsed&ly to the pictorial
type of representation.

Analysis of retrospective reports of participants indicateit & majority
of them (83%) preferred pictorial representation. Comparing sharces of
misinterpretation in the two forms of representation, 14%hef on-solvers of
the source problem, misinterpreted it in the pictorial typéjlew28% either
misinterpreted it or did not attempt to solve it in the vetigge. A common
source of misinterpretation in the pictorial form was thiattends to elicit
projective responses. For example, a participant who vielwedpittorial
representation of the Bar problem described each colored lzasiamtion in life,
thereby projecting her own meaning into the picture. Astoiource of error in
pictorial representation was seeing each frame if. its&éhis faiure to see the
relationship among the pictures was, perhaps, because tti@paa failed to
notice the arrows.

On the other hand, in the verbal form there is a tenddowards
erroneous internal representation of the external infarmaor the inability to
understand the logical relationships among the staten@ntsmformation, or
falure to notice the goal or the failure to derive anagéigqn that is described
explicitly in words. For example, in the Lab problem, to get15 cups required,
a participant gave an equation of (24 - 15 = 7), and then ieditiploy 2, which
was again divided by 3. The required equation was merelddo tlee three
measures (2 + 7 + 6 = 15). An example from thé pgxoblem, is when a
participant used the tools to mix the paint but not to measushowing a wrong

understanding of the goal.
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How istime spent on problem solving related to levelsof smilarity and
type of representation?

Experiment 2 also revealed that participants in a pictogtesentation
for the source problem spent significanty more time prawpsthe source
problem than those given the verbal form. However, no icgniif difference
was found between the average time participants spete istrategy level and
procedural levels in the target problem. The additional sipent by participants
on the source problem with the pictorial representation bsarexplained by the
extra time needed to correctly interpret the images. turBx tend to appear
mysterious or ambiguous untli a person becomes activebvaal in encoding
the objects in the different pictures and deriving cohemrdations between them.
This operational cost of spending more time to comprehendndges seems to
help in developing a deeper or better understanding of the mprah& helps

increase the effectiveness of transfer.

What differentiatessol vers from non-sol vers?

It is also important to assess the transfer performamterms of solvers
(who score 2 or 3) and non-solvers (who score O or 1) in thet taroblem. In
the pictorial representation, solvers gave a holistic géiear of the problem by
analyzing each frame in terms of the process it depiatatl figuring out what
each meant in reaching a logical conclusion. In cdntras-solvers tended to
only superficially analyze the diagram and, as such, aftesnterpreted the
intended meaning of the relations between objects in ttergs. This often
resulted in participants learning only part of the meganimhich in turn greatly
affected understanding of the problem and abilty to trarsfemwledge to the

target problem.
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On the other hand, in the verbal representation, soledsddo focus on
both the process and the characters/objects described, wiisokers focused
on either the process or the context (object), were more diamieon the

semantic meaning of the words, and tended to read the problstars fa

Contributionsand Limitationsof Experiment 2

Experiment 2 was successful in investigathg and congparhe
difference between pictorial and verbal representationsanalogical problem
solving. Specificaly, the within subjects’ design of tegperiment contributed
towards understanding the effect of verbally and pictorialgpresented
(informationally equivalent) source problems in proceduretl lof simiarity on
strength of transfer performance.

This experiment also contributes to the methodology of ecmtisy
isomorphic problems in two different formats whie takingo inhccount the
computational and informational equivalence. The constructioh both
representations (verbal and pictorial) is well describeduitte gother researchers.

A major Imitaton of this experiment is that it did noseuthink aloud
protocols to compare the cognitive processes revealed pictbeal and verbal
forms of representation. Moreover, the experiment did not usselfesupport
method, self explanation or any other, in the verbal and ipictepresentations
to compare its effects on transfer. As such, it was olsethvat half of the
participants reported that they failed to notice a connetiEween the source
and target. It was also observed that whie a participathe pictorial format
supported herself by representing diagrammatically thecesoproblem whie
solving its target, in the verbal format one participdsth aesorted to diagrams to
understand the verbal problem.
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Thus, having addressed the issue of using different oe dammats of
representation in this experiment it was considered lusefuwse both these
formats (Pictorial and verbal source) again to assessffteiveness of SCD, as

aself-support method, on transfer performance in the nextritbgpe 3.

Conclusion

This study was primarily undertaken to complete the uratelsg of
other factors, besides levels of simiarity, that infigertcansfer performance in
analogical problem soling. Experiment 1 investigated tlecteof think-aloud
protocols of self-explanation on transfer which also helpetbérdine the
cognitive processes and sub-processes that influencedgieealal problem
solving. Although, self-explanation and procedural simiastyowed a profound
effect on transfer performance, it was considered edsent@ldress some issues
related to the comparative effects of the two types of septations, verbal and
pictorial, and their interaction with the strategy andcpdural levels of similarity
on the problem-solving performance by analogical reasoning.

The results of Experiment 2 revealed, as predicted, a efiaet of type
of representation and level of simiarity on the targebbjgm performance,
supporting the prediction that pictorial representation and edwwal simiarity
enhance transfer performance. A within-subjects mdiacte of type of
representation revealed that pictorial representation wase effective than
verbal in transfer performance. However, no significatgraction effects were
found between the two independent factors: type of reprasentatd levels of
simiarity.  Analysis of the combined source and targebrexc found that
performance on the pictorial type in the strategy levas$ wimiar to the verba

type in the procedural level. Therefore, the assumption ahaictorial type of
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representation influences performance more in problem gohirough
analogical reasoning was confirmed.

In Experiment 1 it was observed that none of the partisipattempted to
use diagrams in conjunction wWitBE while solving the problems or retrieving
information. In Experiment 2 although the absence of asspiiort method
resulted in half of the sample reporting that they didseat a connection between
the source and the target problems, two participants resmrtsdlf-diagrams to
gain a better understanding. These observations formed b#ss for
investigating another self-support method, self-construdiagrams, as a tool in
optimizing the crucial cognitive processes in analogipabblem solving in

Experiment 3.
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CHAPTER 6: THE ROLE OF SELF-CONSTRUCTED DIAGRAMSIN

ANALOGICAL PROBLEM SOLVING

Introduction

Experiment 1 found that problem-soling performance is isgnify
enhanced when combined with the self-explanaton method paodedural
simiarity. However, the protocols revealed that despite esplnations, faiures
or errors in performance persisted due to lack of some cegmiwcesses
considered crucial. Thus, although self-explanaton helpedn daetter
understanding by increasing meta-cognitve actvitiesichs as monitoring
progress towards the goal and justification of actions, hapsr failed to reduce
the working memory load, which affected the retrieval arappimg processes.
This was also attributed to the different forms of reptasens used in the
source (pictorial) and target (verbal) problems. Therefoig,idbue of dissimiar
source and target formats of representaton was intestigm the second
experiment, where direct comparisons were undertaken bethvedwo types of
representation (verbal and pictorial) in a within-subjeetgerimental design.
The findings of Experiment 2 showed that the strength rahster was
significantly higher in the pictorial source /verbalget than in the verbal source
Iverbal target condition of representation. Neverthelesshensame experiment,
as no self support method was used, it was also found that ad#utof the
participants reported that they did not see a connection dretiée source and
the target problems irrespective of type of representation.

Thus, having ensured that the type of problem representaedh in the

previous experiments, is not the main cause underlyiogefdo adapt a solution
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process, the researcher returned to the basic issue stuthe which was to find
an effective self-support method that could replace ekteugport (such as
hints, schema induction, MMR etc.) in enhancing trangtenformance.

Ainsworth and lacovides (2005), Van Meter (2001), and Van Méteal. e
(2006) are among the recent researchers focusing on faittarsenhance
learning. They used and found that self-constructed diagmacneased learning
performance by activating crucial cognitve processes a@mdultaneously
reducing cognitive load. Thus, in this experiment, it wasppsed that using self-
constructed diagrams (SCD) as a means of self-support helpy reduce the
number of non-solvers and enhance transfer performancendogasing the
probabilty of eliciting the crucial cognitve processest tifaciitate noticing of
commonalties and differences in the source and targetepmsblTwo main

issues were addressed:

1. Does wusing self-constructed diagrams (SCD) overcome the
problem of noticing and retrieval and enhance performance?
2. Do seflf-constructed diagrams reduce the differing effedtshe
type of representation (verbal and pictorial) on performance?
The Importance of Externalizing Representation
In the last two decades, mult-media learning envirorsnéae widened
to include combinations of representations, such as diageaostions, tables,
text, graphs, animations, sound, video, and dynamic simulafilese muliple
external representatonal (MER) systems have been foande effective in
enhancing learning; they alow flexibiity by distrimgi information in a way
that simplfies each representation. However, they as@ lthe disadvantage of

adding to the cogntive load of the learner due to switcheugong
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representations and integrating addiional and/or redundafatmation. As
observed by Ainsworth (2006), there is a tendency of learrerdreat
representations in isolation that, along with facing cdifies in integrating
information from more than one source, has produced mixedisrasuMER
research.

Researchers (Ainsworth & Van Labeke 2002, Ainsworth & Burcha
2007; Chi et al 1989; Chi et al. 1994) tested the notion of eldima
representation (ER) by drawing a diagram to help interfhret initial internal
representation into an external stimulus, which upon oegssing, helps in
finding a solution. They found that high explainers gemdramore diagrams
while self-explaining, thereby concluding that drawing diagg is an alternative
constructive activity for enhancing learning. Andersana dlelstrup (1993) used
the term perceptual assistance to describe the fagiitaffect of externalization
(drawing) upon the synthesis of novel patterns from sirplpes.

Cox and Brna (1995) and Cox (1997) referred to work scratchiefis (s
constructed diagrams) as external representations, andvexbgbat even when
some learners drew incorrect representations, they Imefesg came up with
correct inferences. This perhaps implies that whie dgsvimay not be perfect
re-representations, they stil serve as tools that stienalad support the problem-
solving process. Tversky (1999, 2002 & 2005), who carried out exhaustive
research in the nature and usefulness of graphicedarstanding the pragmatics
of linguistc and pictorial communication, described drawiigments as a
dialogue that problem solers conduct with themselves thatals their

underlying mental organization or conceptual structure.
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Van Meter (2001) studied the beneft of student-generatedindsaas a
learning strategy in fith and sixth-grade. Drawingthoes involved providing
participants with blank paper and a pencil and instructingicpants to make a
picture to show the important ideas in text. Three expet@ahedrawing
conditons and a reading control tested the hypothesis thatingris effective
only when students are supported during the construction gsrodére drawing
participants group constructed drawings only, whereasralizggt comparison
participants compared drawings with a provided ilustration.ompted
llustration comparison (PIC) participants answered promgmngstions to guide
this comparison process. Van Meter found that (PIC) pariisipeonstructed the
most accurate drawings and scored significantly highetheoifree-recall posttest.

The above review shows methodological variations in selsteated
diagrams research specifically, in using drawing methods the types of
participants (ranging from first grade to college studemsthe problem content
including science topics (Van Meter, 2001), and math word proldeassocial
studies (Heiser & Tversky, 2002). Outcome assessments kaveasied acres
studies with free recal, comprehension, and recogntion tdteptss Despite
these methodological variations, there is abundant evidimateself-constructed
drawings enhance meaningful learning through handsatmitya Experiment 3
is designed to test the effect of self-constructed diagrarboth verbal and
pictorial representations.

Some cognitive theories that lend support to the effeetgerof self-
constructed diagrams in learning in general are br#iigussed here. Mayer's
(2001) theory of multmedia learning is based on the hum@rmation

processing system, which consists of dual channels fa@ualfpictorial and
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verbal) processing both of which have a lmited capacitypf@mcessing. Active
learning, according to this theory, entais coordinating ithagrprocesses in the
two channels, by selecting relevant words or informatiam fithe textual and
pictorial formats, organizing and integrating them withorprknowledge and
generating a coherent verbal and visual representatibat MER enhances
performance based on the notion that two representationsettes than one, is
also endorsed by (Ainsworth, 2006).

In the context of effectiveness of representations, tlognii/e Load
Theory (CLT) provides gquidelines for presenting informatigverbally or
pictorially) in a manner that stimulates learner viies to optimize intellectual
performance and develop competencies, thus enabling leaneesognize and
define new problems as wel as sole them effectivelys¢iner, 2002). The
CLT also proposes that working memory, which is used to oegao@ntrast,
compare, or work on information, is limited because it can psooely two or
three items of information simultaneously, as opposed to halfmgnation. As
a result, there is a need to determine which methodsaoiing and problem
solving assure that the limits of the learner's workingmory load are not
exceeded when processing information, but at the samentamain an optimal
load for the information to be transferred as a learning exger to the LTM.

Van Meter et al. (2006) proposed a processing model of drawing
construction that is an extension of Mayer’s Generative Theory of Textbook
Design. Though, They found theodel consistent with Mayer’s in the processes
of selection, organization, and integration, they also founde samportant
differences related to the construction of the nonveriaksentation (drawings),

and the integration of the verbal and nonverbal represestalVan Meter et al.
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(2006) observed that, as the verbal representation sentbe &sindation for the
construction of the nonverbal representation, the seleetimh organization of
verbal elements are crucial processes in the drawimage®. The nonverbal
representation thus, serves as the internal imagdedhneer depicts in a drawing.
This entire process is interpreted as being recursiem (Meter et al., 2006). To
summarize, the Generative Theory of Drawing Constructomphasizes the
process of integration, as an additional benefit of Self Gatst Diagrams.
Thus, there is ample theoretical and empirical eviderfuat self-
constructed diagrams (SCD) are effective personal atkeraERS, faciltating
better understanding when learners construct a cohenental representation
from the presented material. They are also considered a prac#écal and easier
aternative to think-aloud (self-explanation), hints, MERand MMRs for

enhancing problem-solving performance.

Experiment 3
This experiment was conducted to compare the effect of &CDansfer
performance in problem soling by analogical reasoning. Thecs problems
were represented in pictorial and verbal representationswat levels of

similarity, while the target problems were representetaly.

Hypotheses

It was hypothesized that:
1. The condition of self-constructed diagrams (SCD) wil have

positive influence on performance (strength of trangfem)e than
the condition of ND.
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2. Participants in the procedural level of simiarty wglerform
better than the participants in the strategy levelirofasty in the
sel-diagram condition.

3. There wil be no within-subjects significant differenbetween the
performance in the two types of representations, pictoridl an
verbal, in the SCD condition.

It was predicted that constructing self-diagrams woulde hav positive
effect on transfer for two reasons. First, in problem taskeuirng some insight
and concrete procedure the method of SCD, wil help a pensoiatsi the step
by step process in the source problem, resulting in leaanieglution process that
increases the probabiity of retrieving and mapping ae$vitSecond, the self-
drawing activity not only helps generate more self-egblams, but is also an
effectve means of reducing working memory load (Ainswoéth lacovides,
2005; Van Meter et al. , 2006). As stated by Cox (1999), the ussfubrfe
external representation depends upon three-way interadipithe semantic and
cognitive properties of representation, (b) the task demands(carhe effects of
within-subjects' factors, such as prior knowledge and cegnityle.

Moreover, as also viewed by Davies et al. (2003), two situat@ismnay
appear dissimilar non-visualy may appear simiar whemepeesented visualy,
thereby helping develop some notion of simiarty and reduatgnment
problems that hinder analogical problem soling. For exampldhisnstudy the
source problem depicts a method for weighing heavy objects. ifflbrmation
may or may not be recaled whie soling the target prnobthat involves
different elements, but requires the same method. HoweVam & person re-
represents the situation in drawings, there is a tepdencsee simiarities or

differences more readiy in the two problems
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Self diagrams, therefore, helps a person construct addit@xiatnal
representations that wil guide or monitor his understgndihthe problem and
ts  solution. Re-representing the problem helps strengttien logical
understanding of the key elements and their functions. i§Hbecause in problem
solving, constructing one’s own representations tends to ivolve a person actively
with the problem that, besides increasing the probabilty atitimy simiarities
and differences, helps the learner discover the cruepl @sight) that underlies
the solution process. For example, a person may have solvedutee problem
correctly, yet is not able to see the connection withtdihget problem. However,
while self-drawing, there is a probabiity that he wibtice having done
something similar, which helps in discovering the ctusiep needed to solve the
target problem. Moreover, just as the self-explanation meihoExperiment 1
helped organize and integrate information, whie mentatyulating a process, it
was also expected that SCD would provide a stronger scaffolihdbging an
element of experiencing the solution process.

N M ethodology
Participants

One hundred and sixty female undergraduate student® iagt range of

19 to 26 (M = 21.19, SD = 1.31) enroled in Psychology courses at King-Abdu

Aziz University, participated in this experiment for ceucsedit.

Materials

Two target problems, and their source problems that wereogedelby
the researcher in Experiment 2, were used here. Theespuwblems (for target
Almond and Lab problems) were depicted pictorially or describedalyerin the
strategy and procedural levels of similarity.
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A piot study was conducted to determine the extent to wtheh
problems are suitable for constructing diagrams. Eight cipartis were given
two problems, one in the verbal, and the other in the pictefakesentation with
instructions to re-represent the problems diagrammatically the participants
were given a brief demonstration of how to self-explain kstching. The results
of the pilot study indicated that the participants congtduadiagrams for all the
problems with ease, which indicated the suitabiity of pheblems for this

experiment. Figures 6.3 and 6.4 show some of those diagrams reprbdreed

Design

Figure 6.1 ilustrates the design of the experiment acwpri the levels
of similarity and drawing conditions. Each participant soNedr problems: the
Aimond problem, the Lab problem (targets), and their source problem
(according to the levels of similarity and drawing condgioassigned).

A three-factor mixed design was used. The first factos tha two levels
of simiarity (strategy and procedure). The second factos the two drawing
conditions (SCD and ND), and the third factor was a witjnoups measure of
type of representation verbal and pictorial. The main deptemdsasure was the
transfer performance score on the target problem (straidtiansfer).

Thus, the design consisted of four groups; two experime®taD) and
two control groups (ND). Group 1 was gven two isomorphic problamthe
strategy level, with the conditon of instruction to camdtrself-diagrams. Group
2 was gwven two problems at the procedural level, with tbediion of
instruction to construct self-diagrams. Groups 3 and 4 (Nddipg) were given
the same two problems in the strategy and procedural, levils no instruction

to draw. This design helped assess the main effects okevbe of simiariy,
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drawing condtion, and type of representaton on performanceg alih their

interaction effects (Figure 6.1).

Independent

The Conditions

Th 1 el

|smegv| [

[Gowno» G- G2 G3 G4 G1 G2 G3 G4

Pictorial |->| Jug | | Bar-1 | | Seesaw | | Bar-2 | | Jug | | Bar-1 | | Seesaw | | Bar-2

Verbal |.>

Type
of

REP

Ball-2 Ball-2

Ball-1| |A.n—1 |

| Art-2

Ball-1| |A.n—1 |

| Art-2

Figure 6.1: The design of the experiment: four main groups in eacidiion.
Note. 'G": is group number.

Procedure:

Participants were randomly assigned to two main groups:rieemal
(SCD) condition and ND control groups. Each conditon had twelsleof
similarity, either procedure or strategy. Al groups took twygpes of
representation: verbal and pictorial. Counter balance of cofleepresentation
(verbal and pictorial) of the source for the target probl¢Aisond and Lab)

were also taken into account.

e The experiment was held in the meeting room of the social

services department.

e Participants were assigned either to the SCD or ND amslit
The participants in the two conditons were tested in aépar
groups; so as to avoid the possibiity of their influenog@ch
other.
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e Participants were tested in groups of 4 to 6, randomly adsigne
either to strategy or procedural level of similarity, rafEssigning
to SCD or ND condtions.

e Each participant took two isomorphic problems (source problems
and its target), one source in the verbal format and tiex eburce
in the pictorial representation, and their analogous tgygablems
represented in verbal representation. No time limit wsasngin
this experiment to ensure stress free performance. Howeve
compare how much time was spent in each type of reprisenta
each participant was given a stopwatch to record the difme
starting and ending each problem.

e A brief introduction, explaining the purpose of the experiment
was given.

e Each experimental group was gven a demonstration of how to
self-construct a diagram.

e The participants were first assured that it is not s & their
inteligence or abiities. They were informed that itasproblem-
solving task, through which the researcher wants to siaoher
how one goes about solving problems.

e The participants were specifically instructed to giveaidetand
explain by self-drawing every action taken, whie solving
problem

e A practice session was given to make sure that ap#nacipants
understood the procedure of self-explaining diagrammaticialy,

both the verbal and pictorial representations.

The instructions for SCD and ND condiions for verbal andogpead
representaticn  were given, instructon 1 and 2 for SCD conditions while
instructons 3 and 4 for the ND conditions, both oraly and rittelw form as

follows:
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Instruction 1 for the pictorial format:

Please look carefully at the sequence of pictures, and writeehaing
or what they convey or your understanding of the problem. Then, self-explain the
problem diagrammatically using any shapes, arrows, and elementsllassw
words or phrases to clarify your drawing. And finally, solve the proldgm
writing all the steps that are needed for solving the problem.

Instruction 2 for the verbal format:

Please read the problem carefully, and write the meaning or west t
convey or your understanding of the problem. Then, self-explain the problem
diagrammatically using any shapes, arrows, and elements asswetrds or
phrases to clarify your drawing. And finally, solve the problem byingiall the
steps that are needed for solving the problem.

Instruction 3 and 4 for the ND condition:

Please look carefully at the sequence of pictures and write the meaning or
what they convey and your understanding of the problem. And solve the problem,
by writing all the steps that are needed for solving the problem.

Please read the problem carefully and write the meaning or what they
convey and your understanding of the problem. And solve the problem, by writing
all the steps that are needed for solving the problem.

Scoring
Quantitative Scoring

The framework of scoring is similar to the one used in fixeets 1 and

Source problem scoring: Participants' comprehension of thecesou
models was assessed by evaluating their interpretationsheofmeaning and
solution of the problems, which was etther written, sketahethoth. The answer
was rated on a three-point scale. Whenever a problem wiatemreted, a score
of zero was given, when correctly interpreted by givingeaeral idea, a score of
one was given, and if it was interpreted as showing a etanptocess, a score of
two was given.

Target problem scoring: Two measures concerning partsipanbblem-

solving performance for the target problem were applied.
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e Participants successfully solving the target problenthdf answer
was a correct and complete a score of 1 was given and e afcor
zero if it was incorrect.

e The concept of Strength of Transfer was used here akein
previous experiments, for assessing the transfer of parioem
This was measured on a four-point effectiveness scal) (@here
the performance is assessed in terms of the degree ¢b thbi
participants generated the correct solution, thereby imgjcéite
strength of transfer from the source model to target. nAthe
previous experiments, the degree of performance is divided in
four categories: complete and correct transfer, high puadiasfer,
low partial transfer, and wrong or no solution.
= Complete and correct (score = 3). A participant scored three

points if the answer was complete and successful inngolvi
the target problem.

* High partial solutions (score = 2): A score of two points was
given if the participant gave a strategy for soling thrget
problem but did not achieve a final solution for solving the
target problem.

*» Low partial solutions (score = 1): An answer was assigned a
score of 1 if the provided solution contained only the idea of
estimating the weight without an explanaton of how to
implement this principle.

= Wrong or no solution (score = 0): If the answer was incbrrec
or the participant did not provide any solution a score of zero

was given.
Development of the Drawing Protocol Analysis
This study was conducted with the objective of finding diectve
aternative to external support methods such as hintstiplenulexternal

representation, multimedia representation, etc. to enhaswsfet performance in

solving analogical problems. It was assumed that SCD wuweidnore effective
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than self-explanation at faciitating the cognitve @sses involved in analogical
problem soling and improve the likelhood of successful ®ansfAnalyzing the

drawing protocols generated was considered quite challernmwause the
researcher had to develop a speciic methodology for idegtifyiese cognitive

processes in the protocols. Thus, an entrely different agprwas adopted for
coding and interpreting the drawing protocols.

As mentioned earlier in this Chapter, very few resesmchave used this
method of externalizing representation by self-constructiabrams. Among
them, the most noteworthy are Cox and Brna (1995) who usedpitoblems
such as Sylogisms, Euler circles and Arrangement problems.

Cox (1995) instructed participants to build their own diagramhe
solving the problems and analyzed the type of diagramsagede However, he
did not analyze what information precisely affected the protsolving
performance. They categorized the diagrams according to fdal@wing
characteristics: Plan, Minimal plan, Directed graph, d,ofiet diagram, Tabular
representation, and Letters and lines. Examples of thieseejproduced below in

Figures 6.2a to 62
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Figure 6.2 categorization of drawing protocols by (Cox & Brna, 1995). A),Plan
B) Minimal plan, C) Directed graph, D) Logic, E) Set digramd F) Letters and
lines.

Ainsworth & lacovides (2005) and Van Meter et al. (2006) studhe
effect of SCD on performance in learning contexts. Howetey also neither
analyzed the information generated in the diagrams rorrelative contribution
of each aspect of the diagram in understanding or soling aprobl

In this study, the researcher developed a coding schemwalgre al the
information revealed in the drawing protocols, identfy tharious cognitive
processes that were used to solve the problem, and detehginesflect on
transfer performance. The following procedure was adopted telogethe
coding scheme:

The first step was to choose two judges to interpret verthel diagrams
generated by the participants. These judges were two (uelieavho previously
assisted the researcher in buiding the coding schemereftral protocols in

Experiment 1. After briefy acquainting them with thin aof this study, they

were given the drawing protocols of 8 participants.
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The judges were provided with Form A to interpret the ahiguprotocols
of each participant. Tables 6.1 to 6.4 are examples of the hEtigiisslation of
the judges’ responses recorded in Arabic in Form A.

Next, the verbal translations of the diagrams generatetihebyudges were
organized and analyzed by the researcher to identify thd &f cognitive
processes and their sub-processes revealed in the SCB suhing the
analogical problems. Table 6.5 shows how the researchereshdlyeg diagrams
and what aspects of the diagram were identified andoiisted verbaly by the
judges as indicating the thinking processes or steps thien participant in
problem solving. Here, the researcher found that the drgwbipcols revealed
the same cognitive processes, as generated in the xdaffistion verbal
protocols of Experiment 1 (Figure 4.4).

The researcher then developed a scoring sheet (Appendx BEferpret
and score the drawing protocols of these 8 participants. Tdms then further
interpreted and scored, according to the thinking processe=salagdvin the
drawing protocols.

In additon, Table 6.5 also shows how the researcher identiied
cognitive processes and their Sufoeesses (as frequencies) from the judges’
verbal interpretations described in the previous tables. Taisle relates to 4
participants (p) in the strategy level. For example, én At source problem, pl
generated 3 units of drawings, depicted the activity ofiaelgwhich includes
labeling, combining and comparing) and 2 actiities indgatimathematical
operations. It may be mentioned here that the cognitve $800& analogizing
relates only to the target problem. The frequencies optbeesses revealed in

the target problem identified for the same participant weoenparing and
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relations (in the category of Explanation), Mathemat&laboration and goal (in
the category of Inference), and the sub-processes of egcadih mapping (in
Analogizing). This participant, who also highlighted the st@int element in the
problem, was able to achieve only partial transfer.

The judges were oriented with the terms used in theingceheet and
were also given some guidelines, in question form, to usle wahalyzing and

evaluating the drawing protocols. These questions are IsOw:

e How many drawings were generated for each problem?

e How many ideas are shown through the diagrams?

e How does the diagram show a separate idea?

e What cognitive actvity did the participant reveal ire tlideas?
(For example naming the objects, combining information,
comparing etc.)

¢ Does the diagram indicate any mathematical operations?

e Is there any indication of a goal for solving the problem?

e Does the participant show the presence of obstacles oraiasstr
in solving the problem?

e In your opinion, is the number of drawings generated by a
participant sufficient?

e Did the participant use arrows, circles or lines to enhamcielea?

e Evaluate the diagrams generated for a problem by the igeartic
on the following :
= Number of drawings.

» Clarity of the diagrams (easily conveys an idea).
e In your opinion, are the diagrams generated by a participant

strong, moderate or weak in terms of understanding the problem?
The analysis and scoring of the drawing protocols of bothutlges and
the researcher were compared for relabiity.  Diffeesnan opinion were

resolved by discussion. For example, one judge (1) consideredurtiger of
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units generated by participant (A) to be five, whereasrdéisearcher and judge
(2) considered them to be four. A meeting was held betweereiearcher and
the judges to discuss this issue, and they agreed upounftsubecause each unit
represented a single idea or mental process. In caseagfegment regarding
the number of processes, the researcher discussed thevedidt issues with
the judges untl a unanimous agreement was reache@. cdinelation coefficient
between both judges' scores and between the researcheaangudge were all

found to be above 0.95.
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Table6.1

Form A, Judges' Analysis of the drawing protocols of participant 1

Name

Group procedural rep. Verbal Source problem

Age

19

Experiment Number 5

Total Time

83 minutes

Start time 11:40

End Time

1:03

Problem Name

Problem
Type

Score

Analysis

Comments

Gallery

Verbal

The participant identified objects by labeling them in
her drawings. She differentiated among the weights.
She depicted the goal and labeled it. She compared
the weight of the big bottle with the small ones. She
also assessed the total weight of the three small ones
to determine the remaining weight, which was the
solution. She successfully depicted the solution by
stating the remaining weight.

Almond

Verbal

She depicted the weights; 12, 9, 5. She identified the
almond box of 39 kg. , and divided it into 3 parts; each
one weighing 13 kg. She showed the process solution
by weighing 5 then 5Kg. Then, she weighed 10 against
10. She then compared 12 kg against 9 and 3, and
depicted the right solution.
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Table6.2

Form A, Judges’ Analysis of the drawing protocols of participant 2.

Name

Group 3-1

Age

19

Experiment Number | 5

Total Time

83 minutes

Start time 11:40

End Time

1:03

Problem
Name

Problem
Type

Score

Analysis

Comments

Ball1

Pictorial

She identified the goal. She divided 3 parts of
balls, each 4 balls in a group. She compared 4
against 4. She used arrows to identify the next
operation. She compared 2 against 2, then 1
against 1. And that's how she identified the heavy
bottle.

Lab

Verbal

She used the same steps by using drawings. She
identified 11 balls. She grouped them into 3
groups. She compared 4 against 4, then 2 against
2.then 1 against 1. She concluded the result by
identifying the heavy bottle. She used a lot of
arrows, and also circles to highlight the words that
she might benefit from.
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Table6.3

Form A, Judges' Analysis of the drawing protocols of participant 3.

Name

Azza

Group 3-1

Age

21

Experiment 5
Number

Total
Time

1 hour and
08 minutes

Start time End Time

12:16

Problem
Name

Problem
Type

Score

Analysis

Comments

Balls

Pictorial

She numbered the drawings. She drew 3 drawings. In the first
one, she compared 4 balls against 4 balls. In the second one,
she compared 2 balls against 2 balls, and identified the heavier
one by arrows. In the third drawing, she compared one ball

against another one, and identified the heavier one by an arrow.

Exps Gp3-2

Lab

Verbal

The participant drew 6 drawing. The first one, she drew the box
of sodium chloride. The second one, she drew a table which
had12 bottles. In the third one, she drew a scale of two trays,
with 4 bottles in each. In the fourth drawing, she compared 4
bottles against 4. In the fifth drawing, also she compared 4
against 4. In the final drawing, she also compared 4 bottles
against another 4. She used arrows to indicate which group of 4
bottles, had the heavier one.
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Table6.4

Form A, Judges 'Analysis of the drawing protocols of participant 3.

Name

Azza

Group

Age

21

Experiment 5

Number

Total
Time

1 hour and
09 minutes

Start time

11:07 End Time

12:16

Problem
Name

Problem
Type

Score

Analysis

Comments

Gallry

Verbal

The participant drew 4 drawings. The first
one drew a gallon with 42 green cups.
The second one she drew a painting. The
third one she drew cups of different
weights; 12, 5, 9. She added two
mathematical operations besides each
drawing.

Almond

Pictorial

The participant drew 4 drawings. The first
one she drew 39 kg of almond box. The
second one, she drew three different
weights of 12, 9, and 5. The third one she
put the wanted weight in a rectangle, 13
kg. the fourth one she drew 12 against 5
and 5 against 9 and 9 against 12. She
also, conducted two mathematical
operations and used arrows for showing
less or more than signs to compare it to
the wanted result.
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Table6.5

The cognitive processes derived from thésts’ verbal interpretations described in the previous Tables.

Name: P1, P2, P3, P4 Group | Exp no 3 | level of sinularity
Analysis of the judejes responces for four participants who took the strategy level of similarity Strategy Pracedure
problem | problem | participants | Unitng explanation inference Analogizing Others
name type labelling | cowbining | comparing | Relations | Tustification | Dathelsh, (Croal constrain | Encoding Mapping transfer Arrows lines others
At P pl-str 3 ' 77
source P P2 4
ki p3 4 11
v pd 6
Almond | Verhal pl 7
Target p2 3
p3 3
pd 4
Balls-P v pl 5
v p2 6
i1 p3 7
B p4 4 ey, ]
Lah Verhal pl 3
Target 1)3 8 AL
p3 3
pd 6 K Hi o
notes
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Analysisof the Self-Drawings

A seli-constructed diagram is a process of understandingribblem, by
drawing sketches to interpret and externalze the uadhelisy of the problem.
Soling a problem by drawing diagrams often helps gathesuqgerficial and
structural information about the attributes of the variobgects and the process
they depict. For each problem, a person may generate one orskeiahes
which were segmented into units. Each unit, separatespdége, arrows or lines,
consists of one or more schematic elements that arebysadoerson to depict an
idea or interpretation of the objects or descripton of a progesn in the
problem. Geometric figures, such as lines, arrows, blocksésjuarathematical
symbols etc. have simiar abstract meanings in matloamatord problems, and
at the same time are context dependent. That is theningedepends on the
objects or process that is being described. For example, arraw$€eanused to
show increase or decrease in the amount of substance plod ar equal (+/=),
may be used to combine two units to understand relations aolgegts or
processes. The Figures 6.3 to 6.7 shows different separation .of units

As SCD are known to help express the understanding of aeprotiie
guestion of interest here is to know how much informationostained in each
unit or diagram, and how this information affects the pice$ transfer in

analogical reasoning.
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TTheheavier
L sal (ke 3 O
» “dr Cola_gan 3 >ia

} e

Figure 6.3 This self-constructed diagram shows 4 units separated bg.spate:
(A part of the sketch is encircled by the researcher ighlight a particular
feature.)

B T— ——— | T

Mhubwﬂmwwwhws\m
Lo
ey

JOVg VEgH.! 2y AUCEAN ALS a8) @
@5

Figure 6.4 This diagram consists of 5 units separated by space, ciates
arrows.

Ineedhelp The heavier bottle that should be selected
What shall 1 do?

Scale 11 hottles

Figure 6.5 This participant drew 4 units separated them by spaceritties
show these units.
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120cm

100 cm We blend 2 containers to get 15 cups

2+7+6=15 cups Gallon 24 cups

Ol Containers

Figure 6.6: This participant drew 3 units separated by arrows and gigan

‘”‘/ A rNnia . & | R e by,
;,./\v,)"gu,u,vz.u‘,.\}) r""'“s"’:" B
),,{ SO\ B P S gt
e 'M"'/
e g P IS,

Sla ga ) 338 (54 O aARS
@4.» Loy uu .,;-d\ @OC% seh

-

Dl ‘r’w\

Figure 6.7: This participant produced 8 units separated by lines.

wbh ke

Container is full ofwater, filling the small coriteers.

Second picture: some water is filling the secondtamer.

Third picture: the second container is filled, amlv some water is filling the
third container.

Forth picture: three containers have been filledhwvater, however, the
water’s color in the second container is black, so it has been returned to the
first container, and been replaced with colorleasan.

Big container filled with water. Requirement is ftlb these three containers
with water.

Water is filling the second container.

Now water is filling the third container.

The amount ofwater available in the first and setoontainer is equal in.

Thus, the focus of the analysis was on how effectiyntethod of SCD

helped elicit the three core content categories, whiah een studied in the

Experiment 1 in the SE condition: Explaining, Inferenced a@malogizing and

their related sub-processes involved in analogical re@soNVhile the solution

of the source problem only required the cognitive processdsxmiaining and

Inference, the target problem involved all the three obntategories. Broadly,

the process of Explaining and Inference are regarded dsrstanding the
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problem from all aspects, whie analogizing is the imporfamsicess of noticing
and deriving the link (analogy), between the source angettgoroblems for
achieving the right solution. The manifestation of eaofnitive process or sub-

process is scored along with its frequency of occurrence.

Coding Scheme for the Diagram

The cognttive processes revealed in the self-construdiagrams are
described below:

Explanation is the process of understanding the superficial andtstic
information in the problem. It consists for sub-processesnabgling,
Combaination, Comparison And Relation).

Labeling is interpreting the elements or objects in theblem through
sketches or labeling the sketches. Each correct inteipnetd the objects in the
source or target problem was counted as one idea. This iigr gim the
categorical explanation, described by (Neuman & Schwarz, 199&heaact of
labeling. It may be mentioned here that a person may drave nhan one
diagram to indicate, for example, a person. Here, each respbaseis
gualitatively different from another was counted. For exampl person may
draw the mother and the aunts. Here the response wiblrged as 2 ideas in the
sub-process of labeling. However, there is no limit on tmmber of ideas a
person comes up with that indicates a cognitive process ubrprecess.
Therefore, quantitative differences among participants doase their responses
that reveal the cognitive processes (for example labelingombination as the
sub-process of Explanation) are not taken into account.sfragegy was applied

to all categories of cognitive processes discussed ins#ution. Figure 6.8
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shows the different sketches generated for the source rmpspbiehich indicate

labeling.
The pointer
What to do to Box scale .
help Lujain ! ! 39 kilo dellon
o 42 cups
7 g <_;
&/
( >}‘ , ~
f sy ’1\ 23
> . - ) -~ \k
- Eap L J
} {emb
Mam,
untie Abrar
Bottle Untie Afnan—,
Scale ™ 1 2;)'::\ Adlors ‘Almon bo\l
weightt—1 39kg
— e |y~ - W Wl
I —
> . o/
L. A ool R

~ N BYJD 30 .\ o

Figure 6.8 Labelng taken from several participants in The Almondgetar
problem and Ball 1 source problem

Note: All drawings that are reproduced in this stade to be seen fromright to left direction.
Combination involves the creation of new propositions out oftirexis
ones, by combining two or more objects within the diagram toiea an
integrative solution (Figures 6.9).
Comparison is the process when objects are highlightedndicaiing

size, weights, or processes as ilustrated below in FiguEs, 6.11& 6.12.

Atfirst,
Theyare she put4 One of 11 balls are Sundus with
equal ofthem them heavier equals 12 balls

e @A
/:“‘<>< s

= e tOL

Figure 6.9: The sub-process of combination.
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Comparing the two units the firstis equal and the second is not equal

Figure 6.10 Comparing the two units the frst is equal and the sed®ndot
equal.

scaleis 3 Equal shape
times only @ Notequal

weight
(- ll;

< ,MA'.,« <\

4only

@ The heavier

The process of Comparing

Figure 6.11 The sub-process of comparing.

The fourth time, Third time, Second time, First she put 4
this isthe heavy ball the heavy ball there they were not equal equals

- = o Gws.nia
The black circles, and arrows indicated the processof comparing the different units

Figure 6.12 The sub-process of comparing. The circles and arrows tiadiba
process of comparing the different units drawn by the petics.

Relation occurs when several units of diagram indicate full
understanding of the entire process in the source ort targblem. It involves the
process of discovering the basic principle underlying thguesee of process
depicted in the problem. Figures 6.13, 6.14, 6.15 and 6.16 are an exangle of h
a participant used sketches and sentences to explainotesgrof relation in the

Jug and Bar problems.
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The process of relation in the Jug problem

Figure 6.13 The process of relation.

@The middle and the small weights @the weighed amount easurement needs
areequal to half of the quantity is al to the big. beweightin
requir diffecent weights

@The remaining quantity
ys equal to the previous
o veights

Figure 6.14 The process of relation.

Note: This is an example of how a patrticipant usketches and sentences to explain the process
of relation in the Jug problem.

The wanted ball Choose 4 different balls roup of balls having different colors

Figure 6.15 The process of relation in the Bar2 problem.

i ng emptied from the lar ntain the Small S
e water is being emptied from the large container to the i er one Coitaterfull o \water

’ on D R =
o e ‘.....-‘\_J—\j_—_’,,——'r—'::’
i}—a:«)y\ {.M‘ -

Figure 6.16 The process of relation in the Jug problem.

Note: The water is being emptied from the largetaorer to the smaller oneshe process of
relation may contain one frame or one unit implyiagrocess.
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Figure 6.17 The process of relation in the Jug problem.

Inference is a relatively deeper analysis of the probtempared to
explanation. It involves the sub-processes of mathematelaboration,
justification, and goal directness.

Mathematical elaboration is a process that indicates hahethe
participant is able to use and compare mathematicalonshils or notice
underlying principles while trying to understand relatidretween the quantity of

substances and the sizes of objects (Figures 6.17 & 6.18).

@ 3/3=1 ©2/3 - .llsmpauly

E L - af Q LLD

Figure 6.18: The sub-process of mathematical elaboration.

—_— ’¢ =

e shape Is =
The shape s These are the sodium coloriad

Theuse = 3 only The welghtis 1-2_(3)_eliminate 12/ 34
e T gt gt o e = ST 0
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Figure 6.19: The sub-process of mathematical elaboration.

224



Goal Directness is when the participant is consideredate mposed a
goal or purpose for an action if she indicates a clearigdheé sketch (Figures

6.20 & 6.21).

@ Theremainingis 16 cups

Empty from the gallon (42 cups)
@ 12 cups,

©26+16= 42

The remaining in the gallorf is 16— i
/" A
W /

@42 cups 12,9,5 =26, ‘

S
e L
'{fc/'L (H /
3’\ = ;7)
Figure 6.20 The sub process of mathematical elaboration.
Initial
state

Goal

state i /
\ =

Figure 6.21 Inttial state and goal state in the Jug problem.

Justification is the process where the participant lglemres reasons for
choosing from various options that help solve the problem. Wied, it was
found that this process was expressed in words and nottehege

Obstacles relate to perceived constraints in problem-sokiggres 6.22

show how obstacles were depicted.
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@ Founda scale
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Figure 6.22: Depiction of obstacles in the self-constructed diagrams.
Analogizing: This process relates to the solution of #get problem
only and consists of three essential processes: Sel&ttaeding, Mapping and
Transfer. In this experiment the participant may utfeerewords or sketches or
both to solve the target problem. What is important in teshstudying the effect

of self-drawing is to note the following:

e The extent to which self-drawing in the source problerpshe
solve the target problem.

e The number of units generated in the source problem,

e The simiarity of the sketches in the source and thgetaand to
what extent a participant has used drawings in thesttggpblem
that helped in better transfer performance.

Selective encoding is a mechanism that determinesinfbemation that
wil be selected for retrieval in analogical problem-sghiThis selection of the
information relates to the superficial attributes of oljecThe process of
selective encoding usualy precedes and directly infienboth the extent of
mapping and/or the strength of transfer.

Mapping is a process of integrating the information of obgtibutes
according to the function they serve and at the sane lhdeing aware of the

imitations or the obstacles in making certain choices. Thppinga process
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includes three different types of mapping: procedural mapgdigh partial
mapping and low partial mapping.

Transfer is the process in which a participant applieat Wwie/she has
learned from the source to the target problem to get actmrepartially correct
solution. The strength of transfer depends upon the type ofiosolthe
participants generate. Four types of transfers have lobtified: Successful
transfer, High partial transfer, Low partial transferd alVrong transfer/No

transfer. (For more information, please refer to Experinignt

Qualitativeanalysisof Diagrams
A scoring sheet was developed to systematically recordesonses of
each participant in each problem for the SCD condition (AppeBji The

diagram was analyzed as follows:

e The qualty of drawings generated was evaluated accotaliribe
clarity and number of cognitive processes revealed. Thag w
classified as follows: Strong receining a score of 5 to thef
drawings generated revealed at least 5 of the 7 subsgnit
processes (4 sub-processes of Explanation + 3 sub-processes of
inference) in the source problem; Moderate receivingoaesof 3
to 4 if the diagrams showed at least three sub-cogpitveesses
and Poor receiving a score of 1 to 2 if the diagrams showedrtw
less sub-processes. For example in Figure 6. 21 the patticipan
showed the process of labeling and goal through two units only
thereby getting a score of 2 which is considered a poor diagra
Figure 6.19 illustrates a strong solution where the peatici
received a score of 7 out of 7 (strong) on the number of megnit

processes revealed.
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e The number of cognitive sub-processes that a participant
generated was counted for each source and target probkme in
categories of explanation, inference and analogizing.

e Analysis of how arrows, circles, and lnes have been ueed t

highlight the important ideas or information was also noted.

Statistical Analysis
Data was analyzed frst to examine the effects of tgpe of
representation (verbal and pictorial) on the numbers of rsolead non-solvers
both in the source and target problems. Percentages, akbn@hiisquare tests

where applicable, were used to answer the following questions:

e How many participants solved the pictorial source problem
correctly in each condition, SCD and ND?

e How many participants solved the target of the pictoriakcgou
problem correctly in each condition?

e Of those who solved the pictorial source problem correctly, how
many of them solved its target problem?

e How many participants solved the verbal source problem dgrrect
in each condition?

e How many participants solved the target of the verbal sourc
problem correctly in each condition?

e Of those who solved the verbal source problem correctly, how
many of them solved its target problem correctly?

Second, the hypotheses were tested using the 2 x 2 x 2 Al@YVA
consisting of three independent variables; levels of asiyil (strategy and
procedure); instruction condiions (SCD and ND) and type pfesentation
(verbal and pictorial). The first two factors are betwesyumgs and the third is a
within group repeated measure. Last, a qualitative asatygs undertaken of the
SCD to assess their specific contribution to transfelopeaince.
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Results

Experiment 3 was a 2x2x2 mixed design experiment conssfinidpree
independent variables with Levels of Simiarity (strgte®). and procedural PL)
and Conditon of Drawing (SCD and ND) as between-subjecters and Type
of Representation (verbal source VS and pictorial source @Sjhe within-
subjects factor.

Each participant (N = 160) took two source problems; pictorial arioal/
(PS and VS) and their target analogues, which was epees in the verbal
format only to help compare performance across levels andtiaosdi

Two main dependent measures were the number of solvererfages)
according to the type of representation in the source aget taroblem, and the
strength of transfer (Mean performance) in the tapgeblem. In addition, the
type of diagrams produced in terms of the cognitive procassesled both in
the source and the target problems were analyzed quefjtais dependent
measures.

The results are reported here in three sections: ItioBet analysis of
solers and non-solers was undertaken. Section 2 showsedbks rof 2x2x2

mixed ANOVA and Section 3 deals with the qualtative amhof diagrams.

Descriptive Analysis

Section 1. The description of the first dependent measurrins of
solvers and non-solvers both in the source and target proatermeported along
with Chi square tests (where needed) here. To ensareethbiity of the
scoring scheme mentioned above, two coleagues from the mdeptariof

psychology independently scored the performance of 30 participantkomly
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selected. Pearson’s correlation indicated a high nter-scorer reliabiity shown in

Table 6.6.

Table6.6

Correlations Inter-scorer Reliability

N Pearson Correlation
Pictorial source score 30 .841**
Verbal source score 30 .745%*
Target PS score 30 .841**
Target VS score 30 973**

** Correlation is significant at the 0.01 level {@iled).

In this experiment, each participant analyzed two problems, iona
pictorial and the other in a verbal representation, whiek wounterbalanced by
ensuring that half the sample took the verbal formdt fidlewed by the pictorial
and the other half took pictorial first in each condition dawekl of simiarity.
After ensuring the equalty of variance (F = 2.57, p = 0.11)t thst showed no
difference in the Mean performance of those who took therpicproblem first
(M = 6.56, SD = 2.44) and those who took the verbal problem first (M = 6148, S
= 2.09) t (158) = 0.24, p = 0.11, thereby indicating no effect of order of
representation on performance.

The analysis of time spent in solving the source argettgoroblems in the
verbal and pictorial representations showed that the partisi spent an average
of 11 minutes on each problem (source and target) in epobsentation (Table
6.7). The Mean time for the verbal source problem is M = 10.94, SOwvas the
same as the Mean time for the pictorial source probldvhis10.69, SD = 5.04).

On the target VS (M = 11.57, SD = 5.19) and PS (M = 11.06, SD = 5.5) also th

participants took nearly the same time.
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Table6.7

Descriptive of Time Spent on Source and Target Problems

Time N Mean SD

Time for Pictorial Source Problem. 160 10.69 5.04
Time for Verbal Source Problem. 160 10.94 5.00
Time for Target PS Problem. 160 11.06 5.50
Time for Target VS Problem. 160 11.57 5.19

Descriptive analysis related to type of solers accordmgtype of
representation, conditon of drawing, and levels of simiaity shown in Tables
6.8 to 6.11.

Table 6.8 shows that in the pictorial type of representdtierpercentage
of participants in SCD who got both the source and tamgeeda is 71% and
52.5% in the ND. On the other hand, in the verbal reprdisentd9% of
participants in the SCD condition solved both source andttaayapared to only
36% in the ND condtion (Table 6.9). These results cleadycate that SCD
faciitated the process of transfer.

For the pictorial representation, in the procedural levedirolarity 70%
of participants solved both the source and target problem camparenly 54%
in the strategy level of similarity (Table 6.10). The sawas true for the verbal
representation with 63% of solvers achieving full transfethe procedural level

compared to 53% in the strategy level (Table 6.11).

Table6.8

Pictorial Representation

Experimental (SCD) Control (ND)

Target correct Target incorrect Target correct  Target incorrect
Source Correct 57 (71.35%) 20 (25%) 42 (52.5%) 33 (41.3%)
Source incorrect 2 (2.5 %) 1 (1.3%) 1 (1.3%) 4 (5%)
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Table6.9

Verbal Representation

Experimental (SCD) Control (ND)

target correct target incorrect target correct  target incorrect
Source Correct 63 (79%) 17 (21%) 29 (36%) 32 (40%)
Source incorrect 0 0 6 (8%) 13 (16%)
Table6.10

Pictorial Representation

Strategy Procedure
Target correct Target incorrect  Target correct Target incorrect
Source Correct 43 (54%) 31 (39%) 56 (70%) 22 (28%)
Source incorrect 2 (2.5%) 4 (5%) 1 (1.3%) 1 (1.3%)
Table6.11

Verbal Representation

Strategy Procedure

Target correct Target incorrect Target correct Target incorrect
Source Correct 42 (53%) 25 (31%) 50 (63%) 24 (30%)
Source incorrect 4 (5%) 9 (11%) 2 (3%) 4 (5%)

Each participant analyzed two source problems, one in eaaofatfor
pictorial (N = 160) and verbal (N = 160). This being a repeatedurgaa non
parametric Wicoxon signed-rank test was applied. There wn@ssignificam
difference between the representation (z = 0.719, N-ties = 73, p = Gwbr2,
tailed).

The same statistical test was applied to target proberassess the effect
of pictorial and verbal representation in the source problem transfer
performance. Again no significant difference was found é&etw the

representations (z = 0.075, N-ties = 89, p = 0.940, two-tailed).
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To assess the effect of conditions, (irrespective of levesmilarity) Chi
Square tests were applied. No significant difference neesaled in the number
of participants who solved the PS, 77 (96%) and 75 (94 %) inxpherimental
(SCD) and control (ND) conditions respectively 2 (1, N = 160) = .53, p = .468.
However, a significant difference was revealed betwbeset who solved the VS
in the SCD condition 80 (100pand ND 61 (76%) conditions ¥2 (1, N = 160) =
21.56, p < .001. On the other hand, the target problem for the PSmeds lsy
59 (74%) and 43 (54%) in the SCD and ND condition respectivelgating
significant differences between the two conditions ¥2 (1, N = 160) = 6.92, p =
0.009. Finaly, a signiicant difference was found in thalague target for the
VS where the solvers were 63 (79%) and 35 (44 %) in the S@MB condition
respectively, ¥2 (I, N = 160) = 20.65, p < .001 (Table 6.12). Interestingly, these
findings demonstrate that participants beneftted even fram verbal
representation in the SCD condition.

Regarding the two levels of similarity, it was found thia¢ number of
solvers in PS were 74 (93%), 78 (98%), and in the VS they 8verg84%), 74
(93%) in the strategy and procedural level of simiargspectively. No
significant difference was found between solvers in dtiategy and procedural
level of similarity n PS %2 (1, N = 160) = 2.10, p = .147 and the VS 42 (1, N =

160) = 2.92, p = .087.
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Table6.12

The number of Solvers for the Pictorial and Verbal source and Target Problems
in Drawing Conditions

The Conditions

Experimental Control
(SCD) (ND)
Solvers % Solv s %
Type of Rep. n = 80 n= 80 Chi square
SolversPS 77 9% 75 94 42 (1, N=160) = .53p = 0.468
SolversvVsS 80 100 61 76 x* (1, N=160) = 21.56 p < 0.001**
Solvers Target PS 59 74 43 54 2 (1, N=160) = 6.92 p = 0.009**
Solvers Target VS 63 78 35 44 XZ (1, N =160) =20.65p < .001**

**0.01 level of significance

On the other hand, the number of participants who solvedatet for
PS were 45 (56%) and 57 (71%) in the strategy and procedusts lev
respectively, indicating a ggificant difference ¥2 (1, N = 160) = 3.89, p = .048
between the two levels of simiarity in the PS targdtlo significant difference
was found between those who solved the target of VS isttheegy 46 (58%)
and procedural 52 (65%) levels of simiar2 (1, N = 160) = .948, p = .330

(Table 6.13).

Table6.13

Number of Solvers in both Source and Target Problem in each Level ofrimila

The level of similarity

Strategy Procedure Chi square between level (row)
Type of problem Count % Count %

n= 80 n= 80
SolversPS 74 93 78 98  ¥°(1, N=160) = 2.10, p = .147
SolversVs 67 84 74 93 v (1, N=160) = 2.92, p = .087
Solves Target PS 45 56 57 71 Xz (1, N=160) = 3.89, p = 0.048*
Savers Target VS
Prob. 46 58 52 65  y° (1, N=160) = .948, p = .330

*0.05 level of significance
The number of participants who solved both the target amalagd its

source problem in the pictorial format represented at thategy level of
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similarty were 28 (70%), and 17 (43%) in the SCD and ND conditi
respectively. In the procedural level of simiarity theslvers were 31 (78%) in
the SCD and 26 (65%) in the ND conditions. Chi square tesiducted for both
levels of simiarity and drawing conditons indicated thiagre was a significant
difference for the sitegy level ¥2 (1, N = 80) = 6.14, p = 0.013 but there was no
significant difference in the procedural level y2 (I, N = 80) = 1.52, p = 0.217
(Table 6.14).

Simiarly, significant differences were found betweere thumber of
participants who solved both the target analogue and itxesqamoblem in the
verbal format at the strategy level. These were 30 (75%) 1% (40%) in the
SCD and ND conditions respectively with 2 (1, N = 80) = 10.03, p = 0.002.
Also, a significant difference was found in the proeedigvel, 2 (I, N = 80) =
10.77, p = 0.001, where the number solers were 33(83%) and 19(48%) in the
SCD and ND conditons respectively (Table 6.15).

These findings not only confrmed the prediction related h® positive
effects of the SCD on procedural similarity but also diseml/ghat self-drawing
even helped participants perform wel in the strateggel l@f simiarity and

verbal form of representation.

Table6.14

Pictorial Source and Target solvers in the Conditions of Drawing andslL&fvel
Similarity

Solvers Target PS

Level of

Similarity Conditions (N =40) Count % Chi square between conditions
Strategy BExperimental(SCD) 28 70

N =80 Control(ND) 17 43 v2(1, N = 80) = 6.14, p =0.013*
Procedure BExperimental(SCD) 31 78

N = 80 Control(ND) 26 65 v*(1, N=80) = 1.52, p = .217

*0.05 level of significance
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Table6.15

Verbal Source and Target solvers in the Conditions of Drawing and the Level of
Similarity

Solvers Target VS

Sl_i(rerzlglri?yf Conditions (N =40) Count % Chi square between conditions
Strategy BExperimental(SCD) 30 75 X?(1, N = 80) = 10.03, p = 0.005**
N=80 Control(ND) 16 40

Procedure Bxperimental(SCD) 33 83

N = 80 Control(ND) 19 48 X%(1, N = 80) = 10.77, p =0.001**

**0.01 level of significance

Complete solvers are those who scored 2 on the source aocka&8 on
the target. Table 6.16 shows that 85% of the participants cpmeith a full
successful solution for both source and target problems ean piotorial
representation of the source problem. In comparison, 51% showednaete
understanding for the source problem but gave only some prosziien (also
referred to as a general solution strategy) for theettgggpblem. In Table 6.17 it
can be seen that 79% came up with a complete and sucseggion for both
the source and its target analogue and 62% gave onlyemalsplution. These
findings emphasize the importance of understanding, asratelguas possible,

the source problem for the solution of the target problem.

Table6.16

Source and Target solvers in the Pictorial Representation

Score for Target PS Problem

Score forPS 0 1 2 3

Count % Count % Count % Count %
0 3 19 2 5 3 5 0 0
1 8 50 31 72 24 44 7 15
2 5 31 10 23 28 51 39 85
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Table6.17

Source and Target solvers in the Verbal Representation

Score for Target VS Problem

Score for VS 0 1 2 3
Count % Count % Count % Count %
0 5 26 8 42 4 21 2 21
1 5 45 25 49 16 30 9 20
1 9 18 35 33 62 34 79
ANOVA Results

The analysis of results related to the second dependestinmeavhich is
directly related to the hypotheses, is undertaken hereadthypothesized that the
condition of SCD wil have a positive infuence on trangferformance (strength
of transfer ST) in both representations (verbal and pijtosad levels of
similarity (strategy and procedural).

Table 6.18 shows the Mean performance for all three independent
variables. A 2 conditons (SCD and ND) x 2 (strategy and proaielduels) x 2
type of representation (Pictorial and Verbal) as a wihinjects factor ANOVAs
revealed no significant main effects for type of repriagen, F (1, 156) = 0.005,
MS e =0.003,p=.943, Wiks A =1, F (1, 156)=0.005, p=.943.

Target performance was higher in the SCD conditon ttan ND
condition with Mean values of 2.07 and 1.58, respectively, inuicaa
significant main effect of condiions in the predicted aiom, F (1, 156) =
18.867, MS e = 19.503, p < 0.001.

With respect to the levels of similarity it was found, pasdicted, that the
participants in the procedural level of simiarity perfodmigetter (M = 1.98) than

those in the strategy level (M = 1.67), F (1, 156) = 7.258, MS e = 7.503, p =
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0.008, thereby indicating evidence of significant main effect levels (Table
6.18). These findings are consistent with the previous expese and 2.

With regard to interaction effects, no overal interactimas revealed
among all the independent variables F (1, 156) = 0.005, MS e = 0.003, p = .943.
In additon, no interaction effects were found between reptation and
conditions although there is some indication of its preséndd, 156) = 1.507,

MS e = .903, p = 0.222 and F (1, 156) = 0.130, MS e = 0.078, p = .719
respectively (Figure 6.23).

Levine’s test for homogeneity of variance was found not significant only
for the target analogue of the pictorial source but isgnif for the scores of the
target analogue of the verbal source F (3) = 3.84, p = 0.011. Astlsididann
Whitney test was applied to analyze the difference mbaleand pictorial target
performances. That is, the performance on the target aeatifiga verbal source
TVS and a pictorial source TPS, according to the two drawamglitions and
levels of simiarity. The results show that in thegedr performance of pictorial
source (TPS) there is a significant difference in Mean ranks of the SCD
(89.09) and ND (71.91) conditions where U = 2512.5, Z = -2.45, p = .014. On the
other hand, a significant difference was also found intdinget performance of
verbal source (TVS) with the Mean ranks of 94.71 and 66.29 iS8@@ and ND
respectively U = 2263, Z = -4.07, p < .001. These findings confirm tlekctiva

of the positive effects of SCD on transfer performance.
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Table6.18

Mean Performance according to Levels of Similarity, Conditions of Drawing,
and Type of Representation

The condition The level Mean SD N

Pictorial target Score BExperimental  Strategy 1.83 0.931 40
Procedure 2.2 0.791 40

Total 2.01 0.879 80

Control Strategy 1.48 1.086 40

Procedure 177 0.92 40

Total 1.63 1.011 80

Verbal targetscore BExperimental  Strategy 1.98 0.768 40
Procedure 2.28 0.751 40

Total 213 0.769 80

Control Strategy 14 0.982 40

Procedure 1.65 0.949 40

Total 1.53 0.968 80
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Qualitative Analysi sof Drawing Protocols

This section reports and discusses the effect of therediffecognitive
processes on the strength of transfer in each type céseapation and level of
similarity. This discussion relates only to the perforreammf the experimerta
group (SCD).

The participants (N = 80) spent an average time of 13 minotesolve
each problem source and target (M = 12.98, SD = 4.85) and (M = 13.63, SD =
4.24) in the self-constructed diagram condtion. The time speanthe target
problem of the verbal source (M= 13.09, SD = 4.99) and of pictorial s@vree

12.75, SD = 5.295) was almost equal (Table 6.19).

Table6.19

Descriptives of Time Spent on Source and Target according to Type of
Representation in SCD Condition

Time in each problem N Mean SD Min Max
Time for Source Pictorial Problem. 80 12.98 4.85 6 25
Time for Target PS Problem. 80 12.75 5.30 2 26
Time for Source Verbal Problem. 80 13.63 4.24 6 23
Time for Target VS Problem. 80 13.09 4.99 4 30

Inter-Coder Reliability for Diagrams
The protocols for the self-constructed diagram were indepiynaeed

by two judges. Each of the two judges transcribed and dividegbrthtocols into
units depicting the cognitive processes of Explanation lifighecombination,
comparison, and relations); or Inference (mathematicdloeléion, and goal
directness, and obstacles); and or Analogizing (seleciieedég, mapping and
transfer). Kappa's inter-coder relability yielded > 0.75 ageeerfor the codig

categories. This value for Kappa indicates good agreemdwedre the two

judges, as given by “benchmarks” (Van Someren et al. 1994). Examples of some
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common sources of discrepancies between the judges thetedffthe reliability
score are described below.

There was some disagreement in the number of elenmrent® ilabeling
sub-process where one judge indicated a single labelegt éor several items
while another judge counted each item labeled as a sepavatt. In another
case there was disagreement in counting the numbenitefand/or the number
of drawing elements such as arrows. Lastly, sometimeglisagreement was in
assigning coding categories to the protocols. For examplen whparticipant
indicates a scale can weigh “at most 20 kilos” one judge regarded the diagram of
the scale alone as labeling while the other considered both the “at most 20 kilos”

statement with the picture as a constraint.

Analysisof the drawing unitsgenerated
Participants generated diagrams for each problem, whicle weded

according to the main cognitive processes and sub procésdethdy revealed.
The protocols were first broken down into units where credis wiven if a

constructed diagram represented the corresponding elemdéme iproblem. The
protocols that conveyed the same meaning or containedarthe leey words were
considered as one idea or unit of the problem. A unit couldtier ene element
or a group of elements showing sub-processes. For exampldinglabe

combining two elements or comparing is considered as theprawesses of the
cognitive process of Explanation. Thus, the total numberulofpsocesses that

could be generated or depicted in self-drawings for the squmaelem is as

follows:
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1. Labelng 2. Combining 3. Comparing 4. Relations (under th& mai
cognitive activity of Explanation) 5. Goal 6. Mathematicdhberation 7.
Justifications/Obstacles (under Inferencing).

The target problem also includes al the seven sub-pexasentioned
above, as they are basicaly required to understand any rpradfiectively. In
addition, the target problem consists of the cognitive prooésmalogizing that
includes the sub-processes of selective encoding, mappingaasfer. These are
inferred from the type of solution that a person generates.

The number of units generated for each source and @st taroblem
were counted and analyzed. As mentioned above, a drawiogsglered a unit
if it reveals a cognitive actvity. For example, if aleneent in the problem (ball)
is depicted in the diagram, it is considered as a unitistpaive cognitive activity
of labelng. The following analysis was undertaken to assbe number of
cogntive activities (units) revealed in the drawings.

The Mean and SD were calculated as shown in Table 6.2(bvo far
comparisons between the verbal and pictorial representatidif® number of
units generated in the verbal source (M = 5.60) is rejatiigher than the
pictorial source (M = 3.95) where the t-test found this difiee significant (t
(79) = -5.644 p < .001). This significance can be explained by théhtcin the
pictorial representations some participants tended to higthg key elements in
the picture itself. On the other hand, the verbal rept&sen of the source
demanded a schematic translation of the key elementshangrdcess described
textualy. The target problems were represented in vddoalat for both the
verbal and pictorial source to enable comparisons across, leaditions and

representations. Therefore, the Mean number of units ajedein the targets of
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the verbal and pictorial source problems did not show anytivaridt was also
observed that the verbal source generated more arrows (M = t8aff)the

pictorial source (M =7.71).

Table6.20

Descriptives of Number of Drawing Units and Arrows Generated

N Mean SD
Total No. of units in Pictorial Source Prob. 80 3.95 1.87
Total No. of units in Target PS Prob. 80 4,98 2.34
Total No. of units in Verbal Source Prob. 80 5.60 2.39
Total No. of units in Target VS Prob. 80 4.89 2.19
Total No. of Arrows in Pictorial Source Prob. 80 7.71 4.99
Total No. of Arrows in Target PS Prob. 80 7.78 4.64
Total No. of Arrows in Verbal Source Prob.. 80 8.74 511
Total No. of Arrows in Target VS Prob. 80 8.79 5.07

Besides assessing the occurrence of the crucial wegstib-processes,
analysis was also undertaken to assess the relatmgthtrof the main cognitive
processes of Explanation and Inference. For example, person’s drawings
revealed all the 4 sub-processes of Explanation thencélieves a score of 4 on
the cognitive process of Explanation and a score of 3 thalsub-processes of
Inference are depicted. Table 6.21 shows that participantse irverbal source
revealed significantly more the cognitive processes gflaBation than in the
pictorial source t (79) = 3.71 p < .001) and inference t (79) = 3.82 p < .001).
Table 6.22 shows the results of the cognitive sub-processdzeal in the target
problem. The target problem involved an addiional cognitiveivitpc of
analogizing that consisted of three sub-processes: melemicoding, mapping
and transfer. Mapping is considered to be the most crudmrityabence it has
been assessed in terms of Mean frequency. It is seenTiabia 6.22 that the

type of source representation (Mean PS = 2.18, and Mean VS = 2l16tdi
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affect the activity of the mapping process. However, theitpof Explanation is
relatively higher and nearly the same in the targétboth the VS and PS. This is
perhaps, the effect of SCD on verbally represented targetepsbl

The cognitive sub-processes of Explanation and Inferessel o be
revealed through drawings to indicate how clearly a pemsderstood the source
problem. This analysis of diagrams was undertaken to undrétair impact on
the process of analogizing in the target problem or tramseformance. On a
scale of 1 to 7, the diagrams were classified as str@angédrson revealed 5 to 7
sub-processes in his drawings, moderate if it was 4 or 5, ardifwar less.

Analysis of the qualty of diagrams generated is showrTable 6.21.
Diagrams generated in the VS differed significantymirthose of PS (M = 4.2,
SD = 1.36 and M = 3.69, SD = 1.57) respectively with a t(79) = 2.698 p = .009).
However, the target problems in the SCD indicated no eeliadifferences
between the two representations (verbal and pictorial) profthe above. The
above findings clearly convey that because the verbalaforraquired the
problem to be re-represented pictorialy it demanded a more mayste
applicaton of the cognitive processes to faciitate uraedsiy and
interpretation.

Lastly, assessing the degree of association betweenatimisvcognitive
processes and the strength of transfer (ST), for the S@ifditon (N = 80),
revealed a significant correlation between ST of théofit source (PS) problem
and the processes of inference r = 0.368 and analogizing r = 0.808 ©[23).
The correlations were also significant between the STthef verbal source
problem and the processes of inference r = 0.414 and analogizin@.809

(Table 6.24).
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Table6.21

Cognitive Processes revealed in the Source Problems

Mean SD t-test
BExplanation in Pictorial Source Prob. 2.89 1.48
BExplanation in Verbal Source Prob. 3.83 184 t(79) = 3.7, p<.001**
Inferences in Pictorial Source Prob. 1.06 127
Inferences in Verbal Source Prob. 1.78 149  U(79) =382, p<.001*
Diagram quality for Pictorial Source Prob 3.69 157
Diagram quality for Verbal Source Prob. 4.2 1.36 1(79) = 2.698p = .009™
N =80
Table6.22

The Qualitative Analysis for Cognitive Processes in the Target &nsbl

Mean SD

Mapping of Target PS Prob. 2.18 0.82
Mapping of Target VS Prob. 2.16 0.80
BExplanation in Target PS Prob. 3.35 1.83
BExplanation in Target VS. Prob. 3.18 143
Inferences in Target PS Prob. 1.63 1.62
Diagram quality for Target PS Prob. 3.20 161
Diagram quality for target VS prob. 3.38 1.63
N =40

Table6.23

The Correlations between the Cognitive Processes and ST in the TargetrProbl
of PSin the SCD

1 2 3 4 5 6
1. Score for Target PS 1.000 -0.003  0.368** 0.809** 0.085 0.177
2. BExplanation 1.000 -0.083  -0.004 0.523** 0.148
3. Inferences 1.000 0.477** 0.339** 0.214
4. Analogizing 1.000 0.252**  0.182
5. Total No. of units 1.000 0.115
6. Diagram quality 1.000

** Correlation is significant at the 0.01 level
* Correlation is significant at the 0.05 level (%
tailed).
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Table6.24

The Correlations between the Cognitive Processes and ST in the Target VS

Problem

Pearson Correlation

1 2 3 4 5 6
1. Score for Targe¥S 1 0.009 0.414** 0.834** 0.208 0.266**
2. Bxplanation 1 0.080 0.044 0.466** 0.178
3. Inferences 1 0.405** 0.568** 0.265**
4. Analogizing 1 0.168 0.222**
5. Total No. of units 1 0.127
6. Diagram quality 1

**  Correlation is significant at the 0.01 level (2k¢d).

* Correlation is significant at the 0.05 level (2i¢d).

Discussion

Experiment 3 was conducted to study the role of SCD asf-aupglort

method in increasing transfer performance whie sohmagn-domain specific

problems represented verbaly and pictorially in the sourcewa levels of

similarity: strategy and procedure. Each participant sadvegrbal and a pictorial

problem either in the strategy or procedural level ofeasiyiof the SCD or ND

conditions. The results of Experiment 3 showed that:

1.

Participants in SCD condition scored significantly higtlean in
the ND condition for both target problems.

. Participants’ performances in the procedural level of similarity

were significantly higher than those in the stratdgyel of
similarity

There was no significant  within-subjects  difference in
performance in the two types of representations, pictoridl an

verbal, in the SCD condition.

In addition to these main results, Experiment 3 highliglgteveral aspects

related to the use of SCD in analogical problem soling.
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How does the SCD affect transfer?

The results of this experiment confirmed the first hypsiththat the mean
performance (strength of transfer ST) of the target pmollethe SCD condition
would be significantly higher than in the ND condition. b@re likely to be a
useful aid to analogical problem solving for several reasons.

First, SCD helped participants discover deeper structedationships
among the representations by going beyond surface desilagnd differences
thereby providing the participant with the opportunty to eathmeaningful
information and derive a more coherent understanding ofptodlem. This
mmportant characteristic of analogical reasoning was highlighted by Gentner’s
structural mapping theory (1980 & 1983) and Gentner and Markbh@9v), and
also supported by results from Van Meter et al. (2006) in studirschidren.

Second, SCD help reduce the limitations of the working memeimch
in turn posttively affects the process of problem solving regresenting and
organizing information so that concepts can be frequemlyected and altered.
This process externalizes information from the source probleading to
improved understanding of the principle and the procedural EExesin
addition, when solving the target problem, externalizationnfofmation helps in
identifying resemblance between both the source and tgmgdilem, which
positively affects the transfer procedure. Whie Lewi©®8Q) referred to this
phenomenon as faciltating learning by doing, Heiser andrsky (2002) held
that externalizing through depictions helps reduce thekimgprmemory load and
increase the activity of self-monitoring or meta-cagniti by frequently
inspecting and altering the conceptualization of infoomatKirschner (2002), in

his cognitive load theory, emphasizes the importance of ingposind
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maintaining the optimal intrinsic cognitive load in tlkeorking memory for the
construction of adequate schemata of knowledge. The procesgepfasentation
in SCD helps by offioading information gained from the souraking it readiy
available for better integration of both the internal amel eéxternal representation.
Zhang and Patel (2006) referred to this process as arais@gepresentational
system in high-level cognitive phenomena. In genteahs, Zhang and Patel
(2006) described the components of a distributed cognitive syseinternal and
external representations. Thewrote that “internal representations are the
knowledge and structure in individuals’ minds; and external representations are
the knowledge and structure in the external environment,” p. 334. Moreover, the
findings of this study are also in accordance with tlewsi of Ainsworth &
lacovides (2005) and Van Meter et al. (2006), that the proakessternalizing
enhances learning by reducing cognitive load, as well as with Mayer’s theory of
Multimedia learning where he proposed that different fasnait representation
help people select and process in+formation to construct arecbhmental
representation.

Undoubtedly, the use of SCD in Experiment 3 created an siteation
for offioading. This process was also present, to some extertheiprevious
Experiment 1 where participants presented with a pictagjtesentation of the
source problem had the opportunity to offload information by veirgglit.
However, SCD in Experiment 3 was more effective becausdowed greater
offoading as compared to information verbalzed based on a propdéatial
representation. Moreover, whie verbalzed information temdsd easiy lost, if
not remembered in entirety, SCD remains a concrete sadrceference on the

sketchpad. Thus, the results of both Experiment 1&3 confrmat globlem-
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solving performance is significantly enhanced when cadbmwith a self-support
method.

Third, SCD demands active interactions between exteepabsentation
and internal mental models. For example, Figure 6.24 iestra participant
making connections between the fabricated representatidnthen constructed
one. This finding is further supported by Cox and Brna (19959, fatind that
constructing diagrams or generating new representabesgles interpreting the
present one may have a postive effect on problem solingubecthis process
demands active interactions between external and mewdels. In addition,
Cox (1999) emphasized that the process, of constructing amdretitey with
external representations, is a crucial component of gahie to the dynamic
interaction between external and internal models thiést place when subjects
construct a personal version of the presented information.

Fourth, SCD plays the role of muliple external repretenta(MER). In
SCD participants understand a fabricated representation dayizing the given
information by location, according to their relations, and Ipgidan external
representation consisting of propositions, properties of objech (as shape,
size, location, or colour), relations between the objects (@sicbpecial relations),
and the written symbols. This construction of a second nakteepresentation
requires integraton of the internal mental model and taricated
representation, which faciitates constructing personatlenstanding of the
problem’s information and accordingly affects the transfer. Ainsworth and Van
Labeke (2004) reported that providing learners with multiple esgmtations
produced mixed results. Experiment 3 clearly established tiiea benefits of

multiple representations can be acquired by involving twrnér in building
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them. This external self representation not only tsfidce understanding of the
problem, but also helps focus on the most important informati®ometimes, an
incorrect or incomplete rerepresentation, may stil lead tbetter understandjn
of the problem.

Fith, SCD highlights the cognitive processes generatdth faciitate
the transfer process. Specifically, SCD helped improve pexfamenand transfer
by increasing the cognitive processes of encoding the keyem’s, mapping of
corresponding elements, and understanding the relationadtusis between
these elements. An example, of SCD in the source an@rgst analogue are
shown in Figure 6.24 where the drawing depicts the procesteinsource
problem correctly. The sketchpad, which was created on top ofgiea
representation, shows a successful transfer achievedplaytieipant who took the
pictorial source (Jug 2) and its Almond target problem at proae level of
similarity. It shows the sub-process of labeling (1), coatimn (2), comparison
(3), relaton (4), math elaboration (5), goal (6), and constrdifits It was
observed here that the participant did not re-representaivings but instead
used the provided pictorial representation itseff to highiige main features and
elaborate on them. Nonetheless, the target problem showsheowsed selective
encoding and mapped the system of relations between the thktems. The
SCD in the target problem, for the same participant &igu24), shows how the
information in the verbal format was translated into diag:.  Creating a
nonverbal representation from a verbal one requires a pdosaselect and
integrate information that serves as an additonal rept&ton in a different

modalty.
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The processes of Analogizing b ) S and target

- = successful
- Transfer
R
Target The rest is divided oqually 13kg 39 kg of almond

problem

The problem

= Solution
We divide the amount
of almonds n number 4

13 kg

The amount of slmond in 4 - 5

Figure 6.24: Comparison of the source and target generated diagnathe
Pictorial source representation.

Sixth, SCD illustrates the important role of common drawéigments,
such as arrows, lines, circles and squares. They arenuS&D to perform many
functions. For example, Figures 6.4 to 6.7 show the use ofngraliments to
separate distinct ideas within their SCD. In Figures 6adl &6, circles to perform
this function were used, whie in Figure 6.7 lines wesedu Drawing elements
can also serve as indicators of the important words or objects problem
representing the movement of an object such as up, downxbpraeess, or
goals and obstacles. The use of drawing elements areepleded in Tversky
and Lee (1999) who discussed the importance of these eleamht$dicated

that they may help in retrieving information from LTM.

How doesthelevel of smilarity affect transfer?

With respect to the levels of simiarity it was found, @®dicted, that
participants in the procedural level of simiarity perfadmbetter than those in
the strategy level. These findings are also consistieimtExperiments 1 and 2 of

this study and as well as Chen’s (2002, 1996) who predicted and found that the

251



procedural similarity between the source and target prolfdeiitates transfer
significantly more than the strategy level in analabiproblem soling.

Another important finding of this Experiment was that ippents of
SCD who analyzed the source problem (verbal or pictoriafhenstrategy level
of simiarity showed effective transfer performance whéinie mean performance
score was significantly higher in SCD. This findingacly communicates that
even when the source problem did not share any supedciastructural
properties with the target problem, that is, no proceduralldefathe solution,
externalization of representaton (SCD) helps discover samemonalties.
This has been referred to by Gentner (1989) as the aligdifleleences and
similarities, which are relevant to the common causajaal structure in the two

problem situations, which faciitate transfer.

What isthe effect of modality on transfer?

No significant main effects for the type of represemtatiregardless of
levels of simiarity and conditions of drawing, were foundterestingly, this
finding is contrary to results from Experiment 2 wheresignificant main effect
of the type of representation on target performance wasnshdwh confirmed
the predicton that pictorial representation in the soufaeiitates better
performance than verbal. The lack of a significant diffee between verbal and
pictorial representations can be attributed to the use @f. $CGs likely that the
SCD helped raise the level of performance in the vedral fo nearly the same
level as that of the pictorial representation. This csiasl is based on the fact
that with SCD both the verbal source and target repedesst are externalized
in diagrammatic form, thus providing two representationshef game problem.

Indeed, in the target performance of the verbal source )(T&Ssignificant
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difference was found in the SCD and ND conditions. Thigrdifice again can be
attributed to the role of SCD which transforms a verbplasentation into a

pictorial one that serves as a second representation.

What isthe difference between the sol vers and non-sol vers?

As indicated in the results of Experiments 1 and 2, th& whatinction
between solvers and non-solvers was how the source amd peiaiplems were
understood. In Experiment 1, the lines of protocol produced, asawethe
cognitive processes involved, quantified the level of dedathed by solers. In
Experiment 3, the diagrams of solvers showed objects orgamizespbace
according to their relations and/or according to the infasmabhat expresses the
goal or obstacle. Accordingly, these participants determhedntain objects,
the goals and obstacles and obtained greater knowledge abquiblitem, all of
which faciitated problem soling. As an example, thedveind highly simiar
source (Figure 6.25) and target (Figure 6.26) diagrams producedl,sblyer in
the verbal source of procedural level of simiarity, show hpkecisely the
participant selected, labeled and organized information inaa that helped elicit
the processes of inference and mapping required for implegnahe solution
process in the target problem effectively.

These findings provide addtional support for the view thab tw
representations are better than one (Ainsworth 2006). Howenikke MERS, a
participant does not merely integrate information from owari representations
but actively selects, organizes and creates her owrprietation of the given
problem, thus providing a deeper experience for the soler. Mter et al.
(2006) explain the process of integration as intrinsic to $€Bause constructing

a drawing is buiding a nonverbal representation derived f#imamverbal, which
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in itself demands integration. In contrast, non-solvers miyer misinterpret
information in the problem or introduce errors in representadt any stage of
problem solving. Such misunderstandings wil affect thenits processes and
performance in the target problem.

In addition, solers focus on both the goal as wel as thestreats
imposed by the problem. They depict this information pictoriallydifferent
ways, the correct interpretation highlights the analbggween the source and
target problem and therefore externalization faciitatiee transfer of the
procedural processes from the source to the target. Bidibeis an example of a
solver’s sketchpad of the source pictorial problem (Jug 2) in the procedural level
of simiarity. It shows all the sub-processes of explanatnd inference that
helped generate a comprehensive understanding of the prabignsuccessful
transfer.  Another example of source (Figure 6.27) and tdFggtre 6.28)
problems are depicted for a solver with a verbal source pradoelprocedural
level of similarity. The selective encoding and mappsclear, the participant
drew 12 bals in the source problem and 12 jars in the tgmgdtlem which
triggered the activity of noticing the connection betwdle®m two problems. In
contrast, non-solvers may take into account only the goak \Wwaving only
imted representation of the obstacles. However, without praopenpretation of
the constraints, knowing the goal alone is not always éntwudead to successiul

problem solving.
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<Jar, balance, differentweights.

Labeling  “We would like to knowthe remaining candy ( goal)

‘Wehave a full jar of candy

‘We have different weights. A.B, C
‘We have candy equal to Weigh A
We have candy equal to Weigh B+C

SR e GOAL
‘We need to weigh the rest of candy

Figure 6.27: Sketchpad of source verbal problem.

djarsin eachtray

Bothare equal 12jars
comparing.
First time
Relation Comparing

First time.

Secondtime

third time

{usingthe balance

three times only

‘constraints. * The odd jar

The goal

Figure 6.28: Sketchpad of the target Lab problem.
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Contributionsand limitations

Experiment 3 made some significant contributions to thdd fief
analogical reasoning in general and the role of SC@2amihg in particular. The
methodology of this experiment is considered unique in thatoinpares two
informationally and  computationally equivalent  modalties representation
(pictorial and verbal) of the source problem to investighte dffect of SCD on
transfer performance in a wihin subjects design. Moreovwke drawing
protocols revealed how the pictorial and the verbal reprdisestanfuence the
cognitive processes involved in soling problems of analogiedsoning.
Specificaly, these protocols helped gain some insight imw Ipeople form
mental models of external stimuli that effects thearreng outcomes.

Another major contribution of Experiment 3 was the developrména
coding scheme for analyzing SCD protocols. Very few rebees have used
this method of externalzing representation by self-coctstd diagrams (e.g.
Cox 1995; Ainsworth & lacovides 2005; Van Meter et al. 2006). Hewdtey
neither analyzed the information generated in the diegranor the relative
contribution of each aspect of the diagram in understamdirgpiving a problem.
Thus, to the researcher’s knowledge, this coding scheme is considered the first of
its kind because it introduces a fairly robust method fontifgiag the cognitive
processes from SCD that affect the process of problem solving.

Although, the results of Experiment 3 confrmed the hypethest is
important that these results be viewed within thealimibs imposed by the study
which besides providing a context for interpretation, would/eses motivation

for future studies of SCD.
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First, retrospective reports of participants indicated trahitg in SCD
for a limted time of one hour was not sufficient. As pesitive effects of SO
are lkely to increase with experience it is expectet improvements in training
wil yield more robust results. Future studies could consithetiple levels of
training for participants in order to determine the lewdl experience that
maximizes problem-solving success.

Second, the analysis of SCD produced by participants focusedinonly
identifying cognitive processes and sub-processes, but didaketinto account
the type of errors. Whie it seems that even a partayrect SCD could
sometimes help with transfer, it is not clear how errarghis compound to
impact the problem solving process. For example, a participantintially drew
an incorrect number of bals may carry that error throwighthe SCD
representation and thus may be unable to solve the problertheQother hand,
other types of errors may be less harmful. Therefore, ariag errors and
assessing their impact on transfer remains an openiogquést future analysis of
the data.

As the purpose of this experiment was to elicit a wifiicemount of
SCD protocols time was not imposed as a constraint. Imposimgealimit for
solving the source and target problem would perhaps vyieldrediffeSCD
protocols and also provide a uniform conditon for comparisons betfee

transfer performance of solvers and non-solvers.

Conclusions
This experiment investigated the role of the SCD anefiet on transfer
performance in non-domain specific problems represented yerlzid
pictorialy in the source at two levels of simiarityraseégy and procedural. The
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frst and second hypothesis related to transfer performaoccerding to drawing
conditions and levels of simiarity. The third predictionated to the within
subjects difference in performance according to modality mresentation.

The Mean performance (strength of transfer, ST) ofdhget problem in
the SCD condition was found to be significantly highemtli@a the no-drawing
(ND) condition confrming the hypothesis. With regard toelevof simiarity,
irrespective of modalty of representaton and conditons of widga
performance in the procedural level of simiarty was dowgnificantly higher
than in the strategy level. The hypothesis that thwilebe a no significant
within-subjects difference between the verbal and pittoglresentations in the
SCD condition was accepted as no significant main effémtsmodality of
representation were found, irrespective of levels ofasgiryl

Some findings that are considered interesting and impattantwidened
the researcher’s perspective about the role of the self support method of SCD are:

Contrary to previous experiments of this thesis, it wasndfouhat
participants of SCD who took the source problem in the syrakagel of
similarity with the target problem also showed effectixensfer performance.

No significant difference was found in the target peréorce of pictorial
and verbal sources of representation. This was perhap® due postive effects
of personally rerepresentating pictorially the verbal soufas opposed to
fabricated pictorial representation) in the SCD condition.

In the target performance of verbal source (TVS) afisgm difference
was found between the SCD and ND conditons upholding the that two
representations are better than one. However, unike MER®rson does not

merely integrate information from various representatidmg actively selects,
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organizes and creates his own interpretation of the gweblem that provides
for a deeper experience.

Finally, Experiment 3 served as the basis for the develdpoterthe
Generative Procedural Model of Analogical Problem solingsgnted in the

next chapter.
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CHAPTER 7: THE GENERATIVE PROCEDURAL M ODEL FOR

ANALOGICAL PROBLEM-SOLVING

The proposed Generative Procedural Model for Analogical Problem-
Solving (GPM) is an attempt to demonstrate the effe¢hefself-support method
(SCD) on procedural type of information depicted verbaly oropdady in
analogical problem-solving. As discussed earlier, the leskelsbstraction and the
type of representation are important determinants of démanpkerformance;
therefore the interaction of these with each of thd-sspbort methods is
conveyed through this working model. Examples of four partispaave been
reproduced as case studies to depict, through the model, thessaoeach went
through when solving a source problem and its analogoust targwo levels of
simiarity (procedural and strategy) and two modalities epresentation
(pictorial and verbal).

The Generative Procedural Model (GPM), which is largelyoutcome of
this study, also draws on some theories and models of probleng sdhich are:
Cognitve Load Theory (CLT), Kirschner (2002); Model of Leagnifrom
llustrated Text, Mayer and Sims (1994); The Multimediaofie Mayer (1999b
& 2001); Generative Theory of Drawing construction, Van Mede al. (2006);
The Structure Mapping Theory, Gentner (1983); and The icbhdtraints
Theory, Gick & Holyoak (1980, 1983). As these theories have bedinnaban
detall in Chapter 2 a quick review highlighting thosetuess that compare with
the GPM wil be mentioned here folowed by an analysishef tase studies

through the model.
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Structural M apping theory and the M ulti Constraints theory

According to the Structural Mapping Theory (1983), analogy @evice
for conveying that two situations share a relationaliciire despite arbitrary
degrees of differences in the objects that make up the momaerefore,
atthough analogical reasoning mainly involves the processcomparison, its
essence lies in discovering interconnected systems lfioms and their
arguments. This, according to Gentner and Markman (1993), Isentai
understanding the interaction between conceptual cognpivecesses and
representational schemes that permit structural aighrand mapping that are
relevant to the common causal or goal structure betweentvio situations.
Gentner and Markman (1997) also emphasized that systemdticoaierent base
information maximizes the amount of information that den mapped. In their
model of cognitve processing, (Figure 7.1), they highligh¢ tidignment of
similarites and differences take place internaly bkectiag those categories that

match best (mapping) from memory or discovering new ones.

Alig: and pping p are used in

perceiving similarity
(alignment)

&%

perceiving differences

categorizing
(selecting best match from memory)

P

ing new gory
(abstracting commeon system)

KD ED

Figure 7.1 Gentner & Markman (1997) Model of Mapping cognitive processing
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Holyoak & Thaggard (1989a) developed a Multiconstraints approath th
was among the first, which recognized that problem-sohNayg analogy is
governed by levels of simiarity between the source prokdew its target.
Addtionally, they delneated the importance of goals and @omst as
pragmatic considerations that heavily influence thetialini selection of
information from the source and subsequent transfer process

The GPM derived from this study ilustrates dynamichliy problems
represented at the procedural level of simiarity famlt the process of
superficial and structural alignment, as compared to tilagegy level, as wel as
the role of pragmatic factors (goals and constraints)uiting the mapping and

transfer processes as revealed by the think-aloud andhglirgvotocols.

The Cognitive Load Theory

According to the Cognitve Load Theory (CLT), problem-solingerof
puts more cognitve load on working memory that has a dmtapacity of
processing two to three items of information at a time. Gamploblems often
require learners to engage in reasoning processes ntlwhtei comparing and
contrasting information of familiar or unfamiiar elert®ensimultaneously. Lack
of understanding a problem, due to individual differences inkingprmemory
imitations, could result in noticing, accessing or mapgangblems in analogical
transfer performance. The CLT holds that as the limitedkmg memory is
connected to an unlimited long term memory, t is importdwt the
representation of a problem does not exceed the limits ofvtikeing memory
(intrinsic CL) and at the same time maintain an optinael that helps construct

and store schemas into long term memory (Kirschner, 2002).
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The GPM also shows the effect of using self supportadstiof SE and
SCD (as opposed to external aids such as hints and MERs@dueing CL and
acquiring adequate schemas in complex learning tasks itkalve highly

interconnected information related to a procedure.

Cognitive Theory of M ultimedia Learning

The cognitive theory of Multimedia learning (Mayer, 1999b)ictvh is
based on Paivio’s Theory (1986) holds that human information processing
system consists of dual channels, visualpictorial amdal/grocessing, and that
each channel has a limited capacity for processing. Xperiments, on which
the theory was based, aimed at examining the effectdefdimal differences on
learning from visual and verbal instruction based strioti the idea that learners
use more than one sense of modality (visual, auditory or.bbtAyer defines
muttimedia learning environments as those in whichtruoional material
(scientiic or mathematical explanation) is presented nmitiple forms of
representation that includes visual (animation or rditish) and verbal (text).
Constructivist learning, according to this theory, occutgerwlearners seek to
make sense of the presented material This entails cdmglineognitive
processes in the two channels by selecting relevant vasrdgormation from the
textual and pictorial formats, organizing and integratitiem with prior
knowledge, and generating a coherent verbal and visualsespaion that aids

problem-solving transfer (Figure 7.2).

263
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Pictures >  Eyes Tmages P Images e | Modsl

Figure 7.2: Mayer Model.

The GPM illustrates the role of the self-support methoadsgeveloping
constructivist learning, by faciitating a coherenegnation of information, from
presented material, rerepresentations (through SE or @@d)internal resources

(STM and LTM).

Learner-Generated Drawing M odel

The Learner-generated drawing model of Van Meter ef(Z8i06) is an
extension of the Generative Theory of Textbook Design (M&eSims, 1994;
Mayer et al. 1995) that aimed at explaining how learniogn filustrated texts
occurs. The model is based on the results of an experimedtated on fourth
and sixth grade learners to test the hypothesis thatindrasesults in the
acquisiton of a mental model. The supported drawing conditi asanpared to
unsupported and non-drawing conditon. It was found that seffidra both
with and without support, enhanced performance by increatsig seff-
monitoring activity. Consistent with Mayer’s model, Van Meter et al. (2006)
found that readers performed three activities: seledtéy elements from text
and lustrations, organizing the selected elements tken@oherent verbal and
nonverbal representations, and integrating the represestab form a mental
model that supports conceptual transfer. Van Meter’s model differs from

Mayer’s in the differences that emerged as a result of drawing from a verbal text
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and integrating the verbal and the nonverkkesentations. Thus, Van Meter’s
model revealed the additional benefts of drawing manifegtethe process of
integration that takes place when learners construcvirgi@ which induces
engagement in nonverbal representational processes ianaemthat necessariy
leads to integration across verbal and nonverbal modaltiearnérs can
construct drawings only if they first derive a nonvertegpresentation from the
verbal representation.

In the research carried out in this thesis there cmgnitve processes
involved in analogical problem solving that are in additiontltose described by
Mayer (1999b) and Van Meter et al. (2006). In the GPM, the pooés
integration in processing a verbal representation is stensiwith Van Meter et
al. (2006). The processes of organizing and selecting alsosponc roughly to
those proposed in the cognitive framework of this study.

Thus, the GPM integrates the points of view of varioeories that are
relevant to effective transfer performance whie sghamalogical problems that
involve learning and implementing a procedure. It depicts huav self support
methods (SSM) ensure active participation with the prolselving process that
maintains the intrinsic CL. At the same time, SSMrease the probability of
noticing structural correspondence of elements and tlgstersaticity that may
get stored in LTM as a schema of procedural information. nalisi it
encompasses the advantages of multple representationse we verbal
representation is rerepresented into a pictorial versioal (ohedality) or the
pictorial one is rerepresented in the same modality thr&QD.

The GPM conveys the findings of the study that ines@ how adults

use analogy in acquiring knowledge. It examines thecteffof levels of
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similarity (strategy and procedural) and type of represemta(verbal and

pictorial) on the process of transfer where learning feeeted to occur.

The Generative Procedural M odel (GPM) for Analogical Problem-Solving

The model depicts how a representation is perceived and prdciesthe
working memory when using a self-support method while sgphan problem.
Novel problems requiring insight that do not require any pkioowledge have
been used in the study. The model is based on the framewodogoitve
processes derived in Experiment 1 namely Explanation, mofere and
Analogizing. While the first two were found to be invagaliivolved in the
solution of the source problem, the process of analogizing oaghie solving
the target problem.

The GPM can be compared to the Mulimedia learning modely€h
1999b) and the Learner-generated drawing model of Van Metelr €006) to
highlight simiarites and differences on three dimemsi Assumptions of the

model, Cognitive processes, and Methodology.

Comparison of M odels

The first assumption of GPM, though consistent with Mayer’s dual
channel processing, differs in that it uses only one septation, instead of two
different modalites, which when combined with a self-suppoethod (SE or
SCD) generates two types of information (audio and vidbai) are integrated.
The concepts of selectivity and referential are simfabath models.

The second assumption of the model is based on Kirschner's (4&@2)
that the working memory cannot hold more than two to threenks of

information at one time. The self support methods SE and &@Gd to create
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some cognitive load initially by inducing a person to explaimt he perceives
but at the same time it becomes a means of cognitive diffipa

The third assumption relates to the mapping process, whithei most
fundamental and unique process in analogical reasoning. idgwia problems
that involve the acquisttion of procedural knowledge, mappinga iscrucial
process but not sufficient for transfer. This is becdlsesolution process from
the source problem needs to be adapted (procedural mapping) tardgee
problem, which is contingent on the process of encoding theelkeyents and
mapping both the superficial and structural relations kmiwbe source and the
target problems. Therefore, it is assumed that SCD scaffiddsimulation of a
procedure thereby facilitating procedural mapping.

Figures 7.3, 7.4, and 7.5 below show the important simiarites and
differences in assumptions, cognitve processes and methodbietgyeen the
proposed model and that of Van Meter's and Mayer’s approaches. All three
models share the first two assumptions (Figure 7.3). Inhifge assumption the
GPM differs from the other two models in that it is spdif based on
problem-solving by analogical reasoning and not general rigacontexts.

Figure 7.4 compares the cognitive processes identified andtedepic
these models. The current model shows all the threealkcrnamnitive processes
and their sub-processes. As both Van Meter et al. (2006) ayerM1999b)
based their models on learning in general, they wereictedt to the cognitive
activites of selecting, organizing and integration etigefor effective learning.
However, the process of integration differs in these thmedels. Mayer refers to
t as coordinating information from the Multimedia (tet and pictorial)

formats for generating a coherent verbal and visual septation that aids
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problem-solving, Van Meter et al. (2006) describe it as a sagesutcome of
the drawing actvity that induces integration acrossbal and nonverbal
modalties. That is, learners construct drawings only héyt first derive a

nonverbal representation from the verbal representation.

Assumptions
Gener ative Procedural Learner Generated Multimedia Learning
Model (GPM) Drawings Model

(propased model) (Van Meter) (Mayer)
1-Dual channels: for Dual channels: for processir| Dual channels: for
processing the information | the information processing the information
2-Limited capacity of the Limited capacity of the Limited capacity of working
working memory. working memory memory
3-Problem-solving by Learning a topic from Learning abouta science
Analogical Reasoning. biology topic-lightening

Figure 7.3: Comparing Assumptions

Cognitive processes

Learner Generated Multimedia Learning
Drawings Model

It shows all the three cognitive Identified the processes { Cognitive processes of

processes and their sub-process| selecting, organizing (as | selecting, organizing an

revealed during analogical Mayer's) and integration | integration while dealing

problem-solving while learning with information from

multimedia sources

Generative Procedural Model

1. BExplanation (labeling,
combining, comparison, and
relation)

2.Inference ( math elab., goal
directness, and justification)
3Analogizing (encoding, mapping
and transfer)

4. The processes ofselecting,
organizing and integration

Figure 7.4: Comparing Cognitive processes
Figure 7.5 compares the methodologies used in the studies e ther

model. It clearly shows that the current model is basednoengrely different,
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and perhaps unique, methodology to investigate the preomesedif SCD and

SE on analogical problem-solving.

Methodology

Generative Procedural
Model

Dynamic model draws upon
Mayer (1999b), Krischner
(2002) and Van Meteet al.
(2006)
Based on experiments that
investigated problem-solving
by analogy in university
students
Everyday non-domain specffi
analogical problems involving
a process to be learnt that dd
not require any specific
knowledge

Learner Generated
Drawings
Conceptual Model based g
Mayer (1994, 1999b)

Based on experiment to
investigate learning
outcomes in 5th & 6th
graders.

Science topic from biology

with no prior knowledge.

Multimedia Learning
Model
Dynamic based on Paivio
(1986) & Baddeley (1996)

Bxperiments used universit
students

Science topic depicting a
process with no prior
knowledge.

Single representation either
verbal or pictorial.

Analogical problem consistin
of source and target

Problems in the source
represented at strategy and
procedural levels of similarity
with verbal target

Instruction to draw while
solving source and target
problems

Drawing without supportand
no drawing conditions

To assess transfer
performance

Outcome assessedona4
point scale (strength of
transfer)

Text representation

Learning from prescribed
text

Textual representation

Instruction to draw

Two conditions of drawing
with and without support

To assess learning

Post assessments oflearn
material

Used multimedia pictorial
and verbal representation o
scientific information
depicting a process
Learning a scientific proces

Used multimedia pictorial
and verbal representation o
scientific information
depicting a process

No diagrams

No drawing

To asses individug
differences in processin
visual and auditory
information

Outcome not specified

The model shows the effect ¢
both SE and SCD and
procedural similarity on
transfer performance

The model shows the effeq
of SCD on learning

The model shows the effect
of using dual channels audi
and visual to process
information from
multimedia sources.

Figure 7.5: Comparing Methodology
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Description of the GPM

The GPM is based on the idea that learners process itfarma
represented verbaly/text or pictorially, through the twonssgy channels,
audio/verbal and visual. During the process of learnirgndes try to form
mental representations of the visually or verbaly/ftes¢sented materials. This
information input is supported by visual (SCD) or auditory )(SE Analysis of
SCD and SE protocols helped buid the GPM that depicts théestation of the
various cognitive processes whie soling the source angett problems by
analogical reasoning. The GPM describes separately howsdahee and the
target problems are processed.

The source problem: Processing of pictorial information takase when
a person tries to figure out what the images convey. it and incomplete
understanding of the pictures (internal model) is usedieatfy and select some
key elements while figuring out the meaning and thepgse (what, why and
how) of the pictures which may impose a cognitive load enwtbrking memory.
The conditon of explaining to self, through explanation orwahgs, helps
organize the selected information and externalize it. i€tens with Maye’s and
Van Meter’s model, the participant starts with the first frame of a sequence of
pictures from which an element or more is selected c{séld that enters the
working memory through the visual channel. For example, wicipant wil
apply the cognitive sub-process of labelng to the imagescafe to buid a
corresponding pictorial mental model of the selected elem&ntreferential
activity takes place between the element externalizedtoorthe sketch pad
(icons/drawings or words) and the presented material to mdiafy internal

mental model if needed. As each chunk of information is psece it is
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externalized (offoading) through SCD. This activity repeated every time an
element/s is selected either from the same frame diffeeent one, by applying
various cognitive processes to understand the problem sutdbedng, relations,
goal directness etc. This wil either add to the previmdenstanding or modify
it resulting in gaining a comprehensive understandingalbfaspects of the
problem and re-representing it adequately on the personathsketd. This
constructivist learning generates both a mental modal ds external
representation that enhances the actvites of ewgluaand monitoring
information resulting in a coherent learning experiente contrast, multiple
representations tend to increase cognitve load of the wgorkemory, which
may result in loosing important information in constrgecten mental model from
various sources. Rerepresenting provides the same benéfitsut overload.
Moreover, as the problem also involves understanding a proc&2 also
provides the opportunity to experience or simulate the impkaten of the
process. This process of simulaton perhaps activates tih 10T store the
learning as procedural information. Thus, a two way prowedsikes place
where creating SCD activates the different cognifiecesses to interpret the
represented pictures, which in turn refine the rereptasEn of the problem in
the same modality. Moreover, the referential process d@@® helps reduce
the perceptual errors inherent in some pictorial reprase®. The result of this
activity is an integration of a mental pictorial modetl an rerepresentation of the
same which perhaps provides for some experiential leatimiigis manifested in
the solution outcome. Thus, the GPM depicts how learneld &ui external
representation based on the extent to which they undérgtansource problem.

Problem solvers focus on the goals of the problem and/or thacleissthat may
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impede attaining a correct soluton. They also tend to develomleeper
understanding of the problem for easy access whie sdh@gtarget problem.
We skip the verbal source problem as it follows the same quoeeas the verbal
target that is undertaken below.

The target problem: The target problem being in the vddoadat takes
the same processing path as the verbal source problem.fighenck les in the
activity of integration that takes place during the dwogni activity of
analogizing, which involves selective encoding, mapping drahsfer. In
processing the verbal target problem the written wordsr eéhteugh the visual
channel creating a visual image as a base. This imagefurther create a word
sound base cosponding to the visual image as described in Mayer’s model
(2001) for processing printed words. These activate the ajplicdta cognitive
activity which is translated into drawings on the skaach Based on the fact that
visual memory is more readily accessible than verbalsitetchpad of the target
problem is aided by the visual memory of the source sketchpgagl.isTevident
when information is categorized and explained in more &r ks same way as
the source problem. For example, the same pattern of drawitigs source and
target sketchpads of a participant in Figures 7.6 to 7.22 shovactivty of
selective encoding which triggered the activity of mmic the connection
between the two problems which is considered very crutighnalogies. The
icons on the sketchpad then reenter the working memorygthrthe visual
channel, which helps refine or update the understanditigeofvritten words and
generate a comprehensive pictorial model. Thus, the vespedsentation serves
as the internal mental model that is rerepresentedadiagatically. Van Meter et

al. (2006) refer to this as a recursive process where anmpdmspects and
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modifies information and detects comprehension errors. Addgion#he
problem of executing the soluton was found to be minimizedhapsr due to
experience gained in simulating a procedure diagramigatica the source
problem. The process of integration in the GPM takes pladeanways. The
first is consistent with the observation of Van Meterakt(2006) that the process
of integration is inherent in the process of translatigbal information into
pictorial. The second way integration takes place is whegperson sees the
structural relations between the two problems and inesgréiem to derive a
solution or discovers the interconnected systems of relaod their arguments
as described by Gentner (1983).

Therefore, the verbal representaton differs from the [attoone,
described earlier, in that the person has developed a raptieseim a different
modality (pictorial) corresponding to the represented text dbaves the purpose
of having more than one type of representation. Finalypherent understanding
of the problem is derived when information from the two maekglitverbal and
pictorial, is integrated with prior knowledge leading to afecé¥e learning
outcome.

The valdity of the GPM can be demonstrated by ilusgatifferent
cases to show how information is processed according to lefskniarity and
modalty of representation. The model consists of four mairs;pdiype of
representation given (words or pictures), the sensory mefearg and eyes), the
internal world (WM and LTM) and the external world (sketath). The working
path is indicated by red and blue lines.

Case study 1 (Figures 7.6 to 7.22) ilustrates an effectmasfer

performance in a pictorial source (Bar 2) and verbal tgrgabtlem (Lab) at the
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procedural level of simiarity in the conditon of SCD. Fegu7.6 shows the
initial state in the model for element/s to be selectedpfocessing the source
problem in procedural level of simiarity. Figure 7.7 showd the participant
has selected the second frame to begin processing theapiformation. The
red line indicates the working path where the selectealesks enter the sensory
memory through the visual channel (eyes) creatinggeasiain the working
memory. Prior knowledge in the LTM (underlying all the dibgn processes)
activates the cognitive sub-process of labeling formingiesmtal model (MM) of

scale which is offoaded on to the sketchpad.

Source Problem

internal world

given Sensory Working Memory Long-Term
Representation Memory Memory

H H i 1 T H r

1 H H i S H Labeling

H H H i H 3

i Words H i Ears i Sounds § Prior
combination Knowledge

comparson

Relation

Math

Goal

|Pic:urcs| | Eyes ‘ ‘H‘mer_\sl

Constrainis

Sketch pad of SCD

ﬂ
External world
Source problem

Figure 7.6: The initial state of the model.
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Source Problem

internal world

given Sensory Working Memory Long-Term
Representation Memory Memory

: H H t i i 1.Labelin,

| Werds { Ears | { Sounds | 2 ~| Prior
Zcombination e x\ Khowlodee
R

4.Relation \

5.Math

selechie T 1

|PEcturesI medd ] Eyes | E Images 6.Goal

7.Constraints \
Offleading \

™| Image of ascale

Sketch pad of SCD

External world

Figure 7.7. The Cognitive Process Of Labeling (1).

Figure 7.8 shows that other elements are selected ngicéke sub-
process of combination (developing MM of 12 bals). The participant
rerepresents the information by grouping the balls equalyifferent colors.
Now the sketchpad has two images, the scale and the 12whils,are not yet
connected in the mental model. This drawing also sewes i@ferential activity
for both ensuring the correctness of the first interpoetaand helping understand
further information given in the problem. Next, the sub-ps3cof comparison
(Figure 7.9) takes place when the participant compares taopgrof balls,
identifying them as equal in weight. The model ilussa that, through the
process of comparison, the participant has connected the atifornscale and

balls present in the mental model.
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Figure 7.8: The sub-process of combination (2).
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Figure 7.9: The sub-process of comparison (3).
In Figure 7.10 the sub-process of math elaboration takes ilack the
participant indicates by identfy the heavier side | ftale. Here the participant

shows an understanding of the problem by connecting all offloadermation.
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In Figure 7.11, the participant returns to the source prolueselect the
fourth frame. The sub-process of relations is applied for rsiafeling the
association among the key elements in the problem. The difiwing on the
sketchpad shows how the participant identified the odd balnthde one side of
the scale heavier.

The cognitive sub-process of understanding the goal takes pi Figure
7.12. Here the participant derives a correct understandimg qfrocess depicted

in the final drawing by identifying the heavier odd ball.
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Figure 7.10: The sub-process of math elaboration (5).
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Figure 7.11 The cognitive sub-process of relations (4).
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Figure 7.12 The cognitive sub-process of goal directness (6).

Figure 7.13 shows the process of integration that takes [iadbe
working memory. The images in the mental model, the resepied knowledge
on the sketchpad, and prior knowledge in LTM are integratedtimgsin
successful problem solving. It is assumed that the disg@amthe sketchpad of

the source problem (Figure 7.14) are experiences that bguamnef procedural

Sketch pad of sCD

a@ee s
sassw

Extemal world

knowledge in the LTM.
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The inttial state of the verbal target problem (Lab) igufe 7.15 shows
that it involves the cognitive processes of Analogiamgaddition to the seven
cognitive sub-processes in the working memory. It also ateic the possibility
of images from the source problem present in the LTM. SEmsory memory is

ready to select one or more verbal elements for processing.
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Figure 7.13: The process of integration.
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Figure 7.14: The final state of the source problem.
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jars. When you came back you were
sumrised to see that there is an extrs jar
but ofid not know wihich one. The balance

Sketch pad of SCD

External world

than three imes
which jaris the odd one out.

Figure 7.15: Inttial state for the target problem.

The red line indicates the path of processing the infamat the target
problem that is similar to the source problem. In Figure 7.16e soey verbal
elements are selected from the texts (highlighteded) that enter the sensory
memory through eyes for processing in the working memohe Tognitive
process of combination has taken place where a mental mottel @fi jars and
the odd one is formed and offoaded on to the sketchpad. We @aftanf the
diagrams that the sub-process of encoding is taking plactheasame time
because they strongly resemble the image of the souddgempr in the LTM

indicated by the dark blue line.
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internal world
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Figure 7.16: the cognitive sub-processof combination (2) and encoding.

Figure 7.17 ilustrates that the cognitive sub-processdeitilying the
constraints, present in the lab problem, has taken placehanedulting diagram
is offoaded on to the sketchpad. In Figure 7.18 other verbal lepems are
selected ad processed using the sub-process of compariscaingt 4gars), that
are also offioaded on to the sketchpad. The process of mappinggbasheee.

Figure 7.19 shows application of the process of math elaborafien. T
offoaded drawing indicates that the participant is cangnuthe mapping
process (dark blue lne) by retrieving information from tered images in
LTM. This can be deduced because the drawing here igarsiwoithe one in

Figure 7.10 of the source problem.
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Figure 7.17: The process of constraining (7).
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Figure 7.18: The sub-processes of comparison (3) and Mapping.
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Figure 7.19: The gb-process of math elaboration (5) and Mapping.
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Figure 7.20: The sub-processes of relations (4) and mapping.

A system of relatons has been developed in the MM whicthef
faciitates the mapping process (Figure 7.20). The sulegsoof goal directness
in Figures 7.21 guides the participant to achieve cormttcamplete transfer. In
Figure 7.22, the researcher infers that the successfigfer was an outcome of
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integration between the mental model of the verbal andrmaiized pictorial

rerepresentation on the sketchpad along with the prior kdgevién the LTM.
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Figure 7.21: The sub-process of goal directness (6) and transfer.
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Figure 7.22: The process of integration.
Case study 2 is of a participant in the verbal repregantat the soure
(Ball 1) problem at the strategy level of simiarity toe ttarget (Lab) problem
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(Figure 7.23). Figure 7.24 shows the participant selected samEnses
(highlighted in red) for processing, which is indicated by trawing of a scale
and group of 4 bals offoaded on the sketchpad. The cognitiveredess of
combination is inferred from these drawings. The nexur€ig/.25 shows the
process of math elaboration indicating an understandingthbatwo trays are
equal. The diagrams in Figure 7.26 show that the last gadug bals is

compared (2 against 2) to deduce that one tray is heaaierthle other. This
drawing experience is now stored as procedural informatioh Tkl (Figure

7.27).
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Figure 7.23: Inttial state for the verbal source problem.
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Figure 7.24: The cognitive process of combination (2).
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Figure 7.25: The sub-process of combination.
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Figure 7.26: The sub-process of math elaboration.
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Figure 7.27: The final state of the source problem case 2

Figure 7.28 is the initial state of the verbal target pabblem. In Figure
7.29 some key elements were selected (highlighted in redh vemtered the
sensory memory (through the eyes) for processing in th&ing memory. The

sub-process of combination and comparison are appled and ti@geasental
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model is offoaded by translating it into drawings on the cipatd. At this stage,
selective encoding (indicated by the dark blue line) betvileersource and target

problem is also taking place.
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Figure 7.28: Inttial state for the target problem. The sensory anerselected
some verbal elements, one or more, to construct an internal mmedel.
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Figure 7.29: The cognitive sub-process of combination and comparison.

Other verbal key elements are selected and processed thsingub-
process of math elaboration. The resulting external repedisa is offoaded on
the sketchpad as shown in Figure 7.30 indicating that theegsoof mapping has
begun. In Figure 7.31, the participant specifies the goal hiewvec the solution
and Figure 7.32 illustrates the final state of the tapgeblem. Thus, the process
of integration is taking place in the working memory whihe mental model, the
re-represented knowledge and prior knowledge in LTM result enatiicome of

full successful transfer.
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Figure 7.30: The cognitive sub-process of math elaboration and mapping.
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Figure 7.31: The cognitive sub-process of goal and mapping
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Figure 7.32: The final state of the target problem indicating riatégn (case 2)
Case study 3 depicts a participant analyzing the vednates problem
(Ball 2) represented at the procedural level of simianiyh the target problem
(Lab). Figure 7.33 ilustrates the initial state for terbal source (Bal 2) in
Figure 7.34. The participant has selected some sentenceshi verbal source
problem (in red) that enter the sensory memory througb. éy@e sub-process of
combinaton was demonstrated to process the selected infornfatiming a
mental model of grouping 11 bals and isolatihg the odd one wicthen

offoaded on to the sketchpad.
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Figure 7.33: Intial state for Case 3
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Figure 7.34: The cognttive sub-process of combination.

Figure 7.35 shows that the participant is processing maremation by
applying the process of comparison in buiding a mental model stale with
two trays holding four balls each which is then offoadedht sketchpad. The
process of comparison continues in Figure 7.36 where some eatenNces are
selected and processed, indicating one side of the scadeawsrhn the offoaded
drawings. These drawings indicate an incomplete underggarafi the source

problem by not taking into consideration the information desgrithe last two
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steps needed to identify the odd ball. Thus, this participastrestricted to only
using the cognitive process of explaining, consisting bélisy, combining and
comparing and not indulging in any Inferencing. This ptedi@ strong
probabilty of faiure to solve the target problem. Figure 7.33wshthe final state
of the source problem, which is an incomplete understandingheofsource
problem and the probabiity of this drawing experience bemgedtas procedural

information in the LTM.
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Figure 7.35:The cognitive sub-process of comparison.
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Figure 7.36:The cognitive sub-process of comparison continues
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Figure 7.37: Final state of the source problem (Case 3)

Figure 7.38 is the initial state of the verbal targetbfjLproblem. Some
information is selected and processed using the sub-protessmbination. The
drawing indicates that the participant has also applied stidective encoding
process by replacing the 11 jars (instead of 11 balls) andingale odd one.
More information is selected (Figure 7.39) by comparing 3 stg&@njars and

indicating clearly in written form that this processl we repeated thrice. The
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drawings in Figure 7.40 indicate that the incorrect mappmagess was due to
the faiure to apply the sub-processes of inferencingl, (goe@th elaboration and
constraints). Here the participant derived an incorreotquiure of comparing 3
against 3 jars. The integraton process inferred indicatelack of integrated
system of relations between the source and the targeteprabht resutted in

unsuccessful transfer performance as predicted earlgurdFv.41).
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Figure 7.38: Inttial state of the target problem (case 3)
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Figure 7.40: The cognitive process of mapping.
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Figure 7.41: The final state of the target problem and the proceggegfation
(case 3)

The SCD protocols of three case studies of problem solingitwkx$dhe
GPM in both verbal and pictorial representations under tinategy and
procedural levels of simiarity. Additonaly, Figure 7.42 haserbdlustrated to
convey how the model helped the researcher deduce the epediicts of the
sel-support method of SCD in successful transfer in prob&eiing by
analogical reasoning. It clearly shows that the diagedimnierepresentation of
the source problem has infuenced the understanding dértet problem as the
sub processes of combination, comparison, relations, math et@foetd goal
directness have been depicted in the SCD in almost the say indicating the
alignment of simiarites as mentioned by Gentner (1983, 1988yreF7.42 also
explicity shows how the cognitive processes generateolughr drawings whie
solving the source problem help form a strong interconnesysttm of relations

in the mental model that influence the formation of faame while solving the
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target problem, thereby resulting in procedural mapping atid sdizcessful

transfer.

The processes of Analogizing between source and target

!

Source
problem

Target
problem

— Mapping @_ = &3]
e 2

(@ .~’ successful
> @ system of Transfer
—@ relation @

Figure 7.42: Integrated system of relatons between the source tanget
problems.

The second case was that of a participant who took the lyerbal
represented source problem in the strategy level and vedhia successiul
transfer despite generating very few drawings (threehein the source and
target). The analysis of this case through the model sttbat the core ideas
were well grasped from the problem (evident in the drayvibys noticing the
connection between the source and target by imposingrtieusg learned in the
source, filing the gaps and effectively integrating imation.

The third case was that of a participant who took a verbglyesented
problem in the procedural level of simiarty. The model sholeswv this
participant was unsuccessful in analogical transfee génerated drawings in the
source indicated that the problem was rerepresented veeyfically using only

the sub-processes of labeling and combining and missindgashesteps of the
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process described in the problem. This incomplete understasdadtyibuted to
the lack of using other important cognitive sub-processeanalyzing the source
problem, which also affected the understanding of the tamgdtiem.

The case studies analyzed above provide sufficient eviderfcéhe
working of the model. Analysis of the SCD through the moHelwsd that they
help in elictting the crucial cognitve sub-processeguired for identifying the
various elements of the problem, connecting and integrateas that stimulate
memory to recal what was drawn earler. The model gleddpicts the
importance of mental processes (explanation, inference m@aidgiaing and their
sub-processes) and how they take place whie soling @&adlqgroblems.
However, this does not necessarily mean that the pantiopauld get the correct
solution (case study 3) primarily because implementing @ceplure demands
selecting and encoding the key elements, aligning tndargies and differences
in the source and target problems, mapping the systematbms] and applying
the sequence of the process to solve the problem.

The proposed model contributes to our understanding of not only how
information is processed from verbal and pictorial represmmat during
problem-solving by analogy but also the potential of a sdifiwde (SCD
experiment 3) in optimizing the processes of noticingjevalr and successful
implementation of a learned solution process. However, iis@ inperative to
see how the findings of Experiment 1 relate to the thlokidamethods of self

explanation/verbalization and ilustrated through the mode

Applyingthe GPM to Self explanation
A fourth case study from Experiment 1 is analyzed to iglighithe

process of transfer performance while using the thinkdaloaethod of SE or VB.
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This participant solved the pictorial source problem for Safget in the
procedural level of simiarity. The participant selected adbject from the first
frame through the visual channel and appled the cagnitub-process of
labeling (Figure 7.43). At the same time this informai®rofioaded (red line)
from their mental model by sedkplaining, “what 1 have is a water tap” that

reenters as words through the auditory channel (bleeFigure 7.43). At this

point, some of the verbal information may enter the LTNg(ldotted line).

given Sensory Waorking Memory Long-Term
Representation Memory

Prior
Knowledge

>

N ——"

1 [ @
Pictures Goal

Constraints

offloading

referential

Vv
what | have is a water tab

wuditory-pad for the SE

External world

Figure 7.43: The cognitive sub-process of labeling

In Figure 7.44 & 7.45 the participant then selects two otherctsbjeom
the same frame to combine and compare them as "here/aitainers, one is
big and one is smal, the big one is empty, and the smalliocompletely full
under the tap". This information received through tiseialichannel is added to
the working memory. The verbal protocals-enter through the auditory channel
where they are processed and may enter LTM (blue dottg¢d line

The cognitive sub-processes of mathematical elaboratioshdsvn in

Figure 7.46 "we put the water in the big container, roughly,fled one fourth
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of tt" whie in Figures 7.47 & 7.48 the participant continuée fprocess of
comparing "In the other picture is the same smal cmrtaive emptied it". Goal
directness is indicated Figures 7. 4&and 7.50 'we need two and a half cups, to
fl up the big container" & '"There is some water remg in the last cup and

the process of integration in Figure 7.51.
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Figure 7.44: The cognitive sub-process of combination
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Figure 7.45: The cognitive sub-process of comparison
given Sensory Waorking Memory Long-Term
Representanon Memory Memory
{ Words > fans | prioe
Knowledge
-

1 o% ot

dla[la Heft

offloading

referential
b,

1 |

v

we put the water in the big container, roughly
[ we filled one fourth of it

Auditory-pad for the S

External world

Figure 7.46: The cognitive sub-process of math elaboration
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Figure 7.47: The cognitive sub-process of comparing
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Figure 7.48: The cognitive sub-process of comparing
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Figure 7.49: The sub-process of goal directness
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Figure 7.50: The sub-process of goal directness
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Figure 7.51: The process of integration.

Case study 4 demonstrated how GPM generalizes quite eadie self-
support method of SE where the information input is both Ivigietorial and
verbal representation) and auditory (SE or VB). In the pmocef problem
solving, participants form a mental model for the pictogmén representation,
verbalize it or self-explain it aloud as ilustratedcmse 4. The auditory pad,
which replaces the sketchpad in the SCD condition, holds rdiseit of
participants’ problem analysis through the major cognitve processes and sub-
processes. Although the same cognitive processes and gsgEs are
involved in both SE and SCD, information is processed in thdehdifferently
which is briefly illustrated in the cognitve processe$ offloading, referential
and integration. As each chunk of information is processed éxternalized
(offoading) through SE or VB. This actvity is repeatedefgrential) by
processing the VB or SE through the auditory channel.s 3&tond processing
step may additionally affect the understanding leading taintaming the

information already externalzed or to modify it further.u3h a two way
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processing takes place where the SE or VB activatesdifieeent cognitive

processes to interpret the represented pictures that rim refine the

rerepresentation of the problem. The referential procesagd8it helps reduce
the perceptual errors inherent in some pictorial reps®. The evaluating
and monitoring processes that tend to become pronounced duerésuEin the

construction of a coherent learning experience optimitieg cognitive processes
required for understanding a problem and offoading the workiegary. For

example, referential and offoading events occur in cdsdy sfour in Figures

7.43 to 7.50. This process perhaps, helps in storing the learaingspras
procedural information in LTM.

The process of integration in SE and VB is also different the SCD as
it involves combining information from the given repreatoh, the constructed
mental model, prior knowledge in LTM along with what the ippent
remembers from the verbal protocol (auditory pad Figure 7.51)keUthe
sketchpad (Figure 7.22) the auditory pad is not permanerdliatde and the
information committed to the auditory pad may be forgotten. aiex of the
transient nature of the auditory pad, the mental model magiieed or modified
by the process of referential (SE) which may help or hinsedifying the
problem soling process.

Thus, although the GPM was developed specifically to defbet
processing of procedural problems using the self-support methdsiCBE the
format of the model can easiy be generalized to other xtente conditions such
as SE or VB (Experiment 1) and written responses (Expari@le The fourth
case study successfully demonstrated how the model capgdiedato the selff

support method of SE and/or VB. The only structural distinctiotthe model
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under the SE condttion is that an auditory pad replaceskaeehpad and in
Experiment 2 the text pad of written responses replaceskitieh or auditory

pads.

Discussion

The focus of this thesis was to study the effect os#iesupport methods
of SE and SCD on eliciting the cognitive processes founimpomove transfer
performance, it was essential to develop a model that defpicteole and effects
of these mental processes during the analogical probleringspkocess. The
discussion of the GPM is undertaken firstly, to exammwevdldity in the light of
the findings of the three experiments conducted for thissid, secondly, to
critically evaluate its distinctive characteristicand finally, to consider some of
its imitations.

The validity of the GPM can be established by reexamifiegfindings
related to the major predictions of the study.

It was hypothesized in experiment 1 that SE would sinifig improve
transfer performance over the VB. This hypothesis whiak Wwund true can also
be successfully depicted in the GPM by comparing the tegmirocesses of
referential, offoading and integraton in the conditions $E and VB.
Although, information processing folows the same path in &8 VB the
referential activty was found to be more pronounced indB& to the pressure
imposed to explain. This often resulted in the same iakiom repeatedly
entering through the auditory channel thereby, incrgadime probabiity of
observing connections between the source and the targeemsoblin contrast,
in the VB condition participants were more likely to engagly in a superficial
analysis of the problem. Thus, as information would enteratiditory channel,
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perhaps only once, there is a low probabiity of it being ctadeor modified. In
addition, the increased referential activity, in SE conghai® VB, tended to
increase offloading of information on to the auditory pad. s€quently, the
process of integration in SE is more effective and dreetffects the
performance.

In Experiment 2 it was predicted that transfer performamdbe pictorial
representation would be more effective than verbal repetsen in the
procedural level of simiarity. The GPM highlights trectbrs that contributed to
the confirmation of this hypothesis. = When processing pittoformation the
mental image tends to be quite simiar to the pictoriptegentation. As such
connections between objects depicted are very lkely to beerpees in the
mental model which faciltates the retrieval process.cémtrast, when a verbal
representation is processed it needs to be transformed menmtal image which
may or may not reflect the information provided. Here, tsiigiiations in word
choice and interpretation may lead to different mentalgasa affecting the
understanding of the problem. The SCD protoaoKigure 7.7 of the GPM show
how a pictorial representation is more effective in ss&fok problem solving
when depicting a procedure to be learned and implemented.

It was predicted in Experiment 3 that the conditon of SCiuldvhave a
positive influence on performance more than the ND conditidine GPM has
been developed mainly on the basis of SCD protocols. It cdepts how the
SCD serves as a permanent external representatiomuctedton the sketchpad
leading to a deeper involvement with the problem soling psodbat helps
establish connections between objects and reducing codoiaek in both the

representations (verbal and pictorial) and levels ofasiyi (procedural and
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strategy). The GPM depicts these phenomena in the ianalyghe first three
case studies presented earlier in this chapter.

Procedural level of similarity was an integral part teff study since it was
intrinsically related to the tasks used. It was hypothdsithat the Procedural
level of simiarity faciitates problem soling more thather levels of simiariy.
The GPM in Figure 7.42 demonstrates the process of aligrivedneen source
and target problems in the procedural level of similarilye Pprocedural detais
understood in the source problem tend to develop a mental imaigscaffolds
the transfer process. This is because the transfemabst(in terms of direct
application to the target problem), between the source aget,tas the least in
the procedural level of simiarity requiring adaptation soperficial features only.
Whereas, in the strategy level of similarity, therseuand the target share a
concrete strategy for implementation, that differs in pinecedural details, also
requiing an adaptation of the structural features. was found that despite
solving the source problem, this lack of adaptation affectedréimsfer process in
the strategy level. As such, provided that participants aole to successiuly
map objects and relations, the probabiity of successful probteung wil be

high.

Distinctive characteristics of the GPM
The Generative procedural model was developed to describe and
understand how different levels of simiarity, modalties representation and

self-support methods (SSM) affect transfer performance oblgm solving.
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Figure 7.52: The GPM is applicable to muliple SSM, levels of atyl and
representation.

The methods of SE and SCD used in experiment 1 & 3 senedn&jor
aims of this thesis. First, they provided evidence astwedfeself support methods
and second they helped in accessing the mental procesdedying successiful
analogical problem solving illustrated in the GPM.

The term 'Generative' was used to convey the samengeanVan Meter
et al. (2006) and Mayer (1999b) in studies involving drawingremices, from
protocols, about the underlying cognitve structure in whkhowledge is
integrated from verbal or pictorial representations.

The GPM is considered 'Procedural because it describeptum&dural
information in different representations is understood armmelnented in solving
problems by analogical reasoning.

The uniqueness of the model is that it is descriptive withigh potential
to identify sources of processing errors and predicting tratyqof transfer
performance. As a descriptive model the case studiesaiiest how problems
varying in different levels of simiarity, modality of peesentations, and self
support condttions affect the strength of transfer. Fomplkausing case study 1
the model describes the problem solving process in the procdeled of
similarity, pictorial representation, and SCD condition. fegu7.6 to 7.14 relate

to the source problem whie 7.15 to 7.22 describe how the partigpastabout
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solving the target problem successfuly. The predictivpeds of the GPM is
clearly depicted in Figure 7.14 by examining the cognitvecgsses applied by
the participant that confirmed the prediction of successdnisfer performance in
the target problem.

On the other hand, through case study 3 the GPM ilestithie problem
solving process in procedural simiarity, verbal representatand SCD
condition. Figures 7.33 to 7.37 depict how the participant solved dbeces
problem as an example of the descriptive aspect of the mbdah be seen that
this participant used only three processes; labeling, caogpbeihnd comparing
which is considered insuficient or an indicaton of lack obmplete
understanding of the source problem. As such, it could be @edicim the
model that this participant wil tend to be either a pastdver or a non-solver of
the target problem. GPM in Figure 7.38 shows the targebrpenice of this
participant which supports the prediction of being a non-solver.

Another important characteristic of GPM is that it iscamprehensive
synthesis of different theories of learning; Kirschner’s CLT theory (2002), The
Multimedia Theory of Mayer (1999b & 2001), and The Generativeorjhef
Drawing construction Van Meter et al. (2006). This symgthgsovided some
more insight into how the mental processes can be clietel strengthened to
maintain an optimal cognitve load for successful probleringollt accordance
with Gentner’s model (Figure 7.1), which depicts the mental model as a
connection between nodes (sub-processes), the GPM showécadpebtiow
cognitive processes construct nodes in the mental moddiamdhese nodes are

related to one another.
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A major advantage of the GPM is that it can be easlgpted or
generalized to problems specifically involing a procedumlltisn such as
solving problems in mathematics/physics. This is becanaay problems in
mathematics and physics use analogies involving procedufimation for
problem soling such as applicaton of a formula to attaisoation. For
example, in physics the standard equation relating the f6tcon an object to the
product of its mass 'm' and acceleration 'a’. F = ma. fdimsula is broadly
applicable, but in each use students must successfulydenthe quantties F, m
and a, from the specifics of the problem. That is, quantitiest be mapped to
these variables from the particular context. In some egtt two of the
guantities wil be given, say F and m, and the studehbwirequired to infer 'a’.
In other contexts, students wil be required to make infeerabout one variable
changing with respect to another. In this case thetrasits are determined by
the algebraic equation. However, the student wil mainti model of the
procedure for solving an equation for an unknown variable. drd wproblems,
specific objects need to be mapped to these variables withuritherlying
procedure for solving the problem remaining the same. Famms, a problem
could be represented verbally: “An object weighing 42kg traveling at 52m/sec2
hits a wall, what is the force of impact?” In this case the student needs to
recognize that ‘“kg” ndicates a mass and map “42kg” to ‘m’. Similarly, 52m/sec2
wil be recognizedas units of acceleration and mapped to ‘a’. Lastly, the two
quantities are multiplied together to solve for ‘F’. This problem illustrates the
presence of constraints, (the algebraic expression F =amdajhe need to engage
in mapping and transfer of knowledge from previous experiepicesolving

algebraic equations for successful problem-solving.
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The GPM provides a step-by step analysis of the individoghitive
processes used by problem solers. This feature of the GRKesmit
particularly helpful for teachers and others who arerested in improving
problem-solving of learners. On one hand, the GPM can &a{hérs improve
representations of problems by locating those features oésesmation that fail
to elicit cognitive processes important for a complete utatelimg of the
problem. For example, giving the underlying principle for ftmleg heavy
objects (one large object is equal to several smaller améisis study predictably
faled because the pictorial representation was not riohigh (lacked a process)
to elcit the cognitive processes essential for undetsanand applying it to
another problem requiring the same principle. On the otled, ht can also help
teachers identify dificulties or errors that occur dyrithe problem solving
process. These could either be again due to inadequate ngti@seas found
when the strategy level of representation was used pgeesent a process of
weighing heavy objects, or the faiure to algn diffeemn@nd simiarities despite
an ideal representation in the procedural simiarity.nén later case, the GPM can
help locate those cognitive processes that need to be tlsr@d) through
practice or training.

Thus, the GPM serves as a rubric which can be adaptedobdenpr
solving situations for designing training programs or oess that focus on
developing cognitive skills according to the nature of theblpm. For example,
transferring informaton from graphs, showing the rate iofrease in
unemployment over the past years, to solving a problem afasiog crime rate
requires cognitive skils that help derive a link betwésgse two issues in terms

of interrelated causes and effects. The model can be osddtérmine the best
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representation, in terms of determining the cognitivelsskéquired by such a
problem. It may require stronger comparing or inferencinyitgcand less of
labeling. Case studies 1 to 4 ilustrated the use of GPMnalogical problem
soiving in two modalties (verbal and pictorial), and two Kevef similariy

(strategy and procedural) through SE and SCD protocols ddrivad various

problems such as the Lab, the Almond and the Salt problemsnutes] thesis.

Ideally, the GPM should be adapted to domain-specific problenhsasuc
mathematics and physics to aid in applicaton by educatoFor example,
specific versions of the GPM could be developed for solving vpoablems in
algebra. Further research in problem-solving, specificaly domain-specific
problems, should be undertaken to lead improvement in the GPMheDather
hand, the GPM cannot be generalzed to tasks such adatingngext from
Arabic to English because they are rich in semantianmg that renders
assigning cognitive categories dificult if not impossible.

To sum, the GPM is considered as providing the rubrics rfderstanding
how different factors in problem representation interadh whe self support
methods in determining the strength of transfer perfarenam analogical
reasoning. Specificaly, analysis of the diagram proto(mdse studies 1 to 3)
revealed that they help in eliciting the crucial ctagni sub-processes required
for identifying the various elements of the problem, comgcand integrating
ideas that stimulate the memory to recall the drawingsieofource problem.

The study of workings of the mind is stil in its infanapd this model is
an attempt to deduce from the findings of this study how pghecess of

analogical problem solving occurs. Although the model is neakimg ground it
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certainly contributes to our knowledge of the analogical pmotdelving process

using different modalties, levels of similarity and ssipport methods.

Limitation

Whie the GPM is a useful model for problem solving, there several
imtations.  First, as the problem-solving procedure mustaba&lyzed in detall,
the GPM is difficut to use in analyzing a large numbé individuals. Moreover,
as the cognitive processes are depicted in detail (subsgexas in cases 1 to 4),
the model is lengthy and involved demanding some experfige such, educators
and others using the model wil need to be trained in dgnitve processes
involved. A shorter and more comprehensive version of GPheeasled to make
it less cumbersome and applicable to analyzing problem solvirfgrmpance.

The model is based only on non-domain insight tasks invomadogical
reasoning where strength of transfer is the outcontediépends on the process
of integration. The process of integration first takes placthe source where it
integrates the information from the dual channels (a8dmisual), the fabricated
and rerepresented information, the constructed mental modegha LTM. In the
target problem this process includes the process of amgjogitiich directly
affects the transfer performance. The model lacked focusthisnimportant
process as the study did not consider how each of theses fadfioence the
integration process. Further studies need to focus oprihisess.

The GPM is neither complete nor totally inclusive adadtks computer
implementation that would assist in the analysis ovithdal learners.

Lastly, the study involved multiple factors; Modalties @presentation,

Levels of simiarity, and Self-support methods that geedrat lot of data both
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guanttatve and qualtative. This prevented the resear@lom making deeper

gualitative comparisons of problem solving behavior patterns.

Conclusions

The study of analogical problem soling is still in itdamty and this
model is an attempt to deduce from the findings of this shady the process of
analogical problem soling occurs. Although the model is neakimg ground it
certainly contributes to our knowledge of the analogical pmoldeling process.

The GPM demonstrated its validity through four case sudig
highlighted the dynamics of analogical problem solving Wystrhting how
people deal with different modalities (verbal and pictoriayels of similarity
(strategy and procedural) and conditons (SCD, SE). It descthe process of
problem soling that also includes the possibiity of predictstrength of
transfer performance. Specifically, analysis of the dawimotocols from the
SCD conditon (case studies 1 to 3), through the model , edicabw the
problem is understood or interpreted, connecting and integraipgs that
stimulate the participant’s memory and motivate them to recall their drawings as
experiences, and identifying the reasons behind failase(8&). In addition, the
GPM can be easily generalized to problem analogies, argnsary analogies,
and formal analogies as wel as mathematics and physitdems involving a
procedure. As such, the GPM has a high potential forfdram#ion into a
computer program for cognitive tutoring. It can be refined,make it more
comprehensive and manageable, to become a useful tool fortceduaa
determining the effectiveness of representations andnimarproblem solving

training programs for enhancing learning outcomes.
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CHAPTER 8: GENERAL DISCUSSION

This chapter summarizes the three experiments conducteds study
folowed by an overal discussion of each independent variakilealso includes

the contributions as well as limitations of the findings.

Summary of the Thesis

Thinking by analogy is trying to reason and learn abouew situation
(the target analog) by relating it to a more familitwason (the source analog)
that can be viewed as structurally paralel (Holyoak &gthd, 1997). Drawing
analogies greatly depends on the direct similarity ofetkenents involved, in the
source and target problems, and what according to the reasdherpurpose of
the analogy. At the same time, modalty of representatea & known to
directly infuence the ease with which analogies aehieved or adapted.
According to (Zhang, 1997; Zhang, 2001) external representabretiuce the
dificuty of a task by supporting recognition based memory. élew the
nature of tasks determines which mode of representatiotorigdicor verbal) it
easily lends itself to. In this study, non-domain speeffieryday problems, not
requiring any prior knowledge but some insight, were usedy Theled a
process to be understood in the source problem and applied oiutien f the
target. The source problems pictorially depicted a process ghinge heavy
objects without adequate tools at different levels of siyildabstraction) with
the target problem, which was only verbaly (written) espnted.

Some exploratory experiments conducted by the researclies field of
analogical reasoning found that despite pictorial reprdigentand procedural
level of simiarity the overall transfer performance swaery low. This was
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mainly attributed to the lack of noticing an analogoustioelhip between the
source and target problems and/or faiure to adapt a procedu@n to a new
situation. This problem was overcome by most researchergoéfobnd thagrad,
1997; Gick & Holyoak, 1980; Chen, 2002; Pedone et al, 2094 sing external
support such as hints, schema induction, multiple repediseis and so forth.

The objective of this thesis was to determine the palasitiself-support
methods, lke SE and self-constructed diagram, in elicitiegtal processes that
maximize spontaneous access and also aid the executiohe ofotution in
solving problems depicting a procedure to be implemented. liogaah
problem-solving the source and target problems are oftendecedi as being
multidimensional involving different types and levels amiarity. Therefore,
they involve multi-componential cognitive activities tthaeed to be understood
by investigating not only how an analogy is drawn but dew an analogous
solution is implemented. To achieve this purpose, three sepasperiments
were conducted. Each experiment focused on a particulaf &sues related to
the process of transfer in analogical problem-solving.

Experiment 1 (N=48), was planned to examine the precisetsefiécSE
on transfer performance and also to help identfy, througlk thoud protocol
analysis, the cognitive processes that faciitate felmnm analogical problem-
soling. It consisted of three levels of simiarity (ppie strategy and
procedural) and two think aloud conditions (VB and SE) to igatstthe effect
of SE and procedural simiarity on transfer performancelstht aimed to examine
the cognitive factors associated with pictorial repretentaand different levels
of similarty. A comprehensive coding scheme for anaytre verbal protocols

was developed by the researcher. On the basis of this gratoalysis, a
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cognitive model was generated that illustrated the tymk sequence of cogntive
processes (and their sub-processes) crucial in proceasingation involving a

mult-step process to be derived from the source problem anememtked in the
target. This model was subsequently used in developing teealovnodel

towards the end of the study.

Thus, this experiment focused on protocol analysis to undérétaw an
analogy is drawn and implemented as wel as the effegraxfedural simiarity
and SE on transfer performance when the source modelasigtic represented
at different levels of simiarity. The findings that &wned the importance of
procedural similarity were in line with Chen’s (2002) study. The experiment also
revealed the effectiveness of procedural simiarity wieembined with SE in
faciltating transfer problems requiring a process to leergtood. The role of SE
has been established as a meta-cognitve method to enkancieg mostly in
domain specific areas to assess its impact on learniigrrpance (Chi et al.,
1989). In domain-free analogical problem-solving the verbal pobtanalysis in
this experiment revealed that SE motivated the problenerstuvnotice relations,
identify constraints and monitor progress towards the go&l. sty also found,
as observed by Van Lehn and Jones (1993), that SE helped alededt the
gaps in knowledge, develop a schema and enhance analogsatimga

Moreover, contrary to (Chi et al., 1989; Ainsworth & Loizou, 2003;
Renkl, 1997) who found good students generate many explanatiahs study
the amount of SE was determined by how quickly a persondgaisght and
solved the problem. Thus, the difference between solvers @rdaivers was not

related to the amount of SE generated as shown in the fajoexamples.
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Figure 8.1: Procedural level of similarity: The refiling method

Participant 1. Translated generated protocol:

e Here is a full glass of water

e a watertap

we empty the small glass

into the large one

then we fill the small glass aga

from the tap

now .

the large glass is full

this means....

that the large glass is equal to two and a halflsghasses (Figure 8.1)

Participant 2. Translated generated protocol:

e Thisis a tap ofwater.

e water dripping into the glass.

this glass is small

this is an empty glass.

now the glass is full

the small glass of water

has been emptied into the large glass or container.
the container is almost one third full

because the container is large

and this glass is small.

O.K then.

We should repeat this process again.

by filling the small glass of water

and empting itin to large container.

now the large container is almost full.

ok so the next step is

we also fill the small glass

and fill large container

Hmm....

there is a relationship

(Silent)

ok

in the last picture we fill the large glass

and there remains some water in the small glass.
Oh!

so large container contains holds less than thiessgs of water (Figure 8.1)
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The above examples show that the first participant skippec: steps
and stopped explaining as soon as she understood the meahitlgeaprocess
depicted whie the second one generated relatively mordedeexplanation to
achieve an understanding of the problem. However, as alsovetbsey Renkl
(1997), the solers in this study also showed a deeper undewgtdy tending
towards goal directness and principle based reasoning tvileon solvers were
comparatively found to be superficial explainers.

In Experiment 1 the problems in the source were repres@ittorially at
different levels of simiarity whie the target forl &vels was represented in
verbal form to enable comparisons across levels and methodsvétovZhang
(1998) is of the opinion that different representations ofséi@e task structures
could generate different types of behavioral outcomes edferto as
representational efficiency. Although he manipulatederefit structures within
the pictorial format (the Tic Tac Toe problem), it was awred useful to
investigate this premise by using two different reprasens, verbal and
pictorial, of a source problem. Moreover, it was also specuthtddthere could
be some individual differences in interpreting or dealingh wa pictorial
representation in the source and/or adapting the knowledgae toerbal target.
Therefore, it was considered imperative to resolve thee issti individual
differences and also investigate whether informationallyd computationaly
equivalent pictorial and verbal representations differ hisir timpact on transfer
performance.

Experiment 2 was thus planned to assess the effectsoofdifferent
representations, informationaly equivalent (pictorial amdbal) in the source on

target performance in a within subjects design cormpistin84 participants. The
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participants were randomly assigned to two levels (syradéegl procedural) of
simiarity where each participant took two problems: a) \‘edmarce and its
verbal target and b) pictorial source and its verbal tgogeblems. A significant
within subjects difference in representation was foundpeelicted where the
performance in the pictorial source was more effecthan tthe verbal source.
This is primarily because for novel and discovery tasks tiepia process to be
implemented, the format of representation determines fbemation perceived,
the processes actvated, and the attributes discovered fhem specific
representation (Zhang, 1997). Whie (Ainsworth & Loizou, 20G#)served that
diagrams tend to reduce memory load and stimulate caugdhnations,
(Tversky, 2002) explained that elements that are arramgespdce, in groups,
orders, or distances can be iconicaly more meaningfgomeying ideas and
facilitating more inference.

With regard to levels of similarity it was found thae tparticipants in the
procedural level of simiarity performed significantly lettthan those in the
strategy level. These are in line with both the previmaings of this study and
Chen (2002). Analysis of retrospective reports related to wwe forms of
representation revealed that most participants found therigdicform easier to
map which supports the view of Larkin & Simon (1987) that eiagr represent
chunks of relevant information which facilitate infece.

Experiment 3 was the last in the series of experimeniglucted in this
study related to the issue of increasing effectiveskearperformance in problem-
solving by analogy. This experiment (N=160) consisted of twalslevof
similarity (strategy & procedural), two conditons of drawi(§CD & ND) as

between subjects factors and two types of representati@mbalvsource &
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pictorial source and their isomorphic verbal targets) agthin subjects factor. In
this experiment (3) it was assumed that self- constludrawings would serve a
wider purpose by not only ensuring the optimal use of theamprocesses but
also a more cost-effective alternative, in terms of peaisoepresentation, to
using two representations, verbal and pictorial. The resditthis experiment
extended the findings of the previous ones in an importagt Wy showing that
constructing diagrams (SCD) helped in better performancg teansfer by
increasing the cognitive processes of encoding the keweete, mapping of
corresponding elements, and understanding the relationadtustis between
these elements. The findings confrmed the first hypsthéisat the Mean
performance (strength of transfer ST) of the target pmoliethe SCD condition
would be significantly more than in the no drawing (Nm@ndition. In general,
with respect to the levels of simiarity, irrespective tyge of representation and
drawing condttions, it was found as predicted that the panits in the
procedural level of simiarity performed better than thasethe strategy level.
These findings were consistent with the previous Expersndrand 2.

The hypothesis that the SCD conditon wil have a poskifleence on
performance (strength of transfer) more than the condiionmo-diagram (ND)
was accepted. The second hypothesis that the participathis procedural level
of simiarity wil perform better than the participants the strategy level of
simiarity in the self~diagram condiion was also acogpté-inally, the last
hypothesis that there would be no within-subjects sanificdifference between
the performance in the two types of representations, pictmé verbal in the

self-constructed diagram conditon was found true.
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This experiment generated several important findingst, Rihere was no
difference found in the target performance of pictorial ambal source
representation in the SCD condition. This was attributethd@opositive effects of
SCD on the verbal representation, where both (source ayet)taepresentations
are externalized in a personal way that help in undhelista and retrieving the
relevant information which may faciltate transfer.c&ad, when SCD was found
to be equaly effective in increasing performance ie #trategy level of
similarity, with the target problem. Finaly, a signiitadifference was found in
the SCD and ND conditions in the target performance dfalesource. This was
obviously because SCD helps buid a personal version ofuba groblem in a

different modality, wherein a verbal representation is reexdiunonverbally.

Overall Discussion

This study aimed to assess the effect of self-supportodetbuch as SE
and SCD to strengthen those mental processes that ovee tb be crucial for
transfer in soling problems that involve a mulistep psecelo achieve this
purpose the study used non-domain specific everyday problemstindefac
process of weighing heavy objects or measuring out substasithout adequate
tools. These problems did not require any specific prior knowlddgiesome
insight to discover the crucial steps required to solveptisblem in the source
and transfer the solution to the target problem. The probigere pictorially
represented in the source whie the target was irveheal format to help make
comparisons of transfer performance in various levels mifadies (abstraction)
in all experiments: SE in Experiment 1, modality of repmegien in Experiment
2, and SCD in experiment 3. An overal discussion of eathesé experimental

manipulations in this study is briefy undertaken belowjoi@d by some
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specific contributions of the study along with its linas to serve as

motivation for further research.

Modality of Representation

The medium of representation (verbal or pictorial) is goomant factor
affecting the qualty of transfer performance. Howevere tubject of the
problem and its purpose often determine whether it lendf d@ssily to a
particular mode. The problems here required understanding aesprothat
involved working with objects differing in size and funcéibmelations. Thus, the
choice and design of the problem tasks was a crucial stepndoring the
empirical value of the study. Among some criteria laid ddam selecting and
developing the problem tasks was that the tasks should bestwwrphic non-
domain specific tasks (source and target); should lend ehesiseasily to both
pictorial and verbal representation, and should depict absteyep process or a
procedure.

It was observed that there was a lack of systematistigeion regardm
analogical reasoning with diagrams as compared to verbslwls perhaps due
to the difficulty of constructing diagrammatic source l@gg in terms of time and
efforts. In this study, the researcher made a pioneeffiig t® illustrate how to
design systematicaly and informationally equivalent baer and pictorial
representations of non-domain specific problems in analogg@esoning.

In Experiment 1, only pictorial depiction of such a problem wsesd on
the assumption that it wil not only reduce the cogniived of interpreting the
meaning of these objects but would also prove more helpfabmveying the
procedural details of how these objects can be operated or latedpélthough

the benefits of this representation were not questioned,ebdfawing conclusive
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inferences regarding the effect of pictorial representain transfer performance
it important to examine the comparative effects of thetogisd and verbal
representation of the problem in different levels of ainty in Experiment 2.
The verbal and pictorial versions of the problems involvediriagstheir
informational and computational equivalence. According to hark Simon
(1987) inference from a representation depends upon what opeaxstoevailable
for modifying and augmenting data structures. Compari r@presentations,
sentential and diagrams, depends on how these are orgatizethta structures
and on the nature of the processes that operate upon therobldm analysis, of
the pictorial and verbal versions of the source (Art 1 prgblend their verbal
target the Almond problem, was undertaken to indicate théar skauctures and
the process soluton. Figure 8.2 shows the verbal and pictsoaice
representations (versions) in procedural level of sityilaifhe intial states of
the verbal and pictorial source and the target problemgiera along with the
required goal state, the inherent obstacles and the proceduesach the goal
solution. This analysis of the problem shows the extent Hiohwthe information
data is congruent with the computational requirementshef solution in each
modalty. On the other hand, a comparison of the two repatieest (columns 1
and 2) helps understand the probabiity of equivalence inrimgeinformation.
According to Stenning & Oberlander (1995) two strategiesuassl for
enriching diagrams; create muliple diagrams and augd@grams with new
symbols. They refer to the limited abstraction representdtisystem (LARS) as
a type of complex diagram which abstracts over several sned@re each sub-
diagram corresponds to one model depending on the precise tat@prdn this

thesis the researcher used both strategies (in refimgséime source problem
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pictorialy) to convey the meaning of the objects thatd&pendent on the
multistep process sequentially depicted in four picturesthét same time each
pictorial frame corresponds to the specificity of representatwhich is

characteristic of (MARS) or minimal abstraction repres@mal system.

In Experiment 2, transfer performance in the pictorial esgmtation in
the source was found to be more effective than verbatniergl and procedural
similarity in particular. This is in line with theews of Zhang (1997) and Cheng
(2002) where the former advocated that an appropriate reptesershould
faciitate  recognition based memory and Cheng argued thitorial

representation is often more beneficial then text.

Verbal Source Representation art gallery Source pictorial representation Target problem the almond problem

Initial state: *Initial state Initialstate:
* 42 g of paint * hox of 39 kg of almond
* 3 measures 3,9,14 g *Mother and her 2 sisters, must had an
Q‘_E' 8 .' ' equal amount
*weighing instrument

= three measure 12,9, 5 kg

Goal state: Goal state: Goal state:
get 16 g of paint get 13 k of almond exactly

Obstacle: the instrument will not hold

Obstacle: more than 20 k at a time.

Onlythree weight available 8 'i To get the required amount instrument and
the 3 weighs

Procedure: ! g T Procedure:

*weigh the paint against 14gms > = . =weigh the Almond against 12 gms

*Putitinone side ! ' =Putitin one side

*Then weigh the paint against both 9 & — =8 *Then weigh the paint against both 9 &

3gms Sgms

*The remaining is the required amount ' *The remainingis the required amount

(In other words she had to subtract " :& é7

These 3 weights from the whole amount.)

The Goal : The Goal : the rest amount in The Goal:

16 gms of paint Thejar 13 kg of Almond

Figure 8.2: Problem analysis of the verbal and pictorial source pnsbénd their
verbal target.

Additonally, according to Larkih & Simon (1987) the advantagds
diagrams are computational, that ‘®liagrams can be better representations not

because they contain more information, but because the indexing of this
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information can support extremely useful and efficient computatiom&kpses.

But this means that diagrams are useful only to those who know the apt@opria
computational processes for taking advantage of them. Furthermore, anprobl
solver often also needs the knowledge of how to construct a “good” diagram that

lets him take advantage of the virtues we have discussed p. 67"

In the same way Zhang (2001) also observed that the type of
representation determines what information is perceived praicessed. For
example, in a classical verbal representation the semaetning of the words
wil govern how relatons are drawn whie in a pictorapresentation a person
often perceives the intended meaning and either adds, sdeleteansforms this
information.

Another important determinant of transfer performance he level of
similarity or abstraction shared between the source angéttaroblems. This is

taken up below.

Levelsof Abstraction

Analogical reasoning usualy involves the process of iigiagt the
underlying structured isomorphism in one (the source) aqmlyiag it to solve
another problem (the target) that could be solved by usirgimiar but not
identical strategy. As the analogical approach is considewdtievel in nature it
thus depends on, and is guided by, the level of representatidime i source
problem. Understanding pictorial and verbal information proagsain different
levels of simiarty was considered equaly important dentifying the
mechanisms that optimize analogical transfer. The prdpalo successfully
solving a problem by analogy is greatly determined by theedegf diversity (or

simiarity) shared between the source and the target gmmebl Chen (1996,
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2002) proposed three levels of simiarity that reflect thiatioes between a
source analogue and a target problem as faloMe first type is Superficial
simiarity, where the problems may be simiar or differamt their surface
attributes, such as objects or characters in the soudtdasget problems. The
second type is Structural similarity, where the sounug t@rget may share some
features, solution principle, or causal relations amongkéhe components. And
the third type is Procedural simiarity between the sousmd target which is
considered as an important factor for faciitating thensfex of the solution
process. Thus, problems may share the same superficibutaftr structural
features or procedural processes or they are different. ttfbe experiments
reported here investigated how people process information atenlifidevels of
similarity. In the first experiment, problem-soling afl #ree levels of
similarity was undertaken, while the intermediate arghehi levels (strategy and
procedure) were applied in second and third experiment. Asistemt
assumption in all the experiments of this study was that process of
implementing a source solution (transfer performanceipflienced postively by
the procedural level (simiar procedural detais) of wigtishared between the
source and target analogue. Consistent with previous gindodoncerning the
effect of procedural simiarity (e.g., Chen 2002; Gick & Holyd&®80; Gentner
& Markman, 1993) this study also provided evidence that theepural level
of simiarity elicited more cognitve processes that dye@fluenced positive
transfer performance. Soling problems by analogy begins thdthmechanisms
of noticing and mapping analogical relations between thecesoand target
problems, which have been examined extensively in otbeiest(e.g., Gentner,

1989; Gentner & Markman, 1993; Ross, 1989). In problems depicting a @roces
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the superfcial simiarites were found to be as clities the structural (the
operational details) in the source problem for mapping and nwepténg it in the

target problem to reach a goal. For example, in the Arei@giroblem (Figure
8.2) in the source for the Almond target problem, if a particisalects the small
weights to map with the large ones in the target itldvoesult in wrong mapping
and implementation. According to Ross & Kibane (1997) when dbgcts

between the problems were identical, they were often nassigo the same
variable roles. In problems that lack superficial sinylarfexample strategy
level) there is a tendency to notice the correspondencesheoulissimiarity of

the objects may make the correspondences less compelingeto wWhus, the
effects of superficial simiarty on mapping and implemgnta process solution
are somewhat contrary to Gentner’s views. High superficial similarity of objects

and their structural roles tend to faciitate better nmgpprhis feature associated
with process based analogical solutions, therefore, may cdigrity in

applying a soluton to another problem situation. The sesat this study
provided sufficient evidence that implementation of a feaoiution is associated
with the effects of procedural similarity on transfer.afllls, participants receiving
source models simiar in procedure to the target solutiore vietter able to
generate complete solutions than those who received sowrdels with strategy
level of simiarity. Moreover, it was also found that tefect of procedural
similarity became more profound when combined with self-suppwthods of

SE (Experiment 1) and SCD (Experiment 3).

The Self-Support Methods (SE, SCD)

The major concern of this research was to explore tbetefbf SE and

self-constructed diagram in problem-solving by analogy.  Bsdii-support
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methods were found to be effective in transfer performanc&xperiment 1, the
think aloud protocols served a dual purpose of determining theenaf (type
and sequence) cognitve processes involved in solving thieleprs used in this
study and assessing the impact of SE on transfer perfiemdie cognitive
framework derived helped understand precisely where and owdthod of SE
was instrumental in helping a person solve problems by@naEelf-explaining
aloud not only helps externalize the internal represemtaif the problem but
also activates the audio sensory memory. Thus, when a pacfegly engages
in a dialogue with himself to explain and analyze tHerrmation in the source
problem it perhaps strengthens memory traces in the tehortmemory or helps
in cognitive offloading thereby increasing the probabilty isf retrieval and
subsequent transfer. The protocols also revealed that StBdmers particularly
effective in promoting the cognitive sub-processes ofenfee considered crucial
in the target problem such as goal directness, judtificeind mathematical
elaboration by frequently indulging in the meta cognitaetivity of monitoring
progress, filling gaps and /or overcoming problem constraints.
Self-constructed diagrams are an extension of SE wheperson self
explains with diagrams. This method provides the benefit df lesternalizing
and re-representing information in a simiar (pictoriald adiagrammatic) or
different format (verbal to diagrams). Generating persahaiches scaffolds
information processing that helps simulate a procedure rilagt get stored in
LTM, thereby increasing the probability of access andewetti Moreover, the
SCD proved to be equaly effective in the verbal represamtand the strategy
level of simiarity. Whie the former was attributed ®CD providing a re-

representation in a different format or more than one septation the latter was
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because it also helped a person adapt and map dissimibetwsen the source
and target overcoming the dificulty observed by Ross &afi (1997) that
superficial dissimilariies make them less compeling use. Analysis of the
protocols of both SE and SCD revealed that participants whdested the
cognitive processes of Explanation (Labelng, Combination, Casuoparand
relatons) and Inference (goal directness, mathematielaboration and
justification) in solving the source problem were able twlagize (selective
encoding, mapping and transfer) more efficiently. It wasclodad that the
condition of self-support methods, SE and SCD, tended to induce cmnitve
stress for encoding information as thoroughly as possible umagrstand all
aspects of the problem which made retrieval and the @®cptocess more
spontaneous whie soling the target problem. The study pdoveldiicient
evidence for SE and SCD as alternatives for extermgdosti methods such as
gving hints or multiple representations (not always tesiwhie working with
analogies.

A comparison of the methods of SE and SCD is shown in FiguBe
Both the methods reflect a person’s depth of understanding. Some other
characteristics shared by these methods include indtiengieed (self directed)
to explain, monitor and focus more on the problgs. mentioned earlier both
methods initially create some stress to explain or drawebebtualy they serve
the purpose of cognitve offioading. The important differenae these two
methods relate to points 6, 7 and 8 shown in Figure 8.3. WHikE ithe mental
manipulation of information involves problems of forgettingalvinformation or
failing to connect it, which may affect the cognitveogess of noticing; in SCD

there is less possibiity of forgettihg because of concigteulation of the
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problem that faciitates noticing. In point 7 there is a Ipessibiity of
integration of experience with the LTM in SE comparedtdohigh possibility in
SCD. Finaly, retrieval in SE depends on verbal memoryealghile in SCD it
depends on both verbal and pictorial memory.

To conclude, it is an establshed fact that analogies aareeffective
cognitive tool for enhancing learning. However, people yatehd to notice
analogies spontaneously because they often find difficiity deriving the
essential information and adapting or applying it to a néwatien. This
compelled researchers to use different techniques ofnakteupport (such as
hints, schema induction,

multiple representation etc.) tWuce& analogical

reasoning. The way in which these twdf-support methods were used in this
study has contributed to our understanding of how we can zptime benefits

of analogical reasoning in situations and environmerts db not permit external

support methods.

SELF- EXPLANATIONS

1. Information is presented in pictorial or verbal format
2. Process through the audio and visual sensory

3. Constructs a verbal mental model through VB

4. Cognitive load occurs because the of stress on the learner to
understand and explain

5 .Offloading occurs when the learner talks it out or explains it.

6. Mental manipulation of information involves problems of
forgetting vital information or failing to connect it affects the
cognitive process of noticing.

7. Low possibility of Integration of experience with the LTM
8. Retrieval depends on verbal memory.

9. Monitoring through referential activity to fill gaps and derive
complete explanations

10. It reflects the depth of understanding
11. The need to explain makes a person focus on the problem

12. Learner tends to be self directed.

SELF-CONSTRUCTED DRAWINGS

1. Information is presented in pictorial or verbal format
2. Process through the audio and visual sensory
3. Constructed a verbal & pictorial mental model through SCD

4. Cognitive load occurs to create a re-representation
diagrammatically

5. Offloading occurs by drawing the internal representation

6. Less possibility of forgetting because of concrete simulation of the
problem that facilitates noticing

7. High possibility of Integration of experience with the LTM
8. Retrieval depends both on verbal memory and pictorial memory.

9. Monitoring through Referential activity and frequent inspection
of drawings helps complete the depiction in drawings

10. It reflects both depth and vividness of understanding

11. The need for deriving an explanation from drawings makes a
person focus

12. Learner tends to be self directed.

Figure 8.3 Comparison of self-support methods SE and SCD

333




Contributionsof the Study

Although the use of the methods of SE and SCD have beealgmtefor
enhancing learning performance, the uniqueness of tioidy slies in the
methodology developed by the researcher to achieve its purpuse was to
enhance transfer performance in problem-solving by analdbg. benefts of
pictorial representation have been often underscored butwiey rarely used in
analogical problem-solving due to the dificuty of consingcta pair of
isomorphic problems. Chen (2002) depicted an everyday problem through
sketches in the source problem but did not describe systaigatiow such
representations can be developed. In this study the researsbd a systematic
method for constructing isomorphic problems both pictorialy aedbaly the
details of which are gven in Chapters 3 and Appendix D. cifigpdy, the
researcher adapted several novel problems to depict ther ldhwels of simiarity
in two modalities in the source problem.

The researcher also developed a unique method of analgzibgl \and
drawing protocols that are of use to the field of analogirablem-solving.
First, to analyze the think aloud protocols, the researctryduced a coding
scheme (Chapter 4). Second, the researcher developedsthendwn method
for analyzing and coding drawing protocols (Chapter 6). ¥in#le most
significant contribution of this thesis was the development of “The Generative
Procedural Model for Analogical Problesoiving”. The model depicts what
cognitive processes take place in the working memory, and thewSCD
diagrams helped integrate information between the sounde target problems

that influences the process of transfer.
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Educational Implications

A major interest of the researcher has been to underetam self-support
methods can be appled in educational settihgs. The expeiimgndings
demonstrate that self-support methods (such as SE and B&v®)educational
implications for enhancing learning and problem-solving IsskiThese self-
support methods stimulate discovery learning by inducingea¢tvolvement and
meta-cognitive activities that are essential for reducpassive learning or
motivational problems in students. Early training in amplg and drawing help
inculcate in chidren analytical and critical thinkirgkils and creativity. These
methods can become an integral part of teaching methodsulpdytin complex
tasks that need some scaffolding of information. Teachersideatiy perceptual
errors and problems of comprehension. Thus, the method of S@b effective
self explaining method for enhancing learning that banused by chidren and
adults. Therefore, is a need to conduct studies focusing aglopieg SE and
SCD skills in chidren. In a pilot investigation the @sder examined the effect
of SE/SCD training. This investigation involved threeldoén (grades 4 to 6).
Each was asked to use SE /SCD to explain the passage othfoagh the
digestive system. In another investigation seven ehidn the same age range
solved problems from the Raven's progressive matrices usiyg SE. The
chidren demonstrated success in using the acquired BE/SKIls in
understanding the subject of learning thereby indicatimg training in such
processes is beneficial.

Further studies, of analogical reasoning using self-supp@thods in
math, statistics or other abstract scientific conceptsiicgarly among chidren

are needed.
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Limitationsof the Study

Although, the study is considered unique in its methodobdpas some
inherent limitations related to the experimental dedige, tasks chosen and the
analysis of the results. These are undertaken below.

The am of this thesis involved examining the effecfs procedural
simiarity, type of representations, and the self supporhadst in overcoming
difficulties of implementing a procedural solution in anglag problem solving.
Therefore, the task had to be multpurpose; involve uadhelisg and
implementing a process, be represented in different lefedgnilarity where the
procedural level could be distingushed from other levels, presented
verbally/pictorially, and generate enough think aloud aravidg protocols to
identify the cognitive processes that aid or impede tramsfeiormance.

Researchers investigated analogical reasoning by calssinalogy
(Sternberg, Kaufman & Grigorenko 2008), or narrative anaibfplyoak 1984,
Pedone et al., 2001). Classical analogy could be used as ardbfidural, but it
has only one relation such as AB that could be figuret applied to C:D with
no procedural information involved. Thus, it has a low probatuitygenerating
qualty protocols to determine the underlying cognitive pree®scrucial in
analogical problem soling. Therefore, they were not suitfvlehe aims of this
study.

Domain free problem analogies are simiar to math word prsbleut
differ in that the structural relations is embedded inaaation that requires no
prior knowledge and sometimes also includes an element oht.insThe
researcher used Chen’s Elephant problem as it was an everyday problem that

required no prior knowledge and buitt to examine preciseletleet of different
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levels of simiarity represented pictorially. The problemthwan element of
insight, is considered neither il defined nor a well @efirproblem. This feature
of the problem made it potentially high for generating tyugirotocols and
therefore, it formed the basis for all tasks used instudy.

Both the source and target problems required insight andnarete
procedure to solve it. Nevertheless, this inherent propertipsght itself has a
tendency to become an obstacle that affects the int@ipretation, particularly
in pictorial representations, of the problem that is consideneportant. For
example, some interpreted the pictorially represented squnalglem of the salt
as doors and windows, which subsequently affected the trapsieess. In
verbal representations the lack of insight sometimesdelbaping (repeating the
same idea). Therefore, insight problems tend to be more ahieeto individual
differences that were not taken into account in thidystult is speculated that,
although the insight problems served the purpose of the $tydgxposing the
underlying cognitive strategies, a problem task not reguirisight may perhaps
increase the effectiveness of the self support methodseingthening the process
of understanding and reasoning as wel as helping overcolnstacles to
problem solving.

Representation of the problems is another issue that cdielt the
results. In this study the pictorial representation oft#sks in the source problem
consisted of a series of pictures depicting a process pdsdmrizontaly
(experimentl) in four progressive frames. This createceralehcy to perceive
each frame in itself or faiure to notice the connechbetween the pictures. Using
a Vvertical presentation (experiments 2 & 3) along wittoves to show the

connection between the frames did not make much different® performance.
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However, using animated instead of static representationldwhave most
probably improved transfer performance by reducing the memalpulation of
objects as found by Pedone et al. (2001) in the Dunker problemefdree other
methods of presenting pictorial representations wil ec#yrtacontribute to our
understanding of the role of presentation in analogicadoreag.

The study also had some methodological shortcomings. As atmples
was restricted to female undergraduates it cannot beafjee, hence there is a
need to investigate how the self support methods enhaaoande outcomes in
analogical reasoning in mixed groups of different ages.

A limitation of the study related to analysis of the datahat it did not
deeply investigate the different reasons behind faiurknalyzing the type of
errors that occurred whie soling the analogous problemddwamovide more
insight into the dificuties encountered in soling profde by analogy.
Specificaly, a comparison of the type of errors that occer tupictorial and
verbal representations and levels of simiarity in SB &CD conditons would
have extended the scope of the study.

Another important issue is related to the scoring of #®panses that
affected the results. For example, the maximum scorehdoelephant source and
target problem is 4 and the minimum is 0. This method tendedolapse
variations in responses and classify them into broad c&tegéssigning a score
to each correct step would increase the range of scodeprahably deepen the
analysis, generate more variation in performance resafid at the same time
reveal a more precise pattern of cognitive responses.

Idealy, time should be used as a constraint in all probleiving

situations to compare performance or learning outcomes.isirsttidy it was not
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used purposefully in order to elcit maximum protocols. Perhagpeducing a
time constraint condition would help know the extent to wiiticimfluences the
effectiveness of the self support methods of SE/SCD.

Finaly, the study did not use video recordings that couldovige
additonal information particularly in cases of faiure. laddiion, video
recordings of SCD would reveal precisely how a person wdrbuta
rerepresenting the problem which can help identfy behaiopatterns of
interpreting analogical information.

In view of the above contributions and limitations of thadgtthis line of
inquiry needs to be continued particularly involving the followisgues.

As the study established to a great extent that SCD efiastive even
when the information shared between the source and taggetow in simiarity,
it is suggested that studies be conducted focusing on tisngself support
method in problems of various domains that do not lend themiseksily to
representations in higher levels of similarity.

The study also identified the effect of SCD on cognitivedcesses
considered crucial for successful transfer. A deeper paton of the effect of
SCD on each of the cognitive processes in isolation deoke~or example, how
much of the actvity of combining and comparing informatiol affect the
other processes in general and transfer in particular?

Mapping is the most crucial process in an analogy thabmingent on
the process of explanation and inference. It would be wolthwdi study the
effects of training in developing cognitive skills in theajor cognitive process of
explanation that would enhance the abiity to draw straictalignment of

commonalities rather than only superficial features.
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Lastly, the right to left direction of presenting picturés the source
problems had a significant impact on transfer performanceAfabic-speaking
participants. Therefore, those producing diagrams whie ngviproblems of
analogy, such as, educators, textbook publishers, etc shoulchtaleaccount the
cutural mental sets of the people for whom these problemsn®ant. For

example, diagrams should be read in the same direction a&xtheould be read.

Overall Conclusion

Research in analogical problem-solving has often sulagehti that
analogies require supportive methods lke hints, schema tiowuor muliple
representations, to initiate or increase the mental @eseghat optimize
spontaneous retrieval of the information from the sourak raapping it to the
target problem.

This study which furthers the work of Pedone et al. (2001) @hen
(2002) has made some significant contributions to the field amdlogical
problem-solving by adding to our understanding of how people elerrtheir
reasoning. It introduced a methodology for constructing diagedin
representations and analyzing drawing protocols, which fdcuse examining
the mental processes that affect the interpretation mbhalem in the source and
implementation of the solution in the target problem. It h&® highlighted the
importance of self-support methods as opposed to external methodsas
gving hints for noticing links (between source and trger using muliple
representations to help develop a schema and induce acth@pgtn. The
outcome of the study was the proposed model “Generative Procedural Model of
Analogical Problem-soiwg” to depict how analogies are processed and
successfully implemented (transfer) by using the spiper methods.
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To summarize, the study highlighted that procedural lefelsimilarity
positively influences transfer performance. Pictorialpieferable to verbal type
of representation in the source when the problem involvpgtidg a multi-step
process requiring manipulation of objects. The SE method plsiinluences
transfer performance by inducing active participation anetarognitive
activities. The limitation of this method was dificutiein holding and
manipulating mult-componential information in the workingpemory. The
condition of SCD was found to be an effective scaffold for preidelving. Its
benefts were seen across types and levels of repr@sentébat is, besides
being effective in pictorial representaton and procedunalasty it also proved
to be effective in verbal representation and strategl lefs simiarity. The SCD
had a direct impact on elciting and optimizing the cagnitprocesses of
retrieving and noticing similariies and differences tie source and target
problems, drawing important inferences whie keeping the treams in view,
simulating a process in a concrete way and gaining guogleknowledge in the
LTM for future access. The study provided new insights into the nature of
analogical reasoning by contributing to our understandingh@& people
perceive process and implement knowledge gained from pictgs of

information. The factors that influence the transfefeafing in general.
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A. MATERIAL USED IN EXPERIMENTS 1

A.1 The “Elephant” Target Problem

Many years ago there lived in China a young man. Wishing to further his
education, he went to a wise man in a remote land.

“Master,” he said, “if you will allow me to study with you for one year, I
will give you, in payment, this elephant.” And he displayed to the wise man an
elephant, strong and beautiful.

"How much does the elephant weigh, my son?" asked the wise man.

“I do not know, Master” the boy replied.

“Weigh the elephant. Come back tomorrow and we will begin to learn
from each other."

”So the boy left, running through the town, looking for a scale to weigh
the elephant. The largest scale he could find, however, was only $0a200
pounds. "The next morning the boy sat, despondent, under a big tree, on a rocky
river bank. As he watched, a boat came into view; the old manreveisg
toward him. The old man got out of the boat, went to the boy and sat down

“How much does your elephant weigh?”

“I cannot find a large scale, master.”

“It is not the elephant I am measuring, my son. It is the student's thinking.
You have everything you need to weigh the elephant. When you have done so, you
may join me.” And the old man stood up and moved up the path to his school,
leaving the boy with the problem (Chen, 2002).

Figure A.1l: Tools for the target elephant problem

The source problemsr The “Elephant”

The source problem for “Weigh the Elephant” was presented in the
pictorial schematic models for each of the three levelssimiarity: principle,

strategy, and procedure.
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ﬂ 4

Figure A.4: Procedural level of similarity

A.2 The “Salt” Target Problem

A cook needs 1 gram of salt to season a special meat he is cooking. When
he opens the drawer to get a measuring spoon, he finds out that he has only an 11
gram measuring spoon and a 4-gram measuring spoon. How can the cook
measure out exactly 1 gram of salt?

The source problems for the "weighing the elephant” was presented in the
pictorial schematic models for each of the three levels afasity Principle,
Strategy, and Procedure.

AN )
AN 3
[ —41 \D 115\:43
L\.__ g = ..J:

Figure A.5: Tools for the target salt problem
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The source problems ffd’he “Salt”

The source problems for the Salt were presented in tlwrigdictchematic
models for each of the three levels of simiarity: Rplac only, Strategy, and

Procedure.

Figure A.8: Procedure level of similarity

356



B. THE CODING OF VERBAL PROTOCOL FOR PICTORIAL
REPRESENTATION

The methodology of constructing the coding scheme is morea of
chalenging task in the pictorial representation (PR) psoved to the verbal
representation (VR). This is mainly due to the fact ithdhe VR there is a great
deal of consistency in understanding the problems among p#récipants
whereas in the PR, each participant may have his/her iaterpretation of the
problem(s). This is perhaps why many reliable coding schehasre been
developed and used in VR over the last two decades (e.g. GkplBat al.
(1989); Renkl (1997)Ainsworth and Loizou (2003)). One of the main aims of
Experiment 1 is to develop a systematic coding methodology For A pilot
study of six (6) participants was conducted with the obgcof gathering
information about the type of PR protocols generated duriniggioad problem-
solving. The coding process involves two main stages: ardatipn and
segmentation. Determining the type of cognitve procesgeserated (eg.
Explanation, Inference) whie soling the problem is referteég categorization
whie the process of segmentation involves dividing thgsetocols into
measurable units (eg. This is a glass, and this is a l@ardgaiger, this is a tap of

water, dripping water). This two-stage approach is described below.

Categorization of the Protocols

The categorization process was developed based on analogicanprobl
solving theories such as: Componential Sub-theory (StggnkE987, 2000),
Structure-Mapping theory (Gentner, 1983), Pragmatic and -btuitraint

theories (Gick & Holyoak, 1980, 1983), and the models of Chi et al. (129&D)
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Renkl (1997). The objective was to determine the type of a@gptocesses and
sub-processes involved in analogical problem-solving. Tkeareher analyzed
the protocols, and initialy Model 1 (Figure B.1) was constdicto depict the
categories of cognitive processes, which may be classfedliavs:

Selectivity: This processes helps distinguish betweffgctive sub-
processes that lead to correct solutions and ineffectivepsacesses that lead to
wrong solutions. In the case of the Elephant problem, theipant must encode
or identify the defining attributes of each term in #malogy just as A: B: C: D
(or, large container: small container:: elephant: stone).

Inference This category has been used in order to distinguishattiers
(who infer the steps for problem-solving) from non-solver® wiid not notice
the structural simiarity between the two situationsferting correctly means
seeing the relationship between the first and the setmnts in the analogy (A:
B) or between the objects (large container: small cemgirin the source of the
Elephant problem used in this study.

Mapping Mapping refers to identifying the corresponding elements
between the source and target problems and applying tleturstticoncept from
the source to the target. In this experiment, the orfip between the source
(large container) and the target (elephant) must bppedh in the elephant
problem.

Transfer This process involves applying the relationship observed
between A: B (large container: small container) to GEBphant: stone).

Goal Directness: When participants see or discover theingtie source
or the target problems, this affects information gathetogreach an effective

solution of the problem.
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Mathematical Strategy: This process indicates whetteerpdrticipant is
able to use and understand mathematical relationships dretsizes of objects
and quantity of substances.

Justification: In this process, participants provide reasonsciioosing
from various options, elements, or processes that help sehgrablem.

Meta-strategy: A reference is made to a plan or strategy for soling the
problem.

Monitoring: Monitoring expressions are of two types (positive or
negative) and emerge from a participant's perception /Ehigbiity to solve the
problem.

Paraphrases: These are comments that either re-dtateiswsaid in the
text, or verbalize what is shown pictorially.

Obstacles: These are comments that relate to percemastiraints in
problem-solving.

Other expressions: refers to responses that do not fit iatocdding

scheme.

359



FiEmae SR EY 2
¥ _ < " . Mum of line.
ame—2 HUDA SAIFUDDIN Num of min

DERCRIPTION TE num of kseas
e 3 proc- explaination Selt Pro. Coring Modalfor

N
Analogical problam sobving :
a
I
Justification
Cigar goal
basa
0 Targst

I
SOMIMUBE Inferancing Seleciivity & inferincing
o Target

Salective
Encoding
Salactive
Combination
o

Seleciive
Combination

Fallurg
fo solve

Selaclive i
e

abstales
m el
o
manatoring

rgalive

Othes Expression

Figure B.1 Model 1: The inttial Categorization model for ynay the verbal
protocols

The inttial categorization model (Figure B.1) was evaliaty two
independent coders. They received model Bl, the cognitive pesceasegories

proposed by researcher, and a copy of the six-participant bookéetcorers

made the folowing suggestions:

e Redundant and un-necessary processes should be elminated, by
combining the processes of selectivity and inference foh bot
source and target problems in one main process caled dmiana
(encoding, combination/comparison, relatons and  noticing
coherence).

e The processes of goal directness and monitoring should be
considered as main processes.

e The sub-processes of mapping, transfer, and justificatop ma
main processes.

According to these suggestions, model B-2 was constructegrasdnted

to the coders for further suggestions.
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Figure B.2 Model 2: The first stage of modification for thet€gorization model
Per the coders suggestions, a second main modification wssnfgd by
combining the processes of mapping, justification, math eladograand transfer
to be subprocesses of the “processes during problem solving”, resulting in model
(Figure B.3). The model was further modified, for the thinaet by the coders,
requesting more elaboration on the sub-processes. Thesecatiod#i were
implemented in model 4, shown in Figure B.4. At this stage,ctiders applied
the coding scheme on the participants’ transcripts, resulting in more modification

for the fourth time.
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Figure B.3 Model 3: The second stage of modification for #e@orization
model

After continued discussions with coders, the researcimalizéd the
categorization of explanation, inference, and analogizifggrev the former two
processes applied for source and target problems whie éneplatcess applied
for the target problem only. When constructing the scoshget (Table B.2)
according to The Cognitve Process Model (CPM) (Figure Bdifjerences
between correct and incorrect actions were taken into atgceug. correct

encoding and wrong encoding also.

LLLLLLL

e 3 proc- explaination
T

Coding Mol for
Ealt Fro. Analeghal proslam sehing

Figure B.4 M odel 4: The third stage of modification for the Categorization
model
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The Cognitive Processes M odel (CPM )

Three top-level content categories were identfied: Enqoien,
Inference, and Analogizing. Whie the solution of the source emublonly
required the cognitive processes of Explanation and Inferdmedarget problem
involved all the three content categories. Broadly, Explanasind Inference are
regarded as the processes of understanding the problem flerantlifaspects.
Analogizing is the important process of deriving the analogwd®n the source
and target problems for achieving the right solution. Ofercesses, such as
Monitoring and Paraphrasing, involved in both the source aneéttargblems

are also included.

Type of Ideas

Explanation Inference Analogizing

Labeli
& 'lmg Encoding
Comiinalio Mapping Transfer

. Justification Math Goal  Other
Comparison Elaboration Directness

v

Relation

Obstacles Paraphrasing Monitoring

N

Positive Negative

Figure B.5: The Cognitive Processes Model (CPM).

Note: the categorization and its reliability was disedss Chapter 4.

An example of the coding:
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Figure B.6: Procedural level of similarity

The protocol:

OCxeNoOk~wNE

This is a water tap (combination)
dripping water (combination)

and filling the glass (combination)
the first picture like (other)

the glassis filling (comparison)

in the second one (other)

two glasses (combination)

the third one (other)

is almost the same as the first picture (compaiso
the water is dripping to fill the glass (combiraat)

In the fourth picture (other)

The glass is filled more (comparison)

now ....

the container is full (comparison)

and the glass is halffull (Relation)

Target Problem (Salt problgm

The Protocol:

VoNoO NP

We have several things here (labeling)

container or jar (labeling)

the salt container (labeling)

but we don't know the quantity that possibly cansaconstrain)
the chef(labeling)

the piece of steak (labeling)

Acollection of containers (combination)

whose capacity we don't know(constrain)

two spoons (combination)

without any guessing (constrain)

the first 11 gram spoon (labeling)

and the second 4gram spoon (comparison)

we can possibly use the 4 gram spoon (mapping)

but, here there is a big part ofguessing (mapping

how are we going to solve this problem(constrain)

It might be the chef(error/ constrain)

| think the chef(error/ wrong mapping)

He is like the wise man who has the experienceiigrencoding)
we will choose the chef(wrong encoding)

Maybe

the chefwill be able to solve this problem (wrosrgcoding)
the chefobviously

has all the tools (wrong encoding)
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24. the chefwill solve the problem (no transfer)
Table B.1:

The Code Definitions

1. Labeling Names the objects and understandst The large object is identified as a
symbols in the problem container,a measurement, a boti
orajar

2.Combination Combines and compares the encodec The large object is bigger than ar
information in the picture. two small objects.

3.Comparison  Combines and compares the encodec The large object is bigger than ar

information in the picture. two small objects.
4. Relations Understanding the meaning of the The large container equals the fol
process depicted in the picture. small ones / the two sides are
equal

5.Mathematical Uses or understands relations betwee  10+8+6+4 = 28

Elaboration quantity of substances and sizes of 20 +8=28
objects. Or the large one equals4 sma
ones.
6. Justification  Clearly gives reasons for choosing “The marker is high because the

from various options that which help trayis empty"
solve the problem.

7.Goal States that the goal of the problem.  is to find outthe weight of the
Directedness large object
8. Encoding Names the objects and understandst The elephantis the same asthe t

symbols in the problem and retrieve tt object
similar information

9. Mapping Identifies the corresponding The large object = the elephant.
components in the source and target The tray = the boat the small item
problems. = the rocks

10. Transfer Applies what he/she has learnt, from The elephant is equal to a sum of

the source to the target problem, to g small objects.
a correct or partially correct solution.

11. Cthers Obstacles sentences

Note: The code categories are: Labeling, Combimg@mmparison, Relationdustification,
Mathematical elaboration, Goal Directedness, Enegdilapping, Transfer Others (Obstacles,
Monitoring, Paraphrasing, ).
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C. MATERIALS USED IN EXPERIM ENT 2& 3

1. Almond Problem (Target)

During the holy month of Ramadan the rate of duytér like dates, almonds,
pistachios and raisins goes up sharply. Therefdegvdamilies get together and buy a
box atthe whole sale rate rather than buy a kilono individually which costs them
more. Suppose your mother along with your two adetided to buya box of almonds
weighing 39 kilograms, which is to be equally daddamong the three. You were asked
to weigh out 13 kg of Amonds for each of them. wéeer, when you went into the
kitchen you found that there are only three weid@lat&g., 9 kg., and 5 kg. How will you
weigh 13 kg of almonds exactly without guessing asihg only these three weights
keeping in mind that the balance (weighing instruinedil not hold more than 20 kg. at
one time.

Source Problems (Verbal Representation):

(a) Art 1 Problem — Strategy level-

For the artgallery, Jumana was asked to makegelposter 120cm x150 cm.
She was given a gallon of 24 cups of paint. Sheles®d mix 15 cups of green paint for
this poster but she did not have the exact meastoweever, she had three containers
thatwill hold 2, 7 and 6 cups, respectively. Afserme thought she decided to use the
containers available. She filled the three contarvath the paint from the gallon and
got the amount required.

(b) Art 2 Problem - Procedural level -

For the art gallery, Jumana was asked to make tepddhe was given a 42
gramof paint. She needed to mix 16 grams of gpednt for this poster but she did not
have the exact measure. However, she had thresx ehit measures that will hold 3, 9
and l4grams, respectively. After some thought skeidg#d to use the measures
available. She weighed out 3, 9 and 14 grams flwnmpaint given to her. The
remaining was the amount required.

Source Problems (Pictorial Representation):

(c) Jug 1 Problem: Strategy level (d) Jug2 Problem:
Procedural level
() (o) e
T o
] ) (aof
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2. Lab Problem (Target)

Lujain is a laboratoryassistant. Abox of jars @oning sodium chloride was
delivered to the lab. All the jars contained anaquantity of sodiumchloride. She took
out 11 jars fromthe boxfor an experiment, platbetn on the table and left the lab. For
a shortwhile, to freshen up. During her abserm@the lab, Jana one of her colleagues
brought a similar jar that contained slightly moeantity of sodium chloride, and left it
on the table along with the other jars. When Lugame back, she was surprised to see
thatthere is an extra jar but did not know whide orhe balance in the lab will not hold
more than four jars on each side, and cannot be meee than three times. How will
she figure out which jar is the odd one out.

Source Problems (Verbal Representation):

(a) Ball 1 Problem — Strategy level-

There are twelve identical balls, but one is lightean the others. There is a
compression weighing machine or balanwhich can be used. To begin withwill
weigh 4 balls and record their weights, then | wdigh the second 4 balls, record their
weights again. If the weights are the samhen this means the odd one is in the
remaining four. Then | can use the balance to weighballs, if their weight is more
than half ofthe four ballshen the odd one is among thextherwise the odd one in the
last two, which can be compared.

(a) Ball 2 Problem — Procedural level-

There are twelve identical balls, but one is haatian the other eleven. There
is a weighing machine or balance which can be usebdegin with, | will weigh 4 balls
on each side ofthe balance. Ifthey are the sdrea, this means the odd one is in the
next block of four. Then you can use the balansecond time by weighing two on each
side. If the balance tilts on one side you know thathigher side of the balance is
lighter; because one ofthe balls is lighter. Ysa the balance a third time; to determine
which of the two is heavier.

Source Problems (Pictorial Representation):

(c) Bar 1- Strategy level (d) Bar 2 - Procedural level

367



D. TASK ANALYSIS FOR EXPERIMENTS 2& 3

Appendix D presents the task analysis for the source aget faroblems

presented in Appendix C that were applied in Experiments 2 and 3.

Task Analysis for the Almond Problem (Target)

During the holy month of Ramadathe rate of dry fruits like dates,
almonds, pistachios and raisins goes up sharply. Therefore a fewesaget
together and buy a box at the whole sale,redéher than buy a kilo or two
individually, which costs them more. Suppose your mother along with your two
aunts decided to buy a box of almonds weighing 39 kilograms, which is to be
equally divided among the three. You were asked to weigh out 13 kg of Amonds
for each of them. However, when you went into the kit¢clgen found that there
are only three weights 12 kg., 9 kg., and 5 kg. How will you weigh 13 kg of
almonds exactlywithout guessing and using only these three wejdletping in
mind that the balance (weighing instrument) will not hold more than 2Gkg.
one time.

e Initial State: A box of almonds weighing 39 kg
e Goal State: Required amount 13 kg of almonds.
e Resources: 2,9 and 5 kg weights and a balance scale.
e Constraints: No guessing, the balance wil hold only 20k at
time.
e Solution steps:
= Firstly weigh out 9+5 kg of the almonds from 39 kg
= Then weigh out 12kg

Outcome: The amount remaining is 13 kg.

Source problem: Art 1 problem, Strategy level, Text format fag&a
Almond problem. The Art gallery problem gives a strategy,ay not the exact
procedure to solve the target problem of weighing out a specific amount of
almonds. The strategy, illustrated below, describes how to fill tfierefit
containers and add them up to get the required amount. The problem for the art
gallery is stated below:

Jumana was asked to make a large poster 120cm x150 cm. She was given
a gallon of 24 cups of paint. She needed to mix 15 cups of green paintsfor thi
poster but she did not have the exact measure. However, she had three
containers that will hold 2, 7 and 6 cups, respectively. After some thoshgt
decided to use the containers available. She filled the three merstavith the
paint from the gallon and got the amount required.
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Task Analysis:

e Initial state: 24 cups of paint (A)

e Goal State: 15 cups of paint

e Resources: Three measures of different sizes 2, 7, and GRups
C, D).

e Constraints: No exact measure of 15 cups.

e Solution steps: B+C +D

e Outcome: 15 the required amaunt

Source problem: Jug 1 problem, Strategy level, Pictorial format for
Target Aimond problem

Task analysis:

e Inttial state: A large jug full of water and three mynglasses.

e Goal State: The water in the three small glassetheisamount
required.

e Resources: Four jugs of different sizes and water.

e Constraints: No exact measure for knowing the volume dérwa
needed, and also there are no measuring marks on any of the
containers.

e Solution Steps: Empty the water from the large jug ih® three
small glasses.

e QOutcome: is the total amount of the water in the tlglasses.
Figures (D.1 & D.2).
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FIGURE D.1: A) Jug 1 ProblenB) Solution steps.

Source problem: Art 2 problem, Procedural level, Verbal form for Target
Almond problem

This problem at the procedural level of simiaritydescribes not only a
strategy but also shares complete procedural details with thet targblem. The

problem for the art galery is stated below:

Jumana was asked to make a poster. She was given a 42 gram.of paint
She needed to mix 16 grams of green paint for this pdstershe did not have
the exact measure. However, she had three different measureslthald 3, 9
and l4grams, respectively. After some thoughe decided to use the measures
available, she weighed out 3, 9 and 14 grams from the paint given to her. The
remaining was the amount required.

Task Analysis

Intial state: 42 grams of paint (A).

e Goal State: 16 cups of paint.

e Resources: Three measures of different sizes 3, 9 andai$ (B,
C, D).

e Constraints: No exact measure of 16 grams.

e Solution steps: A- (B + C + D).

e Outcome: 16 grams is the required amount.
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Source problem: Jug 2 problem, Procedural level, Pictorial fam f
Target Almond problem (Figure D.3).

Task Analysis

Intial State: A seesaw balance with three weights different

sizes and a jar of seeds.
e Goal State: A required amount.
¢ Resources: Three weights of different sizes.
e Constraints: No exact measure and
e also the balance wil not hold all the

e Wweights at one time.

Figure D.3: The pictorial source problem in the procedural lef/similarity

Solution Steps:

o First, put the large weight on one tray of the balancd, anthe
other, put the seeds equal to the weight.

« Remove the weight and the seeds, and then put it aside.

e Then, put the two smaller weights on the balance, andurecast

seeds once again.

Outcome: the required amount is the seeds remainingeinar (Figure

D.4)
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Figure D.4: Solution steps.

Task Analysis for The Lab Problem (Target)

Lujain is a laboratory assistant. A box of jars containing sodium chloride
was delivered to the lab. All the jars contained an equal quantispditim
chloride. She took out 11 jars from the box for an experiment, placed them on the
table and left the lab. For a short while, to freshen up. During her &bsent
the lab, Jana one of her colleagues brought a similar jar that cahslgtaly
more quantity of sodium chloride, and left it on the table along withother
jars. When Lujain came back, she was surprised to see thatiglaarextra jar
but did not know which one. The balance in the lab will not hold more than four
jars on each side, and cannot be used more than three times. How will she figure
out which jar is the odd one out.

Task Analysis:

Initial State: Eleven similar looking jars of sodium cider of

equal quantity.
e Goal State: Identify the odd jar weighing more than the res
e Resources: A balance.
e Constraints: the balance wil not hold more than 4 jarseach
side and also cannot be used more than three times.
e Solution Steps:
= First, put four jars on each side of the balance if Hveyequal,
then the odd one is in the third group of four, or if one side
the balance tits to the lower side, then the odd jar that
group.
= Second, from the heavy group of four, put two on each side

and determine which side of the balance goes down.

372



= Lastly, take the two that are on the heavy side, anthewt on
each side of the balance

e Outcome: the side of the balance that goes down has therodd ja

Source problem: Ball 1 problem, Strategy level, Verbal formatTarget

Lab problem

There are twelve identical balls, but one is lighter than the sithere
is a compression weighing machine or balamneich can be used. To begin
with, 1 will weigh 4 balls and record their weights, then | will weigh thesdct
balls, record their weights again. If the weights are the stae this means the
odd one is in the remaining four. Then | can use the balance to weigh two balls, if
their weight is more than half of the four batlksen the odd one is among them
otherwise the odd one in the last two which can be compared.

Task Analysis:

e Intial State: Twelve identical bals.
e Goal State: Identify the odd ball weighing lighter thanrts.
e Resources: A balance.
e Constraints: No weights are avaiable and no guessing.
e Solution Steps:
= First, put four bals on each side of the balance if they a
equal, then the odd one is in the third group of four or if one
side of the balance tits to the higher side, then the add jn
that group.
= Second, from the lighter group of four put two on each side,
and see which side of the balance goes up
= Lastly, take the two that are on the upper side of the deglan
and put them on each side of the balance

e Outcome: the side of the balance that goes up, has the odd ball

Source problem: Bar 1 problem, Strategy level, and Pictoriedafofor
Target Lab problem.

Task Analysis:

373



e Inttial State: Eight identical bars.
e Goal State: Identify the odd bar.

e Resources: A balance.

e Constraints: No weights are avaiable and no guessing.

e Solution Steps:

First, put four bars on the balance and note their weight.

Then, put the next four bars.

Choose two balls from the heavier four bars.

If their weight is equal to the half of the weight dietfirst
group, then weigh one bar from the other two bars
individually.

Select the odd bar.

Outcome: When a set of two bars is not equal to other setoobars,

then one of the two is the odd one (Figure D.5)

Source problem: Bar 1 problem, Strategy level, and Pictoriedafofor

Target Lab problem.

Figure D.5: Solution steps.
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Source Ball 2 problem - procedural level - verbal form forg@ailab

problem

There are twelve identical balls, but one is heavier than the elgem.
There is a weighing machine or balance which can be used. To begin with, | w
weigh 4 balls on each side of the balance. If they are the samahibeneans
the odd one is in the next block of four. Then you can use the balancenal se
time by weighing two on each side. If the balance tilts on one side you know that
the higher side of the balance is lighter; because one of theslkdister. You
use the balance a third time; to determine which of the two is heavier.

Task Analysis:

Intial State: Twelve identical balls.

Goal State: Identify the heavier odd ball.

Resources: A balance.

Constraints: No weights are available and no guessing.

Solution Steps:

» First, put four balls on each side of the balance if they
equal, hen the odd one is in the other group of four or if one
side of the balance tits to the lower side, then the oddshal
that group.

= Second, from the heavier group of four put two on each side,
and see which side of the balance goes up.

» Lastly, take the two that are on the lower side of thanoal
and put them on each side of the balance.

Outcome: the side of the balance that goes down has the bdd bal

Source problem: Bar 2 problem, Procedural level, Pictorial faym f

Target Lab problem

Task Analysis:

Intial State: Twelve identical bars
Goal State: Identify the odd bar weighing more than the rest.

Resources: A balance.
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e Constraints: No weights are avaiable and no guessing.

Solution Steps:

= First, put four bars on each side of the balance if they a
equal, then the odd one is in the other group of four or if one
side of the balance tits to the lower side, then the oddshar
that group.

= Second, from the heavier group of four put two on each side
and see which side of the balance goes up

= Lastly, take the two that are on the lower side of thanbal
and put them on each side of the balance

e Outcome: the side of the balance that goes down has the odd ba

(Figure D.6).

000000000000

Initial state Goal state

ecan | sace Pl

Figure D.6: Solution steps

The researcher determined the reliabiity and validitythef materials, by
finding the extent to which the problems chosen, weréabdei in terms of
dificutty, information, meaning, and clarity, as wel asether they depict the
level of simiarity (strategy and procedure) that they eneant to. Two judges
were chosen from the Department of Psychology and theltyFatuScience.
Each judge was gwven two versions (verbal and pictorialp giroblem, along
with its target problem in both the strategy and the proakthvels of simiarity.
The judges evaluated the suitabiity of each problem, ermg of level of

similarity, after soling them.
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To assess the informational/computational equivalence laddegree of
agreement on the verbal and pictorial formats of the proplémessame judges
were required to list the information given, and desctiiee grocess depicted in
both the verbal and pictorial versions of the source problems. Wés achieved
by asking these judges to first analyze the source prodlleny with its target,
and second to compare the information given through the |varioh pictorial
versions of a source problem in the same level of siyiariThe judges were
gven the following instructions both verbaly and in gt format:

In this booklet, there are three problems. Each problem is représente
two ways, pictorial and verbal. First, please list out the infbionathat each
problem gives, along with the steps needed to solve the target probEmmdS
please answer the questions related to the problems.

In order to evaluate the suitabiity of the problems, théggs were

required to answer and discuss some questions with theringquer after

solving the problems. The folowing questions are an example:

e Are the Art 1 and Jug 1 problems structurally the same?

e Did they help solve the Almond problem?

e How sutable to participants is the level of difficutty dfe
Almond problem on a scale of 1 to 10?

e What changes do you recommend in each problem with regard to
the following?
» Clarity of pictures.
» The level of similarity depicted.
= Meaning of words.

= Need for more information.

Evaluation of the suitability of the problems

The judges evaluated the problems at the strategy anddpratcéevels,
in both verbal and pictorial formats, in two phases. In iteé ghase, they rated
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the problems in terms of their suitabiity for undergragsiaflevel of difficulty)
as well as whether the source problem adequately convegeldvel of similarity
(strategy or procedure), that it was meant to reveal.judges accepted the two
targets, the Lab and the Almond problems, with their correfmpnsource
problems. These chosen source problems were modified, accodirthe t
recommendations of the judges. For example, in the pictepabsentation, the
problem illustrated below in Figure D.7, was designed to depstradegy level
of simiarity with its target Lab problem. The judges painteut that it was
conveying more a procedure for the target problem of the tatber than only
gving a strategy of how to solve it. This was modified shewn in Figure D.8.
The important change in the second illustration Figur@, vas using a different
method as well as objects (bars) for weighing, thusggmnly a strategy for

solving the Lab target problem.

€00 000080

waghlal]

Figure D.7: The inttial version strategy pictorial form.
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Figure D.8: The modified version strategy pictorial form.

Relevant changes were also made in the verbal formdbeofproblem.
Second, the source problem of the Jug (Figure D.9) was mesasitconveying a
procedure for the Aimond problem. One of the judges observedhtbader to
convey a procedure, the picture in the source mateluld show the use of a
balance for weighing objectsrather than containers for measuring substances.
Thus, the problem was modified to give the exact procedush@sn in Figure
D.10; to solve the Almond problem. The details of evaluationm afiedifications

are gven in Table D.1.

Figure D.9: Procedure pictorial form.
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Figure D.10: The modified version Procedure pictorial.

Table D.1

Problem Evaluation according to Judges after Modification of the Source and
Target Problems

level of
Target | Verbal | Pictorial | Levelof | clarity of Structural formational| difficulty
Problem| Source| source | similarity | pic reg level of similarity Equivalent for the
was given target
Depicted Score of
10
J1 J2 J1 J2 J1 J2 J1 | J2

Almond | Art-I Jug 1 Strategy | Clear| o.k. Strategy | Strategy | The | The 4 5
same| same
Almond | Art-2 | Jug 2 Procedug Clear | Clear | Procedue| Procedue The | The 5 4

same| same

Lab Ball-1 | Bar-1 Strategy | o.k. o.k. Strategy | Strategy | The | The 4 4
same| same

Lab Ball-2 | Bar-2 Procedug Clear | Clear| Procedue| Procedueg The | The 4 3
same| same

In the second step, the modified versions of the problemseirvatbal
and pictorial format were given to the same judges touaealthe effectiveness
of the problems after the changemnd to compare them for informational and
computational equivalence. The results in Table D.2 show dbgree of
agreement between judges on the problems according to foraprasentation.

All the verbatim responses of the judges are produced ihefgendix D).
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Table D.2

Judges’ Agreement on Evaluation of the Source and their Target Problems

Agreement
Agreement % Agreement % | %
Between Between
Source researcher researcher
problems Type level Kind Between coders | and coderl and coder1
ps*
Jug (1) - source 1 | strategy Pictorial 8/8 100.00| 8/10 80.00
VSF*
Art gallery 1 Source 1 | strategy Verbal 718 87.50 | 7/8 87.50
Jug (2) source 1 | Procedure | Pictorial 9/10 90.00 [ 9/9 100.00
Art gallery 2 source 1 | Procedure | Verbal 9/10 90.00 | 9/10 90.00
Target Almond
problem 100
Source
problems Type level Kind Agreement %
Bar problem 1 | source 2 | strategy Pictorial 8/10 80.00 | 9/10 90
Ball problem 1 | source 2 | strategy Verbal 11/14 78.57 | 11/13 85.00
Bar problem 2 | source 2 | Procedure | Pictorial 14/16 87.5 14/15 93.00
Ball problem 2 | source 2 | Procedure | Verbal 11/13 | 84.62 | 11/11 100
Target Lab
problem 100
*PS pictorial source **VS verbal source

An example of the information that judges extracted frben Jug source

problem (Strategy level & Pictorial source PS):

Judge 1:
e The first picture: a container full of water or Uiigl.
e There are also 3 different size containers.
¢ Inthe second picture: We fill one ofthe threetzdners.
¢ And we fill the second and third containers in thst picture.
e The last picture shows that the three small cortesiare filled.
e Andthere is some amount remaining.
The amount required is in the three containers.
Judge 2:

e There are 4 containers of different sizes.
e The largest one is full with liquid.

e The next picture shows that one of small containgrgeing filled from the
large one

e And the third picture shows that the containeuik f

e And the second one is almost full as well.

e And the last picture it shows that the 3 small eanérs are full.
And there is some remaining in the large container.

e Therequired amount is the sumofthe 3 containers.

Agreement between the two judges' ideas was 100%.
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Art 1 problem (Strategy level & Verbal source VS)

Jumana was asked to make a large poster 120cm x150 cm. She was given
a gallon of 24 cups of paint. She needed to mix 15 cups of green paint for this
poster, but she did not have the exact measure. However, she had three
containers that will hold 2, 7, and 6 cups, respectively. After shmeght, she
decided to use the containers available. She filled the three costaitiepaint
from the gallon, and got the amount required.

Please list all the information from this problem:

Judge 1.

Some paint is required to do a poster 120cm x 150cm for the an.galler

Jumana had a gallon ,which has 24 cups of paint.
And she needed 15 cups.

She didn’t have the exact measure.

She had 3 containers 2, 7 & 6 cups.

She thought that she can use the 3 containers.
Where the sum ofthem is equal to 15.

And get the required amount.

Judge 2:

Jumana had to make a large poster for the art gallery.

Jumana needed 15 cups ofgreen paint.

She had 24 cups of paint.

She had 3 measuring cups 2,6 & 7.

She filled the 3 containers.

That equals to 15 cups.

And she got the required amount, which is 15 cups.

Agreement between the two judges' ideas was 87.5%.

The Almonds Problem Target problem:-

The Art 2 source problem procedural level verbal representation
Please list all the information in this story:

Judge 1

e Jumana has 42 cups of paint
e She needs 16 cups ofthe paint
e to make a large poster for the art gallery 120dd@cm
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Judge 2
Agreement =

she did not have the exact measure

there are 3 different containers 14,9 & 3 cups

She can get the 16 cups by filling the 3 contaimdrieh equals to 26 cups
And the remaining is the required amount

Which is 16 cups

Jumana wanted to do a large poster to the artiyalle

The size ofthe poster 120x150 cm

She needs 16 cups ofthe green color

There isn't a measuring cup for 16

She found diferent measure 14,9 and 3

Jumana had 42 gallon ofthe green color.

She used the 3 containers

To find 16 cups ofthe green color she filled up i measuring cup
And also filled the 9 and the 3

And the remaining is the 16 cups is the requasaunt.

9/10 x 100 =90 %

The Jug2 (Seesaw) Source problerRrocedural level pictorial representation.
Please Ist all the information from these pictures

Judge 1

Judge 2:

There are 3 difierent weights and a balance ch®4r

There is a jar filled with something

We put the large weight in one tray

And we put some of the things in the other tramgtilithey are balanced
We remove the large scale and empty the tray iova b

These amount equal to the large weight

Then we put the 2 small weights

and empty some of the things romthe jar untiythee balanced

And empty the tray in another bowl

The last pictures shows that the 3 weights equ#tiéamount in the two bowls
And the remaining in the jar is the required amount

This is a balance

with three diflerent Weights

We need to measure candy

from the large jar

We put the large Weight and get the exact measurthat
Then remove this amount ofcandy in a large bowl

We put the two remaining weights

and measure some more from the jar

0O.K the remaining amount is the required amount

Agreement = 9/10 x 100 = 90%
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The Lab Problem: The Barl source problstrategy level- pictorial
representation
Please list all the information from these pictures

Judge 1
Judge 2:

In the first picture the scale is on zero

And the second picture 4 rectangular are equ8l to

And the third picture 2 rectangular fromthe othkiete equals 5
And also the 4 rectangular which is equals to 8eapeals
Each one is equal to 2

And the last picture the red one is equal to 3

And the other 7 are equal

Each rectangular equal to 2.

These is a rectangular shape, like cylinders wiffarént color
And there is compression balance, it is on the zero
In the second picture: four cylinders on the tray
their weight is equal to 8

The other 4 on the floor

The next picture the previous four cylinder arealqu
That means each cylinder equal to 2

There are 2 other cylinders on the tray

Their weigh is equal to 5

The red cylinder is equal to 3 and it is the déierone
And the 7 other cylinder are equal

The red cylinder is the required one.

Agreement = 8/10 x 100 = 80 %

The Ball source problem strategy level- verbal representation
Please list all the information from this story.

Judge 1

There are 12 identical balls

There is one lighter than the other

I have to find the odd one

I have a compression type of scale

This type has a vertical rod

And the tray on the top ofthat

This is description for the weighing instruments
For solving the problem

| place the first 4 on the tray and remove it
And then weigh the next 4

If they are same as the first one

We'll take the last 4 and weigh

2 balls against the other 2
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e and then we can determine which ball is the lighter

Judge 2

e There are 11 balls

e One ballis lighter than the others

I have to figure out which one is the lighter

| have a scale with one tray

Itis a compression type ofa scale

There is a description for the scale

| place 4 balls on the tray and measure them.
Then | weigh the next 4

If they are the same as the first four then | véke the remaining balls
The four balls will be compared

2 balls against the other 2

| can determine on which side is the lighter ball.

Agreement = 11/14 x 100 =79 %

The Bar 2 source problemprocedural level pictorial representation
Please list all the information from these pictures

Judge 1

there are 12 balls in the first picture

They are similar sizes

and different colors

In the second picture there is a weighing balanite 2vtrays
We divide the balls to 3 groups

The first 4 on one tray

And the second 4 on the other tray

The balls were equal

And the next picture we took the last 4

And we put 2 balls against the other two

The tray which has red and blue balls is dawn
It is heavier than the other one

we compare the red and the blue balls

And the required ball is the blue one

I think because it's heavier.

Judge 2

e We have 12 balls

e ltis different colors

We have a balance with 2 trays

The first tray it has 4 balls

And the other tray it has 4 balls also
Both trays are equal

Which means the ball is on this side

Is equal to the 4 balls on the other side
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We took the last 4 balls

We put 2 in front ofthe other 2

The left tray was down

Which means the red and blue

Is heavier than the pinkish and green
In the last step

We measure the red with the blue ball
The blue was the required ball

Agreement = 14/16 x 100 = 87.5%
The Ball 2 source problem — procedural level- verbal representation
Please Ist all the information from this story:

Judge 1

Judge 2

There is 12 balls

11 is equal

1 is different

We have to figure out

Which is the heavier ball

First of all, we differentiate between balls
And then we use the balance of2 trays

We put 4 against 4

And they are equal

The heavier ball is in the last 4 balls

We specify the group that has the heavier ball
Then we weigh 2 balls against each other
Then we weigh each one with the other
And the heavier ball will be found.

One ball among the twelve identical balls is ddet
Which one is the heavy ball

which is the difierent one

weigh 4 with the other 4

If they are equal then the heavy one in the last 4
We have to divide this group of4

We can weigh 2 with the other 2

The heavy one will be on the lower tray

Then we can weigh 1 with the other 1

To difierentiate which is the heavy ball.

Agreement = 11/13 x 100= 85 %

The Almondsproblem (Target):

During the holy month of Ramadamthe rate of dry fruits like dates,
almonds, pistachios and raisins goes up sharply. Therefore, a fevedageit
together and buy a box at the whole sale,redéher than buy a kilo or two
individually which costs them more. Suppose your mother along with your two
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aunts decided to buy a box of almonds weighing 39 kilograms, which is to be
equally divided among the three. You were asked to weigh out 13 kg of Almonds
for each of them. However, when you went into the kitcigen found that there

are only three weights 12 kg., 9 kg., and 5 kg. How will you weigh 13 kg of
almonds exactlywithout guessing and using only these three wejddesping in

mind that the balance (weighing instrument) will not hold more than 2atkg.
one time.

The Judges were asked to solve the target problem. Bothdtesjin the
strategy level solved the target problem but in differesatys. The different
solutions were presumably correct; because the source madeht the strategy
level, where no specific procedure is given to solve thgettgproblem. The first

judge solved the problem by:

We can use the 9 kg.

Weight first and weighing out 9 kg. ofalmonds.

She used the same weight once again to weigh athan9 kg.

That gave her a total of 18 kg.

Then she used the 5 kg weight to weigh out 5 kanfitoe 18 kg.

The remaining is the required amount of 13 kg.

The second judge solved the problem by weighing Bizit 9, and 5 kg. of
almonds from the total amount of 39 kg.

e Theremaining is the 13 kg required.

The judges also evaluated the informational and computationa
equivalence between the verbal and pictorial versions ofi @aoblem, at the
strategy and procedural levels of simiarity. The wibhelges comparison for
both the versions of the source problems was found to be HaghHyin simiar
information. Table D.3 is an example of the responses of Judge the Jug and
Art galery problems, where the same color is used to teditke simiar
information in both formats, pictorial and verbal. For exampile, dolor yelow is
used to show a similar idea regarding the container of jpathe two verbal and
pictorial versions of the problems. The color green shows ti@vjudge
recognized different sizes of cups, the orange shows howutlge junderstood

the process to solve the problem and the blue color représengsoblem being
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solved. The white color indicates no simiarity of theseasd@ the two versions.
Thus, the Figure explicity shows that almost all trdevant and important

information was elicted from the two versions by this @idg

Table D.3

The Informational Equivalence of the two versions according to Judge 1

Pictorial Version (A) Verbal Version (B)
The first picture: a containes full of water orf  Some paint is required to do a pos
liquid. 120cm x 150cm

Jumana had a gallon which has 24 cupq
There are also 3 different size containers paint

In the second picture: We fill one of the thr

containers And she needed 15 cups
And we fill the second and third containers
the last picture She didn’t have the exact measure.
The last picture shows that the three si
containers are filled She had 3 containers 2, 7 & 6cups
She thought that she can use th¢
And there is some amount remaining containers

The amount required is in the three containe] Where the sum of them is equal to 15

And get the required amount.

Pilot Study:

A piot study was conducted to establish the reliability salility of the
new problems devised. Al the problems concern weighing, misgasand
estimating things without adequate tools of measurement. The objectiveseof th

pilot study were:

e To determine the extent to which the new problems devised f
this study, are suitable and clearly conveyed the infamatf the
problem.

e To ensure the informational and computational equivalenctheof
pictorial and verbal formats of the source problems.
The results of the modified versions of the problems werdiege by

administering them to a sample of undergraduates. Sipeettipants were
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randomly assigned to four groups, with 4 in each, who soled dwuwce
problems one in each modalty (verbal and pictorial) eithetha strategy or
procedure levejsalong with their target problems, which were in verloaint
only. For example, Figure 5.1 shows that G1 took the Jug 1t(f&rgend) and
Ball 1 (target Lab.) problems in the pictorial and verbal &snrespectivelyat
the strategy levelwhie G4 took the Bar 2 (target Lab) and Art 2 (targetohid)
problems in the pictorial and verbal format the procedural level. Participants
were given 10 minutes to solve each source and its tprgblem, after which
they were asked to answer some questions related to éheofiedificulty, clarity

and whether the source model helped them in solving thet taroblem.

Table D.4

Results of pilot study for the source and target problems

Number of
participants num of
The Name of the problel solved the| participants
n=16 Type level Format source solved the targetf
Jugl (Group 1)n=4 | source 1l | Strategy | Pictorial | 2/4 74
Art 1 (Group 2) n=4 | source 1 | Strategy | Verbal 2/4 74
Jug 2 (Group 3)n=4 | source 1 | Procedure| Pictorial Ya 2/4
Art 2 (Group 4) n=4 | source 1 | Procedure| Verbal Ya Ya
Bar 1 (Group 1) source 2 | Strategy | Pictorial Ya Ya
Ball 1 (Group 2) source 2 | Strategy | Verbal 2/4 Ya
Bar 2 (Group 3) source 2 | Procedure| Pictorial | 4/4 Ya
Ball 2 (Group 4) source 2 | Procedure| Verbal Ya 2/4

The results in Table D.4 clearly indicate that the soypcoblems were
solved at least by 50% of the participants, thereby indic#tag the problems
were clear in depiction and understandable in meaning. tiffi@e limit of ten
minutes was also sufficient. As the nature and rasigthe solutions was similar

to Experiment 1, the same scoring procedure in terms ofrsabe-solvers and
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strength of transfer applied. Table D.4 indicated the numbgradiipants who

solved each source and each target problem.

Procedure

Each participant received a booklet, consistng of one of the f
conditions, designed to ensure counterbalancing of the probéguosyding to
type of representation. For example, the booklet for condition listonst
strategy level, with pictorial source (PS) problem andvebal target, followed
by the verbal source (VS) problem and its target. The boakletohdition 2, had
the strategy level with the VS and its verbal targglbwed by the PS and its
verbal target problem. The same procedure was appled to Hex tto
conditions in the procedural level of simiarity. Counterabaihg of the order
was also applied to the two isomorphic targets problems (AlmoddLab). The
participants were gven 10 minutes to solve each sourdeitsariarget problem.
The general instructions given to all participants Jgrbaere:

The booklet consists of two parts. In each part, you have two problems to
solve. Read the instructions carefully given before each probleefugrand
please ask if you have any questions. You have 10 minutes to solveahe
problems in each part.

In order to obtain some information on the impact of the twondoof
representations (verbal and pictorial), retrospective repeeie gathered from

participants. Each participant was requested to answerfolbeing questions

after they completed the test:

e What is the range of difficulty for the Almond problem orscale

from 1-10, where 1 is very easy and 10 are very difficult?
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e What is the range of difficulty for the Lab problem on alesdrom
1-10, where 1 is very easy and 10 are very difficult?

e Did you beneft from the previous Aimond problem (pictorial or
verbal)?

e Did you beneft from the previous Lab problem (pictorial or
verbal)?

e Which representation did you beneft from more: a) the Yelda
the pictorial?

e Which representation did you prefer: the pictorial or verbal

these types of problems?

Scoring

Comprehension of the source models was assessed by ayaluatin
participants’ interpretations of the meaning of the models. The answer was rated
on a 3-point scale of 0 to 2. A wrong solution was given a @qg., in the Jug 2
pictorial problem, the balance was interpreted as judgmelfié iand in the art
galery problem as a non-logical soldutiowas given, such as, “buy another
measure for 16 gram”). Whenever a model was correctly nterpreted by giving a
general idea, a score of 1 was given. For example, in thel Juroblem, the
response of, “to figure out the amount of water,” or, for the Art gallery problem
the response of, “she can use the three containers to figure out the 15 cups of
paint.”

Whenever a model was interpreted by showing a complete proaes
score of 2 was given (e.g., in the ball problem it was said, “This group of pictures
is comparing the 12 balls, we start comparing 4 against 4f #éiedequal, we can
compare the last group 2 against 2 to figure out whidmeisotd ball, in this case,

the heavier ball.”)
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Two measures concerning participants’ problem-solving pexfaen for
the target problem were applied. First, participants, suulyessolving the
target problem, where the answer was correct and com@etayed a score of 3.
If the answer was correct, but incomplete, a score of 2gwmas. If the answer
conveyed only a relevant idea, a score of 1 was given, whieore of 0 was
assigned if the answer was incorrect or only a vergrgémea not specific to the
problem was given. Participants with scores of 2 and 3 wamsidered a solver,
and 0 and 1 were considered as a non-solver.

Second, the concept of Strength of Transfer was used, ths previous
experiment, for assessing the effectiveness of tramdfggerformance. This was
measured on a four-point effectiveness scale (0-3), wiereperformance vea
assessed, in terms of the degree to which the particiganeyated the correct
solution, thereby indicating the strength of transfer fiibln source model to the
target. The concept of the strength of transfer usebisinekperiment was based
on the assumption that the verbal and pictorial type of septation and levels
of simiarty would generate varied degrees of performaritiee previous
experiment, as wel as the pilot study conducted for tiperewent, showed that
the degree of performance could be conveniently divided into dategories,
namely: complete and correct transfer, high partial fegnéow partial transfer
and no/ wrong solution coinciding with two levels of sintjaiprocedural, and
strategy respectively. A complete and correct trans@ddleg a score of 3. A
person scored three points if the answer was complete ar@ttcior solving the

target problem.
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The complete solution for the Almond problem is:

e Putting the 12 kg weight in the balance scale on one side.

e And on the other side the amount of almond equal to weight.

e Take this Weight out and also empty the almonds in a gepara
tray or container.

e Put the other two weights (9&5) on one side.

e And put another amount of almonds from the main container on
the other side of the balance til both sides are equal.

e The amount remaining in the main container is the inedju

amount which is 13 kg.

The complete solution for solving the Lab problem is:

e Inthe weighing balance with 2 trays,

e We then put 4 containers on one tray and the other 4stiam
on the other tray,

e |If the containers were equal, then we wil take thé¢ dgeup of
four.

e Aifter we decide on which group of four containers had tlanhe
one.

e We put 2 containers against the other two.

e The tray which has the heave container, wil weigh down

e We compare the two containers against each other.

e And find the container that is heavier.

A high partial transfer yielded a score of 2, which wageriif the
participant gave a relevant plan, for soling the tangeiblem, but did not
achieve a final solution for soling the target problem. Sileming the Lab
problem as an example of a strategy plan is, “Put five containers against the other
five, and if it is equal then compare the other two.” This answer has a strategy,

but did not take the constraint into account.
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A low partial transfer yielded a score of 1, which was rgne the
participant’s solution contained only the idea of estimating the weight without an
explanation of how to implement this principle. An examplesath a general
solution for the Almond problem is, “We can give 12 kg to each one and divide
the last three kilo equally.” An example of the Lab problem principle only

2

solution is, “We can compare the containers to find the odd one.” This answer is

only a general idea that has no concrete plan. A wrongjosobr no solution
yielded a score of zero (0). If the answer was incorre¢herparticipant did not
provide any solution the score was zero. An example of tleagwsolution for
the Aimond problem is, "We can go to the supermarket and wedgter there"

and for the Lab problem, "We can guess the heavy one byingeigih our

hands."
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E. THE SCORING SHEET FOR SCD

Tableel
Scoring Sheet for SCD
Name Age Group | Expno |ID num. level of similarity
Analysis Strategy Procedure
problem  |problem  |Time Score Unit no explanation inference Analogizing Others
name type labelling |combining |comparing |Felations |[Justification (Math elab.  |Goal constrain  |Encoding  |Mapping  |transfer Arrows others
Art verbal
SOULCe pictorial
Almend | Verbal
Target
Balls-P verbal
pictorial
Lab Werbal
Target
notes
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