
Scanning Microscopy Scanning Microscopy 

Volume 2 Number 4 Article 5 

9-27-1988 

The Role of Energy Deposition Processes in the Understanding of The Role of Energy Deposition Processes in the Understanding of 

Laser Microprobe Analysis Mechanisms Laser Microprobe Analysis Mechanisms 

Akos Vertes 
Central Research Institute for Physics of the Hungarian Academy of Sciences 

Peter Juhasz 
Central Research Institute for Physics of the Hungarian Academy of Sciences 

Marc De Wolf 
University of Antwerp 

Renaat Gijbels 
University of Antwerp 

Follow this and additional works at: https://digitalcommons.usu.edu/microscopy 

 Part of the Life Sciences Commons 

Recommended Citation Recommended Citation 
Vertes, Akos; Juhasz, Peter; De Wolf, Marc; and Gijbels, Renaat (1988) "The Role of Energy Deposition 
Processes in the Understanding of Laser Microprobe Analysis Mechanisms," Scanning Microscopy: Vol. 2 
: No. 4 , Article 5. 
Available at: https://digitalcommons.usu.edu/microscopy/vol2/iss4/5 

This Article is brought to you for free and open access by 
the Western Dairy Center at DigitalCommons@USU. It 
has been accepted for inclusion in Scanning Microscopy 
by an authorized administrator of DigitalCommons@USU. 
For more information, please contact 
digitalcommons@usu.edu. 

https://digitalcommons.usu.edu/microscopy
https://digitalcommons.usu.edu/microscopy/vol2
https://digitalcommons.usu.edu/microscopy/vol2/iss4
https://digitalcommons.usu.edu/microscopy/vol2/iss4/5
https://digitalcommons.usu.edu/microscopy?utm_source=digitalcommons.usu.edu%2Fmicroscopy%2Fvol2%2Fiss4%2F5&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/1016?utm_source=digitalcommons.usu.edu%2Fmicroscopy%2Fvol2%2Fiss4%2F5&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.usu.edu/microscopy/vol2/iss4/5?utm_source=digitalcommons.usu.edu%2Fmicroscopy%2Fvol2%2Fiss4%2F5&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:digitalcommons@usu.edu
http://library.usu.edu/
http://library.usu.edu/


Scanning Microscopy, Vol. 2, No. 4, 1988 (Pages 1853-1877) 0891-7035/88$3.00+.00 
Scanning Microscopy International, Chicago (AMF O'Hare), IL 60666 USA 

THE ROLE OF ENERGY DEPOSITION PROCESSES 
IN THE UNDERSTA NDING OF LASER MICROPROBE ANALYSIS MECHANISMS 

Akos Vertes*, Peter Juhasz, Marc De Wolf+ and Renaat Gijbels+ 

Central Research Institute for Physics of the Hungarian Academy of Sciences , 
P.O.Box 49., H-1525 Budapest 114. (Hungary) 

+Department of Chemistry, University of Antwerp (U.I.A.), 
Universiteitsplein 1, B-2610 Wilrijk (Belgium) 

(Received for publication February 19, 1988, and in revised form September 27, 1988) 

Abstract 

After emphasizing the role of local energy deposi­
t ion as a common feature of many microanalytical tech­
niques we focus our attention to laser ionization pro­
cesses in mass spectrometry of solids. Enhancement of 
ionization in the case of high power density laser pulses 
can be rationalized in terms of hydrodynamic equations. 
The mechanism of shock wave generation and plasma 
ignition as well as excess energy absorpt ion is demon­
strated. Model calculations show that a one component 
- one dimensional ( lC-lD) description can account for 
such important features of the laser ionization process 
as energy d istribution of the produced ions. The role of 
classical absorption in the determination of plasma for­
mat ion threshold is unfolded. Present efforts to relate 
the results with the fine structure of mass spectra are 
outlined. Targets are most commonly strongly inhomo­
geneous in practical microprobing. The induced plasma 
ignition concept is introduced in order to describe poorly 
reproducible mass spectra in these situations. 

Key words: laser ionization mass spectrometry, laser mi­
croprobe, secondary ionization mass spectrometry, spark 
source mass spectrometry, energy deposition, energy dis­
tribution , plasma, hydrodynamic model, local thermal 
equilibrium 
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Introduction 

Local chemical analysis of a sample always includes 
as a step the microscopic excitation of the target with 
electromagnetic or particle beams; this step can also be 
regarded as a local energy deposition. Depending on the 
characteristics of the excit ing beams we can classify the 
different microprobe techniques. Wavelength, intensity 
and duration of illumination determine which degree of 
freedom of the target spot can be excited with electro­
magnetic waves. According to this, we can distinguish 
between microfocused X-ray fluorescent analysis, reso­
nant or non resonant multiphoton ionization , laser de­
sorption, laser plasma ionization or simply microscopic 
spectrophotometry. Similar examples can be mentioned 
from the field of particle beams. The beams can con­
sist of elementary particles such as electrons, protons, 
neutrons or of neutral atoms, molecules or their ions. 

Further subdivisions can be made according to the 
detected species which carries the informat ion about 
the chemical composition of the probed spot. In most 
of these techniques we can detect both electromagnetic 
waves and particles. We further confine ourselves to sit­
uations in which ions generated in the beam target in­
teraction are detected. Consequently we also exclude 
such important methods as electron probe X-ray micro­
analysis (EPXMA), Rutherford backscattering (RBS), 
particle induced X-ray emission (PIXE) , Auger electron 
spectrometry (AES). 

In the forefront of the remaining techniques, we find 
the two most powerful microprobes: based on laser ioni­
zation (LIMS) and the secondary ionization m ass spec­
trometers (SIMS), which achieve the highest sensitivity 
for elemental and isotopic analysis. Typical commer­
cially available examples of LIMS microprobes are the 
LAMMA-1000 from Leybold Heraeus and the LIMA 3 
from Kratos Analytical. The selection of microprobes 
is broader in the case of SIMS since the technique has a 
longer history. Just to name a few: IMS 4ffrom Cameca, 
MIQ-156 from ISA Ribcr , IMA-2A from Hitachi, etc. 

Energy deposition and redistribution in the sample 
as a possible key to the understanding of these methods 
will be outlined in the first part of the paper. V-le give 
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special emphasis to the similarities between the processes 
involved in SIMS and LIMS techniques. 

In the second part we will take a closer look at laser 
ionization , using a hydrodynamic description in rational­
izing a large body of experimental observations avai lable 
in the field. 

The origin of the local energy deposition concept 
dates back to early investigations of radiation damage in 
solid materials. A comprehensive review of this subject 
including the early version of the temperature spike ap­
proach was written by Seitz and Koehler, (1956) . The 
basic idea was that the high energy particle entering the 
target mediates its energy to the neighborhood through 
a collision cascade. The transferred energy heats up the 
surrounding of the track making atomic rearrangements 
possible. 

This same idea reappears in the present literature 
of secondary and laser ionization in many ways, with the 
main difference that now we concentrate on the removed 
particles rather than on target damage. 

There is another technique, the spark source mass 
spectrometry (SSMS) which can also be discussed in 
terms of energy deposition (Ramendik et al. 1987) . Al­
though it has never become a tool of local analysis , mi­
croscopic analytical capabilities have been demonstrated 
recently by Swenters et al. (1987), among others. The 
energy deposition concept has been used for a long time 
in the explanation of spark source mass spectrometric 
ion formation (see review by Ramendik et al. , 1988). 

According to the most probable mechanism in the 
sparking process, electrons, field emitted from the cath­
ode, hit the surface of the anode depositing part of their 
kinetic energy gained from the electric field . 

The deposited energy determines the basic features 
o: the mass spectra. Part of the energy is devoted to the 
atomization of the electrode material. This process leads 
to morphological and chemical surface modifications as 
described by Verlinden et al. (1985) and by Swenters et 
al. (1986). Other parts of the deposited energy are used 
for ionization and for conversion into the kinetic energy 
of the atomized and/or ionized particles giving rise to 
ion energies as large as several hundred eV (see Fig. 1). 

Ramendik et al. (1981) and Van Puymbroek et al. 
(1984) emphasized that the different energy distributions 

of the different ions combined with the limited energy 
acceptance of the spectrometer result in discrimination 
effects. Both this and the above mentioned electrode 
surface modification effect may account for the spread of 
relative sensitivity factors for different ionic species. 

There is a difference of some 20 years between the 
introduction of the energy deposition concept in SIMS 
and LIMS in accordance with a similar time difference 
in the launching and practical use of the two techniques. 
So, it is most certainly useful to compare the results of 
both fields, since similarities may lead to benefits in the 
development of the less advanced LIMS theory. Because 
of this objective we will 11;ive a less detailed review of th e 
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SIMS literature, and will pay attention only to those as­
pects which can contribute to the understanding ofLIMS 
as well. The reader interested more in SIMS is referred 
to the excellent book of Benninghoven et al. (1987). 

To visualize the most important processes relevant 
in SIMS and LIMS based microprobes we first briefly 
describe the steps of local energy deposition in these sit­
uations. This part will be followed by the short review 
of the existing models. Introduction, solution and dis­
cussion of our hydrodynamic model can be found after­
wards. 

Steps of local energy deposition 

Before any interaction takes place between the sam­
ple and the probing beam the situation is obvious. We 
have an energetic beam and a solid sample as it is pre­
pared for investigation. After the analysis has been done 
the situation is simple again. The beam is partly ab­
sorbed, reflected or transmitted, the sample is more or 
less damaged and part of it is emitted in the form of 
neutral and/or charged particles. 

There is a large body of investigations devoted to 
particle removal, redistribution and implantation in gen­
eral. These processes acquired some technological sig­
nificance and their application span from ion sputter­
ing and ion implantation to laser annealing and laser 
drilling. Particle sputtering or particle ejection, however 
is not our main interest. It is only a prerequisite of free 
ion generation , which provides more or less fragmented 
cloud of the target material. 

Since in mass spectrometry only ions can be de­
tected the main task is to determine the nature, quantity 
and energy of the emerging charged particles. In order 
to do this we have to investigate what happens between 
the initial and final situation, namely the beam - target 
interaction. 

For the understanding of this phase let us con­
sider the typical parameters of the primary beams. In 
laser ionization Q-switched Nd-YAG, ruby and N2 lasers 
are customary. Their wavelengths are in the range 
of 265nm < >- < 1060nm and pulse durations cover 
the region 5nsec < ipuls e < 50nsec. Frequency dou­
bling or quadrupling is widely used for shorter wave­
lengths. According to the delivered power density, 4>o, 
the mechanism of ion formation ranges from simple 
laser desorption to plasma ionization. Usual values 
are 106 W/cm 2 < 4> 0 < 1011 W/cm2

, or in photon flux 
4> 0 /(hv) = 1024 

- 5 * 1029 photons/(cm2 sec). 
In secondary ionization the primary ion beam usu­

ally consists of Ar+,ot,o- or Cs+. The kinetic en­
ergy of those particles is somewhere between lkeV and 
20keV. Typical current densities are 10-10 A/cm2 < i < 
10-3 A/cm 2, which correspond to ion fluxes in the range 
i = 6 * 108 

- 6 * 1015ions/(cm2 sec). Contrary to laser 
ionization we use here continuous excitation instead of 
pulses. 

Comparison of dose densities used in the two cases 
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may be of interest. To carry out an analysis 5 * 1015 -2 * 
10 22photons/cm2 or 1012 -1019ions/cm2 are necessary. 

In the beam target interaction , part of the energy 
carried by the beam is mediated to the target. The en­
ergy tran fer itself is a multistep process. 

0 100 

0 

I 
(r~l.units) 

,oo 

2 00 E (eV) 

200 E (eV) 

Figure 1. Kinetic energy distribution of ions formed in 
vacuum spark discharge under usual condition of SSMS. 
Tantalum probe was used against the International Geo­
logical Standard BM-1. The different curves correspond 
to: a/1-Si+, a/2-Fe+, a/3-Ti+, b/4-0+, b/5-C+. The 
intensity of 2 and 3 on the Figure is increased by a factor 
of four for easier inspection (taken from the publication 
of Ramendik et al., 1981.). 
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Electromagnetic waves can excite some of the inter­
nal degrees of freedom of the material. Depending on 
the spectral range these are lattice or intramolecular vi­
brations or electronic transitions. Redistribution of this 
~nergy leads to heating, erosion, deformation and ioniza­
tion. Photons, ions, electrons and neutrals are emerging 
from the interaction region. If the energy of the incom­
ing photons coincides with one of the possible electronic 
transitions resonant ionization may take place. This is 
usually not the case unless special efforts are made. On 
the other hand, as ionization of the material increases 
due to normal absorption, resonant plasma absorption 
takes place at a certain critical electron density leading 
to strong heating of the electron gas . Contrary to res­
onant ionization this situation usually can be reached 
since particle density inside the solid is normally above 
the critical density. 

Particle beams according to the widely accepted pic­
ture - see for instance Thompson (1981) - transfer their 
energy to the target by a collision cascade. Individual 
high energy ions penetrate the surface layers of the sam­
ple colliding consecutively with atoms. As a result of the 
collisions these atoms gain kinetic energy, electronic en­
ergy and there is a strong possibility of their ionization 
too. The deposited energy causes heating, deformation, 
sputtering of neutrals, photon, electron and ion emission 
processes. 

Due to the usually high fluxes in both laser and ion 
beams non-equilibrium effects play a vital role during 
the interaction. For, example if we delivered the same 
amount of energy in laser ionization to a sample during 
5sec instead of 5nsec we could hardly get any ionization 
at all. 

The emitted ions, in the ideal case, should represent 
the local composition of the sample both qualitatively 
and quantitatively. In reality this is far from being true 
as is well known from the wide variations of the relative 
sensitivity factors. The outgoing ions can be produced 
from atoms, molecules and their fragments or clusters in 
singly or multiple charged forms. These different types 
are related to specific redistribution processes. Redis­
tribution of the absorbed energy immediately after de­
position accounts for the appearance of many of these 
ions either by fragmentation of atomic aggregates from 
the surface or by ion molecule or other reactions of the 
leaving particles. The general situat ion is schematically 
explained in Fig. 2. 

Models of energy deposition and re<listribnt.ion 

In general, the energy loss of electromagnetic and 
particle beams can be treated in a quite similar way. In 
the case of light one usually can define a local absorp­
tion coefficient, cx(x, t), which determines the local light 
power density, <I> (x, t), through an absorption law. The 
functional form of this law can be expanded in power 
series of <I>: 
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Target Plasma 

TP 
lg n 

Vacuum 
Laser 
beam 

hV 

~o lt----__,.._.......___ ___ x __ 

: lt----i-----+----x-_ 
X 

X 

Figure 2. Schematic view of the laser beam - target 
interaction, together with the initial conditions of our 
hydrodynamic calculations. We emphasized some ele­
mentary processes occurring in the interaction region. 
Apart from sputtering and plasma formation , compres­
sion wave (CW) generation, reactive scattering (RS) of 
the plasma components and radiative transitions (hv') 
in the plasma are displayed . The initial surface of the 
solid is called target plane (TP). At the lower part of 
the Figure initial spatial distributions of particle number 
density, n, temperature, T , velocity, v and light power 
density, <I> are shown. 
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81>(x,t) 2 ax = - a(x,t)<I>(x,t)- f3(x,t)<I> (x,t) + ... , (1) 

where f3(x, t) is the first nonlinear coefficient. At normal 
light intensities only the linear term is important and 
the absorption law has the form: 

<I>( x,t) = <I>oexp [-lx, a(x',t)dx'] , (2) 

where the light propagating along the x axis has initial 
intensity, <I>o. 

Since non-linearity is usually preceded by evapora­
tion and strong ionization of the material we may esti­
mate its relevance on the basis of non-linear plasma ab­
sorption. Non-linear absorption becomes only important 
if the oscillation energy of the electrons in the plasma, 
Eosc, is comparable to the thermal energy, kT. Using 
the estimation of Eosc (Hora, 1979, p. 72): 

<I>o 
Eosc = --, 

2cncr 
(3) 

so the laser intensity where non-linear effects start to 
play a role is: 

(4) 

Here ncr is the critical electron density leading to reso­
nant plasma absorption: 

(5) 

In the case of a ruby laser evaluating Eq. (4) provides: 
<I>b" r (W/cm2

) 2.5 * 109 T (K). To achieve some 
ionization at least 1000!( is necessary, therefore the non­
linear effects turn on at <I>f'r = 2.5*10 12 W/cm2

. This 
is well beyond the interesting region for laser ionization. 

Energy loss of particle beams can be treated with 
the so called nuclear and electronic stopping power of 
the target, Sn and S,: 

dE 
d X = - na(Sn(E) + S,(E)) , (6) 

where na denotes the number density of atoms in the 
target. The functions Sn(E) and S,(E) are related to the 
scattering cross sections of target atoms and are subject 
of laborious calculations. They are expressed in the form 
of power functions of fract ional order (Benninghoven et 
al. , 1987, p. 20-31). It is worthwhile to mention that 
contrary to laser ionization, secondary ionization is based 
on strongly non-linear energy deposition processes. 

After identifying the amount of energy loss in the 
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beam we would like to know the fate of the deposited 
energy in the target. There are numerous different in­
vestigations concerning the members of a very complex 
family of elementary events during the energy redistri­
bution process. We focus our attention only on the ap­
proaches which are relevant to microprobe techniques. 

Two limiting cases can be separated in both meth­
ods. If gentle excitation is used the system doesn 't de­
viate very much from equilibrium and thermodynamic 
control of the events can be observed. At low energy 
particle bombardment and at low laser power densities 
the generated ions will exhibit Maxwellian kinetic energy 
distribution (Van Der Peyl et al. 1984, Schafer and Hess, 
1985). 

In t he other limit of extremely severe excitation 
where strong non-equilibrium processes arise, the con­
trol is rather kinetic. As a consequence new mech anisms 
of ion formation are commonly considered. It is well 
known , for example, that enhancement of particle yields 
in the case of high mass and/ or high energy primary par­
ticles (Ahmad et al. 1980) and high power density light 
pulses (Conzemius and Capellen 1980) is found. One of 
the interest ing ch allenges in the field of secondary and 
laser ioniza tion is undoubtedly the explanation of these 
effects. 

The kinetic energy spectrum of the generated ions 
in the case of intense excitation also shows remark­
able irregulari ties. Strongly non-Maxwellian behavior 

)C 
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10- 1 z 
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~ 
::l: 10-2 
0:: 
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z 

0 20 

Xe-Si 
0=0° 

40 

3 

SECONDARY ION ENERGY (eV) 

60 

Figure 3. Energy spectra of Si+ for Xe+ impact at nor­
mal incidence at three different xenon energies. The 
dashed line corresponds to lOkeV X et bombardment . 
(Figure is from Wittmaack, 1979) 
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is demonstrated in Fig. 3 for SIMS and in Fig. 5 for 
LIMS. In the second case the high power density laser 
pulse induces ion production and the ion kinetic energy 
distribution exhibits a strong peak in the lOOe V region . 
Similar observations for ions , just as for neutrals (Ah­
mad et al. 1980, Husinsky et al. 1980, Mauney and 
Adams, 1984, Michiels et al. 1984) draw increasing at­
tention to alternative descriptions capable of predicting 
these features. 

In order to see the possibilities for the general de­
scription of laser ionization capable of handling non­
Maxwellian ion generation let us have an overview of the 
existing models having this objective in mind. Three 
separate classes of the previous models can be distin­
guished depending on the level of description. The phe­
nomenological, the kinetic and the molecular levels can 
be clearly separated, although mixing of the levels in one 
model is also quite frequent . It is necessary to empha­
size that this classification is based on differences in the 
machinery used to describe the processes rather than on 
differences in the mechanisms investigated. 
Phenomenological models 

The so called phenomenological models are mostly 
used in the early stage of investigation since no micro­
scopic knowledge of the processes involved is necessary. 
In fact the earliest models based on the spike concep t 
belong to this group . 

The idea is that an energetic beam causes a strong 
excitation of the target localized in space and time. This 
excitation can be vigorous heating, permanent displace­
ment of particles, elast ic deformation, ionizat ion or any 
combination of these. Afterwards the excitation spreads 
radially from the point of generation and this process can 
be described with the radial form of conservation laws . 
The energy density, eini(I.) , deposited initially spreads 
in the target according to: 

oe 
at Vr;,Ve, (7) 

where r;,( e) is the thermal conduction coefficient of the 
material, usually a nonlinear function of the energy den­
sity. At every point which reaches the necessary energy 
density ions are generated and their yield can be calcu­
lated using the absolute rate theory of Eyring (G lass tone 
et al. , 1941 ) for example. 

The conventional form of the spike theory deals only 
with conductive energy transport. This is quite ade­
quate in the case of low energy ion bombardment or low 
intensity laser desorption . According to the argument s 
of Sanders (1980), based on spike theory, 6 keV Xe+ 
bombardment of Au and RbBr targets doesn't lead to 
the development of shock waves since coherent motion 
in the collision cascade is absent . 

The hydrodynamic models focus on the transport 
of particle momentum and energy as a continuum dur­
ing and following energy deposition. Their machinery is 
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based on conservation laws of these quantities in more 
or less general form. However, the necessary transport 
coefficients are usually derived from statistical theories. 
Since plasma formation in the medium and high incom­
ing flux regions is confirmed, in these cases the trans­
port theory of Spitzer (1962) is widely applied. Details 
of the hydrodynamic approach will be outlined in below. 
Here we mention only that hydrodynamic models are 
well suited for handling strongly non-equilibrium cases. 

The best known and most widely used theory of all 
is the local thermodynamic equilibrium or LTE theory. 
Although it is deliberately used in both SIMS and LIMS 
(Andersen 1975, Newbury 1980, Castaing and Slodzian, 
1981, Odelius et al. 1985, Fiirstenau 1981, Haas et al. 
1981, Eloy 1985, 1986) for the estimation of ion produc­
tion its popularity is probably more due to the ease of 
handling than to coherent arguments. A rigorous de­
scription of the model was given by Drawin (1971). 

The idea is that from the point of view of ion gen­
eration complete thermodynamic equilibrium is reached 
after the interaction. The only exception is the equilib­
rium of the target with the perturbing species. Even if 
we forget about the demonstratedly non-Maxwellian en­
ergy distribution of the generated ions ( see for instance 
Benninghoven et al. (1987) for SIMS or Tallents (1980 , 
1981), Mauney and Adams (1984) and Michiels et al. 
(1984) for LIMS) the concept contains controversy in it­
self: extreme non-equilibrium situations are described by 
an equilibrium theory. 

The general law of chemical equilibrium for reac­
tions of the type: 

AB ;= A + B, (8) 

with the net energy change, EAB, can be written in the 
form: 

= QAQB ( mAma )
312

(21rkT)
3
!
2 
exp(- EAB)· 

QAB mA + ma h3 kT 
(9) 

where nA, na, nAB denote the number densities of 
species A, B, and AB. QA,Qa,QAB and mA,ma,mAB 
are the corresponding internal partition functions and 
particle masses respectively. 

In the case of ionization processes this formula is 
simplified to the Saha - Eggert equation and solved in 
order to provide ionic yields. In many cases EAB is sim­
ply identified as atomic or molecular ionization potential, 
Ip, although more realistic ionization values can be ob­
tained if collective effects in the plasma are taken into 
account (Drawin, 1971, p. 94-95): 
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(10) 

where e0 is electron charge and >.vis the De bye screening 
length: 

( 
kT ) 1/2 

>.v - ---
- 41rn,el 

(11) 

Here >.v depends on n, the electron density. 
Similarities of the mass spectra obtained by SIMS, 

fast atom bombardment (FAB), heavy ion induced de­
sorption (HIID), 252 Cf fission fragment induced de­
sorption (FIID), infrared and ultraviolet LIMS led 
Krueger (1983) to the idea of relating their main features 
to energy deposition and redistribution processes. He es­
tablished a theoretical model utilizing a non-equilibrium 
statistical description of the phase transition processes, 
thought to be the common denominator in all these an­
alytical methods. Although the approach is very general 
and the method is elegant, the large number of unknown 
parameters makes it difficult to apply the model in real 
situations. 

Another model is based on the space charge limited 
current (SCL) theory. The basic idea is that charge ex­
traction from a plasma cloud in an electric field is limited 
by the stationary equilibrium between the external field 
and the internal field generated by the displacement of 
electron and ion clouds. The extent of this displacement 
is in the order of >.v and the current density, ]SCL, which 
can be extracted from the cloud is limited to: 

. 1 2eo ua/2d-2 
( ) 

1/2 

]SCL = - - a , 
91r m; 

(12) 

where Ua is the extracting potential difference acting on 
a distance d (see for instance Wilson and Brewer, 1973). 
So far the application of this theory has been limited 
to the description of low power density laser ionization 
(Van der Peyl et al., 1984). 
I<inetic models 

In situations where individual events governing the 
distribution of position and velocity of the particles can­
not be neglected the phenomenological equations have to 
be replaced by the Boltzmann type equations (Sigmund, 
1969): 

of(E,r) 
or 

J of(E,r) 
=n [/(E,r)-f(E-6.E),r)]+nS,(E) fJE , (13) 

where f (E, r) is the probability distribution of the pri­
mary ion pathlength in the solid, r, at E initial kinetic 
energy. Typically non-equilibrium processes are treated 
with this approach. 
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Individual transitions certainly govern the events in 
ion bombardment experiments as can be expected from 

the relatively low incoming flux of ions. Since the basic 
work of Sigmund (1969) sputtering of solids by ion beams 
is handled by this formalism quite successfully. He de­
scribes the energy transfer to the particles of the target 
by the concept of collision cascades. A cascade is a se­
quence of mainly elastic collisions between the energetic 
particles and the atoms of the target . 

Sigmund's theory is successful in many applications 
ranging from ion sputtering through secondary ioniza­
tion to ion implantation . It is also worked out for dif­
ferent types of targets, such as amorphous and polycrys­
talline solids and single crystals. As one of the results of 
the theory it was possible to calculate the spatial distri­
bution of deposited energy and relate it to the quantity 
of recoiling atoms and to the low energy part of their ki­
netic energy spectrum in the case of high primary energy 
particles. Littmark and Sigmund, (1975) extended the 
energy deposition concept to the deposition of anot her 
conserving quantity: the deposition of momentum and 
calculated the mean velocity of the secondary particles. 

The frontiers of the cascade theory are marked by 
the non-linear collision cascade regime and by the ex­
treme difficulties in the case of complex molecular tar­
gets (Kidwell et al. 1987). A cascade is called linear 
when the density of recoil atoms is sufficiently low to 
take the events in two different cascades independent. 
If this condition is not fulfilled the solution of Eq. (13) 
raises enormous problems and the spike approach is more 
adequate (Sigmund 1984). 

In the case of more and more interesting complex 
molecular targets the problem is that the conventional 
formali sm of the cascade theory is based on the motion of 
individual atoms. Although generalization of the model 
for simple two- or three-atom molecular ion formation 
was also possible (Gerhard 1975) more complex targets 
are still not within its scope. 

In the case of several molecular samples the gas col­
lision model (Sunner et al. 1986,1988) gives satisfactory 
results . It is based on the kinetic description of ion­
molecule reactions in the dense plasma and capable of 
predicting secondary ion currents in FAB experiments. 
This theory is a non-equilibrium complement of the LTE 
model and in the long residence time limit its results 
should converge to LTE results. 

Recently Johnson (1987) applied the energy depo­
sition concept in the description of ionization spectra 
of large organic molecules by high energy ions . He ad­
dressed the problem of ion generation from organic tar­
gets by high energy ions having energies in the order of 
MeV. In his model the deposited energy partly expands 
the solid and partly causes permanent bond ruptures 
leading to fragment ion formation. 

Kinetic modeling of events in laser ionization has 
not been applied so far. Comparison of the incoming 
fluxes in SIMS and LIMS (see above) explains why: the 
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photon flux is about 14 orders of magnitude higher than 
the bombarding ion flux, therefore tracing individual ab­
sorption events seems hopeless. 

Molecular models 
In the description of particle beam target interac­

tion it is getting more and more widespread to treat the 
problem with computer simulation of a large number of 
scattering events. Here again , the number of elementary 
events in the case of laser ionization is many orders of 
magnitude higher. So, it is not promising to carry out 
similar investigations at the present state of the com­
puter art. Still there are interesting aspects of these 
simulations worth mentioning in the context of energy 
deposition. 

In the common form of these Monte Carlo simula­
tions, the incoming particle is supposed to travel along a 
straight line until a collision changes its direction. The 
energy loss of this particle and consequently the energy 
transfer to the target is calculated in two parts. At the 
elastic collisions, the ion transfers energy to the nucleus 
of its colliding counterpart and between the elastic events 
inelastic encounters take place with the surrounding elec­
trons. 

Primary particle and recoil atom trajectories can 
be traced , even visualized on the computer display until 
they completely lose their kinetic energy inducing sec­
ondary processes accompanied by the redistribution of 
the deposited energy. There exists a broad selection 
of Monte Carlo codes with a wide variety of purposes 
and special handling of the problem. (The different 
programs are sometimes identified by acronyms: MAR-

LOWE, Robinson and Torrens, (1974), TRIM, Biersack 
and Haggmark , (1980) , COSIPO, Hautala 1984. ) 

It is possible with these programs to calculate the 
spatial distribution of deposited energy related to nuclear 
and electronic processes, although mainly for simple 
atomic particles having no internal structure or degrees 
of freedom. For example, detailed investigations were 
carried out to determine the dependence of the sput.ter­
ing yield on the surface deposited energy (Thompson and 
Johar, 1980). More complex targets are treated by sub­
stituting an artificial "effective" solid of simple character 
instead of the original (Whitlow et al. 1987). 

Unlike in laser ionization, under SIMS conditions 
the incoming particle flux frequently makes it possible 
to separate the effect of individual cascades. Therefore, 
the target atoms are in their normal state prior to the in­
teraction with a primary particle or with its recoil atom. 
Comparing the photon and particle fluxes given above, 
this is obviously far from true in LIMS. Most probably 
this basic difference has made it impossible to use Monte 
Carlo simulations in laser ionization studies and will re­
main an obstacle for some time. 
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Hydrodvnamic description of target behavior 
at laser ionization 

Former hydrodynamic investigations of laser light 
interaction with solid targets focused on nuclear fusion 
ignition (Caruso and Gratton, 1968, Mulser 1970, 1971; 
Hora 1979) and construction of heavy ion sources (Ya­
suda and Sekiguchi , 1979). On the basis of these investi­
gations the main factors governing ion formation turned 
out to be: the frequency, v, the time and space distribu­
tion of the power density of the laser light , <I> 0(r., t) , and 
optical, thermal and mechanical properties of the target 
as a function of temperature and pressure. As expected 
the power density domain of these studies is higher -
above 10 11 W / cm 2 - than the region of our interest. Still 
for the benefit of laser ionization studies the machinery 
of these calculations can be adapted to the situations 
more interesting to us. 

To test these theories and considerations we have 
to compare them with experimental evidence. Among 
the most powerful tools of plasma diagnostics - and it 

is certainly the most important from the point of view 
of ion sources - there is the measurement of ion kinetic 
energy distributions. So far , there have been two main 
types of exp eriments: one type is based on some kind of 
energy discriminator like the ion reflector or electrostatic 
sector (Dinger et al. 1980, Chowdhury et al. 1980, Siegel 
and Vasile, 1981 , Goto et al. 1982, Van Der Peyl et al. 
1983, 1984, Mauney and Adams, 1984, Michiels et al. 
1984) . The other type is based on the simple time of 
flight principle or on its combination with the retarding 
potential method (Demtroder and Jantz, 1970, Tabet 
and Cotter, 1983, Tsong 1986, Vertes et al. 1988). 

To summarize the results of these experiments we 
distinguish between low power density laser desorption 
and high power density laser plasma ionization. At low 
power densities only slight fragmentation was observed 
and the ions produced usually had less then 5e V ki­
netic energy. The distributions could be approximated 
by Maxwellia.ns (Van Der Peyl et al. 1984, Schafer and 
Hess, 1985). A typical example is shown in Fig. 4. 

At high power densities the fragmentation becomes 
more complete lea.ding finally to atomic ions or at even 
higher laser power multiple charged ions. The kinetic 
energy spectrum extends over several hundred e V and 
its width varies with laser power density (see Fig. 5). An 
interesting feature of the very high power density case is 
the forward shift of the maximum of the distributions 
with an increasing charge of the ions. 

One of the early ideas was to explain the existence 
of this shift on the basis of internal electric fields. If 
electrons and ions have the same temperature the elec­
trons, because of their smaller mass, have higher velocity 
and e8ca.pe from the ions. The ions left behind experi­
ence an electric field generated by the charge separation 
and gain momentum according to their charge (Mulser , 
1970). It has been shown, however, that this mechanism 
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a/ b/ 

Figure 4. Kinetic energy distribution of a/ [sucrose + 
Na]+ and b/ Na+ ions produced under laser desorption 
condit ions (CO2 laser, 107 W/cm2). The fl.V values a.re 
the extraction voltages in volts. (Published by Van der 
Peyl et a.I. , 1984.) 
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Figure 5. Measured kinetic energy distribution of c+ 
ions at low (106 W/cm 2

) and at high (10 10 W/cm 2 ) rub~ 
laser power densities (Vertes et a.I., 1988). 

a.lone cannot account for the total a.mount of the shift 
(Mulser, 1971). 

Another enormous set of observations is related to 
the practice of LIMS itself. There are more or less well 
established empirical rules on the appearance of LIMS 
spectra., which are their frequently reappearing features. 
Very good compilations of these rules are available (Hil-

lenkamp 1983,1985, Heinen 1981). Here we list some of 
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them: the absence of ions with charges larger than one 
at usual power densities, the non-Maxwellian kinetic en­
ergy distributions, the presence of negative ions and fre­
quently abundant cluster ions (Hahn et al. 1986, de 
Vries 1987, LaiHing et al. 1987, Trevor ct al. 1987) just 
to mention the simplest guiding principles. 

In our present effort we will not try to introduce a 
model which accounts for all these observations. Only 
the case of a single element target can be considered at 
this level, and even this simple situation requires numer­
ous approximations. 
The model: lC-lD 

It is a bitter but unavoidable step to confine the 
description as much as possible in order to simplify its 
solution. On the basis of preliminary trials and previous 
hydrodynamic calculations we can set up a simple model 
still anticipating useful results. We started from the gen­
eral transport theory of a plasma (Braginskii 1965, Sack 
and Schamel 1987) and tailored the general equations to 
a form fitting best to our special problem. 

Neglecting transport processes perpendicular to the 
axis of the laser light and considering that on the scale 
of the spot size the target is flat, one may replace the 
three dimensional equations with their one dimensional 
counterparts ( lD). Provided, furthermore, that the effect 
of viscosity and heat conduction can be neglected i. e., 
the dissipated and conducted energy is insignificant, we 
abandon the appropriate terms from the equations. Jus­
tification of this step can be found from Mulser (1970). 

A more drastic simplification seems to be the so 
called one component (lC) assumption. Since in a 
plasma the energy of the light is coupled to the tar­
get through the electron gas, an enormous difference be­
tween the electron and ion temperatures is expected. It 
is the relaxation time of energy exchange between elec­
trons and ions compared to the time scale of the calcu­
lations which justifies the use of a one component model 
for the description of so many different species. 

Preliminary calculations with a two component 
model taught us that equilibrium of electron and ion 
temperatures is reached in a very early stage of the calcu­
lations especially in the more dense region of the plasma. 

The energy transfer between the components is a func­
tion of the average elapsed time between two collisions, 
the electron - ion collision time, Tei : 

4$etZ2 n; lnJ\ 
3..jrn;( kTe)3/2 . 

(14) 

Here lni\ is the Coulomb logarithm and determined by: 

J\ = _3_(k3T3)1/2 
2Zc3 1rne 

(15) 

Z denotes the charge of the ions. The value of lni\ 
accounts for the effect of Coulomb interaction in the 
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electron-ion scattering process. \Ve may extract further 
evidence about the validity of the lC model later by in­
specting the calculated collision time profiles. 

Moreover, according to the extremely different velo­
city of the electrons and ions, their number density at a 
certain position may differ significantly. As a measure of 
the length scale of these deviations the Debye length can 
serve as a very good estimate since the Coulomb force 
will try to compensate extreme charge separations (see 
Eq. (11)). We will calculate Debye length profiles across 
a solid target - expanding plasma - vacuum interface in 
order to justify this assumption. 

Using all these simplifications we can write the con­
servation of mass, momentum and energy in the diYcr­
gence form and in a reference frame at rest (Eulerian 
system) as follows: 

ofi 
Dt 

(lG) 

where the vector J1 stauds for the generalized densities: 

(17) 

The components are the mass, momentum and energy 
densities expressed with velocity, v, and internal energy 
density, pe. The vector E denotes the generalized fluxes 
composed of the mass , momentum and energy fluxes: 

where p denotes the pressure. In order to cope with the 
light absorption problem we had to extend the energy 
flux with light power density, <I>. The density, energy 
and velocity variables are extremely steep functions of 
space and time. The equations of conservation in Eq. 
(16) have to be complemented by the equation of state 
relating pressure to density and energy: 

P = f(p,e,ry) . (19) 

where T/ is the degree of ionization: T/ = n;/ntotal· Con­
sidering the ideal gas law, Eq. (19) has the well known 
form: 

p = (l + ry)pkT/m . (20) 

The internal energy density is related to the state vari­
ables: 

(21) 

To determine the degree of ionization the Saha -
Eggert equation was used with the customary simplifi-
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cations: 

__!L_ = m(21rkTme) 3

/

2 exp(-!_p_) · 
1 - 77 p h2 kT 

(22) 

where Ip is the ionization potential. 
The linear light absorption coefficient, a(x, t) , of Eq. 

( 1) is built up of two terms. The first accounts for the 
normal absorption of the solid, a 0 , without ionization 
and the second takes into account the absorption of the 
plasma cloud, ll'pt, (Dawson et al., 1969): 

a(x,t) = ao(x,t) +ap1(x,t), 

2w 
-Im 

C 

(23) 

(24) 

The plasma absorption in high optical-density gradient 
situations has a strong resonance at the critical density 
and the light cannot penetrate into the higher density 
regions because light which is not absorbed will be totally 
reflected. 

Eqs. (2),(16-18) and (20-24) with the given initi al 
and boundary conditions (see Fig. (2)) form a complete 
problem which can be solved only numerically. 
Methods of calculation 

For decades hydrodynamics has been recogni zed as 
one of the most well-studied branches of comp11t,itional 
physics and numerical mathematics. To pick from the al­
most uncountable number of existing numerical approx­
imations the most proper one, i. e., that which gives 
the closest description of the real physical situation, is a 
crucial point of modeling. Because of the non-linearity 
of the equations of hydrodynamics an improperly chosen 
numerical scheme does not yield even a rude approxi­
mate solution. 

In our case, the physical situation can be delineated 
as follows. Two phases are present in the ionization 
source: the solid target consisting of the material to be 
analyzed and vacuum. As the laser pulse impinges onto 
the target vigorous heating and subsequent expansion of 
the partly ionized material starts. In the initial condi­
tions a large discontinuity already is present that will 
evolve into hydrodynamic anomalies: shock waves, rar­
efaction waves and contact discontinuities (these will be 
characterized later). 

Thus we had to choose numerical techniques which 
are intended specially for the treatment of these anoma­
lies. The most frequently employed method acids arti­
ficial dissipative terms to the equations of fluid dynam­
ics which can lead to the decay of possible shock waves. 
This method was introduced by von Neumann and lli cht-
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myer (1950) and is also known as the artificial viscos­
ity method. More recently several sophisticated meth­
ods have been developed to model shock tubes (Vatsya, 
1987). The method we have preferred was first described 
by Godunov (1959) and offers a clear physical interpre­
tation. 
Godunov's first scheme 

Breakdown of discontinuities depicted in Fig. 6. is 
an analytically soluble problem for gas expansion in a 
tube. Godunov's first scheme makes use just of this an­
alytic solution for the finite difference approximation to 
the solution of the equations of hydrodynamics. 

p 

co 
RW I -· I ------.. 1 

CD 

SW -

X 

Figure 6. Breakdown of an infinitesimal discontinuity in 
a pressure vs. position profile. A shock wave (SW) will 
propagate to the right , a rarefaction wave (RW) to the 
left and they are separated by a contact discontinuity 
(CD). Its propagation direction is still not defined by 
the pressure profile. 

In the finite difference approximation the profiles 
of hydrodynamic quantities at different time levels are 
represented on a grid. Once these profiles are given at 
an instant, than at the next time level, advanced by 6t, 
they can be determined by means of the finite difference 
form of Eq. (16). 

It is clear that t he discretized profiles can be per­
ceived as the superposition of step functions similar to 
the discontinuity shown in Fig. 6. Godunov's idea was 
to utilize exact formulae for the evolution of these dis­
continuities arising from the discretization of large gra­
dients. Of course, if during the evolution of the system 
real shock waves emerge, the algorithm will treat them 
properly. 

The finite difference approximation of Eq. (16) is 
written as: 
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Rn+! Rn 
-j+J/2 - -j+I /2 

!::,.t !::,. x 
(25) 

Here the upper index specifies the time levels, for in­
stance n corresponds to t t 0 + n!::,.t, the lower 
index specifies space points, for instance j means x = 
xo + j!::,.x. 

Starting from the ini tial conditions (see lower part 
of Fig. 2.) the generalized density profiles could be cal­
culated at time n = 0. Using the implicit breakdown 
formula of the Godunov scheme (Holt , 1977, p. 33-38) 
the generalized fluxes were determined at time n + 1/2. 
Wi th the finite difference scheme Eq. (25) we calculated 
the advanced values of the generalized densities and than 
the whole procedure was repeated until reaching the fi­
nal time stage. In every cycle forward and backward 
transformation of variables has been necessary since the 
Godunov scheme was based on p , v and p while the differ­
ence scheme was constructed of generalized quantities. 

Determination of temperature and degree of ioniza­
tion from energy density and pressure required solution 
of the set of strongly non-linear Eqs. (21) and (22) which 
was done by the nested interval method. 

Details of the calculat ion and algorithm will be pub­
lished in a separate paper (in preparation). 
Realization 

Most common codes of the finite difference schemes 
use a reference frame with fixed !::,.x and !::,.t values. Their 
choice is governed by the dimensions of the investigated 
system and the stability condition of the applied scheme. 
It is easy to see that the presence of the solid - vacuum 
boundary causes difficulties. Due to the presence of this 
interface the discretization of the generalized densities 
leads to extreme differences between neighboring points 
amounting up to several orders of magnitude. Dimin­
ishing the stepsize may help to decrease the drop but it 
also leads to an enormous increase in the total number 
of grid points. 

The application of adaptive grids can circumvent 
this difficulty. Initially !::,. x and !::,.t were fixed at very 
small values (on the 10-9 m and 10-13sec scale). The 
left half of the grid was covered by solid phase values 
the right half with 'experimental' vacuum values corre­
sponding to about 10-6m bar pressure. As the expansion 
reached the right boundary !::,.x and !::,.t were doubled so 
that their ratio remained the same. After averaging for 
every neighboring couple of points we could contract the 
grid to half of its number of meshpoints and the remain­
ing free points were fi lled with solid and vacuum values 
on the appropriate sides. Expansion of the plasma could 
proceed on a larger scale. 

This method also had two more advantages. At each 
moment of the integration we had a complete represen­
tation of the profiles in the sense that our field of view 
zoomed together with the spreading effect of the expan-
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sion. So the whole region which is influenced by the 
radiation (in axial sense) has always been covered by the 
calculation. The other advantage was the diminishing 
effect of the boundary conditions. Whenever boundary 
conditions started to play an important role - i.e., when 
fluxes on the boundaries deviated from zero - with the 
zooming the boundary points became internal. This is 
important since in the real experiments the target is usu­
ally infinitely large compared to the size of the interac­
t ion region. 

Calculations were carried out on a VAX 11/780 com­
puter, typically consuming 60 min CPU time for tracing 
100 point grids for up to 50 nsec laser heating. 

Results and Discussion 

We have made model calculations on the ruby laser 
semi-infinit e target inter action at perpendicular inci­
dence angle. Time development of the laser pulse was 
approximated by a step function. Formation of M/Z = 
24 a.m.u. ions was invest igated at different laser power 
densities. The laser power was coupled to the target 
by conventional light absorption where the absorption 
coefficient is proportional to the number density of the 
neutrals, nn, in the form: ao = 10-19nn(cm- 3 ). This 
choice was made arbitrarily so that the absorption coef­
ficient in the solid would reach ao = 103 cm -I . The ac­
tual value of this parameter played an import ant role in 
the calculations since it directly determined the amount 
of deposited energy in the first part of the laser pulse. 
The total absorption coefficient had another component, 
the absorption of the plasma. °'p l is a resonance type 
function of the number density of electrons showing a 
sharp increase at the critical density (see Eq. (24)). 
Since every solid has some residual ionization the linear 
plasma absorpt ion coefficient, °'p l , had a fini te positive 
value even in the solid . The residual degree of ionizat ion 
was taken equal to 10- 3

. Its value had no significance on 
the calculations, since the energy deposition was much 
more effective through the normal absorption in the early 
phase of the interaction. 
Ignition or warming? 

It is important to realize in laser ionization stud­
ies that there are two possible regimes depending on 

the applied light power density. At 105 
- 107 W/cm 2 

mild fragmentation takes place (Day et al. 1981), if 
any. The ions have a Maxwellian kinetic energy dis­
tribution with FWHM usually less than l e V . In the 
range 108 - 1011 W/cm 2 real plasma absorption is ob­
served. It is accompanied with heavy fragmentation and 
the resulting ions exhibit energy distributions extending 
beyond lOe V . 

Our calculations could reproduce part of these fea­
tures. Light exposure in the runs was continued up 
to 50nsec. In the case of low power density ( <I>o 
107 W/cm 2 , see Fig.7) even at the end of the period 
the plasma absorption was negligible compared to nor­
mal absorption. No additional ionization appeared and 
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length, collision time and pressure profiles. See detailed conditions of the calculation in the text. 
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Figure 11. a/ Debye length and b/ pressure profiles in laser target interaction ( conditions as in Fig. 8). Compression 
and shock waves are present in the pressure profiles emphasizing the importance of hydrodynamic effects. 
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only simple heating was present giving nse to some 
1400K(0.12eV) in the gas phase. The velocity of the 
expanding gas reached 2 * 105cm/ sec, i.e., 0.5eV kinetic 
energy for M/Z = 24a.m.u. particles. 

Inspecting Figs. 8, 9, 10 and 11 unfolds the time 
development of the resonant plasma absorption with 
positive feedback. The applied higher power density, 
4> 0 = l09W/cm2, already at 7.2ns ec causes a notice­
able increase in the degree of ionization. This increases 
tenfold in the next five nsec and reaches complete ioni­
zation in a layer after 2lnsec. In the remaining 29nsec 
the electron density reaches its critical value leading to 
resonant absorption in a layer and complete reflection 
of the non-absorbed light (see Fig. 10/a). This in turn 
causes some cooling in the target. Peak temperatures 
reach 1.4* 105 K(12e V) in the gas phase and peak kinetic 
energy calculated from the velocity (4 * 106cm/sec) in­
creases to 200e V. These values are in reasonable agree­
ment with experimental observations (see Figs. 4 and 
5). 

It is, however, more important to learn from the cal­
culations that the power density, pulse duration, Tpulse, 

and classical absorption play complementary roles. The 
total amount of deposited energy roughly estimated in 
the adiabatic case by 4>oTpulsell'o will determine whether 
plasma ignition takes place or not. This idea is sup­
ported by the experiments of Karas et al. (1983, 1985, 
1987). They showed that classical absorption and plasma 
formation thresholds are directly related in the case of 
several organic compounds. Even enhanced ionization of 
a non-absorbing compound in an absorbing matrix was 
observed. This observation gave rise to the technique 
of "matrix assisted laser desorption". Heinen (1981) has 
also noticed that the energy coupled from the laser to the 
target and not the laser power density alone determine 
the characteristics of laser desorption spectra of organic 
compounds and inorganic salts. 

It is worth noting the difference between the energy 
calculated from the temperature and from the velocity 
since the difference shows the fate of the deposited en­
ergy. The large excess of kinetic over thermal energy in 
the case of intense irradiation indicates strong coherent 
motion in the target, i.e., the presence of shock waves. 
Accordingly in Fig. 11/b the pressure profiles at 21nsec 
and at 50nsec show significant peaks in the gas phase. 

Direct comparison of the experimental kinetic en­
ergy spectra of particles with the results of the present 
calculation is possible. Starting from the velocity pro­
files we can create kinetic energy profiles. Eliminating 
the space variable from the ion number density and ki­
netic energy profiles we arrived at the calculated spectra 
shown in Figs. 12/b and 13/b. 

In Fig. 12/a (ii) kinetic energy spectrum of Na+ 
ions generated in low power density laser desorption ex­
periments is displayed together with the results of our 
calculations, Fig 12/b. Although actual shape of the 
curves is not comparable because of the difference in 
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Figure 12. Measured, a/ , and calculated, b/, ion ki­
netic energy distributions in the case of low power den­
sity spectra. Measured curves are taken from Van Der 
Peyl et al., 1984, who investigated Na+ ion emission 
from an organic target at 107 W/cm2 C0 2 laser power 
density. (i) measured distribution , (ii) deconvoluted en­
ergy distribution and (iii) apparatus transmission func­
tion. Conditions for the calculated curve are the same 
as for Fig. 7. 

vertical units, agreement in the horizontal extension of 
the spectra is surprising. Since we have no information 
about the classical absorption coefficient of the measured 
samples the degree of agreement is more of a lucky coin­
cidence. 

In Fig. 13/a (i) the energy spectrum of Ta+ions pro­
duced by high power density laser irradiation is shown. 
Although the absorption coefficient of the sample is not 
known again, the extension of some 200e V of the cal­
culated spectrum is comparable to the 600e V range of 
the measured spectrum. The lower range of calculated 
energy values can be accounted for to a large extent by 
the 25 times lower power densities applied in the calcu­
lations. 

Energy deficient ions 
There is another set of observations related to the 

negative energy part of the kinetic energy spectrum. 
Their appearance is strongly correlated to the presence 
or absence of external electric fields as is demonstrated 
in Fig. 4. (In microprobe situations this external field is 
always present in the form of accelerating voltage. En-
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Figure 13. Experimental (Dinger et al. , 1980) , a/, and 
calculated , b/ , kinetic energy distributions for high laser 
power density irradiation. The experimental conditions 
were: Nd - Y AG laser at 2.5 * 1010W/cm 2 hitting a 
tantalum target. The curves (i), (ii), (iii ) and (iv) corre­
spond to T a+, Ta 2+, T a3+ and Ta4 +. The calculations 
had the same parameters as in Fig. 8. 

ergy distributions of SIMS ions with negative energy tails 
were published for instance by Lodding, 1988.) These 
and other similar evidence (Mauney and Adams, 1984, 
Michiels et al., 1984) prompt the idea that ion formation 
may take place before the target plane as well, allowing 
reduced acceleration of these ions. 

The two most probable ways of producing ions in 
the accelerating field a re either laser ionization of the 
expanding neutrals or their reaction with other particles 
such as ionic species or electrons (Rosmarinowsky et al. 
1985). Our model provides the possibility to follow the 
first mechanism. In Fig. 9/b we trace the time devel-
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opment of the ionization degree profiles . One can notice 
that the degree of ionization and consequently the num­
ber density of ions reaches its maximum in the accelerat­
ing region before the target plane. This forward shift is 
a function of time and the values for our conditions are: 
40µm at 7ns ec, 70µm at 12nsec, lO0µm at 2lnsec and 
300µm at 50nsec. Considering 6k V / cm external field 
strength which is customary in a laser ionization source 
these values correspond to 24e V , 42e V, 60e V and 180e V 
kinetic energy deficit, respectively. This last value is sur­
prisingly close to the extension of the negative tail in Fig. 
5. 

According to t he energy deposition concept we can 
use the intermediate t ime profiles as they would be final 
profiles of a different power density pulse. Since the de­
posited energy can be roughly estimated by <I>orpu/sell'o, 
one would expect similarity between the profiles of <I> 0 = 
109 W/cm2 at 7nsec and g,0 = l.4*108 W/cm2 at 50nsec. 
T his approximation is valid only in the limit where ab­
sorption is much faster than expansion and the light 
pulse as well as the absorption coefficient profile are ap­
proximated by a step function . The reliability of this 
approach is also influenced by the relaxation time of in­
ternal energy redistribution . The faster these processes 
are the more realistic profiles we get . 

Accepting this argument it can be demonstrated 
that not only the accelerating field strength determines 
the extension of the negative energy tail ( as it is shown in 
Fig. 4) but it is correlated with the laser power density 
too (see in Fig. 5). On the basis of the previous dis­
cussion under the given conditions the 180eV negative 
energy tai l at <I>o = 109 W/cm2 would shrink to 24eV 
at <I> 0 = 1.4 * 108 W/cm2

. The same decrease could be 
produced by lowering the accelerating field strength to 
0.8kV/cm from its original 6kV/cm value or more inter­
estingly changing the ao absorption coefficient appropri­
ately. 
Local thermal equilibrium: estimation of validity 

Let us consider in more detail what is necessary to 
reach the LTE . In general one would expect equilib­
rium if the residence time of the particles in the inter­
action zone exceeds the relaxation time of all the non­
equilibrium processes. Since under the plasma formation 
regime the energy of the radiation is coupled to the target 
by the electrons the first condition is that the electron 
and ion temperature should be the same: 

T, = T;. (26) 

This is satisfied only for times larger than the ic,r,, tem­
perature relaxation time: 

1 m; n; 
tt::..Tci = -----Tei• 

2 m, n; + n, 
(27) 

The right hand side can be simplified to 459M;r,; if 
ne n; is maintained. lvl; denotes the ionic mass 
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in a.m.u. Visualization of typical collision time profiles 
at the vacuum - target interface can be seen in Figs. 7 /b 
and 10/b. To obtain te;.r.; these curves should be shifted 
4 orders of magnitude upward in the case of NI/ Z = 24 
a.m.u. ions. It is demonstrated that the electron - ion 
collision time in the dense part of the plasma is much 
smaller than the mean residence time of the particles, 
Tres which in LIMS situations is typically in the neigh­
borhood of 100 nsec. This means that the equilibrium 
of the electron and ion temperatures is usually reached , 
furthermore the one component energy equation can be 
used. However, it is also worthwhile to notice that the 
outer surface of the plasma is not always necessarily in 
equilibrium. In this region even the hydrodynamic equa­
tions cannot be used since no collision happens in a single 
time step at the final phase of the calculation. Fortu­
nately this region has no real importance in the evalu­
ation since a vanishingly small fract ion of the material 
can be found here. 

On the basis of Eq. (27) we can understand the 
capability of ionization by laser of volatile large molecu­
lar weight organic compounds. Taking, for example, the 
laser ionization of M/Z = 240 a.m.u. particles the tem­
perature relaxation times will cover the 10-10 - 10- 6 sec 
range. Comparing this to the mentioned upper limit for 
residence time in the source it is clear that non-negligible 
amount of the ions wi ll not reach the T, temperature. 
This practically means less fragmentation and strongly 
non-LTE behavior. The present argument may throw 
light on one of the main attract ions of laser ionization of 
solid targets, namely the possibility of ion production of 
large volat ile organic molecules without fragmentation. 

So far we have considered only the energy exchange 
between electrons and ions. In reality a vast number of 
other elementary processes are generated in the plasma. 
These all can be characterized by rate equations and 
corresponding time constants. Classes of these processes 
are the following. 
a/ Radia tive excitation and decay: 

A(q) + hv ;= A(q + r) . (28) 

Radiative excitat ion is very unlikely since a nonvan­
ishing transition probability exists only under resonance 
conditions. It is achievable with finely tuned dye lasers 
but the corresponding resonance ionization spectroscopy 
(RIS) will not be discussed here. 
b/ Collisional excitation and decay: 

A (q) + e;= A(q+r ) + e. (2!)) 

c/ Collisional ionization and recombination: 

A z+ + e ;= A( z+l)+ + e + e. (30) 
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d/ Radiative ionization and recombination: 

A z+ + hv ;= A( z+l)+ + e. (31) 

e/ Ion - molecule reactions: 

A z+ + BC ---, AC(z- i )+ + B +. (32) 

f/ Fragmentation: 

AB + e ---, A+ + B + 2e. (33) 

We may describe the time constant of only the collisional 
( and not the radiative) processes roughly by the absolute 
rate theory: 

(34) 

where Tc is the collision time of the reacting particles 
and E* is the so called activation energy of the process. 
The collision t ime is generally determined by the kinetic 
theory but corrections are necessary when charged par­
ticles are taking part since Coulomb or induced dipole 
att ract ion makes the encounters more probable. 

The time constant of the radiative decay and radia­
tive ionization processes can be determined empirically 
(Yasuda and Sekiguchi, 1979). 

Real equilibrium concentration of the ionic species 
is reached only when all reaction time constants are con­
siderably smaller than the Tres residence t ime. This puts 
an upper limit on the activation energy: 

(35) 

In the case of high power density irradiation this ex­
pression can be evaluated on the basis of Figs. 9/a and 
10/b. In the outer region of the expanding plasma the 
condition for E* is: E* ~ 47.6eV. Similar estimation on 
the basis of Fig. 7 for the low power density case gives: 
E* ~ 0.32eV. Since most activation energies for ordi-­
nary rate processes lie below 20e V they reach equilib­
rium readily at high irradiances. Surprisingly, however, 
reaching LTE from the point of view of collisional rate 
processes at low laser power densities is not that obvious 
anymore. 

The situation is different in the case of radiative pro­
cesses, where higher power density means higher number 
density of photons. Consequently reaching LTE with the 
radiation field takes more time than in the low power 
density case. 
Hydrodvnamic effects 

Further consequences of our model can be observed 
in Figs. 11/b and 8/a. As expected two waves emerge 
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from the decaying interface, a compression wave moving 
to the left and a shock wave moving to the right. 

In the early phase of laser heating the compression 
wave is dominant. At 7nsec as much as 50% overpres­
sure and 10% compression in density was observed. This 
overdense region is not identifiable in Fig. 8/a because 
the density is on logarithmic scale. Linear plots of den­
sity against position clearly show a density peak in the 
solid phase. At later stages this wave penetrates into the 
solid and gradually decays. The finite negative velocity 
of this wave appears in Fig. 8/b. Experimental evidence 
for this effect is the perforation of finite thickness tar­
gets and traces of splashed material around the craters 
in block samples. 

Other hydrodynamic phenomenon can be recog­
nized in Fig. 11/b. The pressure profiles at 2lnsec and 
at 50nsec exhibit pronounced peaks in the expansion re­
gion. This peak travels in the low pressure direction and 
becomes apparent only in the late phase of laser heating . 
Since the pressure profile varies together with the inter­
nal energy density profile this maximum also means that 
part of the internal energy of the plasma travels together 
with this wave. Comparing the ionization degree, light 
intensity and pressure profiles show that it is in these 
waves that strong ionization and heavy absorption takes 
place. 

Examining the third component of the generalized 
density vector , Eq. (17) , one can estimate the impor­
tance of hydrodynamic energy compared to internal en­
ergy. It is the relation of e toward v 2 /2 that decides 
which effects are more important . Apparently we have 
already seen above in the case of these model calculations 
that both energy parts are on the same scale. However 
it is also demonstrated that the importance of hydrody­
namic effects increases with laser power density in ac­
cordance with the observations of Chiarelli and Gross 
(1987), for example. In the extreme high power den­
sity limit (above 1013 W/cm2

) even ablative acceleration 
of thin foils was found by Raven et al. (1981 ). That 
could explain the disintegration of the removed foil part 
in terms of Rayleigh - Taylor type hydrodynamic insta­
bilities. 

Atomization vs. ionization 

There is another mechanism of energy deposition 
which in nuclear fusion studies is usually considered neg­
ligible compared to the previously described forms. Since 
the target is normally a solid the heat of melting and 
evaporation or the heat of sublimation has to be added 
to the energy balance of the processes (Afanasyev et al. 
1966) . Nevertheless in the case of molecular solid tar­
gets partial or complete fragmentation takes place where 
the rupture of chemical bonds of the molecules is also 
a method of energy absorption. Cluster surface ener­
gies ( Campana et al. 1981) and cluster internal energies 
(Hoogerbrugge and Kistemaker 1987) are also discussed 
as possible governing factors of ion abundance distribu­
tions. 
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The conventional target of nuclear fusion experi­
ments is more of an exception from the point of view of 
atomization since its ratio of first ionization energy and 
atomization energy is I/;/ E;;i :::::: 3000. Taking, for exam­
ple , the carbon target this value drops to I{:/ Efi :::::: 1.5 
only. Typical values for metals and semiconductors are: 
Ifa/E;!t:::::: 4.9, J{</E[/ :::::: 2.15, I;i/Eti :::::: 4.6 and 
I1e / Ef,_e :::::: 2. 7. It is the richness of laser ionization 
spectra in cluster ions which shows the importance of the 
atomization process. Since the removal of clusters takes 
less energy than complete atomization and the surface 
energy of clusters also changes with cluster configura­
tion (Campana et al., 1981) no precise prediction can be 
made about the fate of the above mentioned ratio. 

A more general form of internal energy density 
should include the atomization and fragmentation pro­
cess as well and could be approximated: 

e = ! [;c1 + 17)kT + 17lp + eEat+ :::i L XiEbond,i ] , 
• 

(36) 

where e is the degree of atomization, most simply a step 
function changing from zero in the solid to one in the gas 
phase at the boiling point temperature. The last term of 
Eq. (36) is a rough estimation of the energy invested in 
fragmentation. It is formulated as a weighted average of 
binding energies, Ebond,i, over each broken bond denoted 
by i. Xi denotes the weighting factor. Solving the hy­
drodynamic equations with this form of energy density 
would give direct information about the depth of atom­
ization behind the target plane, i. e., direct calculation of 
crater depths would be possible ( measured values see, for 
example, Narayan 1979). The melting process, at least 
in the case of elements, is really negligible compared to 
evaporation, consuming normally at least one order of 
magnitude less energy than the atomization energies. 
Strong lateral gradients 

Although we accounted only for events going on per­
pendicular to the target plane there are clear indications 
that in the case of strong lateral inhomogeneity, in plane 
processes may play an equally important role (Day et al. , 
1981). It is also enough to mention the different spectra 
we get in the transmission mode of operation if part of 
the supporting SEM grid was also hit by the laser beam. 
No need to say, targets with microstructure (i .e., lateral 
inhomogeneity) are the most important subjects of mi­
croprobe investigations. It is also believed that some of 
the problems with the reproducibility of LIMS spectra 
are related to undiscovered lateral variations of concen­
tration, absorption coefficient, etc. 

As was shown earlier, the main way of laser target 
coupling is through normal absorption at the wavelength 
of the laser light. So, for example, in the case of visi­
ble light inspection and UV light ionization it can hap­
pen that one doesn 't notice the inhomogeneity with the 
naked eye yet still get different spectra from the different 
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points of the sample. 
Let us consider a target having very low and very 

high transmission on the two halves of the fo cal spot. It 
is obvious that illuminating the transparent part only, 
would give no ionization at all. So the situation can 
be described as induced plasma ignition and treated like 
lateral mixing of two clouds with extreme temperature 
difference. 

After some ionization of t he transparent part has 
been induced , it may also become opaque and absorb 
heavily. Assuming adiabatic absorption of the light, one 
would expect a temperature difference, T2 - T 1 , between 
the two parts at time t determined by: 

(37) 

Solving this equation together with the two Saha type 
equations can account for the situation before expansion 
and mixing. 

Since gradients laterally can be enormous too, 
strongly turbulent mixing together with reactions are ex­
pected . Description of these processes exceed the limits 
of the present paper but it can well be understood that 
LIMS spectra are extremely sensitive to lateral variations 
in absorption coefficient. Similar effects a re expected in 
the case of strong variations in sample thickness, i.e ., for 
example in the case of particles comparable in size to the 
focal spot. 

Summary 

Similarities between secondary ionization and laser 
ionization processes inspired us to make a comparative 
but brief review of the theories on the two fields. The 
success of the energy deposition and redistribution con­
cept in the description of SIMS promised more precise 
understanding of the LIMS processes too. The enormous 
differences in the number of elementary events, however, 
required different methods of description for SIMS and 
LIMS. While the ion-beam target interaction was most 
effec tively explained by kinetic and molecular models , a 
more suitable method for the investigation of laser ioni­
zation seemed to be its description by hydrodynamic for­
malism. 

We set up a simple one component - one dimensional 
{1 C-1 D) model in order to demonstrate its capabilities to 
reflect important experimental findings in LIMS. Estima­
tion of the extent of non-linear light absorpt ion showed 
no significance under customary circumstances. 

Extreme initial conditions due to the solid - vacuum 
interface and severe excitation due to the immense laser 
pulse hampered the finite difference solution of the par­
tial differential equations describing the conservation of 
mass , momentum and energy. Application of Godunov's 
first scheme together with adaptive grids as a reference 
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frame provided an appropriate solution to the problem. 

Model calculations on ruby laser semi-infinite target 
interaction were carried out and showed the following 
interesting features. In accordance with the experiments, 
clear distinction could be made between la8er de8orption, 
based mainly on classical absorption at low light power 
densities and laser plaBma ionization ignited by resonant 
plasma absorption at high irradiances. 

If no external electric field was present promising 
kinetic energy distributions of the generated ions were 
recovered from our calculations. Comparison of the ex­
tension of spectra in the two limiting cases with experi­
mental curves showed considerable correlation. The ap­
pearance of energy deficient ions in an external electric 
field was rationalized in terms of ionization before the 
target plane resulting in reduced acceleration. Estima­
tion of the effect based on the forward shift of maximal 
degree of ionization gave feasible results. 

Calculation of electron - ion collision time profiles 
across the interface made it possible to obtain a more 
detailed picture about the validity of the local thermal 
equilibrium hypothesis . One of the strongest conditions 
to reach LTE is the equilibration of the electron and 
ion temperatures . While for low mass ions LTE is usu­
ally achieved in this respect, the relaxation time for the 
energy exchange process turned out to be a linear func­
t ion of the ionic mass. This explains the possibility of 
laser ionization of large volatile molecules without degra­
dation. Other elementary collisional processes have to 
reach equilibrium too. In the case of a high act ivation 
energy requirement LTE is more easily reached at high 
power densities. 

At increased irradiances two interesting hydrody­
namic effects were identified in the calculations: a com­
pression wave travelling from the interface towards the 
bulk and a shock wave running in the opposite direction. 
The place of heavy light absorption and strong ioniza­
tion was correlated with the position of the shock wave. 
The importance of hydrodynamic effects increased with 
increasing laser power density. 

The role of atomization was discussed in relation 
with energy redistribution. Competition of atomization 
and ionization processes for the deposited energy can be 
expressed in t erms of their energy requirements enlight­
ening the basic difference between solid hydrogen and 
other targets in this respect. Inclusion of the effects of 
atomization in the hydrodynamic model would certainly 
be quite interesting. 

Finally we addressed the problem of strong lateral 
gradients which is rather important in microprobe ex­
periments. Inhomogeneity in the absorption coefficient 
of the target inside the focal spot may lead to enormous 
temperature differences. If one part of the illuminated 
surface absorbs enough energy for plasma igni t ion it can 
induce ionization and strong absorption on other parts 
too, due to lateral expansion and mixing. These poorly 
controllable processes may provide the key to the under-
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standing of ill reproduced LIMS spectra in some cases. 
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Discussion with Reviewers 

W. Husinsky: My first and st rongest criticism concerns 
the terminology " laser ionization processes in mass spec­
trometry" (used throughout the entire paper), which ac­
cording to my opinion seems to be misleading or at least 
confusing in many cases. Particularly, used together with 
mass spectrometry laser ionization is commonly used for 
ionizing free atoms as, for instance, in SNMS. Would not 
" laser desorption" or " laser sputtering" be expressions 
more appropriate in t his context? 
Authors: The general expression " laser ionization pro­
cesses in mass spectrometry" is not appropriate indeed, 
since - if the light source is a laser - it covers photoion­
ization experiments as well. In the paper we tried to 
avoid this ambiguity in two ways. We emph asized from 
the t itle on, that the work is confined to microprobing, 
i. e., investigation of solid targets on a microscopic scale. 
T he other restriction we made - partly inspired by the 
reviewer - was to use "laser ionization mass spectrom­
etry of solids" instead of simply " laser ionizat ion mass 
spectrometry". The terms " laser desorption" or " laser 
sputtering" suggested by the reviewer are not general 
enough , since they name only particular processes in­
volved in the laser - solid target interaction. 

J . D . Brown: According to my view Eq. (2) appears to 
be incorrect . Shouldn't it read : 

<I> (x, t) = 4> 0 1= exp[-o(x, t)]dx ? 

Authors: Integrat ion of our Eq. (1) truncated to the first 
term on right hand side and considering <I> (x = + oo, t) = 
<I> o(t), i. e., that the light comes from x > 0, yields our 
Eq. (2) (see also Mulser, 1970). 
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W. Husinsky: I miss the discussion of one important (as 
I see it) question never mentioned in the context: How 
far does the wavelength of the laser radiation influence 
the whole story? It has been shown in many desorption 
experiments that totally different mechanisms might be 
important for different wavelengths, ranging from ther­
mal to electronic bond-breaking mechanisms. 
Authors: In the context of our model there are two places 
where the wavelength dependence might enter: these are 
the two terms of Eq. (23). The normal absorpt ion of the 
solid, °'O, and the plasma absorption, characterized by 
°'p l , are both wavelength dependent. °'O is strongly vary­
ing with the wavelength exhibi t ing large values at photon 
energies corresponding to transition energies of internal 
excitations. Typically in UV electronic excita tions and 
interband transitions occur, while in IR bond vibrations 
and phonon excitat ions are responsible for t he normal 
absorpt ion of solid targets. Since during the investiga­
tion described in the paper we used D'.o = 10- 19n,. and 
the number density of the solid was nn = 1022 cm - 3 the 
normal absorption reached O'.o = l000cm-1 correspond­
ing to a moderately opaque target. The wavelength de­
pendence of the plasma absorption is fully described by 
Eq. (24), so the effect of changing the wavelength, i.e. 
using different lasers can be examined by changing the 
normal absorpt ion coefficient. Since the submission of 
the manuscript we have carried out calculations for CO2, 
ruby and frequency quadrupled N d-YAG lasers in the 
case of transparent and opaque insulators, semiconduc­
tors and metalli c targets. These results will be published 
later. 
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