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Abstract

Osteoporosis is the severe reduction in bone mineral density and load bearing ca-

pabilities. Individuals with osteoporosis, especially the elderly, are at a higher risk of

bone fracture as a result of trauma, with hip fractures being the most prevalent and life

threatening. There are currently a number of preventive treatments available; how-

ever the side effects, long delays in restoring bone strength or other issues associated

with these treatments inhibit their efficacy. A promising new approach to preventing

fracture is augmentation of the mechanical properties of the femur by injecting it

with acrylic bone cement—femoroplasty. There are risks and limitations associated

with femoroplasty, however, that need to be addressed through pre-operative plan-

ning and careful execution as well as experimental validation before it finds its way

to the operating room. This thesis describes the methods and tools developed for

effectively planning and performing femoroplasty. To this end, computational mod-

els were developed to simulate various augmentation scenarios and to predict how

those affect the mechanical strength of the femur. Those tools were then used to plan

femoroplasty for paired cadaveric osteoporotic femur specimens. Experimental tests
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performed on those specimens showed significant improvements in the load and en-

ergy absorbed to fracture the augmented specimens compared to those left intact. We

therefore conclude that effective femoroplasty is possible by using computer planning

and controlled execution. Although geared towards femoroplasty, these methods and

tools can be extended to other types of augmentation surgeries using bone cement

including vertebral body augmentation (vertebroplasty) or augmentation of distal

radius for prevention of osteoporotic wrist fractures.
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Chapter 1

Introduction

1.1 Motivation

Hip fractures in the elderly with osteoporosis, mainly due to falls to their side

on the greater trochanter, constitute a major health problem worldwide. Solely in

the United States, they are responsible for $20 billion of annual hospitalization and

treatment costs [1, 2]. Current preventive treatments include hip protectors, special

diets and drugs and bone strengthening exercises [2,3]. But the side effects, long delay

in restoring bone strength, or other issues associated with these treatments inhibit

their efficacy. Femoroplasty—augmentation of bone mechanical properties by use of

polymethylmethacrylate (PMMA) bone cement injection inside proximal femur—has

been proposed as an effective alternative near-term measure [2–4]. The procedure,

however, is not part of clinical practice because of its unknown complications. Injec-
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tion of a large amount of cement, which has an exothermic curing process, can lead

to osteonecrosis i.e. death of bone tissue as a result of poor blood supply [4, 5]. Also

suboptimal injection can result in bone weakening or stress concentration and render

the augmentation unsuccessful [5]. Therefore the operation requires detailed planning

and careful execution. Unlike its counterpart procedure for treating osteoporotic ver-

tebral bodies (vertebroplasty) [6–10], and despite its importance, optimization of bone

cement placement in femoroplasty has received minimal attention in the literature.

In most of the reported experimental studies of femoral augmentation, significant

increases in the fracture loads and energies have been achieved [2–4]. However, gross

fillings of femoral neck and trochanter were used in those studies, resulting in a sig-

nificant increase of bone surface temperature [3]. In those studies where the cement

volume was limited the augmentation was partially successful or not successful at

all [5, 11–13]. Femoroplasty can largely benefit from computer planning and con-

trolled execution. An effective biomechanical planning strategy has the potential to

provide an immediate benefit to patients at the highest risk for hip fracture.

1.2 Objectives and Scope

The goal of the research discussed in this document can be summarized as an

attempt in finding the answer to the question “Can the outcome of femoroplasty be

improved through computer-assisted planning and execution?” In this work we aim

2
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to develop a framework for pre-operative planning and post-operative assessment

of femoroplasty. To this end, the first aim is to develop a computational model

for biomechanical analysis of femoroplasty and its effect on mechanical properties

of osteoporotic bones. The next aim is to develop a model for prediction of cement

diffusion inside osteoporotic trabecular bone. This work then integrates these models,

with the addition of optimization techniques and taking into consideration the intra-

operative limitations of the surgery, to plan the femoral augmentation. The final

objective is to evaluate, through biomechanical tests, the effect of augmentation and

compare the experimental results with those planned pre-operatively.

1.3 Thesis Overview

Chapter 2 provides a brief background about osteoporosis and hip fractures and

the current clinical routines to prevent those fractures, including femoroplasty and

its current shortcomings. It then provides an overview of the framework developed

in this work.

Chapter 3 describes development and validation of a finite element (FE) mod-

eling scheme that is used to evaluate the biomechanics of femora and the effect of

femoroplasty on mechanical properties of femur bone.

Chapter 4 introduces an evolutionary algorithm, built upon the FE model, that is

employed to optimize the distribution of cement inside the femur in order to achieve
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the desired femoroplasty outcome.

Chapter 5 is dedicated to describing a particle-based method for modeling the

diffusion of viscous bone cement inside the porous medium of cancellous bone.

Chapter 6 details the planning approach we took for femoroplasty, which com-

bines the FE, optimization and cement diffusion prediction methods described in the

previous chapters.

Chapter 7 continues to describing the augmentation and mechanical tests that

were performed on cadaveric femur specimens, based on pre-operative plans, and lays

out the results that were obtained from those experiments.

Chapter 8 offers a summary and conclusion of this work as well as some limitations

and future areas of research.

1.4 Contributions

The author’s contributions in the presented work include:

• Development of an FE modeling module for patient-specific model generation

of femora based on CT scans and validation of the module based on previously

acquired experimental data. The modeling scheme could capture the experi-

mental results and predict the stiffness and yield of osteoporotic femora, either

intact or augmented with cement, with good accuracy.

• Implementation of an evolutionary algorithm to optimize the cement pattern in-
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side osteoporotic femur models that were created using the FE modeling scheme.

Results of these optimizations provide insight on the locations inside the femur

that are most vulnerable to failure when loaded and the amount of cement

needed to augment those regions.

• Development of a particle-based computational model to simulate the bone ce-

ment diffusion inside osteoporotic cancellous bone and to predict the assumed

end shape of the cement under various viscosity levels. Simulation results

showed close agreement with those of experimental tests that involved con-

trolled cement injections.

• Combining the evolutionary optimization results and particle simulations, while

taking into account the surgical limitations, to provide specimen-specific plans

of femoral augmentation.

• Performing of augmentation tests, based on pre-operative plans, on cadaveric

osteoporotic femora and evaluation of the results. The augmentations were suc-

cessful in restoring the deteriorated mechanical properties of femora by injecting

minimal, and hence safe, amounts of cement inside the bones.
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Background

2.1 Osteoporosis and Hip Fracture

Osteoporosis is a condition associated with low bone mineral density (BMD) and

deterioration of bone microarchitecture. Hip fractures are the most debilitating prob-

lems in individuals with osteoporosis. With the ever increasing life expectancy of the

world population, osteoporotic hip fractures are becoming more and more challeng-

ing. The rate of mortality after osteoporotic hip fracture in patients is reported to be

as high as 20% within one year [14]. It has been shown that women with osteoporosis

have a 15 fold increase in the risk of hip fracture [15]. It is estimated that 35% of

women older than 65 years of age have osteoporosis; additionally, as many as 50% of

women have some degree of low bone density in the hip. There is also a risk, although

lower, for men to sustain osteoporotic fractures [16]. Previous hip fracture is a signif-
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icant risk factor for subsequent hip fracture—contralateral hip fracture occurs 6-10

times more frequently in patients who have already suffered an osteoporotic hip frac-

ture [17, 18]. Osteoporotic fractures result in more than 300,000 hospital admissions

per year [19]. The World Health Organization (WHO) defines osteoporosis as a BMD

of 2.5 standard deviations or more below that of average of young, healthy adults

(T-score of -2.5 or less), determined by scanning the bone using Dual-Energy X-ray

Absorptiometry (DEXA) [20]. Figure 2.1 compares representative cross sections of

healthy and osteoporotic femur bone samples. One can notice the loss in the bone

tissue volume in the neck and trochanter of the osteoporotic specimen as well as the

reduced thickness of the cortical shell.

Figure 2.1: Healthy (left) vs. osteoporotic (right) femur. The loss of bone density

is evident in the neck and trochanter of the osteoporotic femur. Images from http:

//www.osteoporosis-surgery.com/english/osteo_evidence.htm.

7
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2.2 Fracture Mechanics and Risk Assess-

ment

Femur fracture is a complicated phenomenon and depends on a number of param-

eters. These include bone geometry, loading conditions and the degree of bone loss as

a result of osteoporosis. The mid section of the long femur bone has a relatively sim-

ple geometry and is essentially a thick-wall tube, best adapted to carry large bending

loads while having a small structural mass [21]. The proximal femur, however, is

more complex and carries a variety of loads during everyday activities. A number

of muscles exert forces on the femur at various attachment points. A substantial

amount of body weight load also gets transferred to the femur through its connection

to the acetabulum in the pelvis. A healthy bone adapts its structural density to best

carry the loads while keeping its weight at a minimum—a phenomenon called bone

remodeling [21]. With osteoporosis, bone loses its density severely and is unable to

withstand the loads by remodeling. Severe osteoporosis can cause some bones, e.g.

vertebral segments, to sustain fracture even during normal daily activities such as

standing up [22]. Femur fracture, on the other hand, usually happens as a result of

trauma, such as falling backwards or to the side on the greater trochanter [22]. Frac-

ture patterns and locations in proximal femur vary for different specimens or patients,

depending on the parameters mentioned above, and can be categorized as head and

neck (subcapital or transcervical), intertrochateric, and subtrochantric fractures [23].
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Figure 2.2 illustrates the different types of hip fractures. All types of the illustrated

fractures can happen as a result of a fall to the side, with the head and neck and

intertrochanteric fractures being the most prevalent. Fixation methods depend on the

type of fracture and include fixation by hip screws or total hip replacement, where

the acetabular cup and the femoral head are replaced by prostheses.1

Figure 2.2: Various types of femur fracture. Images from http://www.aafp.org/

afp/2003/0201/p537.html.

Even under controlled loading conditions, various fracture patterns are observed,

mainly due to variability among femur samples [2–5]. One must note, however, that

the complete fracture of the bone occurs after a local region of the trabecular bone fails

which in turn results in a crack initiating at the cortex and then propagating along

the line of fracture. There have been attempts at locating the site of first failure

on the surface of the femur under controlled loading conditions, using high speed

videography. Dragomir-Daescu et al. [24] and de Bakker et al. [25] concluded that,

1An instructive video describing patterns of hip fracture and possible repair treatments can be
found at http://www.youtube.com/watch?v=6wok5JGEpTQ
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under loading conditions simulating fall to the side, superior aspect of the neck cortex

yields in compression first and that propagates through and over to the inferior aspect,

where a tensile fracture completes the failure. Although it is understood that the

dense cortical bone is a brittle material, stronger in compression than tension, initial

compressive yielding of the superior cortex has been related to the reduced thickness

of the cortical shell in the superior aspect, compared to the inferior aspect [25]. This

reduction in thickness is more prominent in the elderly and osteoporotic patients and

that makes them more vulnerable to hip fractures due to falls to the side [25].

Few factors determine bone “quality” in the context of strength against applied

loads. Fracture tests using loading machines usually result in a load-displacement

curve that shows an initially linear increase in the load until the first point of yield-

ing, followed by a plateau until final fracture, which is evident as a sharp drop in

the load. From these curves one can measure the yield load (first inflection point

or point of deviation from linear behavior), maximum load, and the corresponding

areas under the curve that represent the absorbed energies. The slope of the linear

portion of the curve is also defined as bone stiffness. Figure 2.3 shows a typical such

load-displacement curve. With aging and osteoporosis both the strength and energy

absorbing capability of the femur deteriorate drastically.

Risk of fracture can roughly be defined as the probability of sustaining a fracture

during daily activities. As the risk is dependent on a number of parameters including

bone strength, age, precedence of a previous fracture and probability of trauma, there
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Figure 2.3: Typical load-displacement curve of a femur fracture. Fy and Fu denote

yield and ultimate fracture loads, respectively, and K represents stiffness.

is still no standard way of quantifying it. Some studies have found BMD (determined

from 2D DEXA scans) or quantitative CT (QCT) values to be moderately powerful in

predicting the strength or energy absorption capability of the femur for certain loading

conditions [4, 12, 26]. But, as mentioned, strength only partially determines the risk

of fracture. Furthermore, to predict the outcome of treatments involving introduction

of augmenting material inside the bone (e.g. femoroplasty—see Section 2.4), standard

density measures fail because the effect of the out of range densities of such materials

on standard measures is unknown. Customized computational models must therefore

be provided to best predict the strength of femur specimens.
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2.3 Current Treatments

In the past thirty years significant research has been performed in the treatment

of osteoporosis and numerous agents and devices have been developed, some of which

have been shown to reduce fracture rates. The drugs include antiresorptive agents

such as estrogens and selective estrogen receptor modulators, calcitonin, and bispho-

sphonates [27–31]. Issues inhibiting the efficacy of these drugs include cost, regimen,

and time requirements. Some patients are not compliant with medicine usage, expe-

rience side effects, or require multiple medications for co-morbidities. More recently,

medicines such as parathyroid hormone are being studied as treatments for osteoporo-

sis but current guidelines for usage, especially when combined with bisphosphonates,

do not exist [32]. Studies show that a 20% increase in the average BMD of the femur

is required to restore mechanical strength of osteoporotic bone, but drugs can only

increase BMD by a few percent [33]. It must also be noted that in the case of drug

prescription, patient is not usually identified as at “high fracture risk” until they

sustain a fracture in one femur, and that further limits the drugs efficacy [4]. None

of these treatments have a substantial effect in short term and that is most crucial

for the elderly, especially the ones who have already sustained a fracture in one hip

and need an immediate near-term preventive treatment for the contralateral hip.

The major problem with use of mechanical devices such as hip protectors is pa-

tient’s non-compliance and failure in continued use, not to mention the costs and

discomfort associated with them [34]. Still, direct financial expenditures for treat-
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ment of osteoporotic fracture are estimated at $10 to $15 billion annually [1].

2.4 Femoroplasty

Femoroplasty is a potential treatment for prevention of osteoporotic hip fractures.

The procedure involves augmentation of femoral neck and / or trochanter by injecting

augmentation material such as polymethylmethacrylate (PMMA) bone cement into

those weakened areas of the bone [35]. The material, first in the form of a viscous

dough, polymerizes within a few minutes of application and creates a solid region

inside the bone tissue, presumably restoring its mechanical strength. Conventionally,

the procedure is performed by drilling a cannula path through the greater trochanter

and along the femoral neck and injecting the material while retracting the cannula.

Enough cement is injected, usually about 40-50ml, that some parts of the head, the

entire neck, and most of the greater trochanter are filled [2–4]. Figure 2.4 shows a

radiograph of the cannula path for a conventional augmentation along with a sample

computed tomography (CT) section of a conventionally augmented femur and its

contralateral non-augmented counterpart.

Several studies employing the conventional gross filling method have reported

success in increasing the strength and fracture energy of paired sample osteoporotic

specimens [2–4]. In such studies, paired femora are harvested from cadavers and

care is taken to ensure similarity between the two specimens. One is then chosen
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Figure 2.4: Radiograph of cannula path for a conventional augmentation (left) and

CT slice of a pair of osteoporotic femora (right), one intact and one augmented with

the conventional gross filling method.

at random as the control and the contralateral specimen is augmented with cement.

Mechanical tests, simulating either a fall to the side or stance loading, are performed

and fracture load and energy values are recorded.

Although seemingly successful, femoroplasty is not yet approved for clinical prac-

tice in the US, because of concerns and issues regarding the gross filling pattern. The

curing process of the PMMA bone cement is vastly exothermic; namely it generates a

substantial amount of heat that can potentially damage the bone tissue cells as well

as the arteries and nerves. Osteonecrosis, i.e. tissue death as a result of poor blood

supply, can occur if the arteries feeding the proximal femur are compromised. Heini

et al. [3] injected, on average, 36ml of PMMA inside femora and recorded an average

increase in the surface temperature of 22.1◦C. One expects that the temperature rise

inside the specimens would be much higher. In a later study [4], they injected 40ml

14



CHAPTER 2. BACKGROUND

of a different cement and recorded 10.9◦C and 11.4◦C increase in the temperature on

the posterior and anterior surfaces of the femur, respectively. They argue that if this

method results in such increases in the surface temperature in vitro, one would en-

counter even higher temperature rises in vivo, which will likely damage the peripheral

femoral arteries [3, 4]. Besides the issue of the temperature, poor cement placement

can result in creating regions of stress concentration and premature fracture in the

femur, which defeats the purpose of augmentation. The issue has been studied for

vertebroplasty before [6, 36], but femoral augmentation lacks such literature. Intro-

ducing a large volume of cement inside femur also interferes with bone regrowth, it

can cause fat embolism, and poses the risk of leakage into unwanted regions includ-

ing surrounding arteries and nerves, not to mention the toxic nature of the cement

monomer [12]. Therefore effective femoroplasty must employ limited cement volumes.

2.4.1 “Non-Conventional” Augmentation

Femoroplasty is still in its research stages and, with the exception of a few stud-

ies with the goal of pain reduction in patients with metastatic bone tumors in their

hips [35, 37, 38], is not performed clinically. Therefore there is no established, “con-

ventional” way of performing the procedure. Gross filling has been the method of

choice in most studies, which has the limitations and risks discussed above. There

have been attempts at achieving significant improvements in the mechanical proper-

ties of osteoporotic femora by using limited amounts of cement injection. However,
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without planning, the most efficient placement of the cement is not known. Sutter et

al. [11] limited their augmentations to 15ml of cement and targeted the neck and the

grater trochanter separately. However, neither of the two cement placements resulted

in a substantial increase in the strength or fracture energy of the femora. Beckmann

et al. [5] achieved improvements in the biomechanics of the femora when they used

single drilling paths, but observed lower fracture load and energy, or a non-significant

increase, when double drilled paths were used. In a recent study, Fliri et al. [12] em-

ployed a “V-shape” augmentation approach by drilling two paths starting from the

lateral cortex in the greater trochanter, one directed to the superior and one to the

inferior aspect of the neck. They then injected, on average, 10.8ml of cement that

increased the fracture energy of the specimens, but did not affect the yield or fracture

loads. van der Steenhoven et al. [13] used a slightly different technique where they

pre-drilled a cavity inside the femoral neck, either using an inflatable balloon or an

eccentric drill, and then filled the cavity with Elastomer material (18.5ml in the first

group and 14.5ml in the second group on average). The augmentation resulted in less

fracture displacement. However, neither techniques affected the fracture load of the

specimens. Studies of Struss et al. [39] and Kaneko et al. [40] were aimed at repair-

ing artificial defects in the femur using cement augmentation. In the former study,

lag screws were inserted and subsequently removed from pairs of osteoporotic femora

and one from each pair was augmented with cement. Fracture tests showed that aug-

mented specimens had a larger fracture load. In the latter study, a metastatic lesion
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was simulated in one femur from each pair by drilling a sphere out of the femoral

neck. The defect was then augmented with 8-12ml of cement and mechanical tests

showed that the loss of strength was restored by the augmentation. Table 2.1 provides

a summary of previous femoroplasty experimental studies.

It seems that femoroplasty is a promising alternative to the conventional pre-

ventive measures of osteoporotic hip fractures. However, to be effective and pose

minimum risk, femoroplasty needs to be precisely planned and carefully executed.

Unfortunately planning of femoroplasty has received minimal attention in the liter-

ature, unlike its counterpart procedure performed on the vertebral bodies (vertebro-

plasty) [6–10]. Similar to vertebroplasty, femoroplasty can benefit from computer

planning using computational models of bone biomechanics and cement infiltration

of cancellous bone, as well as optimization of cement placement and intra-operative

navigation for precise delivery of the plans.

2.5 System Overview

This thesis describes parts of the work that has been done for developing a

computer-assisted framework of pre-operative planning, intra-operative execution /

evaluation and post-operative assessment of femoroplasty. The long term objective of

this research is to develop a technology that helps the orthopaedic surgeon determine

the risk of fracture in an osteoporotic femur and obtain an optimized augmentation
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the 3D pattern of injection is updated thanks to real-time 2D / 3D registration tech-

niques [42]. The progress of injection is fed back to the planning module for analysis

and, if needed, plan update.

This document describes the different components of the planning module, as

well as parts of the intra-operative workstation. For the purpose of experimental

tests (Chapters 5 and 7), we used a subset of the entire system, as described below.

An overview of the sub-system is shown in Figure 2.6. This framework shares some

components with a previously developed system of Biomechanical Guidance System

(BGS) for Peri-Acetabular Osteotomy (PAO) [43–47].

CT scans acquired from cadaveric specimens are used to create patient-specific

models for biomechanical evaluation and planning of augmentation. Planning consists

of the following main modules: after biomechanical evaluation of the intact model,

an optimization technique is used to determine the optimum cement placement inside

the femur. Next, a cement diffusion prediction model is used to determine a prac-

tical augmentation strategy that most closely matches the optimally found cement

pattern. The plan is then sent to the intra-operative execution workstation which

uses registration and navigation tools to help the surgeon guide the drill, followed by

the automatic injection device, to the pre-determined location for injection. After

the augmentation CT scans are taken and the injected cement is compared with the

planned pattern. Finally, fracture tests are performed to determine the biomechanical

outcome of the surgery and to compare that with the planned augmentation outcome.
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Figure 2.6: Main components of the framework we used for computer-assisted femoral

augmentation on cadaveric specimens.
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Chapter 3

Finite Element Analysis of

Femoroplasty

3.1 Introduction

Modeling mechanical properties of the bone has been the topic of research in

the biomechanics community for several years. Finite Element Analysis (FEA) has

proved to be a powerful tool in modeling and predicting the mechanical behavior

of bone tissue under various loading conditions. However, reliable FE modeling of

the bone requires precise geometry formation and material assignment which are

challenging due to the nonlinear and inhomogeneous structure of the bone.

With the increasing power of imaging techniques such as CT scanning, high reso-

lution 3D images of the living tissues are possible at relatively low costs. Converting
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those images to appropriate FE models, however, is not a trivial task. Voxel-based

and geometry-based models are the two main categories of FE models existing in

the literature [48]. The former involves directly converting the CT image voxel data

to hexahedral brick elements whereas the latter involves first extracting the surface

geometry of the bone and then converting the surface to a volumetric mesh, usually

using tetrahedral elements. Examples of the two methods are presented in the works

of Keyak et al. [49] and Gomez-Benito et al. [50], respectively. Voxel-based models

have the obvious advantage of ease of creation, but they produce jagged surfaces and

hence erroneous results at the surface of the models [48]. Furthermore those mod-

els involve hundreds of thousands of elements and require substantial computational

resources and timing. Creating geometry-based models, on the other hand, requires

more manual operation time and is not as trivial, but those models are generally more

accurate and require less computational times [51]. In the context of geometry-based

modeling, there are two popular types of elements used for meshing: tetrahedral and

hexahedral (brick) elements, both of which can be implemented with linear or non-

linear shape functions. Most commercial meshing software have built-in modules for

creating tetrahedral meshes, given a surface model of the desired object. In general,

at equal mesh density, quadratic elements generate more accurate results than linear

elements, with the added cost of CPU time. They also do not suffer from a phe-

nomenon called “shear-locking”, which is large, unphysical shear strains produced in

bent elements. Shear-locking in linear meshes can be resolved by refining the mesh
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in the bent area of the model, which increases the CPU time substantially. In gen-

eral, with enough resolution, tetrahedral and hexahedral elements seemingly bring

the same performance [52]. Studies, however, have shown that femur models that

employ hexahedral elements are less sensitive to the number of degrees of freedom

(DOFs) in the model than the ones made of tetrahedral elements [53].

Assigning material properties to the elements of the models also plays a pivotal

role in the finite element analyses. Some studies consider a uniform distribution of

isotropic elastic modulus for the entire cortical or trabecular regions of the bone [54],

but it is well established that bone stiffness varies significantly for various sites of

the bone [55, 56]. Several research studies with the goal of relating elastic modulus

and strength to density and / or CT voxel intensity values have been performed

(e.g. [56–59]). However, to date, there is no consensus regarding this issue [60].

Furthermore it is well known that the bone tissue is, in contrast to the common

isotropic behavior assumption for most FE models, highly anisotropic. However,

there is little literature about relating density measures to orthogonal mechanical

properties of the bone [60]. Transverse isotropy is usually assumed for simplification.

The challenge here is to determine the axis of anisotropy from CT voxel data. A first

step in addressing this issue was taken by Lenaerts et al. [61], but the results were not

validated. Peng et al. [62] compared isotropic and transversely isotropic FE models of

femur bone, and concluded that the results are not significantly different. However,

the fact that the direction of the main axis of anisotropy changes throughout the
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bone was not considered [63]. Furthermore, only loading conditions corresponding to

stance were studied, leaving open the question for other loading conditions.

Failure prediction poses another major challenge. Researchers have tried to apply

common engineering yield and failure criteria to bone tissue. However, similar to

the previous issue, there is no general agreement on the most appropriate criteria

to use. Keyak and Rossi, through a comparative study [64], concluded that using

the distortion energy theory, i.e. employing von Mises stress as the yield criterion for

elements, results in the best agreement between simulations and experimental data.

More recent studies [65, 66], however, showed that maximum principal strain is the

better criterion to use for this purpose. Failure prediction methods can also be divided

into static and dynamic methods. The former involves a single static analysis of the

FE model and then scaling the results to determine the onset of yielding (e.g. [66,67]),

while the latter requires updating material properties of the failed or yielded elements

and running the FE analysis in each step, e.g. [24]. Keyak et al. compared static [68]

and dynamic [69] failure predictions and concluded that the latter outperforms the

former in agreeing with experimental results. Juszczyka et al. [70], however, pointed

out that the femur behaves linearly up to the point of failure, justifying the static

yield load prediction. A good review on the current state-of-the-art in FE modeling

of bones can be found in the work of Poelert et al. [71].

As described in the previous chapters, we propose a precise planning and execu-

tion routine for femoroplasty, which is still in pre-clinical stages. Modeling of the
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mechanical behavior of the femur bone under different augmentation scenarios is of

crucial importance to the success of this procedure. The model will be used for pre-

operative optimization of the bone cement injection specifically aimed at minimizing

the required injection volume while reducing or eliminating the likelihood of fracture

under standard loading conditions (Chapter 4). The optimization requires several

iterations of the FEA, within a loop, in order to achieve the optimum plan. During

the surgical procedure, it is also desirable that the model be used for intra-operative

assessment and to update the augmentation plan. For this to be viable, the finite

element model must be solved and analyzed in relatively short amounts of time.

The objective of this study was to develop a patient-specific finite element mod-

eling framework for the proximal femur, investigate the sensitivity of the model to

mesh resolution, and to validate its capability of predicting stiffness and yield load

using results of previously performed mechanical tests on human cadaveric femora. 1

3.2 Methods

A customized user interface 2 (MATLAB, Mathworks Inc., Natick, MA) allowed

the author to manipulate the CT scan data of the study of Sutter et al. [11], obtained

from nine pairs of osteoporotic femora prior to mechanical fracture tests, before and

after one femur of each pair was augmented by PMMA bone cement, and to perform

1This chapter is published as [72].
2The interface was first developed by Mr. Robert Armiger and Dr. Michael Kutzer of the Johns

Hopkins Applied Physics Laboratory and further expanded by the author.
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pre-processing steps for the finite element solver. These steps included creating a

patient-specific finite element mesh, assigning material properties and defining loading

and boundary conditions. First, the isosurface of the image volume was used to

estimate (with manual refinement) the main geometrical features of the bone including

the long bone axis and head center to establish a local coordinate frame. Using the

graphical interface, slices of the 3D model were created orthogonal to the defined

path along the femoral long axis and up through the head of the femur as shown

in Figure 3.1. An arc was used to smoothly connect the femoral long axis with

the axis traveling through the neck and head of the femur. The arc helped change

the orientation of the slices so that features of the proximal part of the femur were

captured more effectively. The user was free to change the control points to refine

slicing including the diameter of the connecting arc and / or the number / spacing of

slices along the path to ensure that critical features of the femur are captured. For

each slice, an estimated section of the femur was created from the CT by interpolating

intersecting voxel data. This interpolated section was then automatically processed

using intensity based segmentation, followed by manual refinement, to estimate the

outer geometry of the bone. A radial grid was then defined about the center axis

of the path orthogonal to the slice, with concentric grid lines laid out. The number

of discrete circumferential points aligned in each section was constant, therefore the

grids could be easily combined to form a finite element mesh of quadratic 15-node

wedge and 20-node brick elements [73] (Figure 3.2). Smoothing splines were finally
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applied to the resulting model to create a smooth outer surface.

Figure 3.1: Oblique user-defined slices (left) and the corresponding finite element

mesh (right). The cyan circles represent the control points that determine the prop-

erties of the curve of the slices.

In order to estimate the structural response of the osteoporotic femora, inhomo-

geneous material properties were assigned to the elements based on the bone density

observed from CT scan. First, we calculated the average radiodensity in Hounsfield

Unit (HU) intensity values for each element. This was done using 3 sampling points

along each of the edges of the element, which resulted in 21 and 27 points for the

wedge and brick elements, respectively. The HU value was sampled at these points

and, to only take into account the bone tissue, the average of the non-negative values
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Figure 3.2: A representative “layer” of a bone model and its comprising elements.

was considered as the element intensity number. The next step involved converting

the intensity values to elastic modulus constants. For this purpose, we divided the

bone into two main regions (Figure 3.1): the 90mm upper part of the proximal femur

(the “upper” region) and the rest of the bone (the “lower” region). We considered

the upper region as mostly trabecular bone and the lower region to be mostly cortical

bone. To account for the bone marrow, elements of HUmean < 100 were added to the

marrow material group. Individual HUmean values of bone elements were converted to

ash densities (the ratio of weight of bone ash over the ash volume) using linear inter-

polation of the known data for plastic phantoms that were placed next to the femora

at the time of CT scanning. The ash densities were finally converted to apparent

densities (weight of wet bone over its entire sample volume) using Eq. 3.1 [74],
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ρapp = 1.79ρash + 0.0119 (3.1)

where ρapp and ρash denote the apparent and ash densities in gr/cm3, respectively.

The last step was to convert the density values to isotropic elastic modulus. Eq. 3.2

was used for this purpose [75,76]:

E = 10500 ρ2.29
ash Cortical Bone

E = 6850 ρ1.49
app Trabecular Bone (3.2)

where E is the elastic modulus in MPa and a Poisson’s ratio of 0.4 was assumed

for all the bone elements [77, 78]. The “Cortical” equation was used for the distal

part and the “Trabecular” equation was used for the proximal part. Bone elements

elastic moduli ranged from 187MPa to 28.4GPa. For bone marrow elements, the

elastic modulus was set to 20 MPa with a Poisson’s ratio of 0.499 [62]. To account

for the high radiodensity of bone cement injected in the femoral neck and prevent

an artificial increase in the intensities of the bone tissues surrounding the cement,

we co-registered and re-sampled the augmented femora before and after injection

of cement. The co-registration was performed using an affine transformation based

on mutual image intensity information (Analyze, Mayo Clinic, Rochester, MN). We

then calculated the mean HU intensity for each element based on both image volumes,

namely HUnonaug, HUaug and if the difference was larger than a threshold for any of
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the elements, we added the element to the bone cement material group. We then

assigned to this material group an isotropic elastic modulus of 1.2GPa [79] and a

Poisson’s ratio of 0.4. Figure 3.3 shows an example cement distribution in the model

and compares it with the corresponding CT image rendering.

Figure 3.3: Sample cement distribution as seen in the CT projection image (top) and

the corresponding cement element distribution in the FE model (bottom).

Boundary conditions replicating the mechanical tests were applied to the finite

element models (Figure 3.4). The bone model was first reoriented according to the

rotations applied for the mechanical test [11]. The distal vertices were then fixed in
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all three directions and the surface vertices on the 10mm lateral side of the greater

trochanter were restricted to move only in the y−z plane (perpendicular to the plane

of Figure 3.4). Finally, load was applied on the surface vertices of the medial part of

the femoral head. Loaded vertices were allowed to move in all three directions. Load

magnitude was set to an arbitrary value of 500N and it was evenly distributed among

the loaded nodes.

Figure 3.4: Schematic of the mechanical tests (top) and boundary conditions repre-

sentation (bottom).
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A static FE analysis was performed on the model using ABAQUS (ABAQUS /

Standard v6.8, SIMULIA, Providence, RI). Output parameters from the FE solver

included the displacement component of the loaded nodes in the direction of the

load and maximum and minimum principal strain values, reported at the centroid of

each element. Bone stiffness was calculated as the ratio of the load to the average

displacement of the loaded nodes in the direction of loading. Maximum (εmax) and

minimum (εmin) principal strain values of the elements were used to determine element

yield. Using the FEA results at the load of 500N and assuming linearity, εmax and εmin

could be scaled for any desired load. For each element the greater value of |εmax| and

|εmin| was chosen as the element strain and it was compared with the appropriate

(compressive εyC or tensile εyT (= 0.7εyC [66])) yield strain. If the element strain

exceeded its yield value, its volume was added to the volume of the failed elements.

We increased the load until the total volume of the failed elements reached 1% of

the total volume of the specimen [67]. The load at that point was the assumed yield

load of the femur. We varied the yield strains, using the data and models for the

two pairs of specimens with the lowest and highest yield loads (the “training” set),

to determine the values of εyC and εyT that resulted in the best agreement between

the FEA and experimental yield loads. For the rest of the models, we used those

values for estimation of the yield load. For PMMA cement elements, yield strain was

set to a symmetric value of 2% [80]. This method of predicting the yield load had

shown to be comparable with dynamic yield load prediction, detailed in Appendix A.
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We performed correlation and error analyses on the experimental and FE simulation

results for stiffness and yield load. We also performed paired sample t-tests on stiffness

and yield load values obtained from non-augmented and augmented specimens, both

for experiments and FE simulation results.

To verify model convergence, we varied the mesh element density for one randomly

chosen femur bone and applied the same boundary conditions on them as mentioned

before. The FE results were then recorded for the models, with one additional output

of the sum of the stored strain energy values in all the elements. Assuming the densest

model as the reference, the model with minimum number of elements and stiffness and

energy within less than 2% of the reference values was considered the optimum model.

We then created the rest of the models with the same number of elements found for the

optimum model. This was done to avoid unnecessary calculation overhead resulting

from overly fine meshes. Simulations were performed on a machine with 3.2GHz

Core2TM Duo processor and 8GB of physical memory under 64-bit WindowsTM 7

operating system.

3.3 Results

Results of the sensitivity of the finite element analysis to the density of the mesh

are depicted in Figure 3.5. Each of the two plots shows a plateau when the number

of degrees of freedom (DOF) in the model increases beyond ∼ 250, 000 and the last
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three dense models produce closely similar results. Assuming that the densest model

analyzed (with 528,081 DOFs) has the most accurate results, we see that the model

with 244,671 DOFs produces a stiffness and absorbed energy within 1.23% and 1.15%

of the dense model, respectively. The time associated with solving these models was

950s for the dense and only 180s for the less dense model. Based on the nominal

anticipated increase in accuracy associated with increasing the DOFs beyond 250,000

and because of the excessive increase in computation time, we selected 250,000 (20,000

elements) as the target DOF for creating the models. Similar convergence trends can

be found in the literature [6].

Figure 3.5: Stiffness (left) and absorbed energy (right) as a function of mesh density.

The value of εyC that produced the closest agreement between the FEA and ex-

perimental data of the yield loads for the “training” specimens was found to be 0.0427

(with the corresponding value of εyT of 0.0299). Figure 3.6 compares the results of

FE simulations with the data gathered from the experiments. Table 3.1 also shows a
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comparison between the experimental and simulation results. The average errors in

predicting the stiffness were 17.2% and 17.7% for control and augmented specimens,

respectively. The corresponding errors for yield load were 9.8% and 15.6%. For seven

out of the nine pair comparisons, FEA predicted correctly whether the augmentation

increased or decreased the yield load.

Figure 3.6: Comparison of stiffness (left) and yield load (right) values between exper-

iments and FEA analyses.

Similar to the experiments [11], FEA showed no significant difference (P > 0.05)

in stiffness or yield load between augmented and control specimens. An evaluation

of the distribution of the failed elements before and at the onset of yielding showed

that, for all the non-augmented specimens, FEA predicts the yielding to start at the

superior aspect of the femoral neck. For the augmented specimens, the yielding region

was slightly shifted, either towards the proximal part of the neck or the trochanteric

area, and there was always a region of concentrated failed elements at the cement-
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Table 3.1: Summary of experimental and FEA results.

bone boundary. None of the augmented models had yielded cement elements up to

the onset of predicted yielding.

3.4 Discussion

Results of our study support the original hypothesis that patient-specific FEA

can accurately predict femoral stiffness and yield load for both augmented and non-

augmented specimens. The models showed slightly lower accuracy in predicting the

properties of augmented specimens compared to the intact bone models. This could

be due to the added assumptions regarding the mechanical behavior of the bone

cement, including its stiffness and its bond with the bone tissue, which was assumed

perfectly rigid in the current study. Also the neglected effects of volume fraction

information obtained from CT data could have affected the element properties at the
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boundary between the bone and the cement.

In order for the model to predict the yield loads accurately, tuning of the failure

strain of the elements was inevitable. There is a wide range of reported values for

experimental yield and ultimate compressive and tensile strains for human cancellous

bone, e.g. 0.003-0.03 [81], with some studies reporting values as large as 11.6% [82].

Furthermore, individual elements of the model generally contain several trabeculae

as well as soft tissue and marrow, and we hypothesize that the combination of the

yielding of those will result in the total element failure. Therefore total element failure

is likely to happen at a larger apparent strain [6, 24]. In addition, it is likely that

the trabecular structure acts differently within the bone structure compared to when

tested as excised specimens in mechanical tests. It is also well documented that bone

fails at lower strains in tension than in compression [66], hence our assumption of

εyT = 0.7εyC .

The simulated load was increased until 1% of the volume of the elements within

the model failed. This value is grounded in experimental testing of distal radius

failure [67]. Due to the substantial structural and geometrical differences in the

femur and the radius bone, the 1% failure criterion may not be most suitable for the

femur. It is not precisely known what percentage of the elements fail at the onset

of yielding and the 1% yield criterion is somewhat arbitrary [67]. However, with the

1% criterion, failed elements populated a relatively small area inside the bone which

helped identify the region of initial failure. Because of our strain-based yield criteria,
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errors can also propagate when converting loads to stress and subsequently to strain

values. It must be emphasized that the main purpose of developing the proposed finite

element modeling scheme was to evaluate various cement augmentation scenarios and

therefore the effects of augmentation on yield loads are of more importance than

absolute load values [71].

For two pairs of specimens (#3 and #5), FEA predicted a decrease (-12% and -

13%) in the yield load of augmented vs. control specimen, while in practice an increase

(+6% and +7%) was measured. The measured changes were within error margins of

the simulation which could partially explain the deviation of FEA from experiment.

On average, as shown in both experiments and simulations, augmentation did not

improve the mechanical strength of the femora. This was mainly due to the relatively

small injection volume of cement (15ml) as opposed to the conventional gross filling

patterns [2–4]. The injection volume was kept small to reduce thermal damage to

the bone tissue. However, for most of the specimens, a major portion of the cement

volume was populated in the trochanteric area, while the target augmentation region

was the femoral neck. Therefore femoral neck, and especially the superior aspect of

the neck where there is a stress concentration, was not properly supported by the

cement.

Discrepancies between the models and experiments stem from simplifications in

the models as well as imperfections in performing the experiments. More specifically,

errors in applying the rotations when positioning the bone under the loading device
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can affect the stiffness and yield load of the bone, as found in other studies [83,

84]. These errors can be reduced or eliminated by adding information regarding

the orientation of the bones in experiments to the simulations, e.g. using tracking

information at the time of tests.

The time to solve the static finite element model and estimate the stiffness and

yield load was about 3 minutes total. This is orders of magnitude less than the

times reported in similar studies, especially ones for which dynamic or quasi-dynamic

analyses are employed [24,67,85], due to the quasi-static nature of our FEA and use of

limited number of necessary elements. For our application, as also noted by Yosibash

et al. [66] and shown in Appendix A, static yield prediction is sufficient to predict

the onset of bone tissue failure in a near-real time environment. Therefore more time

consuming dynamic FEA are prohibitive and seem to be unnecessary for this effort.

The proposed model can be conveniently incorporated in an optimization framework

for finding optimum cement placement with the best outcome (Chapters 4 and 6).

Since the original experiments did not include high speed video capture data, in

this study we were not able to directly compare the simulations and experiments for

the location of first yielding. Similar experimental studies by Dragomir-Daescu et

al. [24] and de Bakker et al. [25] have shown that, under similar loading conditions,

there is often a local compressive yielding at the superior aspect of the femoral neck

prior to final fracture. This is the same pattern that was observed in the current study

for non-augmented models. During a fall to the side, compressive stress acts on the
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superior neck, while tensile stress is applied on the inferior side [25]. Although bone is

stronger in compression than in tension, it is suggested that the reduced thickness of

the cortical bone in the superior aspect compared to the inferior aspect is responsible

for this yielding [25].

The current study assesses the feasibility of creating a patient-specific finite ele-

ment model of the proximal femur for predicting the onset of bone failure and assessing

the effect of mitigating interventions (bone augmentation with bone cement). This

analysis approach has the potential to be used in a system for pre-operative planning

and intra-operative assessment of bone augmentation surgery. A crucial step in the

planning process is to determine the optimum volume and filling pattern of the cement

so that the best outcome is achieved. For this purpose, numerous augmentation sce-

narios and cement placements, within an optimization loop, must be simulated, and

this can only be practical if the finite element analysis can be performed in a relatively

short amount of time. In this chapter, we presented a framework for patient-specific

femur finite element model generation and analysis. Our FE simulations showed ac-

ceptable errors and correlated well with the experimental data of previously tested

femora, while being solved in relatively short times.
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3.5 Recapitulation of Contributions

The author developed a patient-specific finite element model generation and anal-

ysis user interface based on CT scan data. Semi-automatic segmentation and model

generation was facilitated through the program. The modeling approach was val-

idated against previously augmented and tested femur specimens in a fall to the

side loading configuration. This provides a baseline for optimization and planning of

femoroplasty, which is discussed in the forthcoming chapters.
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Chapter 4

Cement Placement Optimization

4.1 Introduction

Compared to femoroplasty, there is a rather substantial body of literature re-

garding the effect of cement injection in restoring mechanical properties of vertebral

bodies in vertebroplasty, both experimental and simulated [7, 86–89]. Research has

been done on the dependence of augmentation on the volume and placement as well

as material properties of the cement itself. Belkoff et al. [90] tested three different

commercial PMMA cements and found that two out of three restored the stiffness of

compromised vertebral bodies and all three increased the fracture strength. Heini et

al. [8], through experimental tests, found that both PMMA- and calciumphosphate

(CaP)-based cements could be useful in restoring mechanical properties of osteo-

porotic vertebral bodies. They also concluded that the lower the initial BMD, the
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more pronounced is the effect of augmentation. Sun and Liebschner [7] varied cement

properties in their FE simulations to find optimum cement material characteristics.

They concluded that increasing the cement strength increases the strength of the aug-

mented vertebral body but this effect plateaus beyond a certain threshold. Also they

found that increasing the stiffness of the cement increases the stiffness and strength of

the bodies but strength plateaus as, beyond some threshold, fracture always happens

at the weakest point at the bone-cement interface. In another simulation study [6],

they reported that a rather “dispersed” cement filling pattern can be beneficial to the

vertebral body for it creates a more uniform stress distribution while augmenting the

strength, as opposed to stress concentration in compact filling patterns that can af-

fect the adjacent vertebral bodies and cause premature fractures. Similar conclusion

about the load transfer of compact filling was made by Polikeit et al. [36]. There is

a general agreement that increasing the volume of the cement increases the stiffness

and strength of the vertebral bodies [6, 7, 9, 10,86].

Although findings about vertebroplasty and its optimization could, to some ex-

tent, be generalized to femoroplasty, there are fundamental differences between the

two procedures. These include the much smaller volumes of cement needed for

vertebroplasty—it is reported that as little as 2ml and up to 8ml of cement is enough

to restore strength and stiffness of the vertebral segments that are compromised as

a result of osteoporosis [9,87]. Furthermore, compared with femora, vertebral bodies

have less complicated geometries and experience less varied loading conditions. Nev-
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ertheless, there hasn’t been, to the author’s knowledge, any attempt in optimizing

the cement volume and placement in a systematic way for either procedure.

In this chapter, we set out to optimize the volume and placement of bone ce-

ment in femoroplasty using finite element (FE) modeling. The method of choice is

Bi-directional Evolutionary Structural Optimization (BESO). A simple form of the

method was introduced by Xie and Steven [91] for the purpose of shape and layout

optimization of structures. Simply put, the entire domain of interest is populated

with finite elements and then elements are removed from low stress regions progres-

sively as the model is solved in each iteration. It is possible, however, in the process

of evolving the structure, for regions of high stress to appear for which reinforcement

is necessary. An alternative way of approaching the problem, i.e. Additive Evolution-

ary Structural Optimization (AESO), would be to start with the minimum needed

number of elements, typically connecting the loads to the boundary regions, and pro-

gressively add elements to the regions of high stress [92]. Similarly, this method can

create regions of low stress where unnecessary material is used. It is only natural to

combine the two methods in a bi-directional way, taking advantage of the benefits of

both [93,94].

When the method was introduced in 1993, it was regarded by the authors as an

entirely new method that seemed to create results similar to gradient-based meth-

ods of optimization, despite the relatively simpler setup and execution. They used

stress-based rejection / addition criteria initially. However, simple calculations reveal
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that if strain energy-based criteria are employed, BESO acts similar to a typical stiff-

ness maximization problem with an overall mass constraint [95, 96]. Take a typical

structural optimization problem, formulated as Eq. 4.1:

min C =
1

2
F Tu

Subject to Ku = F (4.1)

where C is the so-called structural compliance, F is the external load vector, u is

the nodal displacement vector and K is the stiffness matrix. Minimizing the overall

structural compliance is equivalent to maximizing the stiffness of the structure. As-

sume we remove element i from the structure in order to reduce its mass. The change

in the stiffness matrix could be represented by Eq. 4.2:

∆K = K∗ −K = −Ki (4.2)

Here K∗ is the new stiffness matrix and Ki is the contribution of the element to the

overall stiffness matrix K. Assuming the external load vector remains the same, the

change in the displacement vector can be estimated as Eq. 4.3

∆u = −K−1∆Ku (4.3)

Therefore one can calculate the change (increase) in the compliance:
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∆C =
1

2
F T∆u = −1

2
F TK−1∆Ku =

1

2
ui
T
Kiui (4.4)

which is the strain energy stored in the removed element. Since the objective is to

keep the compliance below some predefined threshold (C < C∗), it is most effective to

remove the element with the smallest strain energy so that the increase in compliance

is minimal.

Since BESO does not directly use the gradient information, it is less complex

and not as sensitive to the discontinuity in the solution space. Therefore, we used

the method of BESO to optimize geometry and placement of the bone cement inside

osteoporotic femora. 1

4.2 Methods

In the first step, finite element models for three osteoporotic femur samples were

created as the base models for cement placement optimization. The models were

created from CT scans according to the procedure described earlier in Chapter 3 [72].

Number of degrees of freedom (elements) varied between 224,697-239,727 (18,500-

19,750) for the models. Models consisted of layers of elements, each made of con-

centric rings of quadratic 20-node brick, completed with 15-node wedge elements at

the center [73]. Heterogeneous material properties, based on each element’s average

1This chapter is presented as [97].
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HU intensity, were assigned to the models’ elements. To this end, first each element’s

average HU value was converted to ash density using linear interpolation of known

values for plastic phantoms that were placed near the specimens at the time of scan-

ning. Apparent density was computed using ρapp = 1.79ρash + 0.0119 where ρash and

ρapp are the ash and apparent density in gr/cm3, respectively [74]. Finally elastic

modulus for each element (in MPa) was found using Eq. 4.5 [75, 76]. The upper

90mm of the bone model was considered mainly trabecular and the distal part, corti-

cal bone. Also, for each element, if the HU value was less than 100, an elastic modulus

of 20MPa and Poisson’s ratio of 0.499 was assigned, resembling marrow [72].

E = 10500 ρ2.29
ash Cortical Bone

E = 6850 ρ1.49
app Trabecular Bone (4.5)

Boundary conditions similar to a fall to the side on the greater trochanter [2] were

applied to the models and a 500N force was evenly distributed on the surface nodes

of the head of the femur.

The BESO algorithm that we implemented on the models can be summarized as

the following:

• Define the “domain” of interest. The domain, in this context, is the region where

the optimizer can add or remove PMMMA cement elements. In our simulations,

the domain was assumed to be the entire proximal part of the bone model except
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the outer-most elements. It must be noted that the complete bone model—the

optimization domain as well as the rest of the model—was solved for at each

FEA iteration.

• Populate the domain with “0” and “1” elements. In the current study, two

initializations for the distribution of cemented elements (“1” elements) were

examined: fill the entire domain with cement elements (“FULL”) or start with

no cement elements (“ZERO”). It must be noted that the “0” elements were

assigned their original bone properties and the “1” elements were assigned an

elastic modulus of 1200MPa and a Poisson’s ratio of 0.4, representing the bone

cement [79].

• Choose the optimization criterion. Here strain energy of the elements of the

entire bone model was used which, as described earlier, is useful in stiffness

maximization problems [96].

• Run a linear static finite element analysis.

• Find the elements that satisfy Eq. 4.6 or Eq. 4.7:

σe ≤ RRσmax (4.6)

σe ≥ IRσmax (4.7)
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where σe is the element strain energy and σmax is the maximum strain energy

in the domain. The Rejection Ratio (RR) and Inclusion Ratio (IR) can be

computed using Eq. 4.8 and Eq. 4.9 [93]:

RR = r0 + r1SS + aRRON (4.8)

IR = i0 − i1SS − aIRON (4.9)

Here r0 = 0, r1 = 0.01, aRR = 0.01, i0 = 1, i1 = 0.1 and aIR = 0.1. Those

values were obtained experimentally to yield the best results. The Steady State

number (SS) starts with 1 and is increased by one whenever no element satisfies

Eq. 4.6 or Eq. 4.7. The Oscillation Number (ON) starts with 0 and is increased

by one where an “oscillation” is reached where same group of PMMA elements

are added in one step and are removed in the next one. If a “1” element satisfies

Eq. 4.6 it will be ”0” for the next step. If any of the elements satisfies Eq. 4.6,

its neighboring elements and the element itself will be “1” for the next step.

• Repeat the two previous steps until the stopping criterion is reached. For the

case “FULL”, the procedure stopped when the predicted yield load of the model

fell below twice its value for the original bone model and for the “ZERO” case it

stopped when the yield load exceeded twice the yield load of the original bone

model or the model reached an oscillation near that target load.

50



CHAPTER 4. CEMENT PLACEMENT OPTIMIZATION

Throughout the simulations, we tracked the evolution of the structure by record-

ing cement volume, bone stiffness and bone yield load for each iteration. Stiffness

was calculated as the load over the average vertical displacement of the loaded nodes.

Yield load was predicted by assuming linearity between strains and scaling the force

up until 1% volume of the bone elements reached the yield maximum or minimum

principal strain (-0.0427 for compression (minimum) and 0.0299 for tension (maxi-

mum) [72]). It must be noted that we were interested in predicting and increasing the

yield load of the bone and not the final fracture load. While a majority of bone frac-

tures occur as a result of dynamic loadings, the onset of failure can be well predicted

using static FE analyses and scaling of the resulting strains [66,68,72]. At the end of

the simulations, we took record of the final cement volume and pattern and the stress

distribution among the cement elements. The hypothesis was that the evolutionary

optimization algorithm seeks a solution in which there is a uniform stress distribution

among the cemented elements hence all contribute to the overall structural stiffness

equally.

4.3 Results

Results of the optimizations are summarized in Table 4.1. With “ZERO” initial-

ization, we had to stop the optimization at an oscillation phase below the target yield

load, as increasing the oscillation number further would cause RR = 0. Figure 4.1
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shows the evolution of the cement pattern for a representative model. Similar end

patterns were observed for the rest of the models. “FULL” initialization shows a

rapid removal of the elements from the femoral head, as their contribution to the

structure is minimal. Also “ZERO” initialization shows that reinforcement of the

greater trochanter occurs before that of the neck. The average optimum cement vol-

ume (that yields a 100% larger yield load compared to the non-cemented model)

was 19.5ml for “FULL” initialization. The volume needed for achieving the goal of

optimization was proportional to the initial yield load of the femur model.

Table 4.1: Summary of optimizations and models’ parameters.

From the final cement distributions, it can be inferred that optimization suggests

the following as optimum cement placement for the applied loading conditions: rein-

force the neck area by adding cement around the superior and inferior aspects of the

neck close to the cortex and reinforce the greater trochanter by placing cement in the

supero-posterior and the lateral parts of the trochanter. With “FULL” initialization,

neck augmentation took the form of a “ring” of cement around the neck and cement
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elements are rapidly removed from the central areas of the neck. Figure 4.2 shows

the cross section of a sample model for a better inside view of the optimized pattern.

With “ZERO” initialization, the “ring” was not completely formed and the superior

and inferior aspects of the neck were augmented separately.

Figure 4.3 illustrates the evolution of cement volume and yield load of a sample

model. With “FULL” initialization, there is a large drop in those quantities in the first

step, as there are a large number of unnecessarily cemented elements being discarded.

We also investigated the relationship between the amount of the cement introduced

in the femoral structure and its yield load. Figure 4.4 shows those data pooled for

the two initializations for a sample specimen. Load initially increases linearly as the

volume increases and eventually reaches a plateau as the cement volume reaches its

maximum allowable amount, i.e. the entire volume of the proximal femur.

Finally Figure 4.5 shows stress distribution among the cemented elements for

“FULL” initialization at the beginning and at the end of the optimization. A large

portion of cement elements undergo very small stress at the beginning, while the

majority of those elements are under a relatively large stress in the optimized model.

4.4 Discussion

Femoroplasty is a potential treatment for preventing hip fracture in osteoporotic

femur, but is still far from clinical application. Cement placement requires precise
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planning to achieve the desired outcome, if small amounts of cement are to be used.

We used available finite element models of osteoporotic femur specimens and a modi-

fied version of the evolutionary structural optimization technique to optimize cement

placement in femur models.

The three optimization simulations “sculpted” the cement in the same qualita-

tive manner. They suggest augmentation of the postero-superior part of the greater

trochanter and the neck area close to the cortical shell. By closer examination, one can

notice the thicker augmentation in the superior aspect of the neck, compared to the

inferior aspect. This is in agreement with the experimental studies on femur [24, 25]

that found the initial failure happens at the superior aspect of the femoral neck when

loaded in a fall to the side loading configuration.

“FULL” initialization could achieve the yield load while the simulations with

“ZERO” initial condition had to be terminated slightly below the target load. This

suggest that the “FULL” initialization should be preferred over “ZERO” for our

application, as there can be more control over the former compared to the latter.

If, for instance, a lower target yield load is considered, one can let the “FULL”

initialization evolve for more iterations until it reaches its goal.

There was a uniform stress distribution among the cemented elements of the fi-

nal optimization result. This validates the hypothesis that the optimization seeks

a solution in which all the cement elements contribute to the overall load bearing

capability of the bone structure equally. The volume found using the optimizations,

54



CHAPTER 4. CEMENT PLACEMENT OPTIMIZATION

therefore, is the smallest possible that can achieve the optimization goal. It must

be noted that the method of BESO, however successful for our application, is a

heuristic method and its results are sensitive to the chosen parameters. To tune the

parameters—r0, r1,aRR, i0, i1, and aIR—, several pilot simulations had to be per-

formed to acquire enough experience about this technique. Although we noted the

similarity between strain energy-based BESO and gradient-descent algorithms, in the

context of the current study, these two haven’t been compared. Future work involves

using gradient-based optimization techniques for more rigorous results and investi-

gating the similarity between those and the current findings. It is also possible, with

other structural optimization techniques, to impose other constraints on the optimizer

in order to find a more clinically feasible result. For instance, the optimizer can be

prevented from creating a cement pattern with voids inside or a pattern that has too

many fragmented cement parts.

Another limitation of the current study is the loading and boundary conditions

simulating a mere fall onto the greater trochanter. Stance and walking loads as

well as backward falls, although responsible for a smaller portion of hip fractures

[98], are other conditions that occur during everyday activities and it is not clear

to what results the optimizations would converge under those loading conditions.

Furthermore, falls to the side can occur in a number of other orientations and varying

internal rotation angles [83, 84, 99]. Our hypothesis, however, is that the qualitative

results of the optimizations would be the same, for we predict that yielding starts in
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the same area during a fall to the side, also simulated by Ford et al. [84]. This should

be verified in the future.

Since the models were subject-specific, there were differences in details of the final

cement distribution including the volume of cement. The larger the initial yield load,

the more cement was needed to increase that load by 100%. The goal of 100% increase

in the yield load to, supposedly, restore bone strength to its original value was set

based on the findings of Courtney et al. [33, 100] who suggested that, on average,

bone strength reduces in half due to osteoporosis and aging. However, this does not

guarantee a zero risk of fracture, as fracture depends on several other factors than

yield load as well, including height of fall, floor covering, body weight etc. [101,102].

To improve the optimizations, simulating falls on a patient-specific model of the body

can provide estimates of actual loads exerted on the femur during said falls and those

can be used as optimization goals instead.

Simulations showed that relatively small amounts of cement (less than 20ml) can

increase the yield load by as much as 100%. More than twice this amount of ce-

ment was used in previous experiments [2–4] and only 30-40% increase in the fracture

load was observed. Our results suggest that it is possible to optimize the augmen-

tation in order to reduce the cement volume. However, there were no constraints

imposed on the BESO simulations for placement of the cement and, in practice, the

optimized plan cannot necessarily be achieved. Among the limiting factors are the

fact that cement should be delivered through drilled hole(s) and too many drilled
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paths can lead to excessive cortical weakening, reducing the femur fracture load [5].

Furthermore, diffusion of cement through the porous medium of cancellous bone is

a complex phenomenon which depends on many factors including cement viscosity

and delivery rate [103]. In the following chapters we describe our cement diffusion

prediction model and the planning framework that combines the diffusion model with

the proposed optimization method for planning of femoroplasty.

4.5 Recapitulation of Contributions

We used a modified version of the method of BESO to optimize the cement place-

ment pattern inside FE models of osteoporotic femur specimens. Results suggest

augmentation of the superior and inferior aspects of the neck as well as the lateral

and posterior parts of the greater trochanter, which agree with the previous findings

regarding regions of first failure in femora due to falls to the side. Differences in the

final patterns for different specimens emphasize the need for subject-specific models.

Cement elements exhibited a uniform stress distribution which validates the hypoth-

esis that the optimization seeks a solution where all the elements contribute to the

structural capacity of the femur equally.
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Figure 4.1: From left to right: evolution of the cement placement for “ZERO” (top)

and “FULL” (bottom) initializations.
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Figure 4.2: Cross section of a representative optimized model. Only the cemented

and the outer most bone elements are shown for clarity.
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Figure 4.3: Evolution of cement volume (left) and yield load (right) of a sample model

with two different initializations. The red dashed line in the second plot represents

the target yield load.
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Figure 4.4: Yield load as a function of cement volume for a sample model.

Figure 4.5: Normalized distribution of stress among the cemented elements for

“FULL” initialization of a sample model in the first (left) and last (right) iterations.
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Chapter 5

Modeling of Cement Diffusion in

Osteoporotic Cancellous Bone

5.1 Introduction

Modeling of rheological properties and flow of bone cement has been the topic of

research for the past two decades. Among the approaches are finite element [104,105],

analytical [106] and heuristic models [107]. In the more recent years, particle models

have gained popularity for modeling fluid flows. These models provide a Lagrangian

view of the flow, where the simulation (observer) tracks the motion of fluid particles,

as opposed to tracking the change of variables inside fixed grid cells in space as in

the Eulerian view. Among these models’ advantages over grid-based methods are the

inherent conservation of mass, no need for creating and maintaining a grid structure
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and fast computations of equations of motion. Because of their superior simulation

speeds, particle models are of utmost interest in the graphics community and they

have been used to model fluids and flow of colloids such as sand [108–111]. Heuristic

approaches are taken in these methods to model the particle-particle and particle-

environment interactions that best serve the specific application of interest.

An alternative to the empirical particle models is the method of Smoothed Particle

Hydrodynamics (SPH), which is a way of approximating continuum field quantities by

several discrete particles. First introduced by Lucy [112] and Gingold and Monaghan

[113], SPH saw its first application in modeling astrophysical phenomena. Several

other SPH applications have been realized since, including modeling of fluid flows such

as free surface water simulation [114,115], melting and viscoplastic objects [116,117]

and porous flow realization [118–121]. In most of the aforementioned works visual

aesthetics take precedence over physical realism of the flow and there is usually no

quantitative validation using experimental data.

We are interested in predicting the dispersion of viscous cement inside cancellous

bone. For this purpose, we used SPH for porous flow modeling. Of particular impor-

tance is the capability of the model to predict the end shape that the cement assumes

after a certain amount is injected inside a porous medium. We used an implicit nu-

merical integration method to cope with the stability problems arising when modeling

highly viscous materials. Hence, in incorporating the Navier-Stokes equations into

the SPH formulation, we modified the standard viscosity model to make the formu-
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lation computationally more efficient. We tested the model’s simulation capabilities

in two scenarios: Darcy flow simulation and modeling of bone cement injection in

porous media. For the latter scenario, simulation results were compared with exper-

imental data of injection of Polymethylmethacrylate (PMMA) bone cement inside

surrogate porous bone models. The following sections describe the formulation and

the validation simulations followed by the obtained results. 1

5.2 Methods

5.2.1 Particle Fluid Model

SPH is a way of interpolating field quantities in discrete particle systems. For

these systems, continuous quantities such as velocity or density fields are assumed to

be known at some discrete locations (particles) and one can approximate their values

in any other given point in space by employing the so-called “smoothing kernel”

function W , as in Eq. 5.1 [113].

A(r) =
N∑
j=1

mj
Aj
ρj
W (r− rj, h) (5.1)

Here A(r) is the field quantity value at location r, N is the total number of particles in

the domain, m is the mass of each particle, ρ is the density, W is the smoothing kernel

and h is the kernel radius. The smoothing kernel function distributes, in a (small)

1This chapter is published as [122].
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neighborhood, the field quantities around particles. It is shown that if the function

is even as well as normalized, then Eq. 5.1 approximates the field quantities with

second order accuracy [114]. Although the integral in Eq. 5.1 should be evaluated for

all the particles, the kernel functions are usually designed to have finite support in

order to reduce the computational load while maintaining accuracy. Figure 5.1 shows

an example one-dimensional smoothing kernel.

Figure 5.1: An example one-dimensional smoothing kernel function with r = 1 and

support radius of h = 2r.

It is easy to generalize Eq. 5.1 for evaluating derivatives of field quantities as

well. In most SPH simulations masses of particles are constant, leading to inherent

conservation of mass, so one can evaluate each particle’s density using Eq.5.2:
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ρi(ri) =
∑
j

mj
ρj
ρj
W (ri − rj, h) =

∑
j

mjW (ri − rj, h) (5.2)

To use the SPH formulation for modeling of fluid flow, the Navier-Stokes equations

[123] can be used. The equations for a viscous, incompressible fluid can be written

as Eq. 5.3.

∂v

∂t
+ v.∇v = −1

ρ
∇p+

µ

ρ
∇2v + f (5.3)

where v is the velocity vector field, p is fluid pressure, µ is the viscosity and f is the

vector of external body forces (force per unit mass (acceleration)) such as gravity.

The left hand side of Eq. 5.3 can be simplified as in Eq. 5.4:

Dv

Dt
= −1

ρ
∇p+

µ

ρ
∇2v + f (5.4)

and because of the Lagrangian nature of the particle models, i.e. the assumption that

the particles move locally with the fluid flow, the term Dv
Dt

can be interpreted as the

time rate of change of the velocity of particles. Once all the right hand side terms

are evaluated for each particle, its position and velocity can be updated for the next

time step in the numerical simulations.

Evaluating the pressure gradient using the standard SPH formula of Eq. 5.1 for

derivatives results in non-symmetric pressure gradients [124]. Therefore, we used the

symmetric pressure gradient (Eq. 5.5) proposed by Monaghan [124].
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fpi = −1

ρ
∇p = −

∑
j

mj(
pi
ρ2
i

+
pj
ρ2
j

)∇W (ri − rj, h) (5.5)

where fp is the pressure gradient force vector. Before Eq. 5.5 can be evaluated for each

particle, pressure values must be known. This can be achieved by using an equation

of state, in the form of Eq. 5.6 [120,125].

pi = c2
s(ρ− ρ0) (5.6)

Using the actual speed of sound (cs) in the fluids results in very stiff equations

that limit the integration time step size prohibitively. Therefore, much smaller values

are typically used so that volume is preserved within an acceptable range and com-

putational speed is not compromised [126]. We used a value of 1m
s

—about two orders

of magnitude larger than the usual fluid flow velocities that occur during cement

injection.

To account for the energy loss due to viscosity, the approximation in Eq. 5.7 is

usually employed [127,128].

fµi =
µ

ρ
∇2vi ≈

∑
j

mj

(
µi + µj

ρiρj ‖ri − rj‖2

)
((ri − rj) · ∇W (ri − rj, h)) (vi − vj) (5.7)

Here fµ is the viscosity force vector. However, as will be explained shortly, we modified

Eq. 5.7 to model highly viscous fluids such as bone cement. If one employs a typical

explicit numerical integration method, the stability criteria dictate prohibitively small
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time step sizes for highly viscous fluids [126, 129, 130]. Working viscosity of bone

cement ranges from 100 to 1000Pa.s on average [107, 131], which is several orders

of magnitude larger than the viscosity of water (0.001-0.01Pa.s) that is usually used

in its SPH simulations [119, 120]. Therefore we used the implicit central difference

method for integration, summarized in Eq. 5.8:

vti ≈
rt+dti − rt−dti

2dt

ati ≈
rt+dti − 2rti + rt−dti

dt2
(5.8)

where t − dt, t, and t + dt represent the previous, current, and future states and

ai is the acceleration (left hand side of Eq. 5.4). This way the future position of

each particle can be found as a function of its previous and current positions. Since

the forces acting on the particles are functions of velocity as well as position, this is

an implicit problem involving the solution to an equation of the form Mrt+dt = b

where M is a sparse 3N-by-3N matrix, b is a 3N-by-1 vector, and rt+dt is the 3N-by-1

vector of positions at time t + dt of all the particles. M is sparse because motion of

each particle is affected only by a small number of neighboring particles. In general,

solutions to these types of problems are computationally expensive. In the special

case of velocity-dependent forces acting on each particle being functions of its own

velocity only, matrix M becomes diagonal and the solution can be computed fast.

Eq. 5.9 was used to satisfy this criterion,
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fµi = −Cf
miµi
ρ2
ih

5
vi (5.9)

where Cf can be adjusted to achieve the desired flow behavior. The viscous force

can be interpreted as a force opposing the motion of particles, proportional to their

velocity and viscosity. This approximation seems to yield reasonably accurate results

for modeling of cement flow inside porous media.

The porous medium was modeled by fixing some of the fluid particles to represent

the solid regions [119, 126, 127]. These fixed particles were treated as fluid particles

for calculating moving particles’ density and pressure, but their density and pressure

as well as position and velocity (=zero) were kept fixed over time.

The choice of the kernel function is crucial to SPH simulations. We chose the

cubic spline kernel for our density calculations [132]. Here we have W (‖r− rj‖ , h) =

w1

(
‖r−rj‖

h

)
with w1 (q) being a kernel with support radius of 2h and given by Eq. 5.10:

w1 (q) =
1

πh3


0 2 < q

1
4

(2− q)3 1 < q ≤ 2

1− 3
2
q2 + 3

4
q3 q ≤ 1

(5.10)

The gradient of the cubic spline kernel vanishes at the origin which results in

particles clumping together, if used for pressure gradient calculations [114]. Therefore,

for pressure calculations, we chose a kernel with non-vanishing gradient as in Eq. 5.11

[133].
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w2 (q) =
15

π (4h)3


0 2 < q

(2− q)3 0 < q ≤ 2

(5.11)

5.2.2 Darcy Flow Simulation

To test the validity of the model, we simulated one-dimensional flow of viscous

fluids inside isotropic, randomly porous media and used Darcy’s formula to calcu-

late their permeability. Darcy’s constitutive equation describes the flow of a viscous

fluid through a porous environment. For a steady state, one dimensional flow under

constant body force, Darcy’s formula reduces to Eq. 5.12 [127]:

Figure 5.2: Initial particle arrangement for Darcy flow simulation. Black particles

represent the porous medium (porosity of 0.5) and white particles represent the fluid.
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k = − µ

ρ0FB
〈u〉 = −µε

ρ0

ū

FB
(5.12)

Here k is the permeability of the porous medium, ρ0 is the density of the fluid at

rest, ε is the porosity of the medium, and FB is the body force acting on the fluid

in the direction of flow. Also 〈u〉 and ū represent Darcy velocity and the average

flow velocity, respectively. To simulate such a flow, particles were initialized in a

rectangular grid of the size 25X25X25 particles (Figure 5.2). A number of particles

were randomly fixed to the grid, representing the solid regions. Porosity was deter-

mined by 1− #fixed particles
#all particles

and was varied between 0.5 to 0.9, in 0.1 steps. Particles

were assumed to occupy a volume of d3, with d being the initial particle spacing, and

therefore were given a mass of ρ0d
3 with ρ0 = 1.18 gr

cm3 . Two initial particle spacings

of 0.5 and 1mm and two viscosity values of 10 and 100Pa.s were simulated. For each

setting, particles were initialized and a constant body force was applied to the system.

The kernel radius was set to h = d
2
. Periodic boundary conditions were applied to

the model: if in each simulation time step any particle escaped the domain from one

side, it was removed from the list and an identical particle was added to the opposite

side with the same velocity and density [127]. Sufficient time was given to the simu-

lation for the flow to reach steady state. To avoid edge effects, the average velocity of

particles passing through a plane perpendicular to the mid section of the domain was

calculated. The ratio of ū
FB

was determined by the slope of the best-fit line between

average velocity and body force. Permeability was then calculated using Eq. 5.12 and
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it was converted to dimensionless permeability by employing the procedure described

by Jiang et al. [127].

5.2.3 Foam Block Tests

5.2.3.1 Experiments

To further validate the model, we performed injection experiments in a setting

similar to osteoporotic bone augmentations with PMMA bone cement, inspired by

the experiments of Loeffel et al. [103]. The goal was to perform precisely controlled

injections using our in-house cement injection device [134] and compare the results

with the corresponding simulations. Eight porous foam blocks (Open Cell Blocks,

Sawbones, Vashon, WA) were cut in blocks of approximately 65X65X40mm3. Each

block, representing cancellous bone, was tightly enclosed in a plexiglass shell of 5mm

thickness, acting as the cortical shell. On each side of the shells we drilled a 3-

mm vent hole, temporarily blocked the holes, and filled the entire combination with

melted dairy butter representing the bone marrow [103]. The vent holes provided

an escape path for the butter when pressed out by the cement during the injection.

Each block was also equipped with eight 2-mm steel balls as registration landmarks.

CT scans (Aquilion 64, Toshiba Medical Systems, Japan) were then acquired from

the blocks with 0.5mm slice thickness and 0.47mm in-plane resolution and the blocks

were refrigerated to maintain solidity of the dairy butter.
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The day before each experiment, the blocks to be tested were removed from the

refrigerator and left at room temperature for the butter to soften. At the time of

experiments, we placed each block on a testing table in the field of view of an X-

ray image intensifier (mobile C-arm (OEC9600, GE Healthcare, UK)) and opened

the vent holes. To guide the injection device into the center of each block, we used

an in-house navigation and tracking system [135]. To facilitate the navigation, each

block was equipped with an extension that was used to mount a tracking rigid body

(Figure 5.3). The registration was performed by first digitizing the steel balls and

recording their coordinates in the tracking system frame. Then, knowing the corre-

sponding coordinates in the CT volume frame, we found the transformation between

the two coordinate systems. Using this resulting transformation, the navigation sys-

tem identified the pre-determined center of the block as the target point of injection,

in the tracking system coordinate frame. Spineplex radiopaque bone cement (Stryker

Instruments, Mahwah, NJ) was prepared and a 5ml syringe was filled with the ce-

ment. A 9-cm, 11G cannula (Stryker Instruments, Mahwah, NJ) was attached to the

syringe and the combination was mounted on the automatic injection device. After

an initial wait period of ten minutes, cement viscosity was estimated by pressing out

the cement with 0.05ml
s

flow rate for 5 seconds and measuring the average syringe

pressure in the last second (the plateau region). The wait time was determined based

on our preliminary tests on the cement viscosity at a room temperature of 21◦C (fixed

for all the tests). Hagen-Poiseuille law (Eq. 5.13) was used to estimate the cement
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viscosity [103]. The formula relates the pressure drop between two points in a vis-

cous fluid flowing inside a tube to the viscosity and flow rate of the fluid and the

dimensions of the tube.

Figure 5.3: Experimental setup.

µ =
πD4

128LQ
∆P (5.13)

Here D is the inner diameter of the cannula, L is the length of the cannula, Q is the

flow rate of the cement and ∆P is the pressure drop accross the cannula.

Four target viscosity levels of 50, 100, 200 and 400Pa.s were tested. For the

two lower viscosity levels, the estimation was done once and the injection time was

determined by interpolating the values that were obtained in our preliminary tests.
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For the two higher viscosity levels, we performed an additional viscosity estimation,

one minute after the first one, for better interpolation accuracy. At this point we

guided the needle, using a second tracking rigid body attached to it, to the center

of the porous block and the control system started the injection at the time that

the viscosity was expected to have reached the desired value. At the same time,

the control software started the recording of X-ray video sequence of the C-arm as

well as the syringe pressure. An injection rate of 0.05ml
s

was used until the entire

syringe content was injected. Each viscosity level was tested twice, resulting in eight

injections. To make the injections with the two higher viscosities possible, we replaced

the 11G cannula with a 16-cm, 8G pipette (Scientific Commodities Inc., Lake Havasu,

AZ), as the required pressure was larger.

After the tests, the blocks were scanned again and the resulting CT volumes were

registered to those obtained before the tests using intensity-based affine transfor-

mations (Analyze, Mayo Clinic, Rochester, MN). The pre-injection CT volume was

subtracted from the post-injection CT volume to identify the cement cloud and an

isosurface was created from the difference volume to represent the surface of the in-

jected cement. The isosurface was essentially a triangulated mesh that was fit to

the surface of the volume composed of the voxels containing cement, and was cre-

ated using standard functions (MATLAB R2012b, Mathworks, Natick, MA). Also

the cement shape in the X-ray images was segmented by subtracting the first image

(containing no cement) from the rest of the images in the video sequence.
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5.2.3.2 Simulations

To simulate the injections, we employed the SPH method proposed in the previous

sections. Pre-injection CT scan volumes of the blocks were loaded and a threshold

mask was applied to determine the solid regions within each volume. For each scan,

any voxel having a Hounsfield Unit (HU) value of greater than zero was assumed to

represent a small solid region and a fixed particle was put at the center of that voxel.

Assuming the fixed particles occupy the volume of the voxel V , each fixed particle

was assigned a mass of ρ0V , with ρ0 = 1.18 gr
cm3 for bone cement [136], the same as the

density of fluid particles injected later. Each voxel, based on CT scans acquired, had

the dimensions 0.47X0.47X0.5mm3. To reduce the calculations for an unnecessarily

large number of fixed particles, a 40X40X40mm3 volume located at the center of each

block was taken into account. This volume, however, was large enough to ensure it

contained the cement at all times. Figure 5.4 illustrates a sample arrangement of the

fixed particles.

During simulations, fluid particles were added to the scene at the location of the

cannula insertion in the corresponding experiments. The rate of adding fluid particles

was determined based on their initial volume and the rate of injection. New fluid

particles were assigned an initial velocity v0 = Q

(πD
2

4
)
. The states of the fluid particles

(total number, positions and densities) were recorded at 1-second intervals, as well

as at the end of each simulation. We then used that information to update the CT

volumes as if actual CT scans were taken at the time of injections: for each voxel, we
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Figure 5.4: Sample original (A) and masked (B) CT slice and an example of fixed

particles arrangement (C).

found the neighboring fluid particles and used Eq. 5.2 to determine the fluid density

at the center of the voxel. We then increased the voxel HU intensity proportional to

the calculated density. A kernel radius of h = 2r was used here, where r is the initial

radius of the fluid particles.

Similar to the procedure described before, the pre-injection image volume was

subtracted from the simulated one to segment the simulated cement cloud and an

isosurface was created. We compared the resulting isosurface with that created from

the experimental data as follows [137]: in the isosurface pair, for each point belonging

to one isosurface, the closest point belonging to the other isosurface was found and

their distance was recorded. For the set of the distances, mean, maximum and stan-

dard deviation was calculated. Since the two isosurfaces are likely to contain different

numbers of points, this comparison was performed both ways and the larger mean
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was taken as the “error” between the two isosurfaces. We also calculated the mean

spreading distance of the cement, similar to the 2D approach of Loeffel et al. [103]:

for each voxel containing cement in the CT volume, the distance from its center to

the location of injection was found and the mean among all the voxels was calcu-

lated. This was repeated for all the simulated and experimental volumes and the

experiments were compared with the simulations. To compare the pressure profiles of

simulations and experiments, we estimated the SPH pressure at several points in the

vicinity of the simulated cannula tip (Eq. 5.6) and took the average as the injection

pressure. Mean pressure in the first 0.5s of simulation was assumed as the “zero”

pressure and was subtracted from the subsequent values. This was done to compen-

sate for the erroneous pressure due to the small number of particles in the beginning

of the simulations. Also, knowing the viscosity of the cement during the injection as

well as the injection rate and cannula geometry, we estimated the pressure encoun-

tered by the cement upon exiting the cannula in the actual experiments. Pressure

values were then normalized by the maximum value found in the eight experiments.

We compared the temporal pressure profiles and the final values between the simula-

tions and the experiments. Finally, we created Digitally Reconstructed Radiograph

(DRR) images [42] from the simulated image volumes of the blocks during the SPH

simulations. Similar to the X-ray images, we segmented the simulated cement in the

DRRs by subtracting the first DRR image from the rest of the images. The resulting

images were then compared to the segmented X-ray images.
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To determine how fluid particle size affects the accuracy, we performed several

of the aforementioned simulations for two sample extreme viscosity levels, changing

the initial radius of the fluid particles. We chose values of 1.00, 0.75, 0.57, 0.50 and

0.45mm for the particles radius and performed the simulations and compared the

results with the experimental data as described before. Particle size below which

there was no significant improvement in the accuracy was used for the rest of the

simulations to avoid unnecessarily costly computations.

5.3 Results

First we show the results of the benchmark simulations performed to compare the

performance of the current model and literature data. Figure 5.5 shows the resulting

Darcy velocity for various body forces applied to the fluid. The plot corresponds

to the fluid with viscosity of 10Pa.s and initial particle spacing of 0.5mm. Other

viscosities and particle sizes showed a similar trend. The slope of the best line fit to

the points was used to determine ū
FB

in Eq. 5.12 for calculating permeability.

In Figure 5.6 permeability is plotted against porosity, both for the results of the

current study and values from the literature [127,138,139]. Simulations closely follow

the trend of the data from the literature. The agreement is better in the interval of

0.7-0.9 of porosity.

Figure 5.7 shows the effect of the particle size on the final cement cloud shape
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Figure 5.5: Representative steady-state Darcy velocity as a function of body force for

various porosities.

for the foam block tests. The simulated isosurfaces are compared to the isosurfaces

extracted from the post-operative CT image volumes acquired from the blocks. Re-

ducing the radius of the particles below 0.57mm has almost no effect on the accuracy

of the resulting cement cloud for either of the viscosity levels. Therefore this particle

size was used for the rest of the simulations.

Figure 5.8 compares the simulated and real cement shapes for the eight exper-

iments. Near-millimeter accuracy was achieved in all simulations. The average of

all the mean errors is 1.04mm. There is no evident trend of change in the error as

the viscosity increases and this shows the consistency of the simulations for various

viscosity levels.
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Figure 5.6: Dimensionless permeability vs. porosity.

Figure 5.9 shows comparisons between simulations and experimental values of the

mean spreading distance and normalized end pressure. Strong correlations were found

between simulated and experimental values. Spreading distance drops significantly

when increasing the viscosity from 100 to 200Pa.s, while pressure shows a leap when

increasing from 200 to 400Pa.s.

Figure 5.10 shows example pressure profiles for the two extreme viscosity cases of

50 and 400Pa.s and compares the trends observed in simulations and experiments.

Simulated pressure profiles closely resemble those observed in the experiments. Same

trends were seen for the other tests.

Sample slices of the post-operative and simulated CT volumes for two example

injections with extreme viscosities are shown in Figure 5.11. The figure shows, qual-
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Figure 5.7: Effect of particle size on the accuracy of the cement cloud for two extreme

viscosity levels of the foam block tests.

Figure 5.8: Comparison between isosurfaces of post-operative CTs and simulated

image volumes for foam block tests.

itatively, the different spreading patterns of high and low viscosity cement inside the

porous block. Cement with higher viscosity has created a compact shape, while the

one with lower viscosity has more articulations and voids when spreading inside the

porous foam block. These features were captured closely by the simulations.

Finally Figure 5.12 shows snapshots of the X-ray image video sequence captured

during injections with the two viscosity extremes and compares those with DRR
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Figure 5.9: Comparison of mean cement spreading distance (left) and normalized

outlet cement pressure (right) between foam block experiments and simulations.

images created from the corresponding simulated image volumes. Again, one can

notice the difference between the two injections as the high viscosity cement creates

a denser shape while the low viscosity injection, at equal volumes, tends to spread

more and create a less compact shape inside the porous medium. The algorithm for

creating the DRR images tends to smear out the edges of the cement shapes, as can

be seen in the figure. Nonetheless, the simulations exhibit the same behavior as the

real cement in terms of the area of spreading as a function of cement viscosity.

5.4 Discussion

Augmentation of osteoporotic femur using PMMA bone cement to prevent or

reduce the risk of fracture has been suggested to be an alternative preventive treat-
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Figure 5.10: Normalized pressure over the course of injection for example viscosity

extremes.

ment [2–4]. Because of the possible complications, however, the procedure requires

precise planning and execution. Effective planning relies, among others, on an accu-

rate method for predicting the diffusion of the cement through the porous medium of

osteoporotic cancellous bone. Our goal was to develop a cement diffusion model and

validate its efficacy through simulations and experiments. We chose the method of

SPH as it has shown potential for modeling of flow of viscous fluids through porous

media. Because of the extreme viscosities involved in injecting bone cement, we chose

an implicit numerical integration which forced us to modify the usual approximate

viscous force calculations typically performed in SPH simulations.

To validate the model, first we performed simplified one-dimensional porous flow
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Figure 5.11: Sample slices taken at 5-mm intervals from the post-operative and sim-

ulated CT volumes.

simulations and compared the resulting dimensionless permeability values with those

obtained in similar studies. Close agreement with the data gathered from the lit-

erature was observed. The agreement improved especially in the range of porosity

between 70% and 90% which, reportedly, includes the range of cancellous bone poros-

ity [131]. The results were independent of particle size and viscosity which is in agree-

ment with the law of Darcy. However, direct comparison between the simulations and

published experimental measurements of bone permeability were not possible for two

main reasons: a) there is a wide spectrum of permeability values reported for the

cancellous bone in the literature and b) converting those values to dimensionless per-

meability requires precise knowledge of trabecular structure and distribution for the

corresponding experiments.
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Figure 5.12: Segmented X-ray snapshots and the corresponding segmented DRR

images for two extreme viscosity injections. The dark lines represent the cannulae.

For the above reasons, we performed an experimental set of validation tests using

commercial porous foam blocks as surrogate cancellous bone tissue and injected med-

ical PMMA cement inside those media in a controlled manner. Four viscosity levels

were used and the simulations and experiments were compared together. We studied

the sensitivity of the results to particles’ initial size and chose the largest particle size

that provided the best accuracy. Millimeter accuracy was obtained in reproducing

the injected cement shape and there were also strong correlations between experi-

ments and simulations for spreading distance and pressure values. Furthermore same

temporal pressure profiles were seen in simulations and experiments.
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As mentioned in Section 5.3, increasing the viscosity from 100 to 200Pa.s affected

the compactness of the final shape the most, while maximum pressure did not increase

by a large factor before increasing the viscosity to 400Pa.s. This suggests that a

viscosity of close to 200Pa.s is ideal for injections inside porous media including

osteoporotic cancellous bone, as the final shape will be compact enough while the

required pressure will not be prohibitively large. In the 2D study of Loeffel et al. [103]

such large increase in compactness was observed earlier when viscosity changed from

50 to 100Pa.s. Of note is that their results were averaged over a larger number

of experiments with various porosities and injection rates. Also, there, viscosity

was estimated with an injection rate of 0.1ml
s

over only 2 seconds, while our tests

showed that a plateau in the pressure profile, while estimating the viscosity by pressing

out cement, will not be achieved until about 5 seconds after the start of injection,

especially for the viscosity levels of 200 and 400Pa.s. Therefore their reported values

for viscosity might be underestimations. Furthermore, we used the same injection

rate for both viscosity estimation and injection tests. In this way we eliminated,

at the cannula level, the effect of shear rate-dependence of the viscosity [131] which

could affect the viscosity measurements. We also note that the spreading distance

values we found (7-9mm) as well as the values reported in the said study (7-10mm)

fall within the same small range despite the difference between the dimensions of the

two studies.

Our injection tests were performed using only one injection rate of 0.05ml
s

, as our
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hardware limitations prevented us from injecting higher viscosity cement with larger

injection rates. However, the study of Loeffel et al. [103] showed that changes in

injection rate, at least in the interval of 0.05-0.15ml
s

, do not have a significant effect

on the spread of the cement.

Several factors could contribute to the discrepancies between simulations and ex-

periments. These include model simplifications such as shear rate-independence of

the cement viscosity and the linear change of viscosity over time, while it is well doc-

umented that commercial PMMA cement exhibits a nonlinear dependence to both

shear rate and time, usually captured using a “power law” [131]. The effect of these

on accuracy is currently unknown to us. It is worth noting that the proposed model

will be used in conjunction with Finite Element Analyses (FEA) to predict the ef-

fect of various hypothetical augmentation scenarios on mechanical properties of the

bone. The sizes of the elements typically used in FEA are larger than the millimeter

accuracy achieved in our simulations [24,72] and, therefore, FEA accuracy is likely to

dominate the overall planning results. This needs to be quantified as part of future

studies.

The CT scans were acquired at the highest in-plane resolution possible, which

was limited by the size of the blocks and the field of view of the scanning device.

We expect that a finer CT resolution would increase the accuracy of the simulation

results, noting that the trabecular structure, especially in osteoporotic specimens, is

very finely spaced. However, increasing the number of voxels increases the number of
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fixed particles as well, and that slows down the simulations drastically. For instance,

having voxels with half the current edge lengths will require eight times more fixed

particles. With the current resolution our simulations yielded reasonable accuracy

and we believe the added computational cost of finer resolution CT would not be

justified. Note that fine resolution CT (e.g. µCT) is not usually available in a clinical

setting. One must also take into account that the proposed model is intended for use

in pre-operative planning of bone augmentations and computational efficiency is of

importance, if several simulations are to be performed in order to find the best plan

(Chapter 6). It will, however, be instructive to compare the accuracy of our method

using a range of CT resolutions from very fine to coarse.

In our simulations we did not take into account the presence of the bone marrow

as a fluid that fills the “empty spaces” between the fixed particles and is pushed

back by the injected cement. Some pilot simulations proved that taking into account

such a fluid will have negligible effect on the end results. This, we hypothesize, is

mainly due to the fact that bone marrow viscosity is orders of magnitude smaller

than the viscosity of the cement (< 0.2Pa.s for bone marrow [140, 141] vs. 50-

400Pa.s for cement in our study) and the interaction between the two fluid particles

are minimal. It must be noted that, even without the marrow fluid, our simulations

led to reasonable accuracy, therefore we opted to avoid the added computational load

of the second fluid particles, because of the reasons discussed above.

The code written for the simulations was not optimized and was executed in a
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serial manner. The speed of SPH calculations can be improved by parallelizing the

code in an efficient way, exploiting the inherent nature of SPH equations [142].

Results of this study suggest that the chosen method of cement diffusion modeling

is an appropriate candidate for our intended application of predicting cement diffusion

into porous structure of cancellous bone. This study, to our knowledge, is the first one

that quantitatively compares the results, in three dimensions, with those obtained in

experiments.

5.5 Recapitulation of Contributions

A particle model based on the method of SPH was used to predict the cement

diffusion pattern inside the porous medium of trabecular bone. An implicit numerical

integration was used to cope with instabilities related to highly viscous bone cement

modeling and viscosity formulation was modified to facilitate efficient simulations.

One-dimensinoal Darcy flow was simulated and the results matched those found in

the literature. Further validation was done by performing injection tests on trabec-

ular bone surrogates and the corresponding simulations replicated the experimental

patterns with relatively small errors. The model can be used to emulate cement

injections in osteoporotic bones in order to optimize and plan the surgery.
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Chapter 6

Planning of Femoroplasty:

Modeling

6.1 Introduction

Femoroplasty has been introduced as a promising alternative to conventional treat-

ments of osteoporosis, in order to reduce the risk of hip fracture in the elderly. Al-

though successful in restoring the diminished mechanical strength of the femur, con-

ventional gross filling of the proximal femur by acrylic PMMA bone cement poses

the risk of thermal necrosis as well as stress concentration and / or cement leakage.

Therefore cement volume must be kept at a minimum. Achieving substantial im-

provement in mechanical properties of the bone with limited cement injection calls

for computer planning and controlled execution.
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In the previous chapters we described the tools that we have developed for eval-

uation of the biomechanics of the femur, optimization of cement placement, and

prediction of cement diffusion pattern inside osteoporotic femur under various con-

ditions. In this chapter we describe how we combined the optimization and cement

diffusion modeling methods to plan femoroplasty augmentations on cadaveric femur

specimens. In doing so, we took into account the limitations and challenges of the

surgical operation. More specifically, finite element optimization using the method

of BESO provides a best case scenario for optimized cement pattern. Achieving the

pattern in practice, however, is not necessarily possible as there are a number of limi-

tations in placing the cement inside femur. Femoroplasty is intended to be performed

as a minimally invasive procedure, therefore the number of injection paths must be

kept at a minimum and the short time available to perform the surgery puts a limit on

the number of injections within each path. As we describe in the following sections,

we used the results of BESO as the goal and employed the particle diffusion model

to match that goal in a realistic surgical scenario. This chapter describes the results

of our simulations and their implications for successful femoroplasty. 1

6.2 Methods

Seven pairs of fresh-frozen osteoporotic femur specimens (average neck T-score of

-3.53), each pair from one cadaver (four males and three females), were acquired from

1A combination of this and the next chapter is presented as [143].
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the Maryland Board of Anatomy. Average donors’ age, height and weight at the time

of death were 81 years, 172cm and 80kg, respectively (Table 6.1). All specimens were

CT scanned (Aquilion 64 CT System, Toshiba America Medical Systems, Tustin,

CA) at 0.5mm slice thickness intervals. Specimens were kept frozen at −20◦C after

scanning for future testing, described in Chapter 7. Scans of three of the specimens

were used for the simulations described in Chapter 4.

Table 6.1: Specimens’ measurements. “Control” denotes the side kept as control and

“Aug” denotes the side chosen for planning of augmentation.

Planning consisted of two phases: finite element optimization of bone cement

placement based on the method of Bi-directional Evolutionary Structural Optimiza-

tion (BESO), described in detail in Chapter 4, and matching the output pattern, in

a local optimization manner, using cement diffusion modeling based on the method

of Smoothed Particle Hydrodynamics (SPH) that was presented in Chapter 5.
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6.2.1 Cement Placement and Geometry Optimiza-

tion

To optimize cement pattern inside the femur, we used a modified version of the

method of BESO [93] that was described in Chapter 4. We first used the CT scans

obtained from the specimens to create finite element (FE) models, according to the

procedure described in Chapter 3. From each pair of specimens, we chose one ran-

domly for augmentation. We employed the “FULL” initial condition as that proved

to outperform the “ZERO” starting point. The augmented models, as described be-

fore, were allowed to evolve until their predicted yield load for each specimen reduced

to twice as large as its own non-augmented value. The volume of the cement and the

list of the cemented elements were recorded at the end of the BESO simulations.

6.2.2 Matching Optimized Pattern Geometry

We simulated the cement injection procedure to match the ideally optimized ce-

ment pattern, while taking into consideration the constraints of intra-operative aug-

mentation. The procedure was as follows:

The BESO algorithm identified the areas in the neck and trochanter in need

of augmentation. We divided the proximal femur into three regions as shown in

Figure. 6.1. SPH simulations were run at several locations within each region (four

for regions 1 and 2, six for region 3). We examined more trial points in the trochanter,
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Figure 6.1: Trial points in blue and three regions of proximal femur for injection (1-3).

Red dots represent head and neck center points.

because of its larger volume compared to the neck and the head. We also tried

to keep the number of SPH simulations at a reasonable minimum since they are

computationally costly. We used the SPH model described in Chapter 5.

CT volumes of the femora were used to create a porous model for the SPH sim-

ulations. Fixed particles were located at the center of the voxels with HU intensity

higher than 200 and were given the volume of a voxel (Figure 6.2). This resulted in

an average neck porosity of 90% for the osteoporotic specimens [103]. Fluid particles

were then introduced into the model as the simulation progressed. Based on our

preliminary experiments with bone cement injection inside porous media, described

in Chapter 5, 3ml injections were simulated at each location with 0.05ml/s injection

rate, resulting in a 60s injection time. Cement was assumed to have a viscosity of
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Figure 6.2: Sample cross section of fixed particle (cyan) and fluid particles (yellow)

arrangements for SPH simulations. The red line represents the cannula path.

200Pa.s, which increased linearly with time to 270Pa.s after one minute. This was

based on our preliminary experimentation with the PMMA bone cement (Chapter 5).

A virtual drilled cannula path was started at the location of injection and directed

along a path parallel to the vector connecting the femur head center to its neck center.

Fixed particles in the cannula path were removed before each simulation to resemble

the “escape” path around the cannula for the fluid particles. After each simulation,

the particle information (location and density) were used to update the CT volume

as described in Section 5.2.3.2: for each voxel, the fluid density was calculated at the

center using the characteristic equation of SPH (Eq. 5.2) and the HU value of the

voxel was increased linearly proportional to that value. The updated CT volume was

fed back to the FE user interface. Cement distribution in the FE model was then de-
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termined by subtracting the pre-injection CT model from the simulated post-injection

one and by thresholding. The threshold was manually adjusted so that the volume

determined by the FE model matched the simulated cement volume. The cemented

element group was compared with the optimal cement pattern and the number of

elements overlapping between the two was taken as the “match number” for each

injection. After all of the injection simulations in each section (1, 2 or 3) were com-

pleted, the simulation with the largest match number was taken as the start point

for the next set of simulations in the following bone section. This resulted in three

injections overall for each specimen. The corresponding locations for these injections

were then manually inspected to determine the drill path(s): If the third location

was close to the line connecting the first two, a line was fitted to the set of the three

points as the drill path and the projections of the points on the line were taken as the

planned injection points. Otherwise, one drilled path was determined as the line con-

necting the first two points and another one by assuming a line passing through the

superior part of the greater trochanter to the third point. If necessary, the injection

path was adjusted to ensure it was safely away from the neck cortex. After the line(s)

of injection were determined, SPH simulation was repeated for the final plan followed

by FE analysis to determine the outcome of the plan. This planning procedure is

summarized below. All plannings were performed on a PC equipped with a 3.2GHz

dual core CPU and 8GB of RAM under 64-bit Windows7TM environment.

• Create the FE model of the bone and analyze the biomechanics prior to plan-
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ning.

• Perform BESO simulation and record the final pattern of the cement inside the

femur.

• Divide the femur into three regions—proximal neck, distal neck, and trochanter.

• Within each region, select the “test” points. For each point, simulate an in-

jection of cement and use the resulting particle arrangement to update the CT

volume and the FE model. Find the test point that overlaps most with the

BESO pattern.

• Repeat the previous step for all the regions. For each region, use the updated

CT of the previous region (corresponding to the best match point) to create the

porous medium.

• Examine the three injection points to determine the line(s) of injection.

6.3 Results

All BESO optimizations converged to a solution and their results are summarized

in Table 6.2. Results for Specimens #1-3 are taken from Section 4.3 of Chapter 4.

Each BESO iteration took about 200 seconds, resulting in simulations times that

varied between 7 minutes and 3 hours. The average optimum cement volume (that

doubled the yield load of the models) was 13.4ml. A strong linear correlation (R2 =
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Table 6.2: Summary of BESO optimization end results.

0.98) was found between the intact yield load and required volume of the cement

(Figure 6.3).

For specimens #1, #2, #3, #5, and #7, the following augmentation was inferred

from the optimization for the applied loading conditions: reinforce the neck area by

adding a “ring” of cement around the neck and reinforce the greater trochanter by

placing cement in the supero-posterior and the lateral parts of the trochanter. An

example cross section for such augmentation was shown in Figure 4.2 for better inside

view of the pattern. For specimen #4 (left hand side of Figure 6.4), only the superior

aspect of the neck and the supero-posterior aspect of the trochanter were augmented.

For specimen #6, most of the cement was populated in the superior neck area and

almost none of the greater trochanter was cemented (right hand side of Figure 6.4).

Based on SPH simulations and subsequent FE analyses, for specimens #4 and

#6 two paths of injection were determined while one line was decided for the rest
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Figure 6.3: Correlation between the intact yield load of the augmented models and

the volume required to increase the load by 100%.

of the specimens’ models. For specimens #1, #2, #5, and #7 the line was directed

from the supero-anterior aspect of the neck to the posterior of the greater trochanter.

For specimen #3 the line was directed from the supero-posterior aspect of the neck

to the posterior of the trochanter. The first line of injection in specimens #4 and

#6 was directed from the superior aspect of the neck toward the lateral side of the

trochanter. Figure 6.5 shows example planned injection paths.

Each SPH simulation involved about 110,000 fixed particles that represented the

solid regions of the porous medium. 4,000 fluid particles were introduced as the

PMMA cement during the injection simulation. This corresponded to 3 hours of

computation time, on average. Therefore for each augmentation planning, about 42
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Figure 6.4: Cross sections of optimized models for specimens #4 (left) and #6 (right).

Only the cemented and the outer most bone elements are shown for clarity.

hours of computation time was spent. For specimens #4 and #6, however, fewer

points were tried based on the BESO and the more localized cement placement, and

computation time for those specimens were reduced to 18 hours. The total planning

time for each specimen, which includes the BESO simulation time, is presented in

Table 6.3.

FE analyses on the models predicted an average yield load of 2343N for the

control group while the average load for the models selected for augmentation was

2457N before augmentation. No difference was found between the two intact groups

(P = 0.379). The load for augmented specimens increased to 3226N and the increase

was significant compared to both the control group (+38%, P = 0.002) and the intact

augmented group (+31%, P = 0.008). Table 6.3 summarizes these results.

A strong correlation (R2 = 0.86) was found between the “degree of augmentation”,

here defined as the ratio of the planned load over the BESO optimized load, and the

ratio of the planned cement injection (9ml) over the volume of cement suggested by
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Table 6.3: Summary of the planning results. Approximate planning times consist of

BESO simulations as well as SPH injections and manual operator times. *Percent

increases in the means.

BESO. Figure 6.6 show this correlation.

6.4 Discussion

Femoroplasty can reduce the risk of fracture in the elderly with advanced degree

of hip osteoporosis. However, the procedure is still in its research stages and mostly

performed on cadaveric specimens, mainly because of its unknown complications in-

cluding the risk of thermal necrosis caused by large quantities of cement injections,

leakage of the cement, and premature fractures as a result of stress concentration. In

this chapter, as a proof of concept, we showed that engineering tools can be used for

101



CHAPTER 6. PLANNING OF FEMOROPLASTY: MODELING

simulating the biomechanics of the femur for effective planning of femur augmenta-

tion. We first used an optimization technique to find the ideally optimum location

for placement of the cement. However, there are numerous practical limitations that

prevent the surgeon from achieving the ideal plan. Among the limitations are the

need for a pre-drilled needle insertion path to inject the cement in the desired loca-

tion, irregular dispersion pattern of cement into the porous cancellous bone, cortical

weakening as a result of multiple drilled paths [5], limited volume available for each

injection, limited number of possible injections as each injection limits the space avail-

able for the following cannula insertions and injections, etc. Therefore, we employed

a particle-based model for simulating cement infiltration of the cancellous bone that

we had developed earlier for realistic simulations of cement injection. Results showed

that, by employing less than 10ml of PMMA bone cement, it is possible to increase

the yield load of osteoporotic femora by more than 30%. This is comparable to the

outcomes reported in earlier experimental studies of femoroplasty [2–4] where, in-

stead, gross filling of the entire neck and trochanter areas was done using 40-50ml

volumes of cement. Our study shows that it is possible, through subject-specific mod-

eling and optimization, to limit the injection volume and potentially avoid the risk of

thermal necrosis and stress concentration.

We focused on the fall to the side loading conditions in our study, as those are

reportedly the main cause of hip fractures [98]. Also, taking into account that the

impact loads due to falls to the side are greater compared to loads due to body
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weight and that bone is more vulnerable in fall to the side loading condition [83],

one can argue that reducing the risk of fall fracture also lowers the overall risk of

injury. However, fractures can occur during normal daily activities such as walking

and sitting as well as backward falling. Ideally, the planning should take into account

a number of different loading conditions and try to minimize the overall risk.

We employed an ad-hoc procedure to match the BESO results using SPH simula-

tions. To that end, as discussed before, we had to consider the constraints that the

surgeon is facing at the time of surgery. Considering all those limitations, there are

possibly a number of other methods of approaching the problem of pattern matching

that could, potentially, reduce the time needed for planning. Furthermore, reduc-

ing SPH simulation times will allow examining more points in the design space and,

therefore, improving the planning strategy.

In this study we only allowed a limited volume of cement for the second phase of

planning but, as BESO suggested, some specimens needed volumes more than 20ml of

cement to achieve the goal of augmentation. Performing multiple injections or larger

volume injections pose challenges such as excessive pressure required for injecting

high viscosity cement and / or leaking of cement into unwanted regions. Robotics

technologies [144] can be employed to realize pre-drilling / milling of the target regions

inside the bone so that cement can be delivered exactly as the optimized plan.

The relative amount of cement volume used correlated very well with the degree of

augmentation in the augmented group. This puts further emphasis on the importance
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of subject-specific planning as, for any desired augmentation outcome, different speci-

mens require different volumes of cement augmentation. The volume needed depends,

among others, on the size of the femur and the degree of osteoporosis. However, rough

measures such as the average BMD or T-score do not contain enough detail informa-

tion for making such decisions as the location and volume of the cement. FE modeling

and optimization, on the other hand, takes into consideration the inhomogeneity and

irregular geometry of the bone and can provide more detailed information about the

regions of stress or strain concentration in need of reinforcement.

Although we showed the potential of planning femoroplasty, the framework de-

veloped in this work can be easily generalized to other types of orthopaedic surgeries

where mechanical qualities of bones need augmentation through cement injection, in-

cluding augmentation of vertebrae and distal radius bones, the most commonly broken

bone in the arm,2 as well as treatment of osteovascular necrosis for the femoral head.

6.5 Recapitulation of Contributions

A method was used to combine the results of BESO on cement placement in-

side osteoporotic femur FE models and predictions of the SPH model, developed in

the previous chapters, to plan femoroplasty operations accordingly. In preparing the

plans, surgical limitations including the limited number and volumes of cement avail-

able were taken into account. Results of plannings on seven pairs of femora suggested

2http://orthoinfo.aaos.org/topic.cfm?topic=a00412
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that it is possible to increase the yield load of the femur specimens significantly by

strategically placing a small volume of cement at the superior aspect of the neck and

lateral and posterior aspects of the greater trochanter.
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Figure 6.5: Planned paths of injection and placed cement elements for all the speci-

mens. The dashed lines represent the paths of injection. Models’ images are mirrored

if necessary, either vertically or horizontally, for better comparison. A-P and S-I

denote the anterior-posterior and superior-inferior views, respectively.
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Figure 6.5: (Continued).
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Figure 6.6: Degree of augmentation in the augmented group vs. relative volume of

injection.
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Chapter 7

Planning of Femoroplasty:

Experimental Validation

7.1 Introduction

Femoroplasty is a potential therapeutic treatment for prevention of osteoporotic

fractures in the hip [2–4]. It can provide near-term significant improvements to the

mechanical properties of the femur bone and can be performed in a minimally-invasive

manner for less hospitalization costs and reduced recovery time. However, because of

the risks associated with the procedure of injection of acrylic bone cement including

thermal necrosis, toxicity of the cement and embolism, it must be precisely planned

and executed. In the previous chapter, we described our approach to computer-

assisted planning of femoroplasty. In summary we showed that, while introducing
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less than 10ml of bone cement into the femur (much less than the volumes used in

previous experimental studies), it is possible to increase the yield load of the femur

specimens significantly. Of course the improvement in the strength was only possible

using computer planning. Simulation results and claims made in that chapter need

to be validated through experiments, though. In this chapter we describe the exper-

iments we performed on cadaveric femur specimens that were used for planning and

compare the results with simulations. We are specifically interested in the augmen-

tation in femora achievable through cement injection as well as the degree to which

the simulations and experiments match.

7.2 Methods

7.2.1 Specimen Preparation and Registration

The seven pairs of osteoporotic femora were described in Section 6.2. One day

before testing on each pair, they were taken out of the freezer and left at room tem-

perature to thaw out. At the time of augmentation, the remainder of soft tissue was

removed from the femora and a tracking rigid body with reflective markers (NDI, Wa-

terloo, ON, Canada) was attached to the femur that was selected for augmentation.

We used an in-house navigation system [135] to register the bone specimen in track-

ing system coordinate frame to its corresponding CT volume frame: first a surface

model of the femur was created from its FE representation using a custom software
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(MATLAB R2012b, Mathworks, Natick, MA) and three landmarks were identified on

the model, i.e. tip of the femoral head, lateral point of the greater trochanter, and

tip of the lesser trochanter. After preparation of tracking tools (pivot and axis cali-

brations), we identified the corresponding landmarks on the femur specimen by use

of a tracking pointer tool. Rigid transformation between the two sets of points pro-

vided a rough registration between the tracking camera and the CT coordinates. We

then picked some surface points on the femur by tracing it with the pointer tool and

performed a point cloud-to-point cloud registration using the Iterative Closest Point

(ICP) algorithm [145] to refine the registration. Figure 7.1 illustrates the injection

setup and registration process.

A B C

Tracking 
Rigid Body

Injection 
Device or 

Pointer Tool
Tracking 
Camera

Figure 7.1: (A): Injection setup, (B): Initial registration using the transformation

between the picked points (yellow dots) and pre-determined landmarks (numbered

red dots), (C): ICP registration results using surface traced points (yellow).
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7.2.2 Intra-Operative Augmentation and Mechan-

ical Testing

After the registration, we used a cordless hand drill (DCD760, DeWalt Indus-

trial Tool Co., Baltimore, MD), with a custom attachment for mounting the tracking

rigid body, and the navigation system to drill the (first) injection path. The navi-

gation system visually guided the user to the desired location for drilling. We then

proceeded to cement preparation: five grams of radiopaque Spineplex (Stryker In-

struments, Mahwah, NJ) bone cement powder was mixed with 4.5ml of the monomer

liquid for about 60 seconds. A 5ml syringe was then filled with the cement and a

15cm, 8G cannula (Scientific Commodities Inc., Lake Havasu, AZ) was attached to

the syringe and mounted in our injection device [134]. After removing the air and a

wait time of 12 minutes from the start of mixing, we estimated the cement viscosity at

one minute intervals, as described in Section 5.2.3.1, until it approached the desired

value of 200Pa.s. We then quickly moved the injection system to the desired injection

location inside the bone and the system injected, at the appropriate time, the syringe

contents at a controlled rate of 0.05ml/s. Augmentation images were captured using

X-ray snapshots at the end of each injection. The procedure of drilling and injection

was repeated for all of the planned injections. After augmentation, specimens were

CT scanned again and then mechanically tested in a configuration simulating a fall to

the side on the greater trochanter [2]. For each specimen, yield load was determined
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as the first inflection point of the load-displacement curve obtained from the loading

machine. Maximum load was also recorded. Yield and maximum energy were calcu-

lated as the area under the load-displacement curve up to the yield and maximum

loads, respectively. We then obtained CT scans of the femora after the fracture in

order to record the pattern of the fracture.

7.2.3 Data and Error Analysis

The post-injection, pre-fracture CT scans of the augmented specimens were regis-

tered to their preoperative counterparts using affine transformations based on mutual

information using the 3D Slicer software [146]. FE analysis was performed on the aug-

mented specimen models using those scans to determine the yield load and stiffness.

We performed paired sample t-tests for differences in mean between control and aug-

mented specimens, both for FE and measured data sets.

To determine how closely the plans were achieved in practice for augmented

femora, we performed error analyses as follows. We assumed two sources of error,

simulation and navigation, that cause the cement distribution to differ between ex-

periments and plans. To quantify these error sources separately we first created

isosurfaces of the injected and planned cement clouds. We then performed ICP reg-

istration between the vertices of the two isosurfaces to register the post-op CT-based

cement cloud to the one created using the simulated planned CT volume. This re-

sulted in three distance errors and three X-Y-Z Euler angle rotation errors, namely
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Figure 7.2: Qunatifying intra-operative (offset) and simulation (shape) errors.

ψ, θ and φ, representing the cumulative errors occurring in the placement of the can-

nula during augmentation. We then calculated the mean distance error between the

registered isosurfaces by finding, for each vertex on one surface, the closest vertex

on the other one and measuring their distance. Since the two surfaces (are likely

to) contain different number of vertices, this was done both ways and the larger er-

ror was reported as the simulation error, representing the deviation of SPH diffusion

simulations from experiments. Figure 7.2 illustrates the procedure.
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7.3 Results

At the time of augmentation, for specimens #2 and #5, the first injection failed

after about 1ml of cement injection, because of hardware malfunction. So we moved

the first point of injection slightly toward the trochanter and repeated the injection.

On average, 10.0(±1.3)ml of cement was injected inside the femora.

Experiments showed that augmentation significantly increased the yield load by

+32% (3176N vs. 2410N , p = 0.002), yield energy by +139% (12.7N.m vs. 5.32N.m,

p = 0.03) and maximum energy by +96% (17.8N.m vs. 9.09N.m, p = 0.003) in

the augmented specimens compared to the control group. There was also a near-

significant increase in the maximum load by +25% (3319N vs. 2660N , p = 0.06). An

example force-displacement curve for a pair of specimens is shown in Figure 7.3.

FE analyses predicted an average yield load of 2343N for the control specimens.

For the augmented specimens, based on best plan models, FE predicted a mean load

of 3226N (38% increase, p = 0.002), while FE analyses of post-operative CT scans

predicted a mean load of 3076N (31% increase, p < 0.001). Figure 7.4 illustrates the

augmentation outcome based on various measures and Figure 7.5 shows a scatter plot

of the measured yield loads against their predicted values. We have summarized the

results in Table 7.1.

Error analyses on the iso-surfaces of the cement yielded the following average

error numbers for the ICP registration: the three Euler rotation angles were mea-

sured as ψ = 5.53◦, θ = 5.74◦ and φ = 4.99◦ and the three distance errors were
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Figure 7.3: Representative force-displacement curves for a pair of specimens.

δX = 2.69mm, δY = 3.30mm and δZ = 5.34mm. The total distance error for the

ICP registration averaged at 7.27mm for the seven specimens. These errors represent

the intra-operative error of the injector placement and navigation. The average sur-

face distance error between the two isosurfaces after ICP registration, representing

simulations errors, was 1.79mm. Figure 7.6 shows an example of segmented cement

iso-surfaces before and after the ICP registration. Table 7.2 summarizes the individ-

ual errors for the specimens.
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Figure 7.4: Bar plot representations of the effect of augmentation on yield and max-

imum load (left) and yield and maximum energy (right).

7.4 Discussion

We have developed a comprehensive framework for patient-specific pre-operative

planning and execution of femoroplasty. Our goal was to keep the cement injection

volume at a minimum to reduce the deleterious effects of its thermal curing and, in the

mean time, achieve the best mechanical outcome. Our preliminary experiments on

seven pairs of osteoporotic femora showed that we can achieve significant improvement

in the mechanical properties of the specimens by injecting about 10ml of PMMA

bone cement. This is far less than the amounts used in the gross filling technique

(40-50ml) [2–4]. Yield load, yield energy and ultimate energy of fracture were all

significantly increased as a result of planned femoroplasty.

In one pair (#3), the ultimate load of fracture in the augmented specimen was

lower compared to its contralateral control femur. This resulted in an insignificant
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Figure 7.5: Measured vs. predicted yield loads.

increase in the ultimate load. We believe by adding more data to the pool, statis-

tical inferences regarding the ultimate load and other mechanical measures can be

improved.

Error analyses on the segmented cement shapes based on simulations and actual

post-operative CT scans revealed relatively small errors (< 6mm distance in each

direction and < 6◦ angles on average) in cannula placement and navigation. This

demonstrates the fidelity of our navigation system. We note again that the naviga-

tion system provided visual feedback to the user who manually moved the drill and

subsequently the injector to the desired location and that human error constitutes

a large portion of these error numbers. Another source of error would be the regis-

tration performed between the camera and the CT coordinate frames. Analyses also
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Figure 7.6: Comparison of cement isosurfaces before (left) and after (right) ICP

registration. Red indicates the planned cement distribution while blue inidcates the

cement cloud obtained from post-operative CT scan.

showed that there was < 2mm shape difference between the simulated and actually

injected cement clouds, further validating the diffusion simulation technique. The

technique used to separate these two sources of error, however, provides us with an

approximation of those errors. A way of more precisely determining the placement

error would be to find the location of the tip of the cannula during the surgery using

a few X-ray snapshots and 2D / 3D registration methods [147].

Yield loads predicted by the FE analyses according to the best plans closely fol-

lowed those obtained using post-operative CT scans. Also there was good correlation

between the experimental and FE predicted yield loads of the specimens and that
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further validates our FE modeling approach.

We hypothesize that by keeping the injection volume to a minimum we managed

to avoid thermal necrosis caused by exothermic curing process of the cement. This

must be quantified in future tests by monitoring the surface and / or internal tem-

perature of the bone tissue. Attaching temperature sensors to the surface of the

femur is straightforward but measuring the internal temperature likely requires more

sophisticated protocols and tools.

This chapter presented the first successful attempt for biomechanical planning

and navigated execution of the femoroplasty according to the plan. We note that

additional experiments are required to validate the approach more, prior to reaching

our long-range goal of successful clinical application of femoroplasty as a routine

procedure.

7.5 Recapitulation of Contributions

Experimental validation femoroplasty tests were performed on paired femur spec-

imens, according to the plans found in the previous chapter. Femoroplasty was suc-

cessful in increasing the yield load and energy as well as the maximum energy to failure

in augmented samples compared to their control counterparts. This, to the author’s

knowledge, is the first successful attempt at performing plan-based augmentation of

osteoporotic femora with limited volume of cement available.
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Chapter 8

Conclusion

8.1 Summary

In this thesis we laid out the different components of a framework for pre-operative

planning and post-operative assessment of femoral augmentation using PMMA bone

cement. Bone biomechanics was evaluated using a customized FE analysis package

that employs diagnostic CT scans for model generation and evaluation. Using the

FE models we then optimized the cement placement inside the bone, which assumes

an ideal scenario where there are no limitations in creating the desired shape and

placing the cement in any location. We then used the idealized optimized pattern as

a reference, in conjunction with a particle-based cement diffusion model, to plan the

augmentation for cadaveric osteoporotic femur specimens. In doing so, we also took

into account the realistic scenario of the surgery and its limitations and challenges.
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Augmentation surgeries were performed based on the plans and taking advantage of

our in-house navigation and injection systems to deliver the cement precisely accord-

ing to the plans. Mechanical tests showed that, using only 10ml of PMMA cement,

we could increase the yield and ultimate fracture loads by 32% and 25%, respectively.

Yield energy was increased by a substantial margin of 139%, and the ultimate frac-

ture energy was nearly doubled. These numbers are comparable to similar studies

in the literature where, instead, gross filling of femur using more than 40ml of ce-

ment was employed (Table 2.1). By using a limited amount of strategically planted

cement, we potentially reduced the risk of thermal necrosis. Also, because plan-

nings were performed based on optimized patterns, we avoided creating regions of

stress concentration as much as possible. The framework developed in this work can

be easily extended to modeling and planning other types of orthopaedic operations

where mechanical strength of bones need to be augmented through injection of acrylic

bone cement (or other augmentation materials with similar mechanical properties)

including vertebroplasty and distal radius augmentation.

8.2 Limitations and Future Work

The following is a list of major limitations and possible future directions toward

our ultimate goal of making femoroplasty a clinical orthopaedic routine:

• Throughout this work we only took into account the falls to the side loading
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conditions. While, as mentioned before, these constitute a major portion of

traumatic falls, other loading conditions result in hip fractures in the elderly

as well. Patients with advanced degrees of osteoporosis may suffer fractures

even while walking normally or ascending / descending stairs. Muscle forces

in those cases are enough to initiate a fracture. The optimizations, therefore

we believe, can be improved by taking into account several loading conditions.

This, of course, means more computational load which can be distributed among

several workstations and / or CPU cores in a parallel fashion and then one can

combine the individual results into one plan.

• Although we could increase the fracture loads and energies by relatively large

margins and reduce the risk of fall fracture, it is not well known to what extent

this risk reduction was. As discussed in Section 4.4, we are working on a patient-

specific fall model to predict the peak loads that are exerted on an individual’s

hip and to plan the augmentation accordingly.

• We had a modest sample size of seven pairs of specimens. While, because these

samples are paired, our statistical inferences had relatively high power, more

samples will lead to better understanding of the nature of augmentations and

stronger statistical results.

• Timing of the planning can be improved by using more powerful hardware

and more efficient codes. Especially since we are aiming to incorporate the
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planning into intra-operative assessment and augmentation strategy update,

fast computations of FE and particle models are crucial.

• Internal and external temperature rises due to augmentation were not measured

during our experimental tests. We limited the volume of the cement to avoid

the deleterious effects of cement curing, as also observed by Sutter et al. [11],

but to what extent this has been effective needs to be quantified in future

experiments. Monitoring the surface temperature of the specimens is relatively

straightforward, but measuring the internal temperature is more challenging

and requires precisely planted temperature sensors. However, even with sensors

inside the bone, only the temperature in the vicinity of the site of injection can

be measured. One idea is to use heat generation models, usually solved using

FE modeling, to predict the temperature rises [148–150]. The heat generation

and transfer model can also be combined with the optimization and planning

module for better outcome.

• Experiments were performed using a subset of the entire system (Section 2.5).

While we have most of the components of the full system in place, further work

is needed to put all the modules together and test the whole system, including

intra-operative assessment of the progress of the surgery and real-time update

of the plan.

• Currently an individual femur augmentation surgery time spans a few hours.
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This includes the time to prepare the specimen, attach the rigid bodies, calibrate

the pointer tools and the drill, perform registration, as well as the time needed

for cement preparation and viscosity estimation etc. These times need to be

reduced substantially for the system to be suitable for use in a clinical setting.

Some of these tasks, e.g. registration and cement preparation, can potentially be

performed in parallel. Also, with larger cement volumes per injection, the num-

ber of cement preparations and the corresponding viscosity wait times can be

reduces. Larger volumes, however, require modifications to the injection system

which currently supports only 5ml syringes. Larger volumes also correspond to

longer injection times and higher viscosity values which demand larger syringe

pressures. This poses a design problem that should be tackled in the future.

• To show the safety of the system, in-vivo tests on animal subjects have been

suggested. These tests need further investigations and thorough considerations

in order to ensure a safe and ethically sound procedure, especially taking into

account the short amount of time available for live animal testings. These tests

can also help investigate the long-term effects of femoroplasty including the

risk of thermal necrosis and help us move closer towards the goal of its clinical

application.
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Appendix A

Dynamic Prediction of Femur

Yield Load

A.1 Overview

As mentioned in Chapter 3, (pseudo) dynamic yield / fracture load prediction is

an alternative to static analysis and scaling method of prediction. We argued that

static analysis performs as well in predicting the onset of yielding for femur bones.

To assess the difference between the two methods, the author conducted comparative

simulations as described below.
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A.2 Formulation

A finite element model of an osteoporotic femur was randomly chosen for this

simulation. The static yield load prediction was performed as described in Chapter 3.

For the (pseudo) dynamic load prediction, a series of static finite element analyses

were performed where the load was gradually increased and the properties of the

bone elements were updated at each step. For this purpose, at the end of each

iteration, elements were evaluated based on their resulting maximum and minimum

principal strains. If for each element the dominant strain (the one with the larger

absolute value) exceeded the pre-determined yield strain, an elastic modulus of 1MPa

and a Poisson’s ratio of 0.499 was assigned to the element for the next iteration.

Yield strains were set to 0.0299 for tension and 0.0427 for compression, as found in

Chapter 3. The load started at 1000N and it was increased up to 2500N , with 100N

steps. At the end of each step, average femur head displacement and the volume and

location of failed elements were recorded.

A.3 Results and Discussion

The static yield load prediction estimated a yield load of 2105N for the femur

specimen, at which point 1% of the volume of the femur model had failed. Based

on the load-displacement curve of the dynamic loading simulations (Figure A.1), the

bone yielded at 2100N . Figure A.2 shows the initiation and spread of the failed
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elements up to the yield point, as found in the dynamic simulations. Slightly more

(about 1.3%) of the volume of the femur had failed at the onset of yielding.

Figure A.1: Load vs. displacement for (pseudo) dynamic loading simulation. The red

dashed line represents the onset of yielding.

Figure A.3 compares the predicted location of failure between the static and dy-

namic simulations. Both methods show the failure in the supero-posterior of the

trochanter close to the neck and also superior part of the neck. There are little differ-

ences in the location of the failed elements between the two simulations. This supports

the hypothesis that a static analysis and then scaling of the strains is sufficient for

predicting of the onset of yielding for femur FE models.
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Figure A.2: Initiation and spread of failed elements in dynamic yield load simulation.

Figure A.3: Comparison between dynamic (left) and static (right) yield location

predictions.
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