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Abstract 

Negative ion photoelectron spectroscopy has been applied to address a broad range of 

fundamental problems in chemistry. Major topics that have been studied are related to 

electronic structures, chemical bonding, molecular activation, and electron-molecule 

interactions. New phenomena have been discovered, including but not limited to, the fine-

tunability of the electronic spectra in superatoms, realization of Lewis basic sodium anion, 

halogen-bond stabilized anions, selective methane activation by single atomic anions, and 

excess electrons tethered by weak attractive interactions. The insight acquired from 

negative ion photoelectron spectroscopy has provided understanding into the above-

mentioned topics at a molecular level. 
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1 

I. Introduction 

Negative ion photoelectron spectroscopy (NIPS) is among the ideal tools to study 

chemistry strictly at the molecular level. Since NIPS is conducted in the gas phase, it 

probes the physical and chemical properties of the negative ions of atoms, molecules, 

and clusters which are aggregates of atoms and molecules, unperturbed by 

environmental factors or averaging effects. NIPS allows us to access the rich energetic 

information about both the anions and the neutrals. The knowledge one can directly 

obtain from a negative ion photoelectron spectrum is the electronic structure related 

information, such as the HOMO-LUMO gap, the energy levels of vibrational and 

electronic excited states, etc. (Figure 1). Since the electronic structure has an integral 

relationship to chemical bonding, we can also acquire insight into the nature of the 

chemical bonds in the studied systems from NIPS results. The ability of NIPS to study 

electronic structures and chemical bonding makes it a powerful tool to investigate gas 

phase reactions and molecular activations, as reactions are essentially changes of 

electronic structures, and breakage and formation of chemical bonds. Finally, negative 

ions are the outcome of the electron-molecule interactions; therefore, NIPS is the 

natural probe for investigating such interactions. 

 

The isolated, finite-size systems studied by NIPS offers an ideal playground for 
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quantum chemistry, as the state-of-the-art level of theoretical approaches which are 

too demanding for larger systems can be routinely applied to our systems. On the one 

hand, theoretical calculations can help interpret experimental results. On the other 

hand, the experimental results can provide benchmarks and validation to theory. 

 

Figure I.1.1 Schematic of negative ion photoelectron spectroscopy. 

 

Chapter II to Chapter V is mainly a collection of my published work on applying 

NIPS to study electronic structures (Chapter II), chemical bonding (Chapter III), 

molecular activation (Chapter IV), and electron-molecule interactions (Chapter V). 

The appendix contains majorly unpublished results. By the way, the list of figures and 

tables are not complete. I just made partial lists for passing the “beauty check”. 
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II. Electronic Structures 

For a system of interest, its electronic structure refers to the atomic/molecular orbitals 

and the configuration of the electrons occupying these orbitals. Negative ion 

photoelectron spectroscopy (NIPS) is among the most appropriate experimental 

techniques for studying the electronic structures of atoms, molecules, and clusters. 

There are several advantages of NIPS over other spectroscopic approaches. Firstly, 

NIPS is performed in the gas phase under a high vacuum. Therefore, the systems being 

measured are isolated, that is, they interact with neither the neighboring systems nor 

the environment. As a result, NIPS can be regarded as a single atom/molecule 

spectroscopy in the gas phase. This makes NIPS advantageous over conventional 

photoelectron spectroscopy such as ultraviolet photoelectron spectroscopy (UPS), as 

NIPS results are not perturbed due to assembly averaging or environmental effects. 

Secondly, the electronic structure information acquired by NIPS reflects the properties 

of the frontier orbitals, such as the HOMO-LUMO gap, the vibrationally and 

electronic excited states, etc., which govern the chemistry and are thus of central 

interest to chemists. 
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Zhua, Alexander P. Aydtb, Shiv N. Khanna*c, Xavier Roy*b and Kit H. Bowen*a 
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USA. 

b Department of Chemistry, Columbia University, New York, New York 10027, USA.  
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Abstract 

Molecular clusters are attractive superatomic building blocks for creating materials with 

tailored properties due to their unique combination of atomic precision, tunability and 

functionality. The ligands passivating these superatomic clusters offer an exciting 

opportunity to control their electronic properties while preserving their closed shells and 

electron counts, which is not achievable in conventional atoms. Here we demonstrate 

this concept by measuring the anion photoelectron spectra of a series of hexanuclear 

cobalt sulfide superatomic clusters with different ratios of electron-donating and 

electron-withdrawing ligands, Co6S8(PEt3)6−x(CO)x (x = 0–3). We find that 

Co6S8(PEt3)6 has a low electron affinity (EA) of 1.1 eV, and that the successive 
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replacement of PEt3 ligands with CO gradually shifts its electronic spectrum to lower 

energy and increases its EA to 1.8 eV. Density functional theory calculations reveal that 

the increase of EA results from a monotonic lowering of the cluster highest occupied 

and lowest unoccupied molecular orbitals (HOMO and LUMO). Our work provides 

unique insights into the electronic structure and tunability of superatomic building 

blocks. 

 

Introduction 

Electron affinity and ionization energy are fundamental properties of the elements. 

Together they govern the interactions and bonding of close-contacting atoms and control 

the collective properties of solids. Because they are intrinsic to each element, however, 

the electron affinity and ionization energy of a given atom cannot be altered. This 

presents an immense synthetic challenge for the design of tunable materials as 

substituting atoms often leads to entirely new structures, interactions and collective 

behaviors. 

 

By analogy to “atomic” building blocks, certain clusters can be used as “superatomic” 

building blocks for the assembly of novel materials.1–22 Within this context, the family 

of metal chalcogenide molecular clusters has recently received renewed attention for the 

creation of functional solids with tunable properties, including ferromagnetism, 
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electrical conductivity, tunable optical gaps and thermal switching.1,7,23–32 One of the key 

advantages of this approach over traditional atomic solids is that the characteristics of 

the building blocks can be tuned pre-assembly without changing the total electron count 

of the superatom. Using the molecular cluster Co6Te8L6 (L = passivating ligand) as a 

model system, Khanna et al. recently predicted theoretically that changing L from 

PEt3 to CO would increase its electron affinity, in effect transforming the cluster from a 

superatomic alkali metal toward a superatomic halogen.33,34 The potential to alter the 

donor/acceptor property of these superatomic clusters sheds light on assembling 

superatomic materials with fine-tuned properties. Experimentally demonstrating this 

concept by measuring the electron affinity and/or ionization energy of metal 

chalcogenide clusters is challenging, however, because it requires bringing the charged 

clusters into the gas phase without damaging the inorganic core or dissociating the 

ligands. 

 

In this work, we use anion photoelectron spectroscopy to probe the electron affinity (EA) 

and electronic structure of a series of cobalt sulfide clusters, whose ligand shells consist 

of differing combinations of PEt3 and CO. The clusters Co6S8(PEt3)6−x(CO)x are 

synthesized from the parent compound Co6S8(PEt3)6 by ligand substitution with CO. 

These clusters are then brought into the gas phase, where electrons are attached to form 

anions, using a unique infrared desorption/photoelectron-emission/supersonic helium 
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expansion source. Mass spectrometry confirms the existence of carbonylated products 

with x up to 3 (i.e. Co6S8(PEt3)5(CO)−, Co6S8(PEt3)4(CO)2
−, and Co6S8(PEt3)3(CO)3

−). 

We find that the electron affinity and vertical detachment energy increase with the 

number of CO ligands, demonstrating the electronic spectral tunability of this family of 

superatoms. These results are further examples of the superatom concept, and an 

important step towards designing materials from programmable building blocks. 

 

Methods 

Synthesis 

Dicobalt octacarbonyl and sulfur were purchased from Strem Chemicals. 

Triethylphosphine was purchased from Alfa Aesar. All other reagents and solvents were 

purchased from Sigma Aldrich. Dry and deoxygenated solvents were prepared by elution 

through a dual-column solvent system. Unless otherwise stated, all reactions and sample 

preparations were carried out under inert atmosphere using standard Schlenk techniques 

or in a N2-filled glovebox. While a multi-step synthesis of Co6S8(PEt3)6 has been 

previously reported,35 we have developed an alternative one-pot approach detailed below. 

 

Co6S8(PEt3)6. Sulfur (1.16 g, 36.25 mmol) was suspended in ∼30 mL of toluene in a 

200 mL Schlenk flask under N2 atmosphere. In two separate flasks, Co2(CO)8 (4.12 g, 

12.05 mmol) and PEt3(4.27 g, 36.14 mmol) were dissolved in ∼20 mL of toluene. The 
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Co2(CO)8 solution was added to the S suspension, followed by quick addition of the 

PEt3 solution. The reaction mixture was refluxed under N2 for 2 days. The reaction 

mixture was then opened to air, and hot filtered through Celite. The filtrate was cooled 

to room temperature and left to stand for ∼3 h. Black crystals formed during that period; 

the resulting suspension was filtered through a fine frit and the solid was washed with 

toluene, and diethyl ether. The dark, black crystals were collected, dried in vacuo, and 

stored under N2. Yield: 2.2 g (42%). MS-MALDI m/z+ calculated 1317.92; found, 

1317.95. 

 

Co6S8(PEt3)6−x(CO)x. Safety note: CO is a toxic gas; this reaction can only be performed 

in a well-ventilated fumehood. Sulfur (0.15 g, 4.68 mmol) and Co6S8(PEt3)6 (1.00 g, 

0.76 mmol) were combined in ∼75 mL of toluene in a 200 mL Schlenk flask. An external 

bubbler was attached to the system, and the mixture was sparged with CO for 30 min. 

The mixture was heated to 100 °C and stirred under a CO atmosphere for 16 h. The 

reaction mixture was cooled to room temperature, sparged with N2, and the solvent was 

removed in vacuo. The resulting solid was used directly without further purification. 

 

Anion photoelectron spectroscopy 

Anion photoelectron spectroscopy was conducted by crossing a mass-selected negative 

ion beam with a fixed energy photon beam and analyzing the energies of the resultant 
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photodetached electrons. This technique is governed by the well-known energy-

conserving relationship, hν = EBE + EKE, where hν, EBE, and EKE are the photon 

energy, electron binding energy (photodetachment transition energy), and the electron 

kinetic energy, respectively. The details of our apparatus have been described 

elsewhere.36 Briefly, the photoelectron spectra were collected on an apparatus consisting 

of an ion source, a linear time-of-flight mass spectrometer for mass analysis and 

selection, and a magnetic-bottle photoelectron spectrometer for electron energy analysis 

(resolution ∼35 meV at 1 eV EKE). The third harmonic (355 nm, 3.49 eV per photon) 

of a Nd:YAG was used to photodetach electrons from the cluster anion of interest. 

Photoelectron spectra were calibrated against the well-known atomic lines of the copper 

anion, Cu−. 

 

To make the parent anions Co6S8(PEt3)6−x(CO)x
− in the gas phase, a specialized infrared 

desorption/laser photoemission (IR/PE) supersonic helium expansion source is 

employed.37 Briefly, a low power IR pulse (1064 nm) from a Nd:YAG laser hits a 

translating graphite bar thinly coated with the Co6S8(PEt3)6−x(CO)x sample. Because the 

graphite absorbs most of the energy, a localized thermal shock lasting a few nanoseconds 

propels the clusters into the gas phase. Almost simultaneously, a high power pulse of 

532 nm light from a second Nd:YAG laser strikes a close-by photoemitter (Hf wire), 

creating a shower of electrons that attach to the evaporated neutral clusters. Also, almost 
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simultaneously, a plume of ultrahigh purity helium gas rapidly expands from a pulsed 

valve located slightly upstream, cooling the nascent anions and directing them into the 

mass spectrometer, where they are analyzed. Because the Co6S8(PEt3)6−x(CO)x clusters 

are slightly sensitive to air and moisture, they are coated onto the graphite bar in a N2-

filled glove box. The graphite bar is then enclosed inside an air-tight “suitcase” container, 

which is only opened under high vacuum after being transferred to the vacuum chamber. 

 

Theoretical calculations 

First-principles electronic structure calculations on the anion and neutral forms of 

Co6S8(PEt3)6−x(CO)x (x = 0–3) clusters were carried out within density functional theory 

formalism. The ADF set of codes were used to perform the calculations where a PBE0 

hybrid functional comprised of the PBE generalized gradient functional and 25% 

Hartree–Fock exchange, as proposed by Ernzerhof et al., is used to incorporate exchange 

and correlation effects.38–40 The atomic wave functions are expressed in terms of Slater-

type orbitals (STO) located at the atomic sites and the cluster wave functions are 

constructed from a linear combination of these atomic orbitals.41 A TZ2P basis set and a 

large frozen electron core was used. The zero-order regular approximation (ZORA) is 

used to include scalar-relativistic effect.42,43 The trial structures of the clusters were 

taken from the previously optimized structure of the Co6Te8(PEt3)6 where the Te sites 

were replaced by S atoms.33The quasi-Newton method without any symmetry restriction 
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is used to determine the lowest energy arrangement for each trial structure of the clusters. 

The calculations also covered the several possible spin states for all the clusters during 

optimization. The adiabatic electron affinity (AEA) is calculated as the total energy 

difference between the anion in its ground state geometry and the neutral cluster in its 

ground state geometry, while the vertical detachment energy (VDE) is given by the total 

energy difference between the anion in its ground state and the neutral cluster in the 

geometry of the anion. 

 

Results and discussions 

Fig. 1a depicts the structure of Co6S8(PEt3)6−x(CO)x. Our strategy to synthesize these 

clusters begins by preparing the parent compound Co6S8(PEt3)6 on a multigram scale. 

To achieve this, we have developed a new approach detailed in the Methods section. 

Briefly, under a CO atmosphere, Co6S8(PEt3)6 is reacted with six equivalents of S in 

toluene at ∼100 °C to partially substitute CO for PEt3, which is trapped as SPEt3. Using 

the mass spectrometry technique described below, we observe a mixture of clusters in 

which up to three CO ligands have been substituted for PEt3. It is possible to separate 

these different species using column chromatography,30 but for this study we can use the 

mixture of clusters without further purification.  
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Figure II.1.1 (a) Structure of Co6S8(PEt3)6−x(CO)x. (b) Anion mass spectrum of 

Co6S8(PEt3)6−x(CO)x
−generated using IR/PE anion source. This work focuses on the 

red peaks in the mass spectrum. 

 

Measuring the electron affinity and electronic structure of Co6S8(PEt3)6−x(CO)x requires 

a negative ion photoelectron spectroscopic study on their parent anions, 

Co6S8(PEt3)6−x(CO)x
−, in the gas phase. Common ionization methods (e.g. electrospray 

ionization and matrix-assisted laser desorption/ionization), however, fail to generate the 

parent anions Co6S8(PEt3)6−x(CO)x
− in the gas phase due to the effect of the 

solvent/matrix on neutral Co6S8(PEt3)6−x(CO)x clusters: the obtained anions are either 

dissociated or tagged by the solvent/matrix molecules. To make the parent anions in the 

gas phase, we instead employ a unique infrared desorption/photoemission (IR/PE) 

source as described in the Methods section. A typical anion mass spectrum of 

Co6S8(PEt3)6−x(CO)x
− obtained with the IR/PE source is shown in Fig. 1b. The spectrum 

contains two major series of anions: Co6S8(PEt3)n
− (n = 0–5) and 

Co6S8(PEt3)6−x(CO)x
− (x = 0–3). The Co6S8(PEt3)n

− clusters are from the sequential 
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dissociation of PEt3 from Co6S8(PEt3)6 during infrared desorption, while the 

Co6S8(PEt3)6−x(CO)x
− clusters are the anions of interest in this study. Though the 

Co6S8(PEt3)6−x(CO)x
− signals are weaker, their high photodetachment cross-sections 

allow us to collect their anion photoelectron spectra. 

 

Fig. 2 presents the anion photoelectron spectra of Co6S8(PEt3)6−x(CO)x
− (x = 0–3) from 

which the adiabatic electron affinity (AEA) and vertical detachment energy (VDE) of 

each cluster are determined. The value of the AEA is taken to be the onset of the lowest 

electron binding energy (EBE) peak in the photoelectron spectrum. The VDE is the 

vertical transition energy from the ground state of the anion to the neutral state at the 

anion geometry. It is determined as the EBE value at the intensity maximum of the peak 

of interest, i.e. typically the first EBE peak. Based on the anion photoelectron spectra, 

the AEA values of Co6S8(PEt3)6−x(CO)x are 1.1, 1.3, 1.7 and 1.8 eV for x = 0, 1, 2, 3, 

respectively, while the corresponding anion VDE values are 1.30, 1.51, 1.95 and 2.09 

eV, respectively. By sequentially substituting half of the PEt3 ligands with CO, the AEA 

of this superatom increases from 1.1 eV to 1.8 eV, all while maintaining the same 

oxidation state for the Co6S8 core. As a reference, the reducing agent SO2 and oxidizing 

agent SO3 have AEA values of 1.11 eV and 1.90 eV,44,45 respectively, where the increase 

in AEA is the result of the change in the S atom oxidation state. Thus, the observed 

changes in AEA values for the ligated superatoms are significant, given that the 
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oxidation state of the Co6S8 core does not change across the ligation series: these results 

underscore the remarkable characteristics of the superatoms. The observed unambiguous 

trend of increasing AEA and VDE values with ligand substitution is a direct evidence 

that the electronic properties of this superatom can be tuned effectively in this way. 

 

The tuning of the electronic properties can be further demonstrated through the spectral 

features located at higher electron binding energies than that of the first EBE peak. These 

higher EBE peaks arise from transitions from the anion ground state to various excited 

electronic states of the neutral cluster. The shape of these features relates to the electronic 

structure of the neutral clusters. While the photoelectron spectra of Co6S8(PEt3)6−x(CO)x
− 

 

Figure II.1.2 Negative ion photoelectron spectra of Co6S8(PEt3)6−x(CO)x
− (x = 0–3) 

anions collected using 355 nm (3.49 eV) photons from a Nd:YAG laser. The arrows 

point to the experimental values of AEA and VDE; the red lines correspond to 

theoretical AEA, and the blue lines correspond to vertical transitions from the anion 

to the singlet and triplet neutral states. 
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shift to higher electron binding energy as xincreases, the overall spectral shapes are 

remarkably similar, confirming that the sequential exchange of PEt3 with CO ligand 

leaves the essential electronic structure of Co6S8(PEt3)6−x(CO)x superatoms largely 

unchanged. What is changing with sequential ligation, however, is a monotonic decrease 

in the energies of the highest occupied and lowest unoccupied molecular orbital (HOMO 

and LUMO) levels, even though the gap between them remains relatively constant. This 

is discussed further below. 

 

To support these experimental observations, we modeled the ground state structures of 

Co6S8(PEt3)6−x(CO)x
−, and calculated their AEA and VDE using density functional 

theory formalism (Fig. 3). In agreement with previous calculations of the 

Co6Te8(PEt3)6−x(CO)x system,33 we find that the anionic clusters 

Co6S8(PEt3)6−x(CO)x
− have doublet spin ground states, while the neutral species have 

singlet spin states. For Co6S8(PEt3)4(CO)2
−, there are two possible structures: trans-

Co6S8(PEt3)4(CO)2
− and cis-Co6S8(PEt3)4(CO)2

−, with the latter lower in energy by 0.20 

eV. The replacement of three PEt3 ligands with CO leads to fac-

Co6S8(PEt3)3(CO)3
− and mer-Co6S8(PEt3)3(CO)3

− isomers, with the latter isomer lower 

in energy by 0.07 eV. The small energy difference between the 

Co6S8(PEt3)3(CO)3
− isomers suggests their co-existence in the experimental beam. Table 

S1† contains more calculation results on neutral and anionic species. 



 

 

16 

 

Figure II.1.3 Optimized ground state structure of anionic Co6S8(PEt3)6-x(CO)x
− (x = 

0−3) clusters. The red superscript indicates the spin multiplicity (2S+1) of each cluster. 

 

We modeled the electronic structure of the superatoms using the anion photoelectron 

spectra as fingerprints of the ground state geometry and electronic states of both the 

neutral and anionic clusters.46 Three points of comparison are used to establish the 

theoretical ground state of the system: AEA, VDE and VDE*. VDE and VDE* are the 

vertical transitions from the anion ground state to the neutral with singlet and triplet spin 

multiplicity, respectively. Experimentally, VDE and VDE* correspond to the electron 

binding energies of the first (lowest EBE) and second (next highest EBE) peaks in the 

photoelectron spectra. 

 

Table 1 presents both theoretical and experimental values of AEA, VDE and VDE* for 

all the superatoms considered here. Using AEA, VDE and VDE* as references to validate 
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the computation, we observe close agreement between experimental and calculated 

values. The agreement between experiments and calculations is further demonstrated by 

including the computed values in the anion photoelectron spectra in Figure 2. The key 

result is that the AEA and both VDE values increase as PEt3 ligands are successively 

replaced with CO. Starting with Co6S8(PEt3)6
−, the calculated AEA, VDE, and VDE* 

values of 1.06, 1.28, and 1.74 eV are close to the experimental values of 1.1, 1.30 eV, 

and 1.91 eV, respectively. Experimentally, the replacement of one PEt3 with a CO ligand 

results in a ~0.2 eV increase in the AEA (1.3 eV) and VDE values (1.51 and 2.05 eV), 

whereas the calculated AEA (1.40 eV) and VDE values (1.80 and 2.08 eV) for 

Co6S8(PEt3)5CO− are only slightly higher. For cis-Co6S8(PEt3)4(CO)2
− and trans-

Co6S8(PEt3)4(CO)2
−, the computed ground states have AEA values of 1.65 and 1.38 eV, 

VDE values of 2.06 and 1.62 eV, and VDE* values of 2.66 and 2.16 eV, respectively. A 

comparison between the experimental and theoretical results for Co6S8(PEt3)4(CO)2
− 

confirms that this cluster is primarily the cis-isomer: the experimental values AEA = 1.7 

eV, VDE = 1.95 eV, and VDE* = 2.51 eV all agree very well with the cis-isomer 

calculations. We note that the small shoulder at 2.19 eV in the spectrum (Figure 2) 

matches the calculated VDE*
 of the trans-isomer, raising the possibility that a small 

amount of the trans-isomer is also present. For n = 3, both the mer-Co6S8(PEt3)3(CO)3
− 

and fac-Co6S8(PEt3)3(CO)3
− have similar computed AEA and VDE values that are 

consistent with the experimental data. Because the mer- and fac-clusters are close in 
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energy in their neutral and anionic forms, it is very likely that they both exist in the ion 

beam, and that the Co6S8(PEt3)3(CO)3
− photoelectron spectrum contains transitions from 

both isomers. 

 

Table II.1.2 Theoretical and experimental adiabatic and vertical detachment 

energies (1st and 2nd peak) of Co6S8(PEt3)6-x(CO)x
− (x = 0−3) clusters. The superscripts 

T and E indicate theoretical and experimental values, respectively. 

 

 

The replacement of PEt3 ligands by CO concurrently lowers the energies of the HOMO 

and LUMO, with the result that the HOMO-LUMO gap is essentially unchanged across 

the cluster series. Figure 4a illustrates this trend for the neutral species while their 

absolute energy values are given in Table S1. The lowering of the HOMO and LUMO 

can be in part understood in terms of the vastly different ligand field effect of the cluster 

surface passivation: PEt3 is a strong -donor that increases the electron density in the 

core while CO is a strong -acceptor that removes electron density from the core, thus 

lowering the energy of the electronic spectrum.33 This behavior can be seen in the 

Figures S1 and S2 which show the one-electron energy levels of Co6S8(PEt3)6-x(CO)x (x 
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= 0−3). The change in the AEA closely tracks the change in the LUMO as the electron 

is attached to the LUMO of the neutral. This is illustrated in Figure 4b, which shows the 

changes in the energy of the LUMO (ΔLUMO), theoretical AEA (ΔAEAT)  

 

 

Figure II.1.1 (a) The absolute energy values of the HOMO and LUMO for neutral 

Co6S8(PEt3)6-x(CO)x (x = 0−3). (b) Incremental differences in the experimental AEA 

values, the theoretical AEA values, and the LUMO values of Co6S8(PEt3)6-x(CO)x, each 

with respect to Co6S8(PEt3)6. (c) Molecular orbital iso-surfaces of the HOMO and 

LUMO in Co6S8(PEt3)6-x(CO)x (x=0-3) clusters. 

 

And experimental AEA (ΔAEAE) of Co6S8(PEt3)6-x(CO)x as x increases from 0 to 3. The 
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molecular orbital iso-surfaces of the HOMO and LUMO in Co6S8(PEt3)6-x(CO)x are 

shown in Figure 4c. A Mulliken population analysis of the molecular orbitals reveals that 

hybridization between the p-states of S and the 3d-states of Co forms the HOMO in 

eachcluster, while the LUMO is an antibonding state comprising the 3dz
2-orbital of Co 

and the lone pair of the ligand (PEt3/CO). An additional phenomenon combines with the 

traditional ligand field effect to explain the changes in AEA and VDE: PEt3 and CO form 

charge transfer complexes, and the induced dipoles at the cluster surface play a critical 

role in changing the electronic properties. As a reference, surface dipoles can either 

increase or decrease the work function of metals.47,48 In this case, as PEt3 ligands are 

replaced by CO, the sign of the dipole changes and hence AEA increases as more CO 

are bound to the core.  

 

Lastly, though the ionization energy of Co6S8(PEt3)6-x(CO)x is not directly measured, the 

successive rise in AEA and lowering of HOMO are evidence of a trend of increasing 

ionization energy as PEt3 is replaced by CO. 

 

Conclusions 

By combining cluster synthesis, gas-phase anion photoelectron spectroscopy, and 

electronic structure calculations, we have demonstrated that the electronic properties of 

metal chalcogenide superatomic clusters can be tuned by varying their capping ligands. 
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While the total electron count of the closed-shell core remains unchanged, substitution 

of the ligands leads to a simultaneous rise or fall of the HOMO and LUMO levels, 

resulting in a change of the cluster donor/acceptor behavior. 

 

These results are significant because such drastic change in the cluster properties is 

rarely observed in other superatomic systems. Besides changes of electron affinity and 

ionization potential, ligand substitution of a ligated cluster almost always results in 

changes of other core chemical properties such as the HOMO-LUMO gap, electron 

configuration, and electronic structure. For example, in phosphine-passivated gold 

clusters approximated by the confined nearly free electron gas model, charge transfer 

from the phosphine ligands results in significant changes to the core electron count and 

HOMO-LUMO gap.49 The unpredictable outcome of ligand substitution can impose 

important challenges in designing programmable cluster building blocks. In this context, 

the metal chalcogenide cluster presented in this work is unique: ligand substitution can 

be used to tune its electron affinity and ionization potential while maintaining its 

HOMO-LUMO gap, electronic structure and effective electron count, thus enabling us 

to control its oxidative and reductive properties. Such tunability may prove crucial for 

applications as catalysts, semiconductor dopants, and superatomic building blocks for 

cluster-assembled materials. In one example, we recently showed that related clusters 

can be used as electron-donating or electron-accepting surface dopants for two-
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dimensional semiconductors, where the band structures can be controlled by the choice 

of ligands.32,50 Such dopants could also be made magnetic because of their finite spin 

moments.51 More broadly, our results open the door to the design of tunable functional 

materials from superatomic building blocks. 
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Abstract 

Recent studies have shown that capping ligands offer a new dimension for fine tuning 

the properties of clusters. Here we investigate this concept by measuring the anion 

photoelectron spectra of a series of hexanuclear cobalt sulfide clusters, Co6S8, 

passivated by different numbers of triethylphosphine ligands, PEt3. We find that the 

addition of PEt3 gradually shifts the electronic spectrum of the cluster to higher energy, 

leading to a decrease in its electron affinity. Density functional theory calculations 

reveal that adding ligands demagnetize the Co6S8 core. The decrease in electron 

affinity results from a monotonic increase in the energy of the cluster lowest 
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unoccupied molecular orbitals (LUMO). This effect is attributed to the electron 

donation from the ligands to the cluster core, which increases the charge density in 

the core region.  

 

Introduction 

Quantum confinement in small symmetric clusters can result in a grouping of 

electronic states into shells, leading to the formation of stable clusters with a well-

defined valence. The resemblance to atomic shells has prompted the description of 

such entities as superatoms.1 Utilizing these clusters as the “superatomic” building 

blocks for the assembly of novel materials represents a frontier in material science.1-

22 Within this context, the family of metal chalcogenide molecular clusters has 

recently received renewed attention for fabricating functional materials with tunable 

properties including ferromagnetism, electrical conductivity, optical gaps and thermal 

conductivity switching.2,7,23-32 One of the key advantages of such materials over 

traditional atomic solids is that the properties of the superatomic building blocks can 

be tailored pre-assembly. While the composition and structure of the cluster are 

traditionally used to control the behavior of the superatomic building unit, the capping 

ligands have recently received attention as valuable knobs for fine tuning.33,34 Capping 

ligands can modulate the electronic characteristics of the cluster core, and direct the 

assembly into solid state materials.  



 

 

27 

 

Recently, Khanna and coworkers theoretically predicted a variety of properties that 

can be tuned by modifying the capping ligands of metal chalcogenide clusters. Using 

Co6Te8L6 (L = capping ligand) as a model system, they have shown that changing L 

from PEt3 to CO increases the electron affinity of the cluster, in effect transforming it 

from a superatomic alkali metal to a superatomic halogen.14 Such an ability to alter 

the donor/acceptor behavior of the building blocks offers unique opportunity for 

creating materials with fine-tuned properties.34 In a related study, it was predicted that 

the ionization energy of the Co6Se8 cluster can be gradually decreased by sequentially 

coordinating PEt3 capping ligands to its surface metal atoms.35 Binding carbon 

monoxide (CO) ligands to the Co6Se8 cluster, on the other hand, results in the gradual 

demagnetization of the core, thus stabilizing it.36 Experimentally demonstrating these 

predictions by measuring the electronic structures of metal chalcogenide clusters is 

challenging, however, because it requires bringing the charged clusters with a 

controlled number of ligands into the gas phase without damaging the inorganic core. 

Common ionization methods (e.g., electrospray ionization and matrix-assisted laser 

desorption/ionization) fail to generate the desirable anions in the gas phase due to the 

effect of the solvent/matrix on charged clusters: the obtained anions are either 

dehydrogenated or tagged by the solvent/matrix molecules.  
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We recently reported an experimental study supported by theoretical calculations 

establishing the tunability of the electronic properties of the cluster 

Co6S8(PEt3)6−n(CO)n by altering the ligand ratio.38 The unique infrared 

desorption/laser photoemission (IR/PE) supersonic expansion source used in that 

work serves as the ideal tool to bring the cluster into the gas phase with different 

number of ligands while maintaining the core structure. Here we employ this method 

to investigate a series of cobalt sulfide clusters passivated with varying numbers of 

PEt3 ligands. The cluster Co6S8(PEt3)6 is synthesized and then brought into the gas 

phase, where ligands are sequentially dissociated and electrons are attached to form 

anions, using the IR/PE source. Mass spectrometry confirms the existence of 

Co6S8(PEt3)x
– with x ranging from 0 to 6. We find that the electron affinity and vertical 

detachment energy decrease with increasing ligation, demonstrating the electronic 

spectral tunability of this family of superatoms.  

 

Methods 

Synthesis 

Dicobalt octacarbonyl and sulfur were purchased from Strem Chemicals. PEt3 was 

obtained from Alfa Aesar. All other reagents and solvents were purchased from Sigma 

Aldrich. Dry and deoxygenated solvents were prepared by elution through a dual-

column solvent system (MBraun). Unless otherwise stated, all reactions and sample 
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preparations were carried out under inert atmosphere using standard Schlenk 

techniques or in a N2-filled glovebox. While a multi-step synthesis of 

Co6S8(PEt3)6 has been previously reported,37 we have developed an alternative one-

pot approach detailed below.38 

 

Co6S8(PEt3)6. Sulfur (1.16 g, 36.25 mmol) was suspended in 30 mL of toluene in a 

200 mL Schlenk flask. In two separate flasks, Co2(CO)8 (4.12 g, 12.05 mmol) and 

PEt3 (4.27 g, 36.14 mmol) were dissolved in 20 mL of toluene. The Co2(CO)8 solution 

was added to the S suspension, followed by quick addition of the PEt3 solution. The 

reaction mixture was refluxed under N2 for 2 days. The reaction mixture was then 

opened to air, and hot filtered through Celite. The filtrate was cooled to room 

temperature and left to stand for ∼3 h. Black crystals formed during that period; the 

resulting suspension was filtered through a fine frit and the solid was washed with 

toluene, and diethyl ether. The dark, black crystals were collected, dried in vacuo, and 

stored under N2. Yield: 2.2 g (42%). The characterization data are as previously 

published. MS-MALDI m/z+ calculated 1317.92; found, 1317.95.  

 

Anion photoelectron spectroscopy 

Anion photoelectron spectroscopy was conducted by crossing a mass-selected 

negative ion beam with a fixed energy photon beam and analyzing the energies of the 
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resultant photodetached electrons. This technique is governed by the well-known 

energy-conserving relationship, hν = EBE + EKE, where hν, EBE, and EKE are the 

photon energy, electron binding energy (photodetachment transition energy), and the 

electron kinetic energy, respectively. The details of our apparatus have been described 

elsewhere.39,40 Briefly, the photoelectron spectra were collected on an apparatus 

consisting of an ion source, a linear time-of-flight mass spectrometer for mass analysis 

and selection, and a magnetic-bottle photoelectron spectrometer for electron energy 

analysis (resolution ∼35 meV at 1 eV EKE). The third harmonic (355 nm, 3.49 eV 

per photon) of a Nd:YAG was used to photodetach electrons from the cluster anion of 

interest. Photoelectron spectra were calibrated against the well-known atomic lines of 

the copper anion, Cu−. 

 

To make Co6S8(PEt3)x
− in the gas phase, a specialized infrared desorption/laser 

photoemission (IR/PE) supersonic helium expansion source was 

employed.38,41 Briefly, a low power IR pulse (1064 nm) from a Nd:YAG laser hit a 

translating graphite bar thinly coated with the Co6S8(PEt3)6 sample. Because the 

graphite absorbed most of the energy, a localized thermal shock lasting a few 

nanoseconds propelled the clusters into the gas phase. Almost simultaneously, a high 

power pulse of 532 nm light from a second Nd:YAG laser struck a close-by 

photoemitter (Hf wire), creating a shower of electrons that attached to the evaporated 
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neutral clusters. Also, almost simultaneously, a plume of ultrahigh purity helium gas 

rapidly expanded from a pulsed valve located slightly upstream, cooling the nascent 

anions and directing them into the mass spectrometer, where they were analyzed. The 

Co6S8(PEt3)6 cluster was coated onto a graphite bar in a N2-filled glove box, which 

was then enclosed inside an air-tight “suitcase” container and opened under high 

vacuum after being transferred to the vacuum chamber. 

Theoretical calculations 

Electronic structure modeling of the anion and neutral Co6S8(PEt3)x (x = 1–5) were 

carried out to understand the variation in the adiabatic and vertical detachment 

energies at the microscopic level. The exchange-correlation effects are included via a 

generalized gradient functional PBE detailed by Perdew et al.42 The cluster wave 

function is formed from a linear combination of atomic orbitals constructed from 

Slater-type orbitals located on the atomic sites.43 A TZ2P basis set and a large frozen 

electron core (S:1s22s2p6, Co:1s22s2p63s2p6, P:1s22s2p6, C:1s2) are used. The 

calculations incorporate a zero-order regular approximation (ZORA) to include 

scalar-relativistic effect.44,45 The trial structures of the clusters are taken from the 

previously optimized structure of the Co6Se8(PEt3)x where the Se sites are replaced by 

S. A quasi-Newton method without any symmetry restriction allowed a determination 

of the ground state of the clusters. During optimization, we investigated all possible 

spin states. The positive vibrational frequencies of neutral and anionic clusters 
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established the true ground states of the clusters. Also, none of the clusters in their 

ground states has the spin-contamination. The adiabatic electron affinity (AEA) is 

calculated as the difference between the total energy between the anion in its ground 

state geometry and the neutral cluster in its ground state geometry, while the vertical 

detachment energy (VDE) is given by the total energy difference between the anion 

in its ground state and the neutral cluster in the geometry of the anion. 

 

Results and discussions 

Figure 1 presents a typical mass spectrum of Co6S8(PEt3)x
– obtained with the IR/PE 

source. The ultrashort thermal shock induced by IR laser irradiation caused the 

sequential dissociation of the PEt3 ligand during the vaporization of the solid 

Co6S8(PEt3)6 sample into gas phase. Co6S8(PEt3)x
– with x ranging from 0 to 6 were 

generated and investigated by anion photoelectron spectroscopy.   

 

Figure II.2.1  Anion mass spectrum of Co6S8(PEt3)x
− generated using IR/PE anion 

source.  

Figure 2 presents the anion photoelectron spectra of Co6S8(PEt3)x
− (x = 2–5) collected 
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with 355 nm (3.49 eV) 3rd harmonic laser. The spectrum of Co6S8(PEt3)6
− has been 

published in a previous report.38 Our attempts to measure the photoelectron spectra of 

Co6S8
– and Co6S8(PEt3)

− (x = 0 and 1) with a 355 nm laser were for the most part 

unsuccessful: for Co6S8
−, no photoelectron signal was observed, i.e., its AEA and VDE 

are above 3.49 eV, while for Co6S8(PEt3)
−, only a small portion of its spectrum could 

be collected because the majority of its photoelectron spectrum lies beyond the photon 

energy (Figure S1). The AEA and VDE of each cluster are determined from the 

photoelectron spectra. The value of the AEA is taken to be the onset of the lowest 

electron binding energy (EBE) peak in the photoelectron spectrum. The VDE is the 

vertical transition energy from the ground state of the anion to the neutral ground 

electronic state at the anion geometry. It is determined as the EBE value at the intensity 

maximum of the peak of interest. Here, however, due to the large number of electronic 

states that can be accessed during the photodetachment process, the photoelectron 

spectra are convoluted. We therefore determine the VDE as the EBE of the first 

noticeable peak in each spectrum. Based on the anion photoelectron spectra, the AEA 

values of Co6S8(PEt3)x are 3.0, 2.6, 2.2, 2.0 and 1.8 eV for x = 1, 2, 3, 4, and 5, 

respectively, while the corresponding anion VDE values are 3.22, 2.71, 2.44, 2.31, 

and 2.05 eV, respectively. We also report the VDE* values, which correspond to the 

transition from the anion ground state to the first electronic excited state of the neutral, 

as the EBE of the second noticeable peak. Their values are 3.35, 2.85, 2.45. 2.29 and 
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2.16 eV for x = 1, 2, 3, 4, and 5, respectively. By sequentially adding PEt3 ligands to 

the Co6S8 core, the AEA and VDE of this superatom decrease systematically, which 

is consistent with the electron-donating nature of the PEt3 ligands. 

 

Changes in the electronic properties of the cluster are evident in high energy spectral 

features above the first EBE peak. These higher EBE peaks arise from transitions from 

the anion ground state to excited electronic states of the neutral cluster and the shape 

of these features relates to the electronic structure of the neutral clusters. As x 

increases, the photoelectron spectra of Co6S8(PEt3)x
− shifts to lower electron binding 

energy and the overall spectral shapes change significantly. Such observation suggests 

a change in the electronic structure of Co6S8(PEt3)x
− as x changes. Note that this is 

different from the previous study of Co6S8(PEt3)6−n(CO)n
− where the photoelectron 

spectra shift to higher electron binding energy as the CO ratio increases, but the 

overall spectral shapes are maintained, indicating that the essential electronic structure 

of Co6S8(PEt3)6−n(CO)n superatoms are largely unchanged.38 

 

The structures of the anionic and neutral Co6S8(PEt3)x clusters were investigated by 

theoretical calculations. Figure 3 shows the optimized ground state geometries of 

Co6S8(PEt3)x
–, while those of the neutral species are in Figure S2. For x = 2 and x = 

4, the clusters can either be cis or trans isomers. In both cases, the trans isomers are  
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Figure II.2.2 Negative ion photoelectron spectra of Co6S8(PEt3)x
− (x = 2 – 5) anions 

collected using 355 nm (3.49 eV) photons from a Nd:YAG laser. The red arrows 

indicate the AEA, the blue arrows indicate the VDE and the VDE*. 

 

Figure II.2.3 Optimized ground state geometry of anionic Co6S8(PEt3)x (x = 0–5) 

clusters. Superscripts in red text show the multiplicity of the clusters. 

higher in energy, by ~0.14 and ~0.22 eV, respectively. A similar situation arises for 
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the corresponding neutral clusters: the trans isomers are ~0.01 and ~0.25 eV higher 

in energy for x = 2 and x = 4 respectively. For Co6S8(PEt3)3, the cluster can adopt fac 

and mer configurations. We find that the fac isomer is the ground state for both anionic 

and neutral clusters, being lower in energy by ~0.18 and ~0.04 eV, respectively. In 

addition to the ligated clusters, we optimize the anionic and neutral naked Co6S8 core 

in order to complete the analysis although no photoelectron spectrum could be 

measured as the transitions are outside the range of measurable energies. 

                                                                                                                                                                                                                              

The key experimental finding in Figure 2 is that the bonding of PEt3 to the Co6S8 core 

leads to a change in the peak position and the leading edge of the spectrum. To provide 

insight into these variations, we calculate the VDE by taking the energy difference 

between the ground state of the anion and neutral cluster with the same geometry as 

the anion. The VDE corresponds to the first peak maximum in the photodetachment 

spectra and provides the most direct comparison with the experiment while an 

estimation of 2nd VDE is obtained by a vertical transition from the anion ground state 

to the neutral with next higher spin multiplicity. We also calculated the AEA, which 

are determined by the onset of the experimental spectra and corresponds to the energy 

difference between the ground states of the anion and neutral species. Finally, we 

examine the excited states of the neutral cluster in the anionic geometry that 

correspond to the spectral features beyond the first peak. Figure 4 compares the 
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experimental and theoretical AEA and VDE values while Table 1 lists the values of 

both the theoretical and calculated AEA and VDE. The calculated AEA and VDE of 

the Co6S8 core are 3.55 and 3.59 eV, respectively, which are in accordance with the 

absence of photoelectron signal when using 355 nm (3.49 eV) photon. The AEAT for 

Co6S8(PEt3) is 2.94 eV, agreeing with the AEAE of 3.0 eV, while VDEE is 3.22 eV 

compared to the calculated VDET of 2.98 eV. The cis-Co6S8(PEt3)2 isomer has an 

AEAT of 2.49 eV, which is slightly closer to the AEAE of 2.6 eV than that of trans-

Co6S8(PEt3)2 (2.35 eV). Both Co6S8(PEt3)2 isomers have VDET around 2.60 eV that 

are close to the VDEE of 2.71 eV, suggesting the possible presence of both isomers. 

The AEAT and VDET of fac-Co6S8(PEt3)3 are 2.26 and 2.32 eV, in very good 

agreement with corresponding experimental values of AEAE (2.2 eV) and VDEE (2.39 

eV), while the AEAT and VDET for mer-Co6S8(PEt3)3 are 2.10 eV and 2.16 eV. Both 

trans- and cis-Co6S8(PEt3)4 have AEAT around 2.0 eV, matching the experimental 

value of 2.0 eV, while the corresponding VDET (2.15 and 2.11 eV) are slightly smaller 

than the experimental value of 2.31 eV.  In order to evaluate the dispersion effect on 

the calculated AEAT and VDET, we also carried out calculations with Grimme 

dispersion corrected PBE functional.46 Similar calculated AEAT and VDET were 

obtained (Table S1). Overall, the calculated values are in excellent agreement with  
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Figure II.2.4 The experimental and theoretical adiabatic and vertical detachment 

energy of Co6S8(PEt3)x (x = 0 – 6) clusters.  The plus symbol (+) indicates the AEAT 

and VDET values of cluster’s isomers at x =2, 3, and 5. The results of Co6S8(PEt3)6 

are taken from Ref. 38. 

experimental results, thus validating the calculations. Since the photoelectron spectra are 

fingerprint of the electronic structures of neutral clusters, the agreement indicates that 

the calculated atomic structures and the multiplicities match the ones observed 

experimentally. 

 

Table II.2.2 Theoretical and experimental adiabatic and 1st and 2nd vertical 

detachment energies (VDE and VDE*) of Co6S8(PEt3)x
− (x = 0–5)  clusters. 

  VDEE (eV)    VDET (eV) 

Cluster AEAE (eV) VDE VDE* Isomers ΔE (eV) AEAT (eV) VDE VDE* 

Co6S8
− 

     >3.49        >3.49     

>3.49 

 
 3.55 3.59 

3.96 

Co6S8(PEt3)− 
      3.0           3.22         

3.35 

 
 2.94 2.98 

3.37 
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Co6S8(PEt3)2
− 

      2.6           2.71         

2.85 

trans 0.14 2.35 2.59 2.88 

cis  2.49 2.60 2.92 

Co6S8(PEt3)3
− 

      2.2           2.39         

2.45 

mer 0.18 2.10 2.16 2.32 

fac  2.26 2.32 2.33 

Co6S8(PEt3)4
− 

      2.0           2.22         

2.29 

trans 0.22 2.03 2.07 2.15 

cis  2.00 2.11 2.21 

Co6S8(PEt3)5
− 

      1.8           2.05         

2.16 

 
 1.77 1.88 

2.09 

 

The main result is a monotonic decrease in the AEA and VDE as ligands are 

successively attached to the Co6S8 core. Such a decrease is attributed to the fact that 

PEt3 ligands are electron donors and thus increase the charge density in the core region. 

To support this hypothesis, we performed a Hirshfeld charge analysis (Figure S3). The 

cumulative charge donated from the ligands to the Co6S8 core gradually increases, 

from ~0.32 e in Co6S8(PEt3) to ~0.90 e in Co6S8(PEt3)5. The added charge affects the 

one-electron levels of the clusters, in particular, the HOMO and LUMO energies, 

which control the ionization and electron affinity. Figure 5 presents the one-electron 

levels of the neutral clusters. The values of the HOMO, LUMO and HOMO-LUMO 

gap for anionic and neutral clusters are given in Table S2. Note that the addition of 

successive ligands raises the one-electron levels, as marked by the position of the 

LUMO. As the position of the LUMO is raised in energy, the electron affinity of the 
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cluster decreases since the extra electron occupies the LUMO of the neutral cluster. 

The largest increase in the LUMO energy occurs with the attachment of the 1st and 2nd 

PEt3. Beyond x = 2, each additional ligand increases the LUMO by around 0.3 eV. 

Remarkably, we find that the ligands are not bound strongly to the cluster core: the 

binding energy of the first PEt3 to Co6S8 is 1.53 eV, and decreases to 1.38 eV for the 

5th ligand.  

 

Figure II.2.1 One electron-energy levels of Co6S8(PEt3)x (x = 0–5)  clusters. The 

solid blue and red bars represent the singly and doubly occupied energy levels, 

respectively. Unoccupied energy levels are shown by dashed gray lines. The energy 

of LUMO (in eV) is indicated for each cluster. The α-spin and β-spin channel are 

represented by up and down arrows. 

 

Our earlier studies have shown that a complete ligation with either PEt3 or a mixture 
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of PEt3 and CO ligands produces the lowest spin state for the Co6S8(PEt3)6−n(CO)n 

clusters. This contrasts drastically with the partially ligated cluster in this study: 

starting from the bare anionic Co6S8 core, with a spin multiplicity of M = 10, the 

multiplicity is reduced by 2 upon addition of a PEt3 ligand, leading to Co6S8(PEt3)
– in 

an octet state. The attachment of the 2nd and 3rd PEt3 ligands produces a sextet spin 

state, while the bonding of the 4th and 5th ligands generates a quartet ground state. To 

support these results, Figure 6a shows the one-electron energy levels of Co6S8 in an 

octahedral symmetry. In the energy range –20 to –18 eV, there are 16 electrons 

accommodated in A1g, T1u, T2g, and A2u orbitals formed by s-states of S and Co sites. 

The remaining 86 electrons are accommodated in T2g/2u, T1g/T1u, Eg/u, A2u, and A1g/2g 

states in the energy range from –10 to –2eV. A set of unoccupied T1g (dxz, dyz, dxy), T2u 

( dxz, dyz, dx
2

-y
2), T1u ( dxz, dyz, dz

2), and Eg (dz
2) states in β-spin channel lead to a spin 

multiplicity M = 11. In addition, the Eg (dx
2

-y
2) in β-spin channel is occupied. As the 

LUMO is a minority spin state, addition of an electron leads to an anion with a spin 

multiplicity of 10. The d-orbitals in the parentheses with italics text are localized on 

the Co site along z-axis. Note that two dz
2 orbitals form a bonding Eg-type and an anti-

bonding T1u-type orbitals with a node along z axis. Figure 6b shows the one-electron 

energy levels of Co6S8 with PEt3 ligand along the z-axis. Addition of PEt3 ligand 

breaks the octahedral symmetry and the sp-states of P combine primarily with d-states 

of Co to stabilize the Eg (dz
2) and T1g (dxz, dyz) states while Eg (dx

2
-y

2) state is 



 

 

42 

destabilized and becomes a part (MOβ-70) of unoccupied states in the β-spin channel. 

The Eg (dz
2) states form the occupied bonding (MOα-49,MOβ-44) states with lone pair 

of electrons of PEt3 while corresponding unoccupied anti-bonding (MOα-78, MOβ-78) 

states are higher in energy. The remaining T2u (dxz, dyz, dx
2

-y
2), T1u (dxz, dyz, dz

2) also 

lose their degeneracy and turn into MOβ-(75,76,72) and MOβ-(73,74,71), respectively. 

These six states along with MOβ-70 and MOβ-77 (T1g(dxy)) lead to a reduced 

multiplicity M = 9 in the ground state of Co6S8(PEt3). Further addition of ligands leads 

to a similar mixing with reduction in multiplicity. 

 

Figure II.2.2 (a) One-electron energy levels with their symmetry labels for Co6S8 in 

octahedron symmetry. The solid and dashes lines represent occupied and unoccupied 

energy levels. (b) One-electron energy levels along with their iso-surfaces for 

Co6S8(PEt3). The solid blue and red bars represent the singly and doubly occupied 

energy levels, respectively. Unoccupied energy levels are shown by dashed gray lines. 

The α-spin and β-spin channel represented by up and down arrows. 

 

Summary 
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By combining inorganic cluster synthesis, gas-phase anion photoelectron 

spectroscopy, and electronic structure calculations, we have demonstrated that the 

electronic properties of metal chalcogenide clusters can be tuned by varying the 

number of phosphine capping ligands. The sequential addition of PEt3 to the Co6S8 

core results in a gradual decrease of its electron affinity and a shift of its electronic 

spectrum to lower energy. Density functional theory calculations reveal that addition 

of PEt3 ligands gradually demagnetizes the Co6S8 core and increases its charge density. 

These effects stabilize the core and lift the energy of the LUMO. 
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III. Chemical Bonding 

Chemical bonding is at the heart of chemistry. Because the electronic structure 

information revealed by negative ion photoelectron spectroscopy (NIPS) is directly 

correlated to the bonding scenario in the investigated systems, NIPS has been widely 

applied for the study of chemical bonding in gas-phase molecules and clusters. On the 

one hand, the isolated systems studied by NIPS allows the highest level of theory to 

be applied. On the other hand, the variety of ion sources utilized in our lab grants 

access to novel clusters that are not easily synthesized in solution or solid phase. This 

advantage enables NIPS to push the boundary in revealing the nature and discovering 

new concepts of chemical bonding. 
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Abstract 

Pyridine-ligated gold cluster anions were studied through a combination of negative 

ion photoelectron spectroscopy and density functional theory calculations. Small gold 

cluster anions ligated by pyridine, Aun(py)- were generated with a ligation cell coupled 

to a laser vaporization source (LVS). We showed that pyridine is weakly bound 

(physisorbed) to the Au2
- moiety of Au2(py)- by interactions between its gold atoms 

and either the hydrogen atoms or the π-ring of pyridine. We also found that pyridine’s 

lone electron pair strongly binds (chemisorbs) to both Au3(py)- and Au4(py)- through 

single gold atoms on each of these clusters.  Bonding analysis of two isomers of 

Au4(py)- supported the presence of two different ligand binding motifs, these differing 

in terms of the gold atom to which pyridine binds. 

 

Introduction 

The synthesis of sub-nanometer gold clusters with a precise number of metal atoms 
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and organic ligands has been the subject of intensive research.1 The size-dependent 

physical and chemical properties of these nanoclusters have made them promising 

materials for a broad range of applications including catalysis2-5, chemical sensing6,7, 

optical imaging8,9 and biomedicine10-12. Particular compositions are often achieved by 

solution-phase reduction syntheses, including size-focusing methodologies13 or 

ligand-exchange-induced size/structure transformation processes14. Organic ligands 

such as thiols15, phosphines16 and alkynes17 are used to control the growth of gold 

clusters to specific sizes and to stabilize the prepared nanoclusters13. The bonding and 

interaction between specific organic ligands and gold cluster cores play a critical role 

in determining the structure, stability and functionality of gold nanoclusters.18 Metal-

ligand interactions are also relevant to metal-protein recognition at a molecular level, 

with these guiding the synthesis of metalloproteins having desirable properties.19 

 

Extensive theoretical work has investigated the effect of ligation on the structures and 

energetics of various size gold cluster cores.20-22 Examining how certain ligands can 

stabilize gold clusters of specific size has provided insight into the growth mechanism 

of atomically precise ligated gold clusters.20-22 For example, density functional theory 

(DFT) calculations were performed on the absorption of methylthiol onto various gold 

cores Aun
Z (n = 1-8, 12, 13, 20; Z = 0, -1, +1).21 In another study, DFT was employed 

to analyze the binding energies of small Aun clusters (n = 1-7, 11) with various lone-
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pair ligands (L = SH2, NH3, PCl3, PMe3, etc.).23 For even-sized gold clusters, it was 

found that covalent Aun-L bonds were formed when the ligands’ (L) lone pairs 

interacted with the Aun moiety’s lowest unoccupied molecular orbital (LUMO). For 

odd-sized gold clusters, the bonding was found to be dominated by the interaction 

between the ligands’ lone pairs and the Aun core’s singly-occupied molecular orbital 

(SOMO).23 While many theoretical studies have been conducted on the nature of the 

bonding interactions between gold cluster cores and their ligands, direct experimental 

measurements pertaining to those interactions have been limited. Ligated gold clusters 

are commonly characterized by electrospray ionization mass spectrometry (ESI-

MS)24, X-ray diffraction (XRD)25 and UV-Vis spectroscopy26, which yield 

information on the clusters’ sizes, crystal structures, and optical properties, 

respectively. These, however, provide little insight into the nature of binding between 

ligands and gold clusters. 

 

Recently, gas-phase experiments which couple ESI-MS with techniques, such as 

collision induced dissociation (CID) and surface induced dissociation (SID), have 

been used to characterize the ligand-core interactions and binding energies of ligated 

gold clusters.27 Johnson, Laskin, and co-workers investigated fragmentation patterns 

and binding energies of mass-selected triphenylphosphine (TPP) ligated gold cluster 

cations using ESI-MS-SID and found that the Au8(TPP)6
+ ion is remarkably stable 
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towards dissociation, likely due to its large ligand binding energy.28
  Their strategy, 

however, required that ligated gold clusters first be synthesized in solution and then 

introduced into the gas phase using ESI. The choices of ligated gold clusters that could 

be studied in the gas phase by this approach were limited to those that could be 

synthesized in solution.29-31 Since most of the ligands used in solution synthesis are 

thiols and phosphines, only a limited number of interaction motifs between ligands 

and gold cores have been explored using these methods.1,27 Thus, an experimental 

approach which affords an opportunity to investigate interactions between a wider 

variety of ligands and different size gold clusters may help to sample a broader range 

of interactions. 

 

In this work, a cluster beam source was used to prepare pyridine-ligated gold cluster 

anions, Aun(pyridine)-. This source comprises a laser vaporization source (LVS) and 

a ligation cell. Pyridine (py) was chosen as a ligand for these experiments because of 

its simplicity and its binding flexibility; it can interact via its lone pair or its π-ring. 

Moreover, pyridine-ligated gold clusters are not easily synthesized in solution. The 

Aun(py)- cluster anions formed by this source were identified and mass-selected by 

mass spectrometry (MS), their excess electrons were photodetached and energy-

analyzed by anion photoelectron spectroscopy (PES), and the resulting spectra were 

analyzed and interpreted through density functional theory (DFT) calculations. This 
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combination of experiment and theory led to insight into the nature of the interactions 

between the gold cluster cores and their pyridine ligand. 

 

Experimental and Computational Methods 

Anion photoelectron spectroscopy is conducted by crossing a beam of mass-selected 

negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 

photodetached electrons.  The photodetachment process is governed by the energy-

conserving relationship: hν = EBE + EKE, where hν is the photon energy, EBE is the 

electron binding energy, and EKE is the electron kinetic energy.  Our apparatus 

consists of a laser vaporization cluster anion source with an attached ligation cell, a 

time-of-flight mass spectrometer, a Nd:YAG photodetachment laser, and a magnetic 

bottle electron energy analyzer32.  The photoelectron spectrometer resolution is ~35 

meV at 1 eV EKE.  The third (355 nm) and fourth (266 nm) harmonic outputs of a 

Nd:YAG laser were used to photodetach electrons from mass-selected Aun
- and 

Aun(py)- clusters.  Photoelectron spectra were calibrated against the well-known 

atomic transitions of atomic Cu-.33 

 

A schematic of our LVS-coupled ligation cell source is shown in Figure 1. Gold cluster 

anions were generated by laser vaporization of a pure gold foil wrapped around an 

aluminum rod. The resultant plasma was cooled with helium gas delivered by a pulsed 
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valve (PV1) having a backing pressure of a 100 psig. The resulting gold cluster anions 

then traveled through a ligation cell (4-mm diameter), where they mixed with pyridine 

vapor. The pyridine vapor was introduced into the ligation cell by a second pulsed 

valve (PV2). The resulting Aun(py)- anionic clusters were mass-analyzed by the time-

of-flight mass spectrometer and their photoelectron spectra recorded. 

 

Figure III.1.1 Schematic of the laser vaporization housing coupled with a ligation 

cell. 

 

Density functional theory calculations were performed with the ORCA computational 

chemistry software package.34 All calculations were carried out with the Becke 

Perdew (BP86) functional35 with the D3 dispersion correction36 and the RIJCOSX 

approximation37.  The Ahlrichs Def2 basis sets were used throughout our 

calculations38. For geometry optimization, Def2-SVP and auxiliary Def2-SVP/J basis 

sets were chosen for hydrogen, nitrogen, and carbon atoms; the Stuttgart effective core 

potential SDD39 and ECP basis set Def2-TZVP|Def2-TZVP/J were used for gold 
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atoms. Single-point calculations were then improved with larger basis sets: Def2-

TZVP|Def2-TZVP/J for hydrogen, nitrogen, and carbon atoms, and SDD|Def2-

QZVPP|Def2-QZVPP/J for gold atoms. Vertical detachment energies (VDE) were 

computed from the energetic difference between the relaxed anionic complex and its 

corresponding neutral species at the geometry of the relaxed anion. Electron affinities 

(EA) were calculated from the energy differences between the relaxed anionic 

complex and its relaxed neutral counterpart. Frequency calculations were performed 

to verify that no imaginary frequencies existed and all optimized structures were 

minima. 

 

Results  

A. Experimental 

The mass spectra, with and without pyridine (py) pulsed into the ligation cell, are 

shown in Figure 2. This work focuses on relatively small gold-pyridine clusters. With 

no pyridine in the ligation cell, Aun
- cluster anions (n = 2-5) are observed in the mass 

spectrum; when pyridine is added to the cell, a new series of Aun(py)- complexes 

appears. While Aun(py)- and Aun
- show comparable ion intensities for n = 2-5, Au(py)- 

has a very low ion intensity despite the abundance of Au-. The mass spectra clearly 

show that pyridine binds to gold cluster anions. 
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Photoelectron spectra of Aun
- and Aun(py)- were recorded for n = 2-4, and these are 

displayed in Figure 3. The photoelectron spectra for Aun
- agree well with those 

measured in previous studies.40 For Au2(py)-, its lowest EBE spectral band covers 

EBE = 1.7 to 2.5 eV, and it exhibits two distinct features. These comprise a relatively 

broad peak centered at EBE = 2.11 eV and a sharp peak centered at EBE = 2.34 eV. 

These spectral features suggest the coexistence of two Au2(py)- isomers, in which their 

pyridine molecules are weakly bound (physisorbed) to their Au2
- moieties in both 

cases. There, the gold dimer anion moieties act as the chromophores for 

photodetachment, and for that reason the resulting spectra look like Au2
- spectra, just 

shifted to slightly higher EBE values by their ion-molecule interaction energies.41 The 

electron affinities (EA) for the neutral counterparts of these two isomers, obtained by 

extrapolating the lower EBE edges of their peaks to baseline, are estimated to be 1.7 

eV and 2.3 eV. (The band at EBE ~ 3 eV may be due to excited electronic states or to 

a chemisorbed isomer, but that feature was not pursued in this study.) 

 

For Au3(py)- and Au4(py)-, broad spectral features appear at lower EBE values than 

those of the relatively narrow peaks of Au3
- and Au4

-. This means that they are not 

weakly bound (physisorbed) anion-molecule complexes. In fact, it implies that the 

energetics of the molecular orbitals (MO) of the Au3
- and Au4

- cores are substantially 

modified by interaction with pyridine, indicating strong, chemisorbed interactions in 
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these anionic complexes. For Au3(py)-, transitions with maximum spectral intensities 

at 2.93 and 3.43 eV are identified, with corresponding EA values of 2.5 and 3.2 eV. 

For Au4(py)-, the EBE peaks with maxima at 2.03 and 2.36 eV are likely due to 

different isomers, and the EA values of their neutral counterparts are determined as 

1.9 and 2.2 eV. (The higher EBE features in both of these cases may again be due to 

excited electronic states or to a chemisorbed isomer, but we did not pursue them in 

this study.) 

 

Figure III.1.2  The mass spectra of (A) Aun
- cluster anions and (B) pyridine-ligated 

gold cluster anions Aun(py)-. 
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Figure III.1.3  Photoelectron spectra of (A-C) Aun
- and (D-F) Aun(py)- (n = 2-4). 

 

B. Computational 

DFT calculations were performed to account for the multiple features observed in the 

photoelectron spectra of Aun(py)-. The optimized structures, relative energies, 

experimental/theoretical VDE values of Aun(py)- and experimental/theoretical EA 

values of their neutral molecule counterparts, Aun(py), are presented in Table 1. The 

lowest energy structure for Au2(py)-
 is a complex, where the anionic Au2

- moiety 

weakly interacts with the hydrogen atoms of pyridine (see Au2(py)-
iso1 in Table 1). The 

distances between Au and H are around 2.7 Å which is typical for hydrogen-bond like 

interaction, i.e., solvation effect. In Au2(py)-
iso2, the Au2

- moiety is predicted to interact 

strongly with pyridine, i.e., a pyridine-ligated Au2
-, and to exhibit a VDE value of 1.16 

eV. There is, however, no feature there in our spectrum. For Au2(py)-
iso3, however, the 
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prediction of a weakly bound complex (VDE = 1.96 eV) is in agreement with the 

observed feature at VDE = 2.11 eV (see Au2(py)-
iso3 in Table 1). For Au3(py)-, two 

stable products were identified. For both isomers, the gold trimer moieties adopted 

linear geometries. Pyridine ligated the Au3
- moieties either through the end gold atom 

(see Au3(py)-
iso1 in Table 1) or through the middle gold atom (see Au3(py)-

iso2). Two 

of the three calculated Au4(py)-
 cluster anion isomers exhibit corresponding features 

in the Au4(py)-
 spectrum, and both of these are chemisorbed systems, i.e., pyridine-

ligated gold clusters.  The Au4 moieties in Au4(py)-
iso1 and in Au4(py)-

iso2 exhibit Y-

shaped structures. There is no evidence for Au4(py)-
iso3 in the photoelectron spectrum; 

its Au4 moiety is predicted to have a diamond-shape. 

 

Discussion 

Table 1 presents comparisons between experimentally-determined and theoretically-

calculated VDE and EA values. Experimental VDE values are generally more reliable 

measurements than experimental EA values, since the former are simply peak 

locations, while the latter involve extrapolations. Due to differences in the structures 

of anions and their neutral counterparts, the EA-determining origin transition may not 

always correspond to the extrapolated lowest EBE side of the spectral band. Table 1 

shows excellent agreement between experimental and theoretical VDE values is 

observed, although for the reasons stated the agreement between experimental and 
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theoretical EA values is not as good. 

 

To understand why the Au(py)- ion intensity in the mass spectrum is so weak, we 

calculated the potential energy between a gold anion, Au-, and a pyridine molecule. 

As shown in Figure S2, the interaction is largely repulsive. As described above, both 

the broad peak at EBE = 2.11 eV and the sharp peak at EBE = 2.34 eV in the Au2(py)- 

spectrum are due to weakly bound complexes, where pyridine is physisorbed to the 

Au2
- moiety. These VDE values agree relatively well with the calculated VDE values. 

Moreover, the calculated structures for these isomers are consistent with this 

interpretation. Since no spectral feature was seen in the vicinity of EBE = 1.16 eV in 

the photoelectron spectrum, the predicted strongly ligated (chemisorbed) isomer, 

Au2(py)-
iso2 was not present in the experiment. Its absence may be explained by 

examining the relaxed potential energy scan shown in Figure S3. There, one sees a 

0.62 eV high barrier between Au2(py)-
iso2 and the “weakly-ligated” Au2(py)-

iso3. This 

barrier may keep Au2(py)-
iso3 from converting to Au2(py)-

iso2, even though the latter is 

lower in energy. Physically, the barrier is understandable in terms of electrostatic 

repulsion, i.e., the interaction between pyridine’s lone pair and the negatively-charged 

Au2
- moiety. 

 

The two isomers of the Au3(py)- cluster are due to pyridine being chemisorbed 
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(strongly bound) to its gold trimer moiety. The two EBE peaks exhibited in the 

photoelectron spectrum of Au3(py)- correspond to the calculated VDE values of EBE 

= 2.84 eV and EBE = 3.50 eV. The gold tetramer moieties in Au4(py)-
iso1 and Au4(py)-

iso2 are Y-shaped, and both isomers are chemisorbed  (ligated) clusters. The two EBE 

peaks exhibited in the photoelectron spectrum of Au4(py)- correspond to the calculated 

VDE values of EBE = 1.92 eV and EBE = 2.22 eV. Since no spectral feature was seen 

in the vicinity of EBE = 1.70 eV in the photoelectron spectrum of Au4(py)-, the 

predicted chemisorbed isomer, Au4(py)-
iso3, with its diamond-shaped gold tetramer 

moiety was not present in the experiment. 

 

The differing bonding motifs in Au1,2(py)- versus Au3,4(py)- may be due to different 

negative charge densities on Au1,2
- versus Au3,4

-. While the excess negative charge is 

highly localized in the cases of Au1,2
-, it is likely to be somewhat delocalized in the 

cases of Au3,4
-. Diffuse electron distributions may have the effect of reducing 

electrostatic repulsion between Au3,4
- and pyridine and with it the type of barrier seen 

in Figure S3, making it easier to form chemisorbed (ligated) cluster anions. 

 

To gain more insight into the interaction between pyridine and gold cluster anions, the 

two isomers of Au4(py)- observed in the experiment were selected as candidates for 

molecular orbital (MO) and charge analyses. The frontier orbitals of Au4(py)-
iso1, 
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Au4(py)-
iso2 and pyridine are presented in Chart 1. The Au4 moieties in Au4(py)-

iso1 and 

Au4(py)-
iso2 have net charges of -0.87e and -1.07e, respectively. Orbital analysis 

indicates that the bonding motif differs depending on which gold atom interacts with 

pyridine. For Au4(py)-
iso1, while its SOMO-1 and SOMO-2 are mostly the MOs of Au4, 

its SOMO shows a strong participation of the LUMO of pyridine. The SOMO likely 

includes strong electron back-bonding from the Au4 metal core to pyridine. The back-

bonding is also manifested by a decrease of the negative charge on Au4 moiety from 

-1e to -0.87e. Such back-bonding effects strengthen the interactions between pyridine 

and the gold cluster, resulting in a shorter, 2.13 Å Au-N bond, compared to the 2.26 

Å bond in Au4(py)-
iso2 (Figure S1). The back-bonding also helps to stabilize the 

anionic complex, making Au4(py)-
iso1 0.18 eV lower in energy than Au4(py)-

iso2 (Table 

1). For Au4(py)-
iso2, its SOMO is mainly the combination of gold atomic orbitals; thus, 

electron detachment from this orbital should resemble electron detachment from Au4
-. 

This is consistent with the sharp transition in the photoelectron spectrum [Figure 3(F)]. 

The SOMO-1 for Au4(py)-
iso2 shows that the ligand-metal interaction is primarily 

between the metal core and the lone-pair of pyridine. 

To summarize this work, a source which couples LVS and a ligation cell was used to 

make pyridine-ligated gold cluster anions, Aun(py)-. A combined anion photoelectron 

spectroscopic and DFT study confirmed the structures of stable Aun(py)- (n = 2-4) and 

explored the nature of their bonding interactions. The excess electrons on the gold 
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cores had significant effects on the structures of the ligated gold cluster anions and 

thus on their binding motifs.  

Table III.1.2 Optimized Structures, Relative Energies, Experimental/Theoretical 

EA Values of Neutral Aun(py), and Experimental/Theoretical VDE Values of Aun(py)- 

Anio

n 

Optimized 

Structure 

Δ

E 

Ex

pt. 

EA 

Th

eo. 

EA 

Ex

pt. 

V

DE 

Th

eo. 

VD

E 

Au2(p

y)-
iso1 

 

0 2.3 
2.3

6 

2.3

4 

2.4

7 

Au2(p

y)-
iso2 

 

0.

06 

N/

A 

0.9

4 

N/

A 

1.1

6 

Au2(p

y)-
iso3 

 

0.

15 
1.7 

1.4

0 

2.1

1 

1.9

6 

Au3(p

y)-
iso1 

 

0 2.5 
2.6

8 

2.9

3 

2.8

4 

Au3(p

y)-
iso2 

 

0.

19 
3.2 

2.2

0 

3.4

3 

3.5

0 

Au4(p

y)-
iso1 

 

0 1.9 
1.4

1 

2.0

3 

1.9

2 
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Au4(p

y)-
iso2 

 

0.

18 
2.2 

2.1

3 

2.3

6 

2.2

2 

Au4(p

y)-
iso3 

 

0.

21 

N/

A 

1.5

0 

N/

A 

1.7

0 

The unit of energy is eV. N/A indicates the corresponding isomer was not observed in 

the experiment. 

 

Chart 1. Frontier Molecular Orbitals of Pyridine and Au4(py)- Cluster Anions 

Observed in Experiments  

Pyridine Au4(py)-
iso1 (net charge on Au4 moiety is -0.87e) 

 

 

   

LUMO SOMO SOMO-1 SOMO-2 

 Au4(py)-
iso2 (net charge on Au4 moiety is -1.07e) 

   
 

HOMO SOMO SOMO-1 SOMO-2 
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Abstract 

Both hydrogen bonding (HB) and halogen bonding (XB) are essentially electrostatic 

interactions, but whereas hydrogen bonding has a well‐documented record of 

stabilizing unstable anions, little is known about halogen bonding's ability to do so. 

Herein, we present a combined anion photoelectron spectroscopic and density 

functional theory study of the halogen bond‐stabilization of the pyrazine (Pz) anion, 

an unstable anion in isolation due to its neutral counterpart having a negative electron 

affinity (EA). The halogen bond formed between the σ‐hole on bromobenzene (BrPh) 

and the lone pair(s) of Pz significantly lowers the energies of the Pz(BrPh)1
− and 

Pz(BrPh)2
− anions relative to the neutral molecule, resulting in the emergence of a 

positive EA for the neutral complexes. As seen through its charge distribution and 

electrostatic potential analyses, the negative charge on Pz− is diluted due to the XB. 

Thermodynamics reveals that the low temperature of the supersonic expansion plays 

a key role in forming these complexes. 
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Being electron‐withdrawing, covalently bonded halogens are often negatively charged 

in character. Surprisingly, they can interact attractively and directionally with 

nucleophiles such as lone pairs and anions.1, 2 This noncovalent interaction was first 

called halogen bonding (XB) by Dumas and co‐workers.3, 4 The nature of XB was not 

resolved until 1992; covalently bonded, polarizable halogen atoms have positive 

electrostatic potential regions on the opposite end of the covalent bond and the 

equatorial sides of these atoms are negative.5, 6XB is therefore attributed to the 

electrostatic attraction between this positive region and nucleophiles. The positive site 

was termed the σ‐hole by Politzer et al. in 2007.7 The size of the σ‐hole depends on 

the polarizability of the halogen, that is, I>Br>Cl>F, but can also be tuned by other 

electron‐withdrawing groups.2, 13 

 

Once its enigmatic nature was understood, XB was widely applied in supramolecular 

chemistry and crystal engineering as a driving force for self‐assembly.8-13 Gas phase 

experimental investigations of XB are scarce; they are limited to a handful of 

experiments using techniques such as molecular beam scattering,14 rotational 

spectroscopy,15-17 and blackbody infrared radiative dissociation.18 Theoretical 

calculations, on the other hand, have been very fruitful.1, 2, 19-23 According to Politzer, 

thermodynamics accounts for the rarity of gas phase studies;1, 24 that is, the Gibbs free 

energy, ΔG=ΔH−TΔS, has to be negative. The enthalpy change, ΔH, is usually 
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negative, yet due to entropy changes (loss of rotational and translational degrees of 

freedom) that occur upon forming a halogen bond, the TΔS term often has a large 

negative value, resulting in a positive ΔG. Therefore, to construct XB in the gas phase, 

one needs to have an exothermic reaction at low temperatures. 

 

Herein, we present a gas phase photoelectron spectroscopic study of the pyrazine 

anion (Pz−)‐bromobenzene (BrPh) complexes. Pz is an N‐heterocyclic molecule with 

two nitrogen atoms at the para positions of a six‐membered ring, and it has been 

determined to have a negative electron affinity (EA) of −0.01 eV,25, 26 implying that 

Pz− is unstable and difficult to form in isolation. Hydrogen bonding (HB) with water 

is a well‐known means of stabilizing unstable anions.26-31 Upon forming HB, the 

potential energy of the anion is lowered relative to the neutral species. This is due to 

a stronger interaction between water molecules and the anion than between water 

molecules and the anion's corresponding neutral species. As a result, the EA value 

switches from negative to positive. In this work, we have provided evidence that XB 

is formed between Pz− and BrPh, stabilizing unstable Pz− and rendering the EAs of 

neutral Pz(BrPh)n (n=1,2) positive. Density functional theory (DFT) calculations were 

performed for comparison with the experimental findings. 

 

The details of experimental/computational methods are provided in the Supporting 
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Information. The M06‐2x functional32 used is parameterized for dispersion and 

regarded as a standard method for describing non‐covalent interactions such as XB.33 

 

The mass spectra of Pz(BrPh)n
− (n=1,2) are provided in the Supporting Information. 

The photoelectron spectra of Pz(BrPh)n
− taken with a 355 nm (3.49 eV) laser are 

presented in Figure 1. For Pz(BrPh)1
−, the major electron binding energy (EBE) band 

ranges from 0.1 eV to 1.2 eV and peaks at 0.48 eV. For Pz(BrPh)2
−, it ranges from 0.3 

eV to 1.5 eV and peaks at 0.69 eV. If there is sufficient Franck–Condon overlap 

between the ground state of the anion and the ground state of the neutral species and 

there is not much vibrational hot band intensity, the threshold of the EBE band is the 

EA. We extrapolate the lower EBE side of the band to zero, and the EBE values there, 

0.15 eV and 0.32 eV, are taken as the experimental EA values of Pz(BrPh)1 and 

Pz(BrPh)2, respectively. The EA of Pz(BrPh)1 is not much above zero, suggesting that 

one BrPh molecule (one XB) is the threshold number that barely pulls the EA from 

negative to positive. The peak positions of the two spectra, 0.48 eV and 0.69 eV, are 

the experimental vertical detachment energies (VDE) for Pz(BrPh)1
− and Pz(BrPh)2

−, 

respectively. The VDE is the photodetachment transition energy at which the Franck–

Condon overlap between the wave functions of the anion and its neutral counterpart 

is maximal. These experimental results are tabulated in Table 1 for comparison with 

those obtained from calculations, and excellent agreement is observed. Gaussian 
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fittings of these two spectra are provided in the Supporting Information. 

 

Figure III.2.1 Photoelectron spectra of Pz(BrPh)n
− (n=1,2) taken with a 355 nm (3.49 

eV) laser. 

 

Table III.2.2 Experimental and theoretical EAs of Pz(BrPh)n and VDEs of 

Pz(BrPh)n
−. All values are in eV. (m=0,−) 

 

 

The calculated 3D coordinates of all the species are provided in the Supporting 

Information. Figure 2 presents the structures of Pz(BrPh)n
m (m=0,−). 
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Pz(BrPh)1
m possess C2v symmetries with the Pz plane perpendicular to the BrPh plane. 

The bromine atom in BrPh and one of the nitrogen atoms of Pz form a XB. The XB 

length in the neutral complex is 3.00 Å, significantly longer than the 2.71 Å in the 

anion, indicating that the XB in the anion is stronger than in the neutral species. This 

is because the higher negative charge in the anion leads to stronger electrostatic 

attraction. Pz(BrPh)2
m, on the other hand, have D2h symmetries. Each of the nitrogen 

atoms of Pz forms a XB with one BrPh molecule. The XB length in the anion (2.72 

Å) is also shorter than that in the neutral species (2.98 Å). These bond lengths fall 

within the range of typical XB lengths.1, 2 The highest occupied molecular orbitals 

(HOMO) of Pz(BrPh)n
− have the excess electron occupying the π* orbital of the Pz 

ring, indicating that the Pz moieties are indeed negatively charged. 

 

Figure III.2.1 Calculated structures of Pz(BrPh)n
m (m=0,−). The XB lengths are in Å. 

The highest occupied molecular orbitals (HOMO) are also presented. 
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Natural population analysis (NPA) provides another perspective for understanding the 

stabilization of Pz− by XB. NPA shows that the net charge on the Pz ring is −0.93 e in 

Pz(BrPh)1
− and −0.88 e in Pz(BrPh)2

−. Therefore, the first XB decreases the charge by 

−0.07 e, and the second further decreases the charge by −0.05 e. To better visualize 

the XB, Figure 3 shows the electrostatic potential (ESP) surfaces of Pz, Pz− and 

Pz(BrPh)n
−. The induced neutral (green), positive (blue), and negative (red) 

electrostatic potentials are mapped on the 0.04 e/bohr3 surfaces in the range of ±44 

kcal mol−1. In neutral Pz, only the small ends of the nitrogen atoms show a negative 

potential due to their higher electronegativity. Upon electron attachment, the ESP of 

Pz− has mostly negative potentials. In Pz(BrPh)1
−, in which one XB is present, the 

negative potentials (red) on the Pz− ring decreases compared to bare Pz−. When two 

XBs are formed in Pz(BrPh)2
−, the negative potential on Pz− further decreases. These 

observations are consistent with the charge distribution change revealed by NPA. The 

positive σ‐holes at the end of the Br atom (blue) and the negative equatorial side 

(yellow) can be clearly observed. The σ‐holes directionally point towards the most 

negative (red) regions on the Pz− ring, that is, the nitrogen atoms, forming the XB. 

Our theoretical effort in searching for other possible isomers, especially the π‐σ hole 

interaction, did not end in any stable local minima; this might be because the negative 

charge on the ring is mainly localized on the nitrogen atom in Pz− (−0.65 e). 
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Figure III.2.2 Electrostatic potential surfaces of Pz, Pz−, Pz(BrPh)1
−, and Pz(BrPh)2

−. 

The induced positive (blue), negative (red), and neutral (green) potentials are mapped 

on the 0.04 e/bohr3 surfaces of the clusters. 

 

To quantify the stabilization effect of XB, the binding energies of the first and second 

XB of the neutral and anionic complexes, D0[Pz(BrPh)n
m], are given 

by: D0[Pz(BrPh)m]=E[Pzm]+E[BrPh]−E[Pz(BrPh)m] 

and D0[Pz(BrPh)2
m]=E[Pz(BrPh)m]+E[BrPh]−E[Pz(BrPh)2

m] where E refers to the 

calculated energies with the zero‐point energy corrected. In this case, D0[Pz(BrPh)0] 

is 0.055 eV, D0[Pz(BrPh)−] is 0.226 eV, D0[Pz(BrPh)2
0] is 0.051 eV 

and D0[Pz(BrPh)2
−] is 0.218 eV. The binding energies of the anions are higher than 

those of the neutral species, suggesting that upon forming the XB, the energy of the 
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anions are lowered more than those of the neutral species, which switches the EA 

value from negative to positive. The higher negative charge on Pz− compared to Pz 

causes stronger electrostatic attractions and shorter XBs in the anions. 

 

Additionally, since D0[Pz(BrPh)−] − D0[Pz(BrPh)0] = EA[Pz(BrPh)0] − EA[Pz] = 

0.171 eV, and the calculated EA[Pz(BrPh)0] is 0.164 eV, we deduce that EA[Pz] = 

−0.007 eV, which is consistent with the previously reported experimental value, −0.01 

eV.25 Since accurate prediction of slightly negative EA values is difficult, this 

excellent agreement gives us confidence in the reliability of the theoretical methods 

used. 

 

Finally, we discuss the thermodynamics of forming Pz(BrPh)n
m. Computed at 298 K, 

the internal energy change (ΔE0), enthalpy change (ΔH0), entropy change (ΔS0), and 

Gibbs free energy change (ΔG0) are tabulated in Table 2. Anion formation is more 

exothermic than that of the neutral species, which is consistent with the binding energy 

differences. At room temperature, none of these four complexes can form due to the 

positive ΔG0. Thus, we calculated the threshold temperature for each reaction to occur. 

Forming Pz(BrPh) needs a temperature lower than 2.9 K, and the formation of 

Pz(BrPh)2 is thermodynamically forbidden due to both the entropy loss and 

endothermicity. The formation of Pz(BrPh)1
− and Pz(BrPh)2

− needs temperatures 
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lower than 124.3 K and 114.1 K, respectively. Gas phase supersonic expansion can 

usually cool the molecules to several tens of Kelvin,34, 35 which justifies our 

observation of the anions, although the neutral complexes will fall apart into Pz and 

BrPh molecules after photodetachment. This implies the mechanism of forming the 

anions. Two pathways could be present: 1) The neutral Pz reacts with BrPh to form 

neutral complexes, which then attach electrons to form the anions. 2) The anionic 

Pz− reacts with BrPh to form the anionic complexes. The first pathway is not realistic 

due to the very low temperatures needed to form the neutral complexes, hence, we 

speculate that even though Pz has a slightly negative EA, there are short‐lived 

Pz− anions formed in the ion source, which are then stabilized by forming the XB. 

 

Table III.2.3 Computed thermodynamic properties (kcal mol−1) for gas‐phase 

complex formation at 298 K. The threshold temperatures (K) for the reactions to occur 

are also listed. 

 

 

In general, HB and XB are considered to be two parallel worlds,36, 37 so the binding 
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circumstances of HB should be largely applicable to XB. However, there are still 

many missing pieces in studies of XB compared to HB. For example, we recently 

designed anionic, metallic XB acceptors, which have long been known to exist for HB 

but have been unknown for XB.38 In this work, we for the first time extend XB to 

stabilizing gas‐phase unstable anions, which is already well‐known in the case of 

HB.26-31 
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Ultrahard materials have been of interest to human kind since prehistoric times. 

Borides of certain transition metals form a new class of hard materials.(1-4) Being 

metals, these borides are easily cut with electric discharge machining and thus appear 

as an attractive alternative to diamond. The governing principles for the design of 

ultrahard borides have been proposed to be the combination of high electron density 

at the Fermi level (EF) coming from the metal, making borides incompressible, and a 

rigid covalent boron skeleton resisting the shear stress.(5-10) The metal and boron 

sublattices in this model are seen independently. Here, we challenge these old 

principles and show that only with the inclusion of specific metal–boron bonding can 
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we explain and design for the structure and hardness of borides. 

 

We zoom in to a set of three diborides, which are stoichiometrically identical and 

structurally related yet distinct: TiB2, ReB2, and OsB2 (Figure 1). Among these three, 

only ReB2 is ultrahard.(11-13) In all three cases, the boron sublattice is a sheet: planar 

in TiB2 and corrugates as a “chair” in ReB2 and as a “boat” in OsB2, by analogy with 

the conformations of cyclohexane. These diborides demonstrate how boron, a 

metalloid, is capable of many different kinds of bonds to metals, and this promiscuity 

strongly dictates hardness. 

 

Figure III.3.1 Structures of the three borides: TiB2 featuring a flat B-sheet and 

ReB2 and OsB2where the B-sheet is bent in chair and boat conformations, 

respectively.(1) The upper images display supercells to make apparent the structural 

analogies while the lower images show a single unit cell. 

 

Our approach links the chemical bonding in materials to that in relevant small cluster 

fragments, which can be studied in great detail using state-of-the-art theory and 
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experiment. The identified critical elements in the electronic structure of the cluster 

are mapped back onto the solid for property rationalization and design.(14, 15) 

 

The most elementary motif that can be observed in the solids is MB2, and thus, we 

begin from the MB2
0/– clusters (ions being included for experimental characterization 

with anion photoelectron spectroscopy). All clusters have C2v symmetry, with the 

metal coordinating to the center of the B–B bond. However, they have markedly 

different B–B and M–B distances (see Supporting Information), indicating that metals 

affect the B–B bonding in different ways. TiB2
– (2A1) has a short R(B–B) of 1.56 Å; 

ReB2
– has three competing configurations: 3B2, R(B–B) = 1.75 Å; 3B1, R(B–B) = 1.66 

Å (2.51 kcal/mol above 3B2); and 3A2, R(B–B) = 1.76 Å (3.14 kcal/mol above 3B2). 

OsB2
– (4A2) has R(B–B) of 1.66 Å. Note that these calculations are large-active-space 

multireference with dynamic electron correlation (see Supporting Information). This 

tour de force theoretical approach appeared to be required to reproduce experimental 

spectra for these seemingly simple systems.(16) The close proximity and mixing of 

many electronic states can be linked to the promiscuity of metal–boron bonding. Table 

1 and Figure 2 show the experimental and theoretical photoelectron spectra (OsB2
–

was not done experimentally due to the high toxicity of Os). The good agreement 

between theory and experiment signifies that theory can adequately describe these 

clusters and provide an electronic structure insight. 
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Figure III.3.2 Experimental photoelectron spectra of ReB2
– (top) and TiB2

– (bottom) 

and the theoretical assignment of spectral features. 

 

Table III.3.2 Experimental and Calculated Photoelectron Spectra of TiB2
– and 

ReB2
– (in eV) 
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The chemical bonding in the three neutral clusters (Figure 3) reveals peculiarities of 

metal–boron interactions and differences between the three clusters. When transition 

metals interact with B2, the back-donation first happens to the LUMO of B2, which is 

a bonding σ2px-MO. The d-AO → LUMO(B2) back-donation thus strengthens the B–

B bond. The resulting MO falls deep below the HOMO–LUMO gap in ReB2 and OsB2, 

 

 

Figure III.3.1  Left: Kohn–Sham orbitals of ReB2, OsB2, and TiB2, truncated set; 

NBO charges on atoms. The d → σ2px M → B2 backbonds are outlined in red, and d 

→ π* in blue. Right: d → π* state occupied in solid OsB2 (highest occupied at gamma, 

HOS), corresponding to the donation from Os to the activated and elongated B–B 

bonds. 
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while in TiB2 it is the HOMO. In addition, Re and Os are capable of back-donation to 

the LUMO+1 (π*) of B2, in the clusters’ HOMOs. d → π* is bonding between the 

metal and B2 and B–B π-antibonding. Due to this MO, R(B–B) in ReB2 and OsB2 is 

elongated. Both back bonds are lower in energy in OsB2 than in ReB2, and while this 

makes little difference for clusters, it will become profoundly important in the 

corresponding solids. Both types of back bonds are covalent in nature, as seen also 

from the partial charges on atoms (Figure 3). The ionic M-B2 bonding component is 

the strongest in TiB2. Thus, clusters give us a simple representation of the fundamental 

M-B2 interactions possible in the three systems. 

 

In the bulk, the dangling valencies present in clusters are saturated, and so some 

cluster electronic states become unoccupied. The d → σ2px HOMO in TiB2
0/– does not 

have an analogue among the valent states in the bulk TiB2. The material thus exhibits 

no covalent Ti–B interactions, and the only bonding present is ionic, as is also clear 

from the charge of +2 on Ti, corresponding to a typical d2 configuration (Table 2). 

Furthermore, the +2 charge persists when Ti is substituted into the boat or chair 

structures. The TiB2 structure type is also characteristic of other diborides including 

those of Mg, V, Cr, Mn, Sc, Zr, Nb, and Mo.(17) The common electronic origin is the 

presence of a 2+ metal. M+2 means that the boron sublattice receives one electron per 

B. B– is isoelectronic to neutral C, and the flat hexagonal boron sheet is therefore 
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isoelectronic and isostructural to graphene. In fact, it has many attributes of graphene, 

such as the Dirac points.(18) 

 

Both ReB2 and OsB2 retain the d → σ2px states in the bulk, in line with their low 

energies in the cluster models. These states strengthen both M–B and B–B bonding. 

However, the d → π* state exists only in OsB2 and specifically in the longer B–B 

 

Table III.3.3 Bader Charges of Metals in Both Natural and Foreign Crystal 

Structures (optimized to the nearest stationary point) 

 

 

bonds within the asymmetric “boat” structure (Figure 3). Os has enough electrons to 

give only half of the B–B bonds a π* character. Thus, the “boat” structure of OsB2 is 

dictated by the antibonding M–B2 interactions, which makes half of the B–B bonds 

longer and weaker, while in ReB2 all B–B bonds are strengthened by M–B interactions. 

The M–B bonds are stronger in OsB2. Increased covalent character in Re and Os 

borides reflects in greatly reduced partial charges as compared to those in TiB2, 

particularly in the Os systems (Table 2). Hence we see the chemical bonding origin of 



 

 

86 

the structural differences of the three borides. 

 

We further quantify the degree of covalency and relative bond strengths in the solids 

via the quantum theory of atoms in molecules (QTAIM) (Figure 4, Table 3), which 

analyzes the total rather than per-MO charge density.(19, 20) QTAIM detects the 

presence of critical points (CPs) in the charge density. In the “boat” configuration, 

there are three bond CPs, labeled i (M–B CP), ii (B–B CP), and iii (the second B–B 

CP). The “chair” structure has two distinct bond CPs, i and ii. The amount of charge 

at bond CPs correlates with bond strength.(21, 22)Both the “boat” and “chair” 

structures have stronger M–B bonds when containing Os rather than Re. Furthermore, 

while in general B–B bonds are stronger than M–B bonds, the B–B bonds in the 

OsB2 systems are of comparable strength to the Os–B bonds in contrast to the more 

differentiated ReB2 systems. Thus, the covalent character of Re/Os–B bonds is 

confirmed, and it is additionally seen that half of the B–B bonds in OsB2 are weakened 

by the interaction with Os, with the charge density flowing from B–B to Os–B bonds.  

 

As a confirmation of the QTAIM analysis, we employed the COHP method to directly 

measure the bond strengths between the different atoms (see Supporting Information). 

The integrated COHP values indicate that in ReB2 Re–B bonds are much weaker than 

the corresponding B–B bonds, while in OsB2 Os–B bonds are stronger than the 
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lengthened B–B bonds. This corroborates the QTAIM picture. 

 

 

Figure III.3.1 Electron density plots of ReB2 (left) and OsB2 (right). QTAIM CPs are 

indicated: bond CPs, blue; ring CPs, green; cage CPs, yellow. i, M–B CP; ii and iii, 

B–B CPs. 

 

Table III.3.4 Charge Densities (in e–) at the Bond CPs for Both Re and Os in the 

Boat and Chair Structures 

 

 

There transpires a correlation between the relative strengths of the M–B and B–B 

bonding and the materials’ hardness. In order to pin it down, we depart from the static 

bonding picture constructed at equilibrium. Hardness is a response to external force, 
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and the effect of pressure is comprised of the combination of two types of distortion: 

compression and shear. High incompressibility and shear modulus are both necessary 

but not alone sufficient for hardness.(5-10) We examine the materials’ response to 

these two types of stimuli independently, again relying on the cluster models for clarity. 

 

Because the π* back bond is not present in the ReB2 and TiB2 solids, at this point, the 

clusters were charged +1 and +2, respectively, in order to unoccupy the d → π* states. 

To mimic the effects of compression and shear stress, the B–B compression and M–

B2 shift were applied, and the clusters’ responses were monitored (Figure 

5).(23) Response to compression should primarily report on the strength of the B–B 

bonding, whereas that to shear should report on the M–B bonding. The force constants 

corresponding to the B2 compression (Figure 5A) show bond stiffening in order of 

covalent to ionic character. TiB2
2+ has the stiffest B–B bond, because it is compact, 

and electrons confined to the smaller space resist the deformation, while the stable 

d2 Ti2+ is not willing to relieve the stress by taking electrons back. ReB2
+, with its d 

→ σ2px back bond, has a strengthened B–B bond and some charge flow toward M–B 

bonds allowing for the flexibility in charge distribution. Thus, B–B bonds are slightly 

less stiff than in TiB2
2+. Being the most covalent, Os is the other extreme: the B–B 

bond activation by the d → π* donation leads to charge redistribution toward the 

covalent Os–B bonds. The system is further capable of relieving the stress by shifting 
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electrons toward Os upon the B–B bond compression as if having a shock absorber 

both in the cluster and in every unit cell in the solid. This reduces the material’s 

stiffness upon compression. 

 

The clusters’ ordering of resistance to shearing is exactly the opposite from that to 

compressing (Figure 5B). The M–B2 bonding is the most covalent in OsB2, 

intermediate in ReB2
+, and purely ionic in TiB2

2+. Hence, Ti in TiB2
2+ easily slides 

along B2, ReB2
+ resists the slip more, and OsB2 is the most resilient because the slip 

disrupts the strong Os–B bonds. OsB2 has a force constant 5 times higher than that of 

TiB2
2+ for this mode of deformation. To bridge our understanding to the solids, we 

 

Figure III.3.1 (A) Energies of the clusters as a function of (A) compression along the 

B–B bond and (B) shear distortion coordinate. Cyan, TiB2
2+; red, ReB2

+; purple, OsB2; 

dashed black, isolated B2 for a reference. 

 

examine stiffness tensors (Supporting InformationTables 7–11). Starting with 
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compression of the boron network (C11), we see ReB2 ≈ TiB2 > OsB2. This shows the 

same distinction we had in the clusters: Re and Ti stiffen B the same amount, and Os 

weakens it. Shearing the metal against the B sheet shows ReB2 (C55) > TiB2(C44) > 

OsB2 (C66). This is not the same as the cluster model, but we must consider that there 

are other interactions in real distortions. The cluster model is Os bound to a long B2, 

but in the solid there are also shorter, more slippery B2 bonds. Still, it should be hardest 

to shear on that long B2 bond in OsB2 (C66), and that is the case (C66 > C44 ≫ C55). In 

TiB2 the shear across the B layer is the easiest (C44 < C66). Thus, we can explain slip-

plane strength in solids. 

 

Finally, we computed the geometries and shear moduli of Re and Os in both boat and 

chair configurations (Table 4). The consequence of more covalent Os–B bonding is a 

lengthening of the B2 bonds in the chair structure. This, in turn, lowers the shear 

modulus. Similarly, Re added to the boat structure causes B2 bonds to move toward 

uniformly short, losing the antibonding π* character, and increasing in the shear 

modulus. Os in the chair structure is significantly harder than its boat counterpart. 

This results from forcing the B-lattice to be uniform—no B2 bond becomes overly 

covalent, but all are weakened. The moduli thus have full support from the cluster 

bonding models. 

Table 4. Calculated Properties of Re and Os in Both the Boat and Chair Structures. 
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a G is the shear modulus. X indicates that the structure only has one B2 bond length. 

 

In conclusion, a metal that is too covalent with boron will lower the incompressibility, 

while a metal that is too ionic with boron will lower the shear strength. A “goldilocks 

metal” would be intermediate, i.e., having only the bonding d → σ2px and no 

antibonding d → π* B–M bonds. Re within the given family of diborides has just the 

right electron count to fulfill this requirement; as a result ReB2 is the only ultrahard 

boride. This constitutes a new bonding model for ultrahard borides, which is based on 

promiscuous metal–boron bonding, previously unrecognized as one of the crucial 

aspects of superhard structures. The model reveals the origin of the structural 

differences in the TiB2, ReB2, and OsB2 borides and explains their differences in 

hardness. Beyond the three borides, a chemical bonding based design principle for 

hard materials is a step toward designing novel materials that rival diamond’s 

hardness. 
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Abstract 

Halogen bonding (XB) has emerged as an important bonding motif in supramolecules 

and biological systems. Although regarded as a strong noncovalent interaction, 

benchmark measurements of the halogen bond energy are scarce. Here, a combined 

anion photoelectron spectroscopy and density functional theory (DFT) study of XB in 

solvated Br− anions is reported. The XB strength between the positively‐charged σ‐

hole on the Br atom of the bromotrichloromethane (CCl3Br) molecule and the 

Br− anion was found to be 0.63 eV (14.5 kcal mol−1). In the neutral complexes, 

Br(CCl3Br)1,2, the attraction between the free Br atom and the negatively charged 

equatorial belt on the Br atom of CCl3Br, which is a second type of halogen bonding, 

was estimated to have interaction strengths of 0.15 eV (3.5 kcal mol−1) and 0.12 eV 

(2.8 kcal mol−1). 
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Even though they are generally regarded as electron withdrawing groups, already 

covalently‐bonded halogen atoms can in addition interact attractively and 

directionally by a non‐covalent bond to neighbor nucleophiles such as lone pairs and 

anions.1-4 This noncovalent interaction was first referred to as “halogen bonding” (XB) 

by Dumas and co‐workers in 1976.5, 6 Halogen atoms have positive electrostatic 

potential regions on the opposite end of their σ bond due to polarizability; moreover, 

the equatorial sides of these atoms exhibit negative electrostatic potential belts.7, 8 The 

positive facial site was termed as “σ‐hole” by Politzer et al. in 2007,9 although, clearly 

it is only a positive partial charge present at this site and no full electron is missing in 

any orbital. The size of the σ‐hole depends on the polarizability of the halogen atom, 

that is, I>Br>Cl>F, but it can also be tuned by other highly electron‐withdrawing 

functional groups in the molecule.2 While the positively‐charged σ‐hole interacts with 

nucleophiles, the negatively‐charged equatorial belt interacts with electrophiles, 

resulting in two categories of XB interactions.1 XB has rapidly expanded into 

applications such as crystal engineering.10-14 It also has provoked the survey of 

biological structures, where XB has been found to stabilize inter‐ and intramolecular 

interactions that can further affect ligand binding, protein folding, and enzymatic 

reactions.15 While presence of XB interactions in the condensed‐phase materials and 

biological chemistry is well known, experimental investigations of XB in the gas 

phase have been scarce. Nevertheless, techniques such as molecular beam 
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scattering,16rotational spectroscopy,17-19 blackbody infrared radiative 

dissociation20 and ion‐mobility mass spectrometry have provided significant 

insight.21 More recently, our group reported the stabilization of otherwise unstable 

anions by XB using gas‐phase anion photoelectron spectroscopy.22 

 

Theoretical calculations have also been widely used to investigate the nature and 

applications of XB.1-4, 23-28 Even though many levels of theory have estimated the 

strength of a long list of XBs to be in the range of 0.04–1.20 eV,29 they have hardly 

been investigated experimentally. There is a dearth of experimental determinations of 

halogen bond strengths. Gas‐phase measurements of isolated systems has unique 

advantages to provide XB strengths that are in undisturbed local environments. In the 

current paper, we present a gas‐phase, mass spectrometric and photoelectron 

spectroscopic study of the archetypical Br−‐bromotrichloromethane complexes. In 

CCl3Br, the Br atom exhibits a significant σ‐hole, making it a good XB donor. The 

bromine anion is necessary to act as a negatively‐charged non‐covalent binding 

partner and to be able to apply the anion photoelectron spectroscopy. We measured 

the photoelectron spectra of Br−(CCl3Br)0–2, and utilized density functional theory 

(DFT) calculations to compare with our experimental values, to visualize the XBs, 

and to provide thermodynamic rationales to understand the formation of these 

complexes. 
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Details of the experimental and theoretical methods are provided in the Supporting 

Information. The photoelectron spectra of Br− and Br−(CCl3Br) taken with 266 nm 

(4.66 eV) laser and Br−(CCl3Br)2 taken with 193 nm (6.42 eV) laser are presented in 

Figure 1. The two peaks of Br− at 3.37 eV and 3.82 eV correspond to 

the 2P3/2 and 2P1/2 spin‐orbit states of the Br atom after photodetachment; these 

perfectly match reported values.30 While their features are broadened, the anion 

photoelectron spectra of Br−(CCl3Br)1,2 resemble the pattern seen in the spectrum of 

Br−. This is because the Br− moiety acts as the chromophore for photodetachment in 

both cases. Thus, Br−(CCl3Br)1,2 are “solvated” anions, where Br− is “solvated” by 

one and two CCl3Br molecules, respectively. The electron binding energies (EBE) of 

the observed spectra reflect the stabilization of the Br−moiety's excess electron due to 

the solvation by CCl3Br molecule(s). Their spectral broadening is likely due to 

vibrational motions that perturb the Br− moiety. The persistence of the Br− spectral 

pattern in the spectra of Br−(CCl3Br)1 and Br−(CCl3Br)2, even though the 2P1/2 peak in 

the latter case is obscured by noise, implies good Franck–Condon overlap between 

the ground state of the anion and the ground state of the neutral. Ideally in such cases, 

the EBE threshold would provide the electron affinity (EA). Source conditions, 

however, often give rise to some degree of vibrational hot band intensity on the lowest 

EBE side of the origin peak. To account for this effect and thus to determine the EA 

https://onlinelibrary.wiley.com/doi/full/10.1002/ange.201906279#ange201906279-fig-0001
https://onlinelibrary.wiley.com/doi/full/10.1002/ange.201906279#ange201906279-bib-0030
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value, we extrapolated the leading edge of the low EBE side of the peaks to zero 

intensity. These EBE values are 3.87 eV and 4.22 eV, and we report them as the 

experimentally‐determined EA values of Br(CCl3Br)1,2, respectively. The EBE values 

of the intensity maxima in the main and lowest EBE peaks in these spectra correspond 

to their vertical detachment energies (VDE). Vertical detachment energies reflect the 

maximal Franck–Condon overlap between the anion and its neutral counterpart during 

photodetachment. The peak positions at EBE=4.21 eV and 4.71 eV are the 

experimentally‐determined vertical detachment energies (VDE) of of 

Br−(CCl3Br)1 and Br−(CCl3Br)2, respectively. As shown in Figure 1, the EA shifts 

between adjacent photoelectron spectra are 0.50 eV and 0.35 eV, respectively. These 

values are closely‐related to the XB strength (see below). Table 1 presents both 

experimental and theoretical EA and VDE values for these systems. A high degree of 

consistency is seen there. 

 

Figure III.4.1 The photoelectron spectra of Br− and Br−(CCl3Br) taken with 266 nm 

(4.66 eV) photons and Br−(CCl3Br)2 taken with 193 nm (6.42 eV) photons. 

 

https://onlinelibrary.wiley.com/doi/full/10.1002/ange.201906279#ange201906279-fig-0001
https://onlinelibrary.wiley.com/doi/full/10.1002/ange.201906279#ange201906279-tbl-0001
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Table 1. Experimental and theoretical EA values of Br(CCl3Br)0–2 and VDE values of 

Br−(CCl3Br)1,2. All values are in eV. 

 

 

The calculated structures of Br0/−(CCl3Br)1,2 and their highest occupied molecular 

orbitals (HOMO) are presented in Figure 2, and the 3D coordinates of all calculated 

species are presented in the Supporting Information. Br−(CCl3Br) possesses 

a C3v symmetry, where the Br atom in CCl3Br and the Br− kernel form a XB. Given 

this calculated structure, we write this complex as Cl3CBr‐Br−. The XB length in 

Cl3CBr‐Br− is 2.90 Å, an indicator of a noncovalent bond. The HOMO of Cl3CBr‐Br−, 

from which the photoelectron is detached, is mostly the porbital of the Br− kernel, 

consistent with the observed spectrum and its Br− chromophore. For Br−(CCl3Br)2, 

with a C1 symmetry, the Br− kernel is equally shared by two 3.03 Å long XB's. 

Likewise, we write Br−(CCl3Br)2 as Cl3CBr‐Br−‐BrCCl3. Since the negative charge on 

Br−is shared by two CCl3Br molecules, the electrostatic attraction is weakened 

compared to that in Cl3CBr‐Br−, resulting in longer XB bonds. The HOMO of Cl3CBr‐

Br−‐BrCCl3 also shows a porbital of Br−. Interestingly, the two XBs exhibit a bond 
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angle of 144.8°, even though intuitively they should be linear (see below). The neutral 

complexes exhibit very different structures. Compared to nucleophilic Br−, a free Br 

atom is highly in need of one electron to fulfill the octet rule. Hence, being 

electrophilic in nature, the Br atom cannot form a conventional XB with the σ‐hole, 

but tends instead to interact with the negatively‐charged equatorial belt of Br and Cl 

atoms in CCl3Br, forming the second type of XB. Br(CCl3Br) has a Cs symmetry, and 

Br(CCl3Br)2 has a C1 symmetry. According to these structures, we write the neutrals 

as ClCCl2Br‐Br and ClCCl2Br‐Br‐BrCl2CCl. The XB lengths in the neutrals are 

longer than those in the anions, implying that the binding energy is weaker in the 

neutrals than in the anions. The HOMO's of ClCCl2Br‐Br and ClCCl2Br‐Br‐BrCl2CCl 

clearly show the interaction between the p orbital of the free Br atom and the p orbital 

of the covalently bonded Br atom. 

 

Figure III.4.2 Calculated geometries and highest occupied molecular orbitals 

(HOMO) of Br0/−(CCl3Br)1,2. 
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Natural population analysis (NPA) provides another perspective for understanding the 

solvation of the Br− anion by BrCCl3 molecule(s) via XB. The negative charge on the 

Br−kernel is −0.80 e for Cl3CBr‐Br− and −0.77 e for Cl3CBr‐Br−‐BrCCl3. Hence, a 

single XB interaction lowers the electron density on Br− by −0.20 e, while two XB 

interactions further lower the charge by −0.03 e. 

 

In order to better visualize XB, Figure 3 shows the electrostatic potential (ESP) 

surfaces of the anions, Cl3CBr‐Br−, Cl3CBr‐Br−‐BrCCl3 (left) and the neutrals, CCl3Br, 

ClCCl2Br‐Br and ClCCl2Br‐Br‐BrCl2CCl (right). The induced positive (blue) and 

negative (red) electrostatic potentials are mapped on the 0.04 e/bohr3 surfaces. In 

order to better visualize potential differences between spatial regions, the potentials 

ranging from −25 kcal mol−1 to +50 kcal mol−1 are presented for the anions, and 

potentials from −10 kcal mol−1 to +150 kcal mol−1are presented for the neutrals. For 

the anionic Cl3CBr‐Br− and Cl3CBr‐Br−‐BrCCl3, the XB between the σ‐hole on the 

covalently‐bonded Br atom (blue) and Br− (red) can be clearly observed. On the 

equator of covalently‐bonded Br and Cl atoms, there are negatively charged belts (red 

and yellow). To explore the 144.8° ∡BrBrBr bond angle in Cl3CBr‐Br−‐BrCCl3, we 

mapped the ESP of Cl3CBr‐Br− on a different scale and from the axial perspective 

(lower left in Figure 3), where a less negatively‐charged hole (yellow) on the non‐XB 

side of Br− is observed. The XB between Cl3CBr and Br− draws the negative charge 
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on Br− toward the XB, resulting in a less negatively‐charged hole on the other side of 

Br−. We tentatively refer to this electrostatic hole as the “halogen bond‐hole” (XB‐

hole). In order to obtain the optimal electrostatic interaction, the XB formed with a 

second CCl3Br avoids direct contact with this XB‐hole, resulting in a ∡BrBrBr bond 

angle of 144.8° in Cl3CBr‐Br−‐BrCCl3. In neutral CCl3Br (top right in Figure 3), even 

though all the Cl and Br atoms exhibit σ‐holes, due to its lower electronegativity and 

higher polarizability, the σ‐hole on Br is larger than that on Cl, thus supporting the 

XB between Br and Br− but not between Cl and Br−. The evidence presented above 

overwhelmingly implies that the interactions between the Br− anion and the CCl3Br 

molecule(s) in the Br−(CCl3Br)1,2 anion complexes are dominated by halogen 

bonding. While electrostatic ion‐dipole interactions no doubt contribute, they are 

expected to be minor by comparison, given the calculated small dipole moment of the 

CCl3Br molecule (0.046 D). 

 

For neutral ClCCl2Br‐Br and ClCCl2Br‐Br‐BrCl2CCl, the second type of halogen 

binding is observed, i.e., the interaction between the free electrophilic Br atom (see 

its blue region) and the negatively‐charged equatorial belt of the covalently‐bonded 

Br (reddish‐yellow). 
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Figure III.4.3 Electrostatic potential (ESP) surfaces for the anionic Cl3CBr‐Br−, 

Cl3CBr‐Br−‐BrCCl3(left) and neutral CCl3Br, ClCCl2Br‐Br and ClCCl2Br‐Br‐

BrCl2CCl (right). The induced positive (blue), negative (red) potentials are mapped 

on the 0.04 e/bohr3 surfaces of the molecules. 

 

Next, we discuss the XB strengths. The strength of the first and second XB of the 

neutral and anionic complexes, D0[Br0/−(CCl3Br)1,2], are calculated by 

 

and 

 

where E refers to the calculated absolute energy of species with zero‐point energy 

corrected. Our calculations found D0[Br0(CCl3Br)]=0.15 eV, D0[Br−(CCl3Br)]=0.63 

eV, D0[Br0(CCl3Br)2]=0.12 eV and D0[Br−(CCl3Br)2]=0.43 eV. The binding energies 

of the anions are higher than those of the neutrals, consistent with bond length 

differences between the anionic and neutral complexes. Further, 
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and 

 

where EA denotes the electron affinity. Equations (3) and (4) show that the differences 

between the EAs of Br and Br(CCl3Br), and between the EAs of Br(CCl3Br) and 

Br(CCl3Br)2 are equal to the binding energy differences between the anions and their 

neutral counterparts. In our photoelectron spectra (Figure 1), the EA shifts between 

adjacent size anionic species are 0.50 eV and 0.35 eV, respectively, in excellent 

agreement with the calculated binding energy differences, 0.48 eV and 0.31 eV. 

 

The Gibbs free energy ΔG, that is, ΔG=ΔH−TΔS, has to be negative for a XB to form. 

The enthalpy change, ΔH, is negative, yet due to entropy decrease (loss of rotational 

and translational degrees of freedom) upon forming a XB, the TΔS term often has a 

large negative value.1 For this reason, low temperatures are often required in order to 

form a XB in an isolated (gas‐phase) environment. To better understand the formation 

of these complexes, the appropriate thermodynamic values computed at room 

temperature are tabulated in the first four columns of Table 2. The formation of the 

anions is more exothermic than the formation of the neutrals. At room temperature, 

only Br−(CCl3Br) has a negative ΔG. The temperatures below which ΔG remains 

negative, T*, are also tabulated in Table 2. For Br−(CCl3Br), ΔG is negative until the 

temperature reaches 688 K, this being largely due to the large enthalpy change despite 
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the entropy loss. Thus, the formation of Br−(CCl3Br) is favorable at temperatures 

below 688 K. The formation of Br−(CCl3Br)2, on the other hand, cannot occur above 

289 K. Likewise, the neutral molecules, Br(CCl3Br)1,2 can only be formed under 140 

K and 50 K, respectively. Since supersonic expansions can form complexes with 

temperatures of several tens of degrees Kelvin,31, 32 the formation of all these species 

is thermodynamically allowed under the experimental conditions that obtained in 

these experiments. 

 

Table 2. Computed thermodynamic values (kcal mol−1) for gas‐phase XB complex 

formation. The maximum temperature (T*) at which each reaction to occur is also 

listed in units of K. 

 

 

To conclude, combined results from anion photoelectron spectroscopy and DFT 

calculations have shown the interaction between the Br− anion and the CCl3Br 

molecule(s) to be dominated by halogen bonding, XB. The halogen bonding 
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interaction energy between Br−and CCl3Br in Br−(CCl3Br) was determined to be 0.63 

eV, thus providing a benchmark for the further exploration of halogen bonding in other 

systems. 
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Abstract 

We report a Na:−→B dative bond in the NaBH3
− cluster, which was designed on the 

principle of minimum‐energy rupture, prepared by laser vaporization, and 

characterized by a synergy of anion photoelectron spectroscopy and electronic 

structure calculations. The global minimum of NaBH3
− features a Na−B bond. Its 

preferred heterolytic dissociation conforms with the IUPAC definition of dative bond. 

The lone electron pair revealed on Na and the negative Laplacian of electron density 

at the bond critical point further confirm the dative nature of the Na−B bond. This 

study represents the first example of a Lewis adduct with an alkalide as the Lewis 

base. 
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Metals normally act as Lewis acids (LA), given the prevalence of metal‐ligand 

compounds in which the empty orbitals of the Lewis acidic metals accept pairs of 

electrons from Lewis basic ligands. Intriguingly, some transition metals can 

conversely provide their lone electron pairs and form directional dative bonds to 

electron deficient molecules, that is, act as Lewis bases. The concept of metal Lewis 

basicity was recognized by Shriver,1 and developed as a synthetic methodology by 

Vaska, Werner, and others.2 Later structural assignments, however, casted doubt on 

these complexes with negative results on metal‐LA interaction.3 It was not until 1999 

that the first structural confirmation of a M→B dative bond was reported.4 Then, 

metal Lewis basicity has seen a prosper of research activity, and numerous novel 

Lewis pairs have been prepared featuring the interaction between Lewis basic 

transition metals and Lewis acidic ligands.5Compared to classic metal–ligand bond, 

this weak yet electronically reverse metal→LA interaction holds the promise for a 

novel type of metal–ligand cooperativity in catalytic reactions,6 and open doors to 

many applications involving H2 storage and activation, olefin hydrogenation, 

CO2 fixation, etc.7-16 

 

The metal Lewis basicity, however, has only been demonstrated for transition 

metals.5 Main group metals have only shown Lewis acidity.5c Intuitively, among all 
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main group metals, alkali metals are the least appropriate candidates for Lewis base. 

The lack of an electron pair requires them to form the extremely reducing alkalides 

(alkali metal anions) before forming dative bonds with LA. While alkalides have been 

found in a handful of examples, their interaction with the surroundings is ionic.17 

 

Within this context, we aimed to design an unusual Lewis acid/base adduct in which 

the Lewis base is an alkalide. Two requirements are to be fulfilled: the alkalide needs 

to form a direct chemical bond with the LA, and this bond needs to be dative, i.e., the 

electron pair needs to derive from the alkalide. The latter requirement is better 

interpreted using the minimum‐energy rupture principle,18which is adapted by IUPAC 

as the standard for differentiating dative bond from covalent or ionic 

bond.19 Specifically, this principle analyses the energies of the homolytic and 

heterolytic bond breakage in the gas phase: if homolytic bond rupture requires less 

energy, the bond is considered covalent or ionic; if heterolytic bond rupture is 

energetically favored, the bond is considered dative. This implies a strategy for 

designing the alkalide→LA Lewis adduct: choose a weak LA whose electron affinity 

is much lower than alkali, and prepare an anionic alkali‐LA complex where the alkali 

moiety forms a direct chemical bond with the LA moiety, i.e., (alkali‐LA)−. Such 

(alkali‐LA)− complex would prefer a heterolytic bond rupture into alkalide and LA, 

fulfilling the above‐mentioned requirements for being a Lewis adduct with an alkalide 
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as the base. The choice of LA is thus critical. Being electron deficient in nature, some 

LA have surprisingly low EA. For example, the EA of the prototype LA, BH3, is only 

0.038 eV,20 which is much lower than the EA of all alkali metals. Here, we show that 

the designer (Na‐BH3)
− cluster possesses a unique Na:−→BH3 dative bond, 

representing the first observation of a Lewis pair in which the base is an alkalide. 

 

The (Na‐BH3)
− was generated with a laser vaporization source by focusing an intense 

beam of Nd:YAG laser (532 nm, 60 mJ) onto a NaBH4 coated rod. The laser caused 

dissociation of the B−H bond in NaBH4. The resulting mass spectrum is presented in 

Figure 1 A, along with the expected isotopic mass distribution of (Na‐BH3)
− in its top 

panel. The overall agreement between the experimental and expected mass patterns 

verifies the existence of (Na‐BH3)
−. Dissociation of multiple B−H bonds is possible 

during the laser vaporization of borohydride.21Thus, the small mass peak at 35 amu 

suggests the formation of NaBH2
− via the breakage of two B−H bonds. The peak at 

37 amu was selected for anion photoelectron spectroscopic study as it was solely 

comprised of (Na‐BH3)
−.  

 

Anion photoelectron spectroscopy can interpret the bonding picture of (Na‐BH3)
−via 

directly probing the electronic structure and intramolecular interaction. 22 The 

photoelectron spectrum of (Na‐BH3)− (Figure 1 B) exhibits two fairly sharp 
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transitions peaked at electron binding energies (EBE) of 0.87 and 2.74 eV. The two 

EBE values are assigned as the vertical detachment energies (VDE), respectively 

corresponding to transitions with maximized Franck‐Condon overlaps from the 

 

Figure 1 A) The expected (top panel) and experimental (bottom panel) mass spectra 

of (Na−BH3)
−, and B) the anion photoelectron spectrum of NaBH3

− taken with 355 

nm (3.496 eV) photons. 

 

ground state of anion, to the ground and to the first excited electronic state of neutral. 

Potentially, the Na moiety could exist in three different structures: (i) Na forms 

chemical bonds with multiple B and H atoms, (ii) Na− weakly interacts with the H 

atoms in BH3 molecule, that is, physically “solvated” by BH3, resulting in Na−(BH3), 

and (iii) Na− directly interacts with the electron‐deficient B atom, forming a [Na−‐

(BH3)] complex. Only structure (iii) holds the promise for a Lewis adduct. The 

photoelectron spectrum of NaBH3
− resembles that of Na−,23 suggesting the existence 
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of a Na− moiety in NaBH3
− as the chromophore for photodetachment. Though the 

spectrum appears to be a shift of the Na− spectrum to higher EBE, which is a common 

fingerprint of physical solvation effect,24, 25 two spectral features strongly suggest the 

formation of chemical bond between the Na− and BH3 moieties: a) the spacing 

between the two peaks, 1.87 eV, is smaller than the expected spacing for solvation 

complex, 2.10 eV (the Na D‐line), implying a change in electronic structure induced 

by chemical interaction; b) the observed vibrational progression spaced at ≈0.07 eV 

in the lower EBE peak is not a characteristic frequency of BH3; thus, this progression 

is likely due to a Na−B vibrational mode, implying the formation of a Na−B chemical 

bond. 

 

Isolated and well‐defined gas‐phase systems are ideally suited for simulations 

employing state‐of‐the‐art quantum theoretical methods. To find the most 

thermodynamically stable structure of (Na−BH3)
−, which was expected to be the main 

contributor of the photoelectron spectrum, we performed an unbiased GM search of 

5000 randomly generated structures on both singlet and triplet potential energy 

surfaces. All the geometries were initially optimized using DFT‐level PBE0/6–

31+G*.26 The low‐lying singlet and triplet structures were subsequently reoptimized 

with CCSD(T)/aug‐cc‐pVTZ.27 Then single‐point energy calculations were 

performed using CCSD(T)/aug‐cc‐pCVQZ accounting for full electron 
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correlation.28 Structures were then ranked based on their relative energies. The GM of 

NaBH3
− exhibits a C3v structure, features a Na−B bond of 2.72 Å between Na and the 

slightly distorted BH3, and has a singlet electronic configuration of1a1
21e1

42a1
2. 

 

The B−H−B ∡ is 119.4°, while the overall distortion measured as the ∡ between 

H1−H2−H3 plane and B atom is 8.7°. The most stable triplet structure has 

a Cssymmetry with a 1a′21a′′23a′24a′15a′1 electronic configuration, and is less stable 

than the GM by 5.9 kcal mol−1 (Figure 2). 

 

Figure 2 The lowest energy singlet and triplet structures of (Na−BH3)
−. No other 

structures were found within 20 kcal mol−1. Bond lengths are given in Å. Point groups 

are given in italic. Bottom values refer to the relative energy including ZPE correction 

at CCSD(T)/aug‐cc‐pCVQZ level. 

 

Though being a simple cluster, pronounced multireference character in (Na−BH3)
‐is 

revealed by CASSCF(8,14)/aug‐cc‐pwCVQZ.29 To verify that the calculated GM of 
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(Na−BH3)
− describes the experimental spectrum, the VDEs were computed at the 

coupled cluster and CASSCF levels of theory. As shown in Table 1, for the singlet 

GM, the calculated VDEs are in excellent agreement with the experimental VDEs, 

validating the calculations for accurately describing the energetics of this system. An 

A1 symmetric umbrella inversion with a frequency of 0.078 eV (629 cm−1) is also 

revealed (Supporting Information, Table S1), which is in accordance with the 

vibrational progression observed in the photoelectron spectrum. For the triplet 

(Na−BH3)
−, however, while its 1st calculated VDE matches the experiment, the 

absence of the 2nd one in experimental spectrum makes its existence unlikely. This 

thus confirms the singlet GM structure of (Na−BH3)
−, which possesses a Na−B 

chemical bond, as the major species observed in experiment. 

 

Table 1. Experimental and calculated VDEs for lowest‐energy singlet and triplet 

(Na−BH3)
− at different levels of theory. For all calculations aug‐cc‐pCVQZ basis set 

was used. 
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[a] CC stands for coupled‐cluster theory. For the first VDEs CCSD(T) method was used while the 

second ones were calculated with EOM‐CCSD.30 [b] This VDE cannot be obtained at this level of 

theory. 

 

Since the EA of Na (12.64 kcal mol−1) is significantly higher than that of BH3 (0.88 

kcal mol−1), the heterolytic breakage of (Na−BH3)
− into Na:− and BH3 should be 

favored by approximately (12.64–0.88=11.76) kcal mol−1 over the homolytic 

breakage into Na. and .BH3
−. As shown in Table 2, the calculated heterolytic bond 

dissociation energy (BDE) is 17.8 kcal mol−1, while the calculated homolytic BDE is 

30.1 kcal mol−1. The calculated BDE difference, 12.3 kcal mol−1, is close to the 

expected value, 11.76 kcal mol−1, validating the calculated BDEs. For reference, the 

BDE of the prototype Lewis adduct, H3N−BH3, was also calculated. Our result is 

consistent with previous study.31 Dissociation into ionic fragments Na+ and :BH3
2−is 

much less favored due to the instability of :BH3
2−. Therefore, the Na−B bond in (Na‐

BH3)
− favors the heterolytic dissociation, making it satisfy the IUPAC definition of 

dative bond; (Na−BH3)
− can be described as a Na:−→BH3 Lewis acid/base adduct. 

Table 2. BDEs calculated at the CCSD(T)/ aug‐cc‐pCVQZ level of theory including 

ZPE corrections. The energies are given in kcal mol−1. 

 

https://onlinelibrary.wiley.com/doi/full/10.1002/anie.201907089#anie201907089-bib-0030
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The Lewis adduct nature of (Na−BH3)
− is also demonstrated by the charge distribution 

change on the potential energy surface along the Na−B coordinate. Figure 3 shows 

that when Na and BH3 moieties are completely separated, all the negative charge 

localizes on Na, that is, the formation of (Na−BH3)
− complex starts from Na:− and 

BH3. The charge on Na moiety gradually reduces as Na approaches BH3, suggesting 

charge transfer from Na to BH3 when forming Na:−→BH3 bond. These curves comply 

with the classic picture of dative bond formation. 

 

Figure III.5.1 Potential energy surface of (Na−BH3)
− along the Na−B coordinate 

(blue curve) and the Mulliken charge on Na at corresponding r(Na−B) (red dotted 

curve). 

 

The nature of this Na:−→BH3 dative bond is further investigated using Adaptive 

Natural Density Partitioning (AdNDP), which analyses chemical bonding patterns 

based on the concept of electron pair,32 and the Quantum Theory of Atoms in 
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Molecules (QTAIM), which interprets chemical bonds based on topological analysis 

of electron density.33 According to AdNDP, there are three fully localized 2c‐2e B−H 

σ‐bonds with an occupation number (ON) equal to 1.96|e|. The Na:−→BH3bond is a 

pure 2c‐2e σ‐bond with ON=1.76|e| (Figure 4 A). AdNDP also allows us to locate 

an s lone pair on Na as an alternative to the 2c‐2e Na−B bond in order to evaluate the 

Na contribution. The recovered lone pair has an ON of 1.28|e| (Figure 4 B), indicating 

that Na acquires extra electron and has doubly occupied orbital. Moreover, the ON 

value of the s lone pair suggests it the primary component of the Na−B bond. The 

QTAIM results for (Na‐BH3)
− are shown in Figure 4 C. The negative ∇2ρ values at the 

B−H bond critical points (BCPs) indicate shared interaction, in accordance with the 

covalent nature of the B−H bonds. The positive ∇2ρ value at the Na−B BCP indicates 

closed shell interaction, which is one main feature of a dative bond. The electron 

density of Na−B bond is comparable to that of a strong hydrogen bond.34 For 

comparison, we also performed QTAIM on H3N−BH3 as an example of a classic 

dative interaction35 (Figure 4 D). The QTAIM results of (Na−BH3)
− and H3N‐BH3 are 

similar: both dative Na−B and N−B bonds have positive ∇2ρ(BCP) values, while the 

∇2ρ(BCP) of all covalent B−H bonds are negative. Therefore, the QTAIM results further 

corroborate the dative nature of the Na−B bond. These results comply with the 

AdNDP analysis. 
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Lastly, we analyzed an isolated hypothetical [Na‐B(CN)3]
− complex, which derives 

from the solid‐phase Na2B(CN)3, a salt comprised of Na+ and B(CN)3
2− dianion.36For 

[Na−B(CN)3]
−, its homolytic dissociation into Na. and .B(CN)3

− requires 60.3 

kcal mol−1 less in energy than the heterolytic dissociation into Na:− and B(CN)3(Table 

S3). This is consistent with the high EA of B(CN)3 (78.9 kcal mol−1). Dissociation into 

Na+ and [B(CN)3]
2− has a much higher BDE, because [B(CN)3]

2− is not a stable 

species when isolated. According to the IUPAC guidance, the Na−B bond in [Na‐

B(CN)3]
− can be characterized as covalent or ionic. AdNDP reveals that the Na moiety 

bears an ON of only 0.49|e|, while NBO suggests a positive charge of +0.23|e| on Na. 

These indicate a near‐neutral configuration of Na, and that the Na−B bond is a polar 

covalent bond (Figure S1). The [Na−B(CN)3]
− can thus be written as Na0[B(CN)3]

−. 

While this result seems counter‐intuitive to the condensed‐phase characterization of 

[Na−B(CN)3]
− as Na+[B(CN)]2−, it is consistent with numerous studies on anions of 

isolated salts (M+X−)−, which have shown that the excess electron goes to the cation 

to form M0X−.37 Therefore, this hypothetical [Na−B(CN)3]
− serves as a contrasting 

example of (Na−BH3)
−, emphasizing the importance of using weak Lewis acid for the 

design of alkalide→LA Lewis adduct. 

 

To summarize, we have designed a (Na−BH3)− cluster featuring a non‐trivial 

Na:−→BH3 dative bond, representing the first example of a Lewis adduct with an 

https://onlinelibrary.wiley.com/doi/full/10.1002/anie.201907089#anie201907089-bib-0036
https://onlinelibrary.wiley.com/doi/full/10.1002/anie.201907089#anie201907089-bib-0037
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alkalide as the base. Anion photoelectron spectroscopy reveals a negatively charged 

Na moiety and its direct chemical bond with BH3. The excellent agreement between 

the experimental and calculated VDEs confirms the optimized structure. The dative 

nature of the Na−B bond is confirmed by minimum energy rupture, AdNDP and 

 

Figure III.5.2 AdNDP and QTAIM chemical bonding patterns. A) AdNDP full 

bonding picture of (Na−BH3)
−, B) AdNDP recovered s‐type lone electron pair on Na, 

C) QTAIM results of (Na−BH3)
−, and D) QTAIM results of H3N−BH3. Na is purple, 

B is dark green, N is orange, H is blue. QTAIM calculated BCPs are represented by 

light green spheres. The numbers in blue besides BCPs are the Laplacians of electron 

density, ∇2ρ, in e− Å−5. 

 

QTAIM analyses. The realization of this unprecedented Na:−→B dative bond, 

together with several recent studies showing alkali metals can form covalent bond as 

ligands38 and electronically transmute Al to form Al−Al multiple 

https://onlinelibrary.wiley.com/doi/full/10.1002/anie.201907089#anie201907089-bib-0038
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bonds,39 demonstrates the unusual versatility of alkali metals in contributing to 

various types of chemical bonds. This study extends our understanding on Lewis 

acid/base, a fundamental concept in chemistry, and opens the door for synthesizing 

novel Lewis adducts. 
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IV. Molecular Activation 

Since reactions are essentially the change of electronic structures, and the breakage 

and formation of chemical bonds, the competence of negative ion photoelectron 

spectroscopy (NIPS) in probing both of them makes it the ideal tool to study molecular 

activation in the gas phase. While gas phase studies never account for the many 

features which may prevail at a surface or in solution, nevertheless when 

complemented by adequate computational studies, these studies have offered insight 

to molecular activation processes via providing a conceptual framework for 

addressing questions as for example: the identity of the atoms which constitute the 

active part of a single-site catalyst, the identification of which constitutes one of the 

intellectual cornerstones in contemporary catalysis. Or, how do factors such as 

stoichiometry, cluster size, charge and spin states, oxidation number, degree of 

coordinative saturation, etc. affect the outcome of a chemical transformation without 

being obscured by ill-defined “environmental effects”.  
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Abstract 

Gas phase reactions between PtHn
− cluster anions and CO2 were investigated by mass 

spectrometry, anion photoelectron spectroscopy, and computations. Two major 

products, PtCO2H
− and PtCO2H3

−, were observed. The atomic connectivity in 

PtCO2H
− can be depicted as HPtCO2

−, where the platinum atom is bonded to a bent 

CO2 moiety on one side and a hydrogen atom on the other. The atomic connectivity 

of PtCO2H3
− can be described as H2Pt(HCO2)

−, where the platinum atom is bound to 

a formate moiety on one side and two hydrogen atoms on the other. Computational 

studies of the reaction pathway revealed that the hydrogenation of CO2 by PtH3
− is 

highly energetically favorable. 

 

The transformation of carbon dioxide into reduced, higher value molecules, such as 
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methanol and formic acid, is of great interest for both environmental and economic 

reasons. In solution, ligand‐protected transition metal hydride complexes, LnMH, 

often play important roles in these processes.1-19 The critical reduction step involves 

the insertion of the C=O group of carbon dioxide into the M−H bond to produce a 

formate–metal adduct, LnM‐OC(O)H, from which the formate product can be 

generated. There are, on the other hand, fewer reports of CO2 reduction by ligandless 

metal hydrides. Those studies that have been conducted include the methanation of 

CO2 on Mg2NiH4 surfaces20 and similar reactions on hydrogen‐loaded LaNi5 and 

LaNi4Cr surfaces, where their hydrides play critical roles.21 Gas phase work is even 

rarer. While naked (ligandless) transition metal hydrides have been generated in the 

gas phase as both positive and negative ions (for example, FeD+, CoD+, NiD+, CrH−, 

NiH−, CoH−, CuH−, and FeH2
−)22-25 we are not aware of them being utilized in 

CO2 reactivity studies. However, a recent report details the gas phase, ligand‐

protected, activation of CO2 by a Cp2TiH+ metal hydride cation.19 

 

The present work focuses on the hydrogenation of CO2 via reactions with platinum 

hydride cluster anions, PtHn
−. Platinum hydride cluster anions were chosen because 

platinum is an excellent hydrogenation catalyst, their hydrides are good sources of 

hydrogen, and their excess negative charges promote the activation of CO2. The two 

products of these reactions, PtCO2H
− and PtCO2H3

−, were identified by mass 
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spectrometry and characterized by anion photoelectron spectroscopy. Ab initio 

computational studies of the mechanistic pathway revealed that the hydrogenation of 

CO2 by PtH3
− is strongly favorable energetically. 

 

The details of experimental and computational methods are provided in the 

Supporting Information. The mass spectra with or without CO2 pulsed into the 

reaction cell are shown in Figure 1. With no CO2 in the cell, only PtHn
− cluster anions 

were observed in the mass spectrum (Figure 1 A; Supporting Information, Figure S1). 

Individual PtHn
− species were identified by recording anion photoelectron spectra at 

every mass peak in the series. These spectra are shown in Figure S1 (Supporting 

Information), beginning at 194 amu and continuing in single amu steps up to 203 amu. 

(Mass 202 is missing in the mass spectrum, indicating that PtH4
− is not present.) The 

photoelectron spectrum at mass 194 was identified as the well‐known photoelectron 

spectrum of Pt−. As well as Pt− peaks from another Pt− isotope, new peaks in the 

photoelectron spectrum at mass 195 are due to PtH−. New peaks on top of those in the 

photoelectron spectrum at mass 196 are due to PtH2
−, and so on, up to PtH5

−. No 

PtH4
− was present. 

 

When CO2 was added to the cell, the ion intensity of the PtHn
− series decreased, and 

a new series of PtCO2Hm
− cluster anions appeared (Figure 1 B). No other products 
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were observed in the entire mass spectrum. The lowest mass peak at 239 amu is due 

 

Figure IV.1.1 The mass spectra of PtHn
− cluster anions A) without and B) with 

CO2 injection into the cell. 

 

to PtCO2H
−, while the highest mass peak at 245 amu is due to PtCO2H3

−; hence, 

PtCO2H
− and PtCO2H3

− coexist in the ion beam. Since there is essentially no mass 

peak at 244 amu, we are confident that PtCO2H2
− is not present in the beam. The 

intensity of PtCO2H3
− is calculated to be 29 % of that of PtCO2H

− (Supporting 

Information, Figure S2). More detailed mass spectral and photoelectron spectral 

analysis of the PtCO2H
− and PtCO2H3

− cluster anions are presented in Figure S2 and 

S3 (Supporting Information). Note that both PtCO2H
− and PtCO2H3

− have closed‐

shell electron configurations. 

 

The photoelectron spectrum of PtCO2H3
− is presented in Figure 2, and was measured 

with the third harmonic output of a Nd:YAG laser (3.496 eV). It was recorded at mass 
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245 amu to ensure that the resulting photoelectron signal was primarily due to 

PtCO2H3
−. This spectrum is dominated by a band that ranges from electron binding 

energy (EBE)=3.0 to 3.5 eV, with a maximal spectral intensity at EBE=3.24 eV. Thus, 

3.24 eV is the vertical detachment energy (VDE) value for PtCO2H3
−, that is, the 

transition energy at which the Franck‐Condon overlap is at its maximum between the 

anion's wave function and that of its neutral counterpart. The electron affinity (EA) is 

the energy difference between the relaxed ground state of the anion, and the relaxed 

ground state of its neutral counterpart. The EA value for PtCO2H3 is estimated to be 

3.1 eV by extrapolating the lower EBE side of the band to zero photoelectron intensity. 

The small peak at EBE=3.08 eV and other very weak features at the low EBE side of 

the main band are due to the much less abundant isotopomer of PtCO2H
− at mass=245 

(Supporting Information, Figure S2). 

 

Figure IV.1.2 Photoelectron spectrum of PtCO2H3
− taken at mass 245 with 355 nm 

(3.496 eV) photons. 
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The photoelectron spectrum of PtCO2H
− is shown in Figure 3 C. With five spectral 

bands in evidence, it is more complicated than that of PtCO2H3
−. Its features are due, 

not only to the photodetachment of PtCO2H
−, but also to the photodissociation of 

PtCO2H
− into PtH− and CO2, followed by photodetachment of the resultant anion, 

PtH−. The latter is a two‐photon process, where one photon is absorbed, inducing 

fragmentation, while another photon photodetaches the anionic product of 

dissociation. This can be seen by comparing the photoelectron spectrum of 

PtCO2H
− with that of PtH−. Unfortunately, we did not observe the photoelectron 

spectrum of PtH− by itself in these experiments. This was because every isotopic mass 

peak of PtH− overlaps with at least one of the following anions: Pt−, PtH2
−, or PtH3

−. 

Nevertheless, we were still able to identify the photoelectron spectral transitions in 

PtH− by comparing the photoelectron spectra at mass=194 (Pt−; Figures 3 A) with that 

at mass=195 (a combination of Pt− and PtH−; 3 B). In the photoelectron spectrum for 

mass 195 (Figure 3 B), Pt− peaks at EBE=2.1, 2.2, 2.9, and 3.4 eV (green dots) share 

the spectrum with three additional peaks at EBE=1.60, 1.85, and 3.08 eV (red dots); 

these are due to PtH−. Significantly, the latter peaks reappear in the photoelectron 

spectrum of PtCO2H
− in Figure 3 C, not only at the same EBE positions, but also with 

nearly identical relative intensities. It is clear that the peaks denoted by red dots in the 

photoelectron spectrum of PtCO2H
− are due to PtH−. PtCO2H

− has undergone both 

photodetachment and photodissociation. 
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Figure IV.1.3 Photoelectron spectra of A) Pt− (•) taken at mass=194; B) Pt− (•) and 

PtH− (•) taken at mass=195; C) PtH− (•) and PtCO2H
− (•) taken at mass=239. 

 

As an aside, the embedded photoelectron spectrum of PtH− has allowed us to 

determine, for the first time, that the VDE value of PtH− is 1.60 eV and the EA value 

of PtH is 1.5 eV. While the photoelectron study of PtHn
− was not an explicit goal of 

this work, it does add to the mosaic of accumulated data on transition metal hydrides. 

 

The photoelectron spectrum of PtCO2H
− resides on the high EBE side of Figure 3 C 

as two peaks (blue dots), a small peak at EBE=3.30 eV and a broader band that reaches 

its maximum photoelectron intensity at EBE=3.46 eV. Thus, 3.46 eV is the VDE value 

for PtCO2H
−. We further assign its EA value as 3.30 eV. The spacing between these 

two peaks is 0.16 eV, which is very close to the 1280 cm−1 C−O stretching frequency 

https://onlinelibrary.wiley.com/doi/full/10.1002/anie.201604308#anie201604308-fig-0003
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that we calculated for PtCO2H. This value is consistent with a weakening of the C−O 

bond caused by the activation of the CO2 moiety. Based on photodissociation products 

of PtCO2H
− (PtH− and CO2 inferred), we speculate that the structure of 

PtCO2H
− consists of a CO2 moiety and a PtH− moiety. As seen below, our 

computations bear that expectation out. 

 

Figure 4 presents the optimized structures of PtCO2H
− and PtCO2H3

−. The calculated 

3D coordinates of these two products are provided in the Supporting Information. For 

PtCO2H3
−, the global minimum is found to have C2v symmetry. It can be viewed as a 

formate anion/PtH2 adduct, namely H2Pt(HCO2)
−, where the platinum atom is planar 

tetra‐coordinated (PTC) by two hydrogen atoms and the two oxygen atoms of the 

formate anion moiety. A PTC structure is stable and commonly seen in platinum‐

containing molecules. Natural Population Analysis (NPA) shows that, along with 

CO2 insertion and hydrogen atom migration, charge is also transferred from the 

platinum hydride anion to CO2, making the formate anion moiety negatively charged 

by −0.77 e. 

 

In the optimized structure of PtCO2H
−, the only hydrogen atom is bonded to platinum. 

The platinum atom also bonds to the carbon atom of the CO2 moiety, which is bent 

from its original linear structure, indicating that CO2 has been activated by PtH−. This 

https://onlinelibrary.wiley.com/doi/full/10.1002/anie.201604308#anie201604308-fig-0004
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Figure IV.1.4 A) Optimized structures of PtCO2H3
− and B) PtCO2H

−. Bond lengths 

(Å). 

structure is consistent with photodissociation evidence observed in the photoelectron 

spectrum. NPA shows that the negative charge is also partially transferred from 

PtH− to CO2, resulting in a total charge of −0.66 e on the CO2 moiety. The O‐C‐O 

bond angle is determined to be 139.5°, close to the 134° bond angle of the free 

CO2
− anion at its global minimum.26-28 This indicates that, even though hydrogenation 

of the CO2 moiety does not occur, CO2 nevertheless becomes activated by its 

interaction with PtH−. The behavior of PtH− is analogous to that of Au−, its 

isoelectronic analogue, which is known to activate CO2 by charge transfer.29, 30 

 

Table 1 presents the EA and VDE values of PtCO2H/PtCO2H
− and 

PtCO2H3/PtCO2H3
− calculated at different theory levels. Agreement among different 

levels of theory is very good, and is also excellent between the calculated and 

experimental values. 

 

DFT calculations were carried out to investigate the mechanism of CO2 activation and 

hydrogenation. The reaction pathways were calculated for the reactions of PtH− and 
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PtH3
− with CO2, respectively. The pathway of CO2 hydrogenation by PtH3

− is 

presented in Figure 5. Before reaction, PtH3
− exhibits C2v symmetry. The first step in 

 

Table 1. Experimental and calculated VDE/EA values for PtCO2H/PtCO2H
− and 

PtCO2H3/PtCO2H3
−. 

 

 

the reaction is CO2 activation by charge transfer from PtH3
−. As soon as 

CO2 approaches the platinum atom, it bends, and the energy drops by 0.61 eV 

(structure 1 a). The highest occupied molecular orbital (HOMO) of structure 1 a 

(Figure 5) indicates that the excess electron density is delocalized over the entire 

cluster. Furthermore, according to NPA, the net charge on the CO2 moiety is −0.39 e, 

showing that it has been significantly activated. After activation, the CO2 moiety is 

ready to accept a hydrogen atom from PtH3
−. The insertion of CO2 into the Pt−H bond 

passes through the first transition state (structure TS1), with an energy barrier of 0.42 

eV. Once the hydrogen atom has transferred to CO2, hydrogenation is complete, 

yielding structure 1 b (a local minima). Structure 1 b must overcome a small rotational 

barrier (0.09 eV, TS2) so that PtCO2H3
− may reach the global minimum structure 
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shown in Figure 4 A (that is, structure 1 c in Figure 5). This permits the other oxygen 

atom to coordinate with the platinum atom, further stabilizing the entire cluster. 

 

The potential energy pathway for the reaction between CO2 and PtH− is presented in 

Figure 6. As in the first step in the reaction between CO2 and PtH3
−, CO2 is also 

activated in this case by charge transfer with the platinum atom, forming a bond 

between the platinum and carbon atoms (structure 2 a). The HOMO of this structure 

also shows substantial delocalization. The activation of CO2 provides 1.70 eV of 

stabilization energy to structure 2 a of PtCO2H
−. (Interestingly, this is much larger 

than the analogous stabilization energy for CO2 activation in PtCO2H3
−, which is 0.61 

eV.) Nevertheless, even though CO2 activation has been achieved at this point in the 

CO2 and PtH− pathway (via structure 2 a), the reaction cannot proceed further to 

CO2 hydrogenation. The reason that the reaction stops at this juncture is because of 

2.84 eV energy barrier, against which hydrogen atom transfer from structure 2 a to 

TS3 would have to occur. (Again, this energy is much higher than the analogous 0.42 

eV barrier in the CO2 and PtH3
− reaction.) The reaction cannot proceed to structure 

2 b. Our photoelectron spectrum of PtCO2H
− and accompanying calculations imply 

that we have made and photodetached structure 2 a, rather than structure 2 b. Figure 

6 also shows the energy needed to photodissociate structure 2 a into PtH−+CO2 (that 

is, 1.70 eV+1.68 eV=3.38 eV). We irradiated PtCO2H
− with 3.496 eV photons when 

https://onlinelibrary.wiley.com/doi/full/10.1002/anie.201604308#anie201604308-fig-0006
https://onlinelibrary.wiley.com/doi/full/10.1002/anie.201604308#anie201604308-fig-0006
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measuring the photoelectron spectrum, which is only slightly more energy than what 

is required to dissociate PtCO2H
−. Everything that we deduced from Figure 3 C is 

consistent with the energetics presented in Figure 6, in terms of the photodetachment 

and the photodissociation of PtCO2H
−. 

 

Figure IV.1.5  Calculated reaction pathway for CO2 hydrogenation by PtH3
−. 

 

 

Figure IV.1.6 Calculated reaction pathway for CO2 activation and thwarted 

hydrogenation by PtH−. The photodissociation process of PtCO2H
− is also presented. 

 

https://onlinelibrary.wiley.com/doi/full/10.1002/anie.201604308#anie201604308-fig-0003
https://onlinelibrary.wiley.com/doi/full/10.1002/anie.201604308#anie201604308-fig-0006
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Lastly, while there is some evidence that PtH5
− existed in the ion beam (Supporting 

Information, Figure S1), there is no evidence that it reacted with CO2; no 

PtCO2H5
− was observed in the mass spectrum. The reasons for the inertness of 

PtH5
− toward CO2 may be both structural and electronic. PtH5

− exhibits D5h symmetry. 

Thus, since the platinum atom is surrounded by hydrogen atoms, it is difficult for 

CO2 to gain access to the platinum atom. Furthermore, PtH5
− is a very stable species 

because of σ‐aromatic bonding. Both geometric and electronic features of PtH5
− are 

highlighted in Figure S4 (Supporting Information). Our calculations also show that 

PtH5
− and CO2 do not react. 
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Abstract 

We report experimental and computational results pertaining to the activation and 

splitting of single water molecules by single atomic platinum anions. The anion 

photoelectron spectra of [Pt(H2O)]−, formed under different conditions, exhibit 

spectral features that are due to the anion-molecule complex, Pt−(H2O), and to the 
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reaction intermediates, HPtOH− and H2PtO−, in which one and two O–H bonds have 

been broken, respectively. Additionally, the observations of PtO− and H2
+ in mass 

spectra strongly imply that water splitting via the reaction Pt− + H2O → PtO− + H2 has 

occurred. Extending these studies to nickel and palladium shows that they too are able 

to activate single water molecules, as evidenced by the formation of the reaction 

intermediates, HNiOH− and HPdOH−. Computations at the coupled cluster singles 

and doubles with perturbatively connected triples level of theory provide structures 

and vertical detachment energies (VDEs) for both HMOH− and H2MO− intermediates. 

The calculated and measured VDE values are in good agreement and thus support 

their identification. 

 

Introduction 

Water splitting holds great promise as a source of clean, abundant fuel.1–5 While 

electrolysis is effective, its cost is exceedingly high. Likewise, the direct cleavage of 

water’s O–H bond is energetically prohibitive (497.1 kJ/mol).6 The solution to this 

problem is generally thought to lie in catalytic water splitting, a process which 

depends critically on the activation of water molecules. A variety of molecular and 

cluster catalysts are known to be effective in aqueous media,7,8 on surfaces,9,10 and in 

gas phase environments.11,12 Single-atom catalysts provide yet another approach. 

While single-atom catalysts have been found to facilitate water splitting on 
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surfaces,13–16 water activation and splitting by single atoms in the gas phase have gone 

virtually unexplored. Here, we investigate this topic, addressing both water activation 

and water splitting by single metal atomic anions. 

 

We had originally been inspired by experiments in which sub-nano-size platinum 

clusters deposited onto semiconductor nano-rods and submerged in water were found 

to be effective water splitting photocatalysts.17–19 There, the overall catalytic process 

was H2O + Ptn
− = ½ H2 + Ptn + OH−. Rather than studying water activation by 

platinum cluster anions, however, we chose to focus on the simplest set of relevant 

reactants, i.e., a single water molecule, a single metal atom (M), and a single excess 

electron (e−), all interacting together within the sub-nano crucible of gas phase 

[M(H2O)]− cluster anions. By extending these studies beyond platinum to include 

nickel and palladium, as well as several other transition metal atoms, we explored the 

activation and splitting of single water molecules by single atomic metal anions. Our 

joint experimental and theoretical effort has resulted in strong evidence for both water 

activation and water splitting by single atomic platinum anions and for water 

activation (but without splitting) by single nickel and palladium anions. 

 

Results and Discussions 

Experimental studies of [Pt(H2O)]− were conducted using a laser vaporization ion 
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source, time-of-flight (TOF) mass spectrometry, and anion photoelectron 

spectroscopy.20 Source details are presented in the supplementary material. The left 

panels in Fig. 1 present the mass spectra of the [Pt(H2O)]− mass region along with the 

expected isotopic mass distribution pattern of [Pt(H2O)]− in its top panel. Mass 

spectra A, B, and C show the effect of increasing the vaporization laser power in three 

steps (6, 8, and 11 mJ). Note that mass peaks due to PtO− appeared and became 

stronger with increasing power. Control experiments without water, but under the 

same vaporization laser power conditions, did not result in the formation of PtO− (Fig. 

S1), suggesting that PtO− had formed as a result of the reaction between Pt− and H2O. 

The identities of the two putative PtO− mass peaks (m = 210 and 211) were confirmed 

by measuring their anion photoelectron spectra (see Fig. S2) and comparing them to 

a previous report.21 The fact that the anion photoelectron spectra at these two masses 

were identical also indicates that no PtOH− was present in the beam, since it would 

have appeared at m = 211. 

 

The top panel on the right-hand side of Fig. 1 presents the photoelectron spectrum of 

the platinum atomic anion, Pt−. This spectrum is presented for reference and agrees 

with previous reports.22 The lower three panels on the right-hand side of Fig. 1 exhibit 

anion photoelectron spectra of [Pt(H2O)]−, i.e., a, b, and c, where in each case the 

subject [Pt(H2O)]− species had been generated under the same laser vaporization 

https://aip.scitation.org/doi/full/10.1063/1.5050913
https://aip.scitation.org/doi/full/10.1063/1.5050913
https://aip.scitation.org/doi/full/10.1063/1.5050913
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(source) power conditions that had been used to measure their corresponding mass 

spectra A, B, and C, respectively. All [Pt(H2O)]− spectra were taken at mass = 216 to 

ensure that the photoelectron signals were solely from [Pt(H2O)]−. These three 

photoelectron spectra of [Pt(H2O)]− clearly differ substantially from one another, 

strongly suggesting the presence of [Pt(H2O)]− isomers, whose generation depended 

on laser vaporization (source) power. As will be explained below, the anion 

photoelectron spectra a, b, and c have been labeled with the identities of their 

[Pt(H2O)]− isomers. 

 

The top panel on the right-hand side of Fig. 1 presents the photoelectron spectrum of 

the platinum atomic anion, Pt−. This spectrum is presented for reference and agrees 

with previous reports.22 The lower three panels on the right-hand side of Fig. 1 exhibit 

anion photoelectron spectra of [Pt(H2O)]−, i.e., a, b, and c, where in each case the 

subject [Pt(H2O)]− species had been generated under the same laser vaporization 

(source) power conditions that had been used to measure their corresponding mass 

spectra A, B, and C, respectively. All [Pt(H2O)]− spectra were taken at mass = 216 to 

ensure that the photoelectron signals were solely from [Pt(H2O)]−. These three 

photoelectron spectra of [Pt(H2O)]− clearly differ substantially from one another, 

strongly suggesting the presence of [Pt(H2O)]− isomers, whose generation depended 

on laser vaporization (source) power. As will be explained below, the anion 
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photoelectron spectra a, b, and c have been labeled with the identities of their 

[Pt(H2O)]− isomers. 

 

Potentially, the anionic metal-water complex, [M(H2O)]−, could exist in three different 

structures: (i) one in which M− is “solvated” by a physisorbed water molecule, 

resulting in M−(H2O), (ii) a structure where one of the O–H bonds in H2O has been 

broken, resulting in HMOH−, and (iii) a structure in which both O–H bonds in H2O 

have been broken, resulting in H2MO−. As we will show, all three of these structural 

isomers were found to exist in the ion beam. The anionic complexes that result from 

one or both O–H bonds having been broken and the detached atom(s) having been 

reattached are water activation products. These activated species 

are intermediates along the reaction pathway that leads to H2 formation, i.e., water 

splitting. 

 

We utilized anion photoelectron spectroscopy to distinguish between these 

isomers.23 Typically, when weak physisorption (“solvation”) interactions occur 

between an anion and a water molecule, i.e., in anion-molecule complexes, the 

photoelectron spectral pattern of the resulting hydrated anion closely resembles that 

of the anion alone, except for it having been shifted to slightly higher electron binding 

energy (EBE) values and its features broadened. This is because M− remains the 
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Figure IV.2.1  The top left panel presents a stick mass spectrum showing the 

simulated isotopic mass distribution of [Pt(H2O)]−. The panels below it show the mass 

spectra of [Pt(H2O)]− species formed under three different laser vaporization power 

source conditions; mass spectrum A was recorded under low vaporization laser 

power, B under moderate vaporization laser power, and C under high vaporization 

laser power. In all cases, laser vaporization was carried out using the second harmonic 

(2.33 eV/photon) of a Nd:YAG laser. The top right panel presents the anion 

photoelectron spectrum of the Pt− atomic anion. The panels below it show the anion 

photoelectron spectra of [Pt(H2O)]− species a, b, and c, where in each case the 

[Pt(H2O)]− anions had been generated under the same laser vaporization power 

conditions used to record their corresponding mass spectra A, B, and C, respectively. 

In all cases, the anion photoelectron spectra were measured using the fourth harmonic 

(4.66 eV/photon) of a Nd:YAG laser. 
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chromophore for photodetachment; no truly chemical interactions have occurred. 

Photoelectron spectrum a on the right-hand side of Fig. 1 is an example of such an 

interaction. Its spectrum displays the same spectral pattern as the photoelectron 

spectrum of Pt−, which sits above it in Fig. 1, except for its peaks being slightly blue-

shifted and broadened. The [Pt(H2O)]− isomer in photoelectron spectrum a is thus 

seen to be the platinum atomic anion-water “solvation” complex, Pt−(H2O). 

 

At higher laser vaporization (source) power, PtO− begins to appear in mass 

spectrum B of Fig. 1. Photoelectron spectrum b exhibits both the hydrated anion 

spectral peaks of spectrum a and new features, the most prominent of which are 

marked with red stars at EBE values of 2.98 eV and 3.83 eV. This new feature is due 

to another (a second) isomer. 

 

At still higher laser vaporization (source) power, mass peaks due to PtO− in mass 

spectrum C have become even stronger. In its corresponding anion photoelectron 

spectrum, i.e., c, the peaks due to the solvated anion, Pt−(H2O), have completely 

disappeared and four new peaks have appeared. One of them, marked with a blue star 

at EBE = 3.34 eV, is due to yet another, i.e., a third, isomer of [Pt(H2O)]−, while the 

other three peaks, marked with black dots, exhibit EBE values that are identical to 

those in the photoelectron spectrum of PtO− [see Fig. S2 and Ref. 21]. There are two 



 

 

147 

possible explanations for the appearance of the PtO− photoelectron spectrum within 

photoelectron spectrum c: (1) These peaks may have arisen due to two-photon 

processes, in which the first photon dissociated the newly formed, third 

[Pt(H2O)]− isomer, producing PtO−, while a second photon photodetached an electron 

from PtO−. (2) Due to the relatively high source-laser power being used in this case, 

another possibility is that metastable [Pt(H2O)]− was formed in the source and that it 

dissociated along the time-of-flight drift path, resulting in PtO−, which continued to 

travel at the velocity of the TOF-extracted [Pt(H2O)]− anions into the 

photodetachment region.24 Since photoelectron spectrum c was taken at the 

unambiguous mass of [Pt(H2O)]−, this evidence alone implies that the newly formed 

(third) isomer in photoelectron spectrum c must have been H2PtO− and that the other 

fragment must have been H2. Together, anion photoelectron spectra a, b, and c thus 

revealed the presence of three structural isomers of [Pt(H2O)]−, the hydrated Pt− anion 

complex and two others, both of which involved O–H bond breaking. 

 

Normally, the neutral products of a gas-phase reaction can only be indirectly deduced 

by counting the atom difference between reactants and charged products. Here, 

however, to search for the presence of H2, which had been implied by our observations, 

we utilized an electron bombardment ionizer located along the beam path between the 

source and the TOF ion extractor. There, we changed appropriate voltages and 
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polarities in order to record positive ion mass spectra so that neutral H2 could be 

ionized to H2
+ and observed by our mass spectrometer. Nevertheless, when the laser 

vaporization (source) power was low, no H2
+ was seen. The only cations that we 

observed were He+, O+, OH+, and H2O
+ as seen in Fig. 2(a), all of which had formed 

due to ionization of H2O/He backing gases from the source. However, when the laser 

power was increased to the level used to record mass spectrum C, H2
+ was detected 

as shown in Fig. 2(b). This observation provided direct evidence that a single platinum 

atomic anion reacting with a single water molecule had produced H2. 

 

Figure IV.2.2 Positive ion, electron bombardment ionization mass spectra of the 

species made under low vaporization laser power (a) and high vaporization laser 

power (b). 

 

The photoelectron spectra of [Pt(H2O)2]
− and [Pt(H2O)3]

− are presented in Fig. S3. 

The absence of new features in these spectra suggests that when Pt− reacts with either 

a water dimer or trimer, it only interacts with a single water molecule, while the other 
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water molecules just solvate the [Pt(H2O)−]. 

 

Parallel experimental studies were also conducted on [Ni(H2O)]− and [Pd(H2O)]−. 

Their experimental mass spectra are presented in Fig. S4, along with their expected 

isotopic mass distributions. Unlike in the case of [Pt(H2O)]−, neither NiO− nor 

PdO− was observed even at elevated source laser powers. Additionally, no H2
+ was 

observed in either of these cases, indicating that H2 was not formed. Figure 3 presents 

the anion photoelectron spectra of [Ni(H2O)]− and [Pd(H2O)]−, along with those of 

their corresponding atomic anions, Ni− and Pd−. As in anion photoelectron spectrum b, 

in the case of [Pt(H2O)]−, the photoelectron spectra of [Ni(H2O)]− and 

[Pd(H2O)]− exhibit spectral features that are due to both the solvated anion complexes, 

Ni−(H2O) and Pd−(H2O), and additional structural isomers, these being marked by red 

dots in Fig. 3. As will be explained below, the anion photoelectron spectra of 

[Ni(H2O)]− and [Pd(H2O)]− have been labeled with the identities of their isomers. 

 

In addition to measuring the anion photoelectron spectra of [M(H2O)]−, where M = 

Pt, Ni, and Pd, we also measured the photoelectron spectra of [M(H2O)]−, where M = 

Cu, Ag, Au, Fe, Co, and V. These latter [M(H2O)]− species were formed utilizing the 

same source laser power protocol used to make [Ni(H2O)]− and [Pd(H2O)]− and 

photoelectron spectrum b in the case of [Pt(H2O)]−. The anion photoelectron spectra 

https://aip.scitation.org/doi/full/10.1063/1.5050913
https://aip.scitation.org/doi/full/10.1063/1.5050913
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Figure IV.2.3  Photoelectron spectra of the atomic metal anions, M−, (in the upper 

panels) and their corresponding [M(H2O)]− anions (in the lower panels), where M = 

Ni and Pd. All of these anion photoelectron spectra were measured using the third 

harmonic (3.49 eV/photon) of a Nd:YAG laser. Dotted tie-lines link M− peaks to the 

corresponding blue-shifted peaks in their M−(H2O) anion-molecule complexes. 

Additional structural isomers are marked by red dots. 

 

of [M(H2O)]−, where M = Cu, Ag, Au, Fe, Co, and V, are displayed along with their 

atomic anion photoelectron spectra in Fig. S5. All of them are simple anion-molecule 

(physisorbed) complexes, i.e., M−(H2O). It is important to note that none of them 

showed any photoelectron spectral features beyond those expected for an anion-

molecule complex. 

 

The details of our computational methods are presented in the supplementary material. 

Briefly, to assess the potential multi-reference nature of [M(H2O)]− and its neutral 

counterparts, we initially relied on the internally contracted Multi-Reference 
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Configuration Interaction (icMRCI) level of theory. The resultant mainly single 

reference character implied by those icMRCI calculations allowed us to employ the 

size-extensive, coupled cluster singles and doubles with perturbatively connected 

triples [CCSD(T)] approach to calculate vertical detachment energies (VDEs), where 

VDE is the vertical energy difference between an anion’s ground state and its neutral 

counterpart at the structure of the anion. 

 

The EBE values of the peak maxima in the photoelectron spectra are their VDE values. 

We have calculated VDE values for both HMOH− and H2MO− isomers (M = Pt, Ni, 

Pd) and compared them with the measured VDE values of the new spectral features. 

These are presented in Table I. For the HMOH− isomer, good agreement was obtained 

between experimental and calculated VDE values, indicating that the water-activated 

isomers, HPtOH−, HNiOH−, and HPdOH−, were all present in their respective ion 

beams. 

 

As for the H2MO− isomer, there is strong evidence for the presence of H2PtO− in 

photoelectron spectra of [Pt(H2O)]−. The peak at EBE = 3.34 eV in anion 

photoelectron spectrum c is in good agreement with the theoretically calculated EBE 

values of 3.40 eV and 3.45 eV. The high intensity of PtO− in its corresponding mass 

spectrum, i.e., C, the appearance of the photoelectron spectrum of PtO− within the  
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TABLE 1. Experimentally determined VDE values for [Pt(H2O)]−, [Ni(H2O)]−, and 

[Pd(H2O)]− compared with the computed CCSD(T)/aug-cc-pVTZ VDE values. In the 

case of [Pt(H2O)]−, experimentally measured VDE values for the isomer features 

found in photoelectron spectrum b are labeled separately from that of the isomer 

feature found in photoelectron spectrum c. Experimentally determined VDE values 

for the hydrated-anion complexes (isomers), Pt−(H2O), Ni−(H2O), and Pd−(H2O), are 

not included in this table. 

 

 

mass-selected photoelectron spectrum of [Pt(H2O)]−, and the observation of H2
+, all 

under relatively high source laser powers, are consistent with the presence of 

H2PtO− and with its decay into PtO− and H2. However, the case for the presence of 

H2PtO− at moderate source laser powers is less clear. While mass spectrum B exhibits 

PtO−, although at relatively lower intensities than does mass spectrum C and while 

traces of H2
+ are detected under moderate source laser power conditions, the 

theoretically predicted telltale H2PtO− peak at EBE ∼3.4 eV, easily seen in 
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photoelectron spectrum c, was not evident in photoelectron spectrum b. Instead, the 

EBE ∼3.4 eV region in photoelectron spectrum b is an intensity valley, although its 

floor does exhibit considerable intensity. Also, the PtO− peaks seen in photoelectron 

spectrum c are absent in photoelectron spectrum b. We conclude that if H2PtO− is 

formed under moderate source laser power conditions, there must be much less of it 

made than under higher laser power conditions. Additionally, Table I and 

Fig. 3 provide no significant evidence for the presence of H2NiO− and 

H2PdO− isomers in the beam. Also, since neither NiO−, PdO− nor H2
+ were observed 

in [Ni(H2O)]− and [Pd(H2O)]− experiments, even at high source laser powers, the 

implication is that they were not formed. 

 

High level electronic structure calculations provide insight into the reaction 

mechanisms and detailed rationalizations of the similarities and differences between 

the different metal anions. Figure 4 shows the calculated potential energy pathways 

and key structures involved in the reactions of Ni−, Pd−, and Pt− atomic anions with a 

single water molecule. The coordinates and energies of these structures are provided 

in the supplementary material. For example, Fig. 4 provides a possible explanation 

for why only H2PtO− was formed among the three group 10 systems we studied. 

Figure 4 shows that only H2PtO− is definitively exothermic relative to M− + H2O. 
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Figure IV.2.4 The calculated potential energy pathways and stationary points 

involved in the reactions of Ni−, Pd−, and Pt− with a single water molecule, H2O. Zero-

point vibrational and spin-orbit corrections are also included. 

 

Unlike the conversion of M+(H2O) cationic complexes to HMOH+ (M = Pd, Pt), which 

according to theory is endothermic,25 the transformation from M−(H2O) anionic 

complexes to HMOH− is exothermic in all three (M = Ni, Pd, Pt) cases shown in Fig. 4. 

The transition state, TS1, however, is higher in energy than the energies of both M− + 

H2O and M−(H2O) in all three cases. The barrier to be overcome is ∼0.5 eV, i.e., the 

energy of TS1 minus the energy of the reactants, M− + H2O or ∼1.0 eV, the energy of 

TS1 minus the energy of M−(H2O). These computed barriers include zero-point 

vibrational and spin-orbit corrections. Many reactions are known to proceed with 

barrier heights that are similar to these values.26–29 
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Let us further consider our results when the highest source-laser power was utilized, 

i.e., see panels C and c in Fig. 1. Under those circumstances, excess energy was 

available to the system, and in the case of H2PtO−, the excess energy was used to both 

make it and drive the reaction to the final products, PtO− and H2. The excess energy 

is also likely responsible for the formation of metastable H2PtO− complexes, these 

having been discussed above. While the origin of the excess energy that became 

available under these high source-laser power conditions is not fully resolved, the 

options are thermal excitation, electronic excitation, or both. 

 

Conclusion 

To summarize, we have investigated water activation and splitting by various single 

atomic anions, which were not previously explored in the gas phase. We demonstrated 

that platinum is special among all investigated metals and that a single platinum 

atomic anion can both activate and split a single water molecule, while single 

palladium and nickel atomic anions only activate water molecules. 

 

In the electrolysis of water, H2 gas forms at the cathode, which is typically platinum, 

while O2 forms at the anode. It is interesting to contemplate the relationship between 

the microscopic interaction between a single platinum atom, a single electron, and a 

single water molecule and the more complicated, macroscopic interaction between a 
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platinum cathode and liquid water during electrolysis. Respectively, both processes 

involve surmountable energy barriers and low over-potentials, which are 

characteristically exceptional properties of platinum. 
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Abstract 

Hydroxylamine (HA) is a potential component in next-generation monopropellants. 

In this work, we present a combined anion photoelectron spectroscopic and density 

functional theory study of the reaction between a single HA molecule and a single 

gold atomic anion, Au−. This study shows that an Au- anion can activate a HA 

molecule by inserting into its N–O bond. Our calculations show this reaction to be 

facilitated by the presence of two minimum energy crossing points (MECP’s), i.e., 

spin flips, along the reaction pathway. 

 

Introduction 

Replacing hydrazine with less toxic ionic liquids as monopropellants in spacecraft 

thrusters is appealing from both a safety and an environmental perspective. 

Hydroxylammonium nitrate (HAN) is one such ionic liquid being considered. In fact, 

HAN is a component in the monopropellant used in NASA’s 

Green Propellant Infusion Mission [1,2]. Studies of both the thermal and catalytic 
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decomposition mechanisms of HAN have informed the further development of HAN-

based monopropellants and thus of thrusters [[3]-[18]]. Hydroxylamine (H2NOH, HA) 

is a major thermal decomposition product of HAN. As such, HA can further 

decompose on heated iridium catalysts, creating ignition conditions in HAN-based 

propellants [17,19]. 

 

Single metal atoms are sometimes seen as models for mimicking active sites in 

heterogenous catalysts [[20], [21], [22], [23], [24], [25]]. Studying molecular 

activation and catalysis using gas-phase, metal atomic ions can help to better 

understand bond activation, dissociation, and new bond formation at the molecular 

level and thus to aid the design of new catalysts [[26], [27], [28], [29]]. In the present 

work, we focused on studying the activation of HA by single gold atomic anions. 

Molecular activation by gold ions has received considerable attention in gas-phase 

studies. While the gold atomic cation has been found to activate various molecules 

[[30], [31], [32], [33], [34]], the gold atomic anion tends to be inert in activating small 

molecules [[35], [36], [37], [38], [39], [40], [41], [42]]. An exception, however, is the 

activation of CO2 by Au−, a process that involves only charge transfer and not bond 

breaking [43,44]. Here, we utilize a combination of anion photoelectron 

spectroscopy and density functional theory (DFT) to provide strong evidence that Au- 

can break the N–O bond in HA, thus activating it. As shown below, Au- spin states 
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play critical roles in activating HA. 

 

Experimental and Computational Methods 

Anion photoelectron spectroscopy is conducted by crossing a beam of mass-selected 

negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 

photodetached electrons. The photodetachment process is governed by the energy-

conserving relationship: hν = EBE + EKE, where hν is the photon energy, EBE is 

the electron binding energy, and EKE is the electron kinetic energy. Our apparatus 

consists of a laser vaporization cluster anion source with an attached ligation cell, a 

time-of-flight mass spectrometer, a Nd:YAG photodetachment laser (operating at 

355 nm), and a magnetic bottle electron energy analyzer with a resolution is ∼35 meV 

at 1 eV EKE [45]. Photoelectron spectra were calibrated against the well-known 

atomic transitions of atomic Cu− [46]. 

 

The interaction between Au− and HA was studied using a laser vaporization-reaction 

cell arrangement [47]. Atomic gold anions were generated by laser vaporization of a 

pure gold foil wrapped around an aluminum rod. The resultant plasma was cooled 

with helium gas delivered by a pulsed valve, having a backing pressure of 100 psig. 

The resulting gold anions then traveled through a ligation cell (4-mm diameter), where 

it encountered HA/H2O mixed vapor. The HA/H2O mixed vapor was introduced into 
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the ligation cell by a second pulsed valve, within which resided a drop 

of hydroxylamine water solution (Since HA in its pure form is hazardous, it is sold 

dissolved in water, 50 wt%). The resulting [Au(HA)]− anionic clusters were then 

mass-analyzed and mass-selected by the time-of-flight mass spectrometer and their 

photoelectron spectra measured. 

 

Density functional theory calculations were performed with the ORCA computational 

chemistry software package [48]. All calculations were carried out with the PBE0 

functional [49,50] with the D3 dispersion correction [51] and the RIJCOSX 

approximation [52]. The Ahlrichs Def2 basis sets, Def2-TZVP were used throughout 

our calculations [53]. The Stuttgart effective core potential, SDD [54] and the ECP 

basis set, Def2-TZVP|Def2-TZVP/J were used for the gold atoms. Vertical 

detachment energies (VDE) were computed from the energetic difference between the 

relaxed anionic complex and its corresponding neutral species at the geometry of the 

relaxed anion. Frequency calculations were performed to verify that no imaginary 

frequencies existed and all optimized structures were minima. The minimum-energy 

crossing points (MECPs) for the intersection of the electronic states of different spin 

multiplicities were searched for and located by using the method developed by Harvey 

et al. [55]. 
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Results and Discussions 

The mass spectra with or without the addition of the HA/H2O mixed vapor into the 

reaction cell are shown in Fig. 1. With no HA/H2O mixed vapor, only Au− was 

observed in the mass spectrum. After adding HA/H2O vapor to the reaction cell, peaks 

due to both [Au(H2O)]− and [Au(HA)]− complexes appeared in the mass spectrum, 

these resulting from the interaction of Au− with HA or H2O, respectively. 

[Au(H2O)]− has been studied in our previous work and is not the focus of the current 

study [41]. [Au(HA)]−, on the other hand, could exist either as Au−(HA), where HA is 

physisorbed onto Au− or as a [Au(HA)]− complex, where one or more bonds in HA 

(N-H, O-H or N-O bond) have been broken. This latter case would correspond to the 

activation of HA. 
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Figure IV.3.1 The mass spectra of Au− anions without and with the addition of 

HA/H2O mixed vapor. 

 

To distinguish between these isomers, the anion photoelectron spectrum of 

[Au(HA)]− was measured. Typically, when an atomic metal anion is physisorbed by 

another molecule, the photoelectron spectrum of the resulting weakly-

attached cluster anion closely resembles that of the atomic anion alone, since that 

anion acts as the chromophore. Thus, except for being shifted to higher electron 

binding energy (EBE) and its features slightly broadened, the resulting photoelectron 

spectrum looks like that of the atomic anion. Fig. 2 presents the anion photoelectron 

spectrum of [Au(HA)]-. The evident feature in this spectrum reaches its maximal 

intensity at EBE = 3.00 eV. Thus, 3.00 eV is determined as the vertical detachment 

energy (VDE) value, i.e., the transition energy at which the Franck-Condon overlap 

between the anion’s wavefunction and that of its neutral counterpart is at its maximum. 

Vibrational progressions spaced by 0.1 eV are also observed. The EBE of Au- alone 

would have been at 2.3 eV, i.e., its electron affinity. Since the observed difference 

between the VDE values of Au- and [Au(HA)]- is, at ∼0.7 eV, relatively large for an 

ion-molecule interaction energy, and since there is evident vibrational excitation in 

the spectrum, it is clear that this is not the spectrum of the anion-molecule physisorbed 

complex, Au-(HA). The observed spectrum implies that a strong chemical 

interaction has occurred between Au- and HA, indicating hydroxylamine has been 
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activated by its interaction with Au-. 

 

Figure IV.3.2 The photoelectron spectrum of [Au(HA)]− taken by 

3rd harmonic output of a Nd:YAG laser (3.496 eV). The stick spectrum represents the 

calculated VDE value. 

 

Fig. 3 presents the DFT optimized structures of different [Au(HA)]− isomers. The 

global minimum of [Au(HA)]− has structure in which the Au− inserts into the N–O 

bond of HA, that is, H2N-Au−OH−. The other isomers, H2NO-Au-H−, H-Au-

NHOH− and Au−(H2NOH) are essentially iso-energetic, although all of them are 

∼1.8–1.9 eV higher than the global minimum. The VDE of the global minimum H2N-

Au−OH− is calculated to be 2.91 eV, which agrees well with the experimental VDE of 

3.00 eV. Because H2N-Au−OH− is the most stable calculated isomer and since its 

calculated VDE agrees with the experimental value, we are confident that Au− has 

inserted into the N–O bond of HA. The vibrational progression spaced at 0.1 eV is 

due to the bending modes of both N-H and O-H bonds. 
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Figure IV.3.3 Optimized structures for [Au(HA)]− and their relative energies. 

 

The mechanism of HA activation by Au− was investigated by DFT calculations. The 

resulting reaction pathway is presented in Fig. 4. The most salient feature of this 

pathway is the role of spin states. There, the singlet reactant, Au- is converted to a 

triplet transition state before being converted back to the singlet product. Initially, 

Au− and HA are both in their singlet ground states. After having formed the singlet 

adduct, Au-(HA), in which HA is physisorbed to Au-, the insertion of Au- into the N–

O bond begins to take place. Because of the rather high activation barrier (1.95 eV), 

however, the continuation of the reaction coordinate along the singlet surface is 

significantly hampered. Instead, the reaction can proceed more easily along the triplet 

transition state, which is only 0.73 eV above the entrance channel and much lower 

than the singlet transition state. The first minimal energy crossing point (MECP) is 

located between the physisorbed adduct and the transition states, where a crossover 

from the singlet to triplet surfaces occurs. This MECP is 0.95 eV higher than the 

entrance channel and 0.22 eV higher than the triplet transition state. Therefore, the 
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highest barrier the reactants need to overcome is the first MECP rather than the triplet 

transition state. Once the first spin flip has occurred, the insertion of Au- into the NO 

bond is essentially barrier-free. After passing through the triplet transition state, where 

the NO bond is significantly lengthened, the activation complex encounters a second 

MECP, which converts it back to singlet state and to the final H2N-Au-OH- product. 

 

Figure IV.3.4 Calculated reaction pathway for HA activation by Au−. The numbers 

denote the relative energies of different structures. 

 

Usually gold anions are inert to the activation of molecules. Such inertness can be 

explained by its d10s2 ground state electron configuration: when a σ-bond is to be 

activated, the activating agent needs to have unpaired electrons, so that it can accept 

electrons from the bond to be activated. However, due to the lack of unpaired electrons 

in ground state Au−, such electron transfer from the σ-bond to Au- is prohibited. An 

atomic orbital hybridization, which usually includes electron promotion to the 6p 

orbital, is thus required. According to our TDDFT calculations, the energy needed for 
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such promotion is around 2.9 eV, which is too high to surmount. In the present case, 

however, the interaction of Au− with HA can reduce this promotion energy from 

2.9 eV to 0.95 eV. As shown in Fig. 4, at the first MECP the [Au(HA)]− complex 

converts from its singlet state to its triplet state, suggesting the creation of two 

unpaired electrons and empty orbitals on Au moiety which can then accept the two σ 

electrons of the N-O bond. 

 

In summary, we have demonstrated that a single gold atomic anion can activate a 

hydroxylamine molecule by breaking its N-O bond, inserting there, and forming the 

H2N-Au−OH− complex. DFT calculations show that the spin crossover between 

singlet and triplet surfaces is critical for this activation to occur, as it creates the 

unpaired electrons and empty orbitals needed to accept the σ electron pair from the 

N-O bond. 
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Abstract 

The metallo-formate anions, M(CO2)
−, M = Ni, Pd, and Pt, were formed by electron-

induced CO2 activation. They were generated by laser vaporization and characterized 

by a combination of mass spectrometry, anion photoelectron spectroscopy, and 

theoretical calculations. While neutral transition metal atoms are normally unable to 

activate CO2, the addition of an excess electron to these systems led to the formation 

of chemisorbed anionic complexes. These are covalently bound, formate-like anions, 

in which their CO2 moieties are significantly reduced. In addition, we also found 

evidence for an unexpectedly attractive interaction between neutral Pd atoms and CO2. 

 

Introduction 
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The activation of carbon dioxide underpins its chemistry. Since the carbon atom in 

CO2 is in its highest oxidation state, the activation of CO2 inevitably involves 

reducing it, and that implies CO2 accepting some degree of negative charge. 

Accomplishing this, however, requires at least a partial bending of CO2. The 

CO2
− anion that results from CO2 having accepted a full negative charge is metastable; 

the electron affinity of CO2 is −0.6 eV. While some studies have dealt with free carbon 

dioxide anions, most have focused on anionic complexes consisting of CO2 and 

various other atoms and molecules.1–43 Anion photoelectron studies of N-heterocycle-

CO2 heterogeneous anionic dimers by Kim et al. showed significant covalent 

character in their intermolecular bond.6,7 Subsequent work by Johnson et al.8 and by 

ourselves9 added additional dimensions to this topic. In all cases, however, the 

CO2 moieties were found to be partially negatively-charged and bent. Infrared 

photodissociation studies of transition metal–CO2 anionic complexes by Weber et 

al. further explored this topic.10–23 Both electrostatically-bound, metal atom-multiple 

CO2 anionic complexes (physisorption) and covalently-bound, metal atom-multiple 

CO2 anionic complexes (chemisorption) were found. In the latter cases, the 

CO2 moieties were partially bent and had accepted some significant portion of the 

negative charge, while in the former cases, the CO2 were only very slightly bent, 

suggesting insignificant CO2 activation. Calculations implied that the metal atoms 

were far away from the CO2 moieties in the neutral complexes, and that their 
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CO2 moieties were structurally identical to isolated CO2 molecules. Subsequent work 

in our laboratory measured the anion photoelectron spectra of copper–, silver–, and 

gold–CO2 anionic dimers, finding only physisorption in the case of silver, i.e., 

Ag−(CO2), only chemisorption in the case of copper, i.e., Cu(CO2)
−, and both 

physisorbed and chemisorbed isomers for gold, i.e., Au−(CO2) and Au(CO2)
−, 

respectively.24 

 

Here, we present our study of the Group 10 transition metal–CO2 anionic complexes: 

[Ni(CO2)]
−, [Pd(CO2)]

−, and [Pt(CO2)]
−, using anion photoelectron spectroscopy and 

theoretical calculations. In contrast to our previous work with the Group 11 coinage 

(s1) metals, the Group 10 metals adopt richer outer electron shell configurations 

(d8s2 for Ni, d10 for Pd, and d9s1 for Pt) with significantly greater prospects for 

complex chemical bonding. Indeed, strong evidence for chemisorption was found in 

all three of the Group 10 metal–CO2 anionic complexes studied here, implying that 

Ni−, Pd− and Pt− all activated CO2 to form Ni(CO2)
−, Pd(CO2)

−, and Pt(CO2)
−, 

respectively. Thus, all three of these Group 10 metal anions were seen to be able to 

both reduce and activate CO2. 

 

Methods 

Experimental 
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Anion photoelectron spectroscopy is conducted by crossing a beam of mass-selected 

negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 

photodetached electrons. The photodetachment process is governed by the energy-

conserving relationship: hν = EBE + EKE, where hν is the photon energy, EBE is the 

electron binding (photodetachment transition) energy, and EKE is the electron kinetic 

energy. Our apparatus consists of a laser vaporization cluster anion source, a time-of-

flight mass spectrometer, a Nd:YAG photodetachment laser, and a magnetic bottle 

electron energy analyzer.44 The photoelectron spectrometer resolution is ∼35 meV at 

EKE = 1 eV. The third harmonic output of a Nd:YAG laser (355 nm) was used to 

photodetach electrons from mass-selected M− and [M(CO2)]
− anions, where M = Ni, 

Pd, Pt. Photoelectron spectra were calibrated against the well-known atomic 

transitions of atomic Cu−.45 The [M(CO2)]
− (M = Ni, Pd, Pt) anion complexes were 

generated in a laser vaporization ion source. It consisted of rotating, translating nickel, 

palladium, or platinum rods, which were ablated with second harmonic (532 nm) 

photon pulses from a Nd:YAG laser, while 10%/90% He/CO2 gas mixtures at 60 psi 

were expanded from a pulsed valve over the rods. 

 

Theoretical 

Density functional theory calculations were performed with the ORCA computational 

chemistry software package.46 All calculations were carried out with the B3LYP 
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functional47 with the D3 dispersion correction48 and the RIJCOSX 

approximation.49 The Ahlrichs Def2 basis sets were used throughout our 

calculations.50 For geometry optimization, Def2-TZVP and auxiliary Def2-TZVP/J 

basis sets51 were chosen for carbon, oxygen and nickel atoms; the Stuttgart effective 

core potential SDD52 and ECP basis set Def2-TZVP|Def2-TZVP/J were used for 

palladium and platinum atoms. The potential energy surfaces of neutral Ni, Pt–

CO2 along the M–C coordinate were computed by scanning the M–C bond length with 

a step width of 0.1 Å, while relaxing the rest of the cluster. Single-point calculations 

were then improved with Def2-QZVPP|Def2-QZVPP/J basis sets and all-electron 

relativistic calculations (ZORA). The structure of neutral PdCO2 was also checked 

using the PBE0 and M06-L functionals.53 The vertical detachment energy (VDE) is 

the energy difference between the ground state anion and its corresponding neutral at 

the geometry of the anion, i.e., these are vertical photodetachment transitions. The 

adiabatic detachment energy (ADE) is the energy difference between the lowest 

energy, relaxed geometry of the anion and the relaxed geometry of a structurally 

similar isomer (nearest minimum) of its neutral counterpart. The adiabatic electron 

affinity (EA) is the energy difference between the lowest energy, relaxed geometry of 

the anion and the relaxed geometry of the lowest energy isomer (the global minimum) 

of its neutral counterpart. When the nearest local minimum and the global minimum 

are one and the same, ADE = EA. In this work, we calculated ADE values. In the 
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systems studied here, there is only one credible minimum for the neutral species, and 

it is therefore the global minimum. For that reason, we report ADE values as EA 

values here. Also, note that since the Franck–Condon principle governs which spectral 

features are seen within its anion-to-neutral wavefunction overlap window, there is 

often a correspondence between the lowest EBE transition observed experimentally 

and the properly calculated ADE value. Franck–Condon simulation was performed 

for the PdCO2
− spectrum. This simulation, however, was not practical for NiCO2

− and 

PtCO2
− due to the large structural changes between anions and neutrals. Frequency 

calculations were performed to verify that no imaginary frequencies existed for any 

of the optimized structures. 

 

Results and Discussion 

The photoelectron spectra of [M(CO2)]
− (M = Ni, Pd, Pt) are presented in Fig. 1. For 

comparison, the atomic anion photoelectron spectra of Ni−, Pd−, and Pt− are also 

presented above each [M(CO2)]
− spectrum there. In the anionic complexes, 

[M(CO2)]
−, the CO2 moiety can be either physisorbed or chemisorbed to M−. For 

physisorbed complexes, the interaction between M− and CO2 is weak; they can be 

considered to be M− anions “solvated” by CO2 molecules, i.e., M−(CO2). In 

physisorbed anion-molecule complexes such as these, their M− anion moieties act as 

chromophores for photodetachment, with the resulting photoelectron spectra closely 
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resembling the photoelectron spectral patterns of M−, just shifted to higher electron 

binding energies (EBE) with their spectral features slightly broadened.54,55 These 

shifts are typically a few tenths of an eV, corresponding approximately to ion-

solvation stabilization energies. This spectral behavior provides a distinctive 

spectroscopic signature for physisorbed (solvated) anion complexes. The 

photoelectron spectra of [Ni(CO2)]
−, [Pd(CO2)]

−, and [Pt(CO2)]
−, however, do not 

exhibit this behavior in relation to their atomic anion photoelectron spectra, i.e., Ni−, 

Pd−, and Pt−. They are not physisorbed species. Moreover, their spectral shifts are far 

too large to be due to weak, solvation-like interactions. The spectral shifts between 

the lowest EBE features of the atomic anions and those of their corresponding anionic 

complexes are about an electron volt. The anionic complexes studied here, i.e., 

[Ni(CO2)]
−, [Pd(CO2)]

−, and [Pt(CO2)]
−, are chemisorbed complexes, i.e., NiCO2

−, 

PdCO2
−, and PtCO2

−. Significant chemical interactions have occurred, resulting in 

bonds between the metal atoms and their CO2 moieties. 

 

Energetic parameters can also be determined from the spectra. When there is sufficient 

Franck–Condon overlap between the ground state of the anion and the ground state 

of the neutral, and when vibrational hot bands are absent, the threshold EBE (ET) is 

the value of the electron affinity (EA). The ET in PdCO2
− spectrum can be determined 

definitively. For NiCO2
− and PdCO2

−, however, the relatively weak, shelf-like 
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Figure IV.4.1 Anion photoelectron spectra of Ni− and NiCO2
−, Pd− and PdCO2

−, and 

Pt− and PtCO2
−. The vertical lines in the PdCO2

− spectrum represent Franck–Condon 

simulated vibrational progression. 

 

features on the low EBE side of the major peaks are likely hot bands. Thus, 

the ET values for those two systems were determined by extrapolating the low EBE 

sides of their major peaks to baseline. In all three anionic complexes, the EBE values 

of the intensity maxima in their major peaks are their vertical detachment energy 

(VDE) values, corresponding to the transitions that have maximum Franck–Condon 

overlap between the ground electronic states of the anionic complexes and their 

neutral counterparts. The onset of the higher EBE feature in PdCO2
− spectrum is due 

to the vertical photodetachment transition from the ground state anion to its neutral 

counterpart in its first excited electronic state. The EA and VDE values of NiCO2
0/−, 

PdCO2
0/−, and PtCO2

0/− are listed in Table 1. 
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Table 1 Experimental and theoretical EA and VDE values for MCO2 and MCO2
−, M 

= Ni, Pd, Pt, respectively. All values are in eV 

 

 

A synergy between theoretical calculations and anion photoelectron spectroscopy can 

provide insights into the structures, energetics and the nature of chemical bond of the 

investigated clusters.55–61 The calculated structures of the anionic complexes and their 

corresponding neutrals are presented in Fig. 2. The first row shows the geometries of 

the anionic complexes along with their respective HOMOs, while the second row 

provides the geometries of their neutral counterparts. The M–C bond length (Å), the 

C–O bond length (Å), and the O–C–O bond angle (in degrees) are shown for each 

case. For the chemisorption species, NiCO2
−, PdCO2

−, and PtCO2
−, the M–C bond 

lengths are 2.01 Å, 2.03 Å, and 2.02 Å, respectively, suggesting the formation of 

single bonds between M and C in all cases. The CO2 moiety is significantly bent in 

all three anionic. complexes, with an O–C–O bond angle of 138.26° for NiCO2
−, 

140.62° for PdCO2
− and 136.34° for PtCO2

−, respectively. A natural population 

analysis shows that the CO2 moieties in NiCO2
−, PdCO2

−, and PtCO2
− have negative 

charges of −0.75 e, −0.59 e, and −0.67 e, respectively. Thus, the CO2 moiety has been 
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significantly reduced in all of these anionic complexes. The O–C–O bond angles in 

all three systems are similar one another, as are the negative charges on their 

CO2 moieties. The fact that they are not completely synchronized is likely due to the 

natural population analysis (NPA) being less reliable than the structural calculations. 

For the three anionic complexes, the C–O bond lengths are all between 1.22–1.23 Å, 

which is longer than the 1.16 Å C–O bond length in isolated CO2 (1.16 Å). This 

implies that when negative charge is transferred to the CO2 moiety, the C–O bond is 

elongated and weakened. Thus, NiCO2
−, PdCO2

−, and PtCO2
− all share a metallo-

formate geometry. Furthermore, they are structurally quite similar in terms of M–C 

bond length, C–O bond length and O–C–O bond angle. Note that based on the 

calculated structures and charge distributions, Pd− seems to have the weakest 

interaction with CO2 of all three metal anions, although Pd has the lowest electron 

affinity which is expected to facilitate the charge transfer to the CO2 moiety. One 

possible reason for Pd− being the outlier is its electron configuration, d10s, which is 

different to that of Ni− and Pt−, d9s2. The calculated EA and VDE values are listed 

in Table 1 along with their corresponding experimental values. Excellent agreement 

between experimental and theoretical values, is seen for all three anionic complexes, 

validating the geometry optimizations shown in Fig. 2. 
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Figure IV.4.2 Calculated structures of NiCO2
−, PdCO2

−, PtCO2
− (first row) and 

NiCO2, PdCO2, PtCO2 (second row). The HOMOs of the anionic complexes are also 

presented. 

 

In neutral NiCO2 and PtCO2, the metal atom is far away from CO2. Also, their 

CO2 moieties are structurally identical to an isolated CO2 molecule. The potential 

energy surfaces of neutral NiCO2 and PtCO2 seem to show a shallow energy well at a 

M–C bond length of around 2.0 Å, but the energies of these local minima are higher 

than when CO2 is far away (Fig. 3). The repulsive part of the neutral surfaces occurs 

at a M–C bond length less than 1.9 Å. Since NiCO2
− and PtCO2

− have a M–C bond 

length of 2.01 and 2.02 Å, respectively, the repulsive part of each neutral surface is 

not accessed during the vertical photodetachment process. The structural parameters 

show that there is little interaction between the neutral atoms of Ni and Pt and CO2, 

which is as expected based on our previous research.24 Surprisingly, however, the 



 

 

182 

optimized neutral PdCO2 structure shows incipient chemisorption character, that 

while much weaker than in its PdCO2
− anionic counterpart, is significantly stronger 

than the physisorption interactions seen in neutral NiCO2 and PtCO2. In neutral 

PdCO2, the Pd–C bond length is 2.31 Å, which is characteristic of a metal–carbon 

bond. The CO2 moiety is noticeably bent, with the O–C–O bond angle being 163.42°. 

The NPA analysis shows the CO2 moiety as possessing a negative charge of −0.16 e, 

indicating a degree of charge transfer between neutral Pd and CO2. The neutral 

PdCO2 structure was also verified using the PBE0 and M06-L functionals. Both 

functionals yielded the same PdCO2 structure as the B3LYP one. In addition, the 

Franck–Condon simulated spectrum of PdCO2
− reproduces the experimental one (Fig. 

1), offering a further validation of the neutral PdCO2 structure. Taken together, these 

features suggest that CO2 can be activated by a single neutral Pd atom. 
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Figure IV.4.3 The potential energy surfaces of neutral NiCO2 and PtCO2 with respect 

to the M–C bond length. The red crosses represent the M–C bond length of optimized 

anionic NiCO2
− and PtCO2

−. 

 

In order to provide further insight into the nature of the bonding in neutral PdCO2, we 

analyzed its molecular orbitals. In most cases, the molecular orbitals of neutral M(CO2) 

species are composed of atomic orbitals of M and molecular orbitals of CO2, which 

are essentially independent of one another. The molecular orbitals of neutral 

PtCO2 (HOMO to HOMO−8) are presented on the left side of Fig. 4, and they provide 

typical examples of the molecular orbitals in neutral MCO2 species. The absence of 

wavefunction overlap between the M and CO2 moieties is consistent with a lack of 

interaction between neutral M atoms and CO2 moieties. In the case of neutral PdCO2, 

most of its molecular orbitals can also be viewed as independent atomic orbitals of Pd 

and molecular orbitals of CO2. However, this is not the case for all orbital interactions 

between Pd and CO2. The HOMO−4 and HOMO−6 orbitals, seen on the right side 

of Fig. 3, clearly result from the combination of Pd atomic orbitals and CO2 molecular 

orbitals. There, one observes significant interaction, i.e., overlap, between some of the 

orbitals of Pd and CO2. For HOMO−4, the interaction is mainly between the Pd 

dz
2 orbital and the B1 orbital of bent CO2. For HOMO−6, the interaction is through the 

overlap between Pd dxy orbital and the B2 orbital of bent CO2. The wavefunction 

overlap between these Pd atomic and CO2 molecular orbitals is likely the reason for 

https://pubs.rsc.org/en/content/articlehtml/2019/cp/c9cp01915d#imgfig4
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the weak binding interaction and the partial charge transfer between neutral Pd atom 

and CO2. Although we are unaware of corroborating experimental evidence for their 

weak binding, our calculations imply a neutral PdCO2 bond dissociation energy of 

0.85 eV. For comparison, the bond dissociation energy of the PdCO2
− anionic complex 

is predicted to be 1.78 eV. 

 

Figure IV.4.4 Selected molecular orbitals of neutral (a) PtCO2 and (b) PdCO2. The 

overlap between the metal atomic orbitals and the CO2 molecular orbitals is barely 

present in neutral PtCO2, but is significant in neutral PdCO2. 

 

Conclusion 

This combined anion photoelectron spectroscopic and computational study 

characterized the metallo-formate anions, M(CO2)
−, where M = Ni, Pd, and Pt, and 

demonstrated that the addition of an excess electron led to significant CO2 reduction 

in these systems. While neutral transition metals are normally incapable of reducing 

CO2, we found evidence of an unusual attractive interaction between neutral Pd and 
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CO2. 
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Abstract 

Mass spectrometric analysis of the anionic products of interaction between platinum 

atomic anions, Pt−, and methane, CH4 and CD4, in a collision cell shows the preferred 

generation of [PtCH4]
− and [PtCD4]

− complexes and a low tendency toward 

dehydrogenation. [PtCH4]
− is shown to be H−Pt−CH3

− by a synergy between anion 

photoelectron spectroscopy and quantum chemical calculations, implying the rupture 

of a single C−H bond. The calculated reaction pathway accounts for the observed 

selective activation of methane by Pt−. This study presents the first example of 

methane activation by a single atomic anion. 

 

Converting methane into high value chemicals requires it first to be chemically 

activated. However, because the dissociation energy of the C−H bond is high, i.e., 440 
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kJ mol−1,1 activation is challenging. Typically, either elevated reaction temperatures 

or high activity catalysts are required,2, 3 but these inevitably compromise 

selectivity.4 Industrially, the end product of methane conversion is usually the 

generation of syngas, but this process consumes large amounts of energy. Clearly, it 

would be advantageous to functionalize methane through the selective and energy‐

efficient activation of the thermodynamically strong C−H bond. This goal is therefore 

among the greatest challenges in catalysis. 

 

Gas‐phase studies of methane activation by metal atoms and clusters have provided 

insight into methane functionalization at the molecular level.5-42 In the case of 

platinum the reactivities of its cationic, neutral, and anionic atoms and clusters with 

methane have been widely investigated.36-49 For its atoms, in particular, both cationic 

and neutral platinum atoms have been shown to activate methane, yielding both 

dehydrogenation and C−H insertion products, whereas anionic platinum atoms were 

found in FT‐ICR mass spectrometric experiments to exhibit only negligible reactivity 

toward methane.36 

 

Here, we show that under our experimental conditions, platinum atomic anions, Pt−, 

activate methane, and that due to their preference for activating only one C−H bond, 

they do so with significant selectivity. This study represents the first observation of 
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methane activation by single atomic anions. 

 

Our experimental apparatus has been described previously.50-52 Briefly, Pt− was 

prepared in a laser vaporization source and interacted with methane introduced into a 

reaction cell downstream. The resultant anionic products were identified by time‐of‐

flight mass spectrometry. Anions of interest were mass‐selected and then 

characterized by anion photoelectron spectroscopy, which involves crossing a mass‐

selected beam of anions with a fixed‐frequency photon beam and energy‐analyzing 

the resultant photodetached electrons. The photodetachment process is governed by 

the energy‐conserving relationship, hν=EKE + EBE, where EKE is the electron 

kinetic energy and EBE is the electron binding (transition) energy. 

 

Figure 1 presents mass spectra with or without the addition of methane. With no 

methane in the reaction cell, only Pt− and weak intensities of PtC− and PtO− were 

observed (Figure 1 A). The formation of PtC− and PtO− was likely due to trace 

amounts of carbon and oxygen present on the platinum metal surface. When methane 

or deuterated methane was added to the reaction cell, prominent mass series of 

[PtCH4]
− and [PtCD4]

− anionic complexes appeared (Figure 1 B,C). The presence of 

strong [PtCH4]
− and [PtCD4]

− ion intensities shows that Pt− interacts efficiently with 

methane under our experimental conditions. The much weaker intensity peaks on the 
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low mass side of the [PtCH4]
− or [PtCD4]

− peaks are due to PtC−, [PtCH2]
− or 

[PtCD2]
−. The presence of reaction products, [PtCH2]

− and [PtCD2]
−, is indicative of 

relatively weak dehydrogenation of methane by Pt−. By contrast, dehydrogenation and 

the formation of platinum‐carbene complexes were the dominant outcomes of 

reactions between neutral and cationic platinum atoms and methane.43-46 

 

 

Figure IV.5.1 The mass spectra of Pt− without methane (A), with methane (B), and 

with deuterated methane (C). 

 

Figure 2 presents the anion photoelectron spectra of Pt−, [PtCH4]
−, and [PtCD4]

−, all 

measured with 3.496 eV photons. The photoelectron spectrum of Pt− shows no 

transitions originating from excited‐state Pt− (Figure 2 A), confirming that the 

reaction occurs between ground‐state Pt− and methane. The anion photoelectron 

spectra of [PtCH4]
− and [PtCD4]

− are presented in Figures 2 B and 3 C, respectively. 
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Potentially, these spectra could be due to physisorbed complexes, activation species, 

or both. In the physisorbed case, Pt− and methane would be weakly bound together to 

form Pt−(CH4) and Pt−(CD4). Typically, when an anion is solvated by another 

molecule, the anion photoelectron spectrum of the resulting physisorbed anionic 

complex closely resembles that of the anion alone, except for its spectral pattern 

having been shifted to higher electron binding energies (EBE) and its features slightly 

broadened.53 In the activation case, one or more C−H/C−D bonds would be broken, 

leading to the formation of Hn−Pt−CH4−n
− and Dn−Pt−CD4−n

−. The anion 

photoelectron spectrum of such activation species would be drastically different to 

that of the anion due to changes in the electronic structure. The photoelectron spectra 

of [PtCH4]
− and [PtCD4]

− bear no resemblance to the spectrum of Pt−, and in fact their 

lowest EBE peaks lie below the EBE of the lowest EBE peak in the Pt− spectrum. 

Therefore the spectroscopic evidence strongly supports that [PtCH4]
− and 

[PtCD4]
− are activation species rather than physisorbed complexes. Thus, within each 

of these entities, methane activation has occurred; chemistry has taken place. The fact 

that Figures 2 B and 2 C have essentially identical features confirms that the activation 

species, [PtCH4]
− and [PtCD4]

−, have the same geometries and electronic structures. 

 

The lowest EBE feature in the photoelectron spectra of both [PtCH4]− and 

[PtCD4]
− has its maximum spectral intensity centered at EBE=1.93 eV. Thus, 1.93 eV 
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is their common vertical detachment energy (VDE). The VDE is defined as the 

photodetachment transition energy at which the Franck‐Condon overlap is at its 

maximum between the anion's vibrational wave function and that of its neutral  

 

Figure IV.5.2 Photoelectron spectra of Pt− (A), [PtCH4]
− (B), and [PtCD4]

− (C), all 

measured with 355 nm (3.496 eV) photons. 

 

counterpart with both in their ground electronic states. The other peaks in the spectra 

are due to vertical photodetachment transitions from the ground state anion to its 

neutral counterpart in its various excited electronic states. All of the experimental 

vertical photodetachment transition energies values are tabulated in Table 1. 

 

Density functional theory (DFT) calculations were performed to find the most 

thermodynamically stable isomer of [PtCH4]
−, which was expected to be the main 
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contributor of the photoelectron spectrum. The energetics of the low‐energy isomers 

were then refined at the CCSD(T) level of theory. The computational details are given 

in the Supporting Information (SI). Figure 3 presents the structures of different 

 

Table IV.5.2 Experimental and calculated vertical photodetachment transition 

energy values for the GM structure, H−Pt−CH3
−. 

 

[a] CCSD(T) calculated VDE plus MRCI+Q calculated excitation energies; see the Supporting 

Information. 

 

 [PtCH4]
− isomers along with their relative energies. All energies are zero‐point 

energy corrected. The global minimum (GM) of [PtCH4]
− features Cs symmetry and 

one activated C−H bond, i.e., H−Pt−CH3
−. The physisorbed complex, Pt−(CH4), is 

0.62 eV above the GM. Two isomers corresponding to the breakage of two C−H bonds, 

the hydrogen‐Pt‐carbene complex (H2)−Pt−CH2
− and the dihydrido‐Pt‐carbene 

complexes H2−Pt−CH2
−, are, respectively 0.63 and 0.69 eV higher than the GM. Note 

https://onlinelibrary.wiley.com/doi/full/10.1002/ange.201903252#ange201903252-fig-0003
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that the H−H bond length (0.99 Å) in (H2)−Pt−CH2
− is significantly longer than that 

in the free H2 molecule (0.74 Å). Such elongation suggests H2 activation due to back‐

donation from the Pt−CH2
− moiety to the H2 σ* antibonding orbital (Figure S2). This 

back‐donation strengthens the interaction between H2 and Pt−CH2
− moieties and can 

lead to a high dehydrogenation energy.54 The two structures that resulted from 

activating three and four C−H bonds have relative energies of 1.57 and 2.69 eV, 

respectively, making them unlikely to form under our experimental conditions. The 

isomers of [PtCD4]
− have the same structures as [PtCH4]

−; their relative energies are 

provided in Figure 3 in parenthesis. To verify that the calculated GM of 

[PtCH4]
− describes the experimental spectrum, its vertical photodetachment transition 

energies values were computed at the multi‐reference configuration interaction 

(MRCI+Q) level of theory and compared with the observed experimental values 

(Table 1). The calculated values accurately reproduce all the transitions observed in 

the photoelectron spectrum of [PtCH4]
−, thus providing unambiguous validation of 

the GM structure, H−Pt−CH3
−, as the major reaction product. Therefore, the combined 

results from mass spectroscopy, anion photoelectron spectroscopy, and ab initio 

quantum calculations have confirmed that atomic Pt− readily activates methane, and 

that such activation process leads to H−Pt−CH3
− with high selectivity. 

 

To provide mechanistic insight into the highly selective C−H bond cleavage and low 

https://onlinelibrary.wiley.com/doi/full/10.1002/ange.201903252#ange201903252-tbl-0001
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dehydrogenation tendency observed when Pt− activates methane, the reaction 

pathway was investigated with quantum calculations. The reaction pathway energy 

diagram is presented in Figure 4. The reaction occurs entirely on a doublet potential 

energy surface. Initially, CH4 physisorbs onto Pt− and forms the van der Waals 

complex  1, Pt−(CH4), with a binding energy of 0.08 eV. This solvation complex then  

 

Figure IV.5.1 Optimized structures for [PtCH4]
− and their relative energies compared 

to its GM. The relative energies of [PtCD4]
− are shown in parenthesis. Energies are 

given in eV. Bond lengths are given in Å. 

 

Passes over a transition state TS1/2 in which one C−H bond is weakened and 

elongated. The activation barrier is 0.42 eV above local minima 1. Such a moderate 

barrier can be overcome under the multi‐collision conditions in the reaction cell, 

where translational energy is provided by collisions with the supersonically‐expanded 

He carrier gas.12 After overcoming TS1/2, Pt− is inserted into the C−H bond and 

methane is activated, yielding the GM structure 2, H−Pt−CH3
−, the major activation 
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product observed in the current experiments. The activation complex would next need 

to overcome TS2/3 with a barrier of 0.80 eV, in order for a second H atom to migrate 

from the methyl group to Pt to form 3, H2−Pt−CH2
−. The subsequent H transfer 

over TS3/5 to form H3‐Pt‐CH− (structure 5) is not favored, since it is quite 

endothermic with a large barrier of 0.89 eV above the entrance channel. Instead, 

H2−Pt−CH2
− (structure 3) can pass over the negligible barrier of TS3/4 to form 

(H2)−Pt−CH2
− (structure 4), where the two H atoms have combined to form a H2‐like 

molecule attached to the Pt‐carbene moiety. Its subsequent dissociation into H2 and 

PtCH2
− is quite endothermic by 0.93 eV, which is consistent with the previous analysis 

of a strong binding between H2 and Pt−CH2
−. The overall reaction of 

Pt−+CH4→PtCH2
−+H2 is thus endothermic by 0.86 eV. Note that this is significantly 

different from the cases of methane reacting with Pt+ or Pt0, where dehydrogenation 

is exothermic or only slightly endothermic.43, 44 Our computed reaction pathway thus 

gives a quantitative rationale for the highly selective C−H bond cleavage and the low 

dehydrogenation tendency that occurs when Pt− activates methane. It also explains the 

lack of an efficient hydrogen dissociation channel, and especially the fact that the 

H−Pt−CH3
− is trapped in the minimum on the potential energy surface, resulting in its 

highly selective formation 

 

The ground state of Pt−, 2D(6s25d9), has one unpaired electron, allowing the formation 
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of only one σ‐bond. In order for Pt− to form the GM H−Pt−CH3
− structure, one 

electron is promoted from the 5d to the 6p orbital to generate the 4G(6s25d86p1) 

excited state with three available unpaired electrons. Two of them can couple with the 

unpaired electrons of the H(2S) and CH3(
2A2′′) fragments to form the two Pt−H and 

Pt−C σ‐bonds. The formations of these two σ‐bonds stabilizes the 

H(2S)/Pt−(4G)/CH3(
2A2′′) interaction, resulting in the formation of the GM. The 

remaining one electron occupies a 5d‐6p hybrid orbital that couples with the CH4 anti‐

bonding orbital during the activation process (Figure 5), fulfilling the accepted donor–

acceptor model for σ‐bond activation.43 
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Figure IV.5.2 Calculated reaction pathway for methane activation by Pt−. Zero‐point 

energy corrected energies are given in eV. Bond lengths of the transition states are 

given in Å. 

 

Figure IV.5.3 Selected molecular orbitals of the GM H−Pt−CH3
− depicting the Pt−C 

and Pt−H bonds and the nearly intact valence Pt orbitals. 

 

To summarize, we have demonstrated that Pt− is able to selectively activate only one 

C−H bond in methane, representing the first example of methane activation by atomic 

anions. Mass spectrometric analysis of the reaction products between Pt− and 

CH4 shows the preferred generation of [PtCH4]
− and a low tendency toward 

dehydrogenation. [PtCH4]
− is confirmed as H−Pt−CH3

− by anion photoelectron 

spectroscopy and quantum chemical calculation, suggesting a selective rupture of just 

one C−H bond. The single unpaired electrons in ground‐state Pt− necessitates electron 

promotion to the 6p orbital in order to facilitate the reaction over a moderate barrier. 

The demonstration of methane activation by atomic anions has opened a new route 
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for designing novel catalysts for C−H bond functionalization. 
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V. Electron-Molecule Interactions 

Negative ions are formed by the interactions between electrons and neutral molecules 

or clusters. Therefore, negative ion photoelectron spectroscopy (NIPS) is a natural 

tool to study such interactions. Understanding electron-molecule interactions is of 

fundamental importance to physical chemistry. The two types of electron-molecule 

interactions I have primarily investigated are electron-induced proton transfer (EIPT) 

and bounded electrons due to weak attractions.  

 

EIPT is a fundamental chemistry process. It is particularly relevant to electrochemistry, 

radiation chemistry, and biology. For inter-molecular EIPT, electrons are first attached 

to an aggregation of at least two molecules, inducing the transfer of a proton from the 

acidic site of one molecule to the basic site of another nearby molecule. 

 

Negative ions can be formed due to electron capture by long-range, weak attractive 

interactions, in which the excess electrons reside in diffuse non-valence orbitals. Weak 

attractions between electrons and neutral molecules lead to the formation of diffuse 

excess electron states, these including correlation-bound, quadrupole-bound, 

polarizability-bound, and dipole-bound electrons.  

  



 

 

203 

V.1 Dipole-Bound Anions of Intramolecular Complexes 
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Abstract 

Dipole-bound molecular anions are often envisioned as unperturbed neutral, polar 

molecules with single excess electrons. We report the observation of intramolecular 

structural distortions within silatrane molecules due to the formation of their dipole-

bound anions. The combination of Rydberg electron transfer–anion photoelectron 

spectroscopy (RET-PES) and ab initio computational methodologies (CCSD and MP2) 

was used to study 1-hydro- (HS) and 1-fluoro- (FS) silatranes and their dipole bound 

anions, HS– and FS–. The vertical detachment energies (VDEs) of HS– and FS– were 

measured to be 48 and 93 meV, respectively. Ab initio calculations accurately 

reproduced these VDE values as well as their photoelectron spectral profiles. This 

work revealed significant shortening (by ∼0.1 Å) of dative Si ← N bond lengths 
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when HS and FS formed dipole-bound anions, HS– and FS–. Detailed computational 

(Franck–Condon) analyses explained the absence of vibrational features in the 

photoelectron spectra of HS– and FS–. 

 

Dipole-bound anions can be formed by the interaction of electrons with highly polar 

neutral molecules or small clusters.(1−6) The formation of dipole-bound states is 

thought to be the initial step in the attachment of electrons to many polar molecules. 

Thus dipole-bound anions that play this role are sometimes referred to as “doorway” 

or “stepping stone” states.(7−16) A combination of experimental findings and 

theoretical predictions implies that molecules with dipole moments greater than 2.5 D 

can form dipole-bound anions.(17,18) 

 

The excess electron in a dipole-bound molecular anion can be envisioned as a highly 

delocalized cloud, tethered at the positive end of the molecular dipole and extending 

over a relatively large volume. Because it interacts only weakly with the larger 

molecule, the excess electron’s binding energy is very small, and there is little 

distortion of the molecule’s nuclear framework. For these reasons, dipole-bound 

anions exhibit a distinctive anion photoelectron spectroscopic signature, consisting of 

a single narrow peak at very low electron binding energy (EBE).(19,20) The narrow 

peak derives from the fact that the structures of dipole-bonded molecular anions are 
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essentially the same as their corresponding neutral molecules, which, in turn, leads to 

near-perfect Franck–Condon overlap and thus to a single narrow peak. In cases where 

significant structural distortion does occur, however, additional peaks can appear in 

the anion photoelectron spectra. These are often seen in the dipole-bound anions of 

hydrogen bond, dimers, and trimers, such as (HF)2(21,22) and 

indole(H2O)1,2,(16) where intermolecular structural changes have occurred. Such 

peaks are due to combination bands of molecular and intermolecular (weak) vibrations. 

The dipole-bound anions of lone molecules do not show clear evidence of structural 

distortion; that is, they tend to exhibit single narrow peaks in their anion photoelectron 

spectra without evidence of additional Franck–Condon combination bands. 

 

Silatranes, XSi(OCH2CH2)3N (see Figure 1), are highly polar (∼6–9 D) molecular 

cages with labile, internal Si ← N dative bonds. These bonds are strongly sensitive to 

the nature of their axial substituents, X, and to external factors.(23−27) An attractive 

interaction Si ← N in silatranes predetermines the peculiarity of their structure, 

unusual spectral characteristics, and reactivity as well as a wide spectrum of biological 

activity.(23,24) 

 

Here we present results from our combined experimental–theoretical study of 1-

hydro-silatrane (HS) and 1-fluoro-silatrane (FS) and their anions. These two were 
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initially selected because they do not have low-lying vacant orbitals (primarily of π-

type)(25−28) and therefore are candidates for forming dipole-bound 

anions, HS– and FS–. It is also important to note that HS and FS differ in their Si ← 

N bond strengths(23,25) and that their geometries are known from electron diffraction 

studies.(29,30) 

 

 

Figure 1. Structure of 1-hydro- (HS) and 1-fluoro- (FS) silatrane. 

 

The formation of the anions HS– and FS– benefited from our use of specialized 

experimental methods. Rydberg electron transfer (RET) is the ideal technique for 

forming dipole-bound anions. Schermann, Compton, Hammer, and ourselves have 

used RET extensively to prepare dipole-bound anions and analyze their EBEs using a 

semiempirical formula.(17,18,31−33) The recently developed combination of RET 

and anion photoelectron spectroscopy (PES), however, provides a somewhat more 
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comprehensive picture of dipole-bound anion energetics and structural aspects. In this 

work, we used our one-of-a-kind RET-PES apparatus and state-of-the-art ab initio 

computational methods to study the dipole-bound anions of 1-hydro- (HS) and 1-

fluoro- (FS) silatrane, that is, HS– and FS–. 

 

Silatrane anions, HS– and FS–, were generated by a RET source. Neutral silatrane 

molecules, HS and FS, were vaporized in a heated pulsed valve and expanded with 

10 psig of helium gas. Their anions, HS– and FS–, were formed when the 

neutral HS and FS molecules collided with a thermally expanded beam of potassium 

atoms, which had been excited to nd Rydberg states, where n is the principal quantum 

number, in two steps using two dye lasers. The anion signals were found to optimize 

at the 14d Rydberg state for HS– and 13d Rydberg state for FS–. The anions were then 

extracted into a time-of-flight mass spectrometer and mass-selected, after which their 

excess electrons were photodetached with another laser and energy-analyzed using 

velocity-map imaging spectroscopy. Details of the experiments are presented in 

the Supporting Information. 

 

Figure 2 presents the anion photoelectron spectra of HS– and FS–. The comb-like 

spikes along the baseline are due to noise and are of no consequence. Each spectrum 

consists of a major, sharp peak at rather low EBE, strongly implying 
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that HS– and FS– are dipole-bound anions. For HS–, the EBE peak is centered at 48 

meV with a full width at half-maximum (fwhm) of ∼35 meV (Figure 2A). The EBE 

peak of FS– is centered at 93 meV also with an fwhm of ∼35 meV (Figure 2B), 35 

meV being only slightly greater than the experimental resolution. We assign these two 

peaks as the origins of the transitions between the dipole-bound anions and their 

corresponding neutral molecules. Therefore, the vertical detachment energy (VDE) 

values for HS– and FS– anions are 48 and 93 meV, respectively. Note that the EBE 

value of FS– is higher than that of HS–, which is to be expected due to the higher 

dipole moment of FS as compared with HS (Table S1). In photoelectron spectra such 

as these, which are dominated by single sharp peaks due to the close similarity 

between the structures of the anion and its neutral counterpart, the anion’s VDE value 

is only slightly greater than the value of its corresponding neutral’s electron affinity 

(EA). 

 

The computed C3 symmetry structures of HS, FS, and their dipole-bound 

anions, HS– and FS–, optimized at MP2/B2(s) and CCSD/6-31++G(d,p) levels of 

theory are presented in Figure 3. Both the 2A1 dipole-bound anions and their 

corresponding neutral molecules were all found to exhibit single minima on their 

potential energy surfaces. For neutral molecules, the CCSD/6-31++G(d,p) method 

accurately reproduces the Si ← N bond lengths, dSi←N, as determined from electron 
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diffraction data(29,30) to within ∼0.03 Å, while with the MP2/B2(s) method, the 

discrepancy is ∼0.05 Å. More importantly, regardless of the method used for 

geometry optimization, a significant deformation of the coordination center around 

the silicon atom, XSiO3N, is observed upon the addition of an excess electron. This is 

also accompanied by an increase in ηe, that is, the pentacoordinate character or 

trigonal bipyramidal structure of the silicon atom (Figure 3, Table S2). Such structural 

deformation is mainly manifested by a decrease in dSi←N in the anion compared with 

that of its corresponding neutral. So, as a measure of the silatrane geometry response 

to the extra electron addition, we have chosen the ΔdSi←N value, which is defined as 

the difference between the experimental Si ← N bond lengths for neutral molecules 

and the calculated bond lengths for their dipole-bound anions. For HS–, ΔdSi←N is 

predicted to be 0.106 Å when calculated by the MP2/B2(s) method and 0.224 Å when 

computed by the CCSD/6-31++G(d,p) method. For FS–, ΔdSi←N is computed to be 

0.101 Å by MP2/B2(s) and 0.189 Å by CCSD/6-31++G(d,p) (see Figure S1, its legend 

and corresponding comments). 
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Figure 2. Anion photoelectron spectra of the dipole-bound anions of (A) 1-hydro- and 

(B) 1-fluoro-silatrane measured with the first harmonic of a Nd:YAG laser (1064 nm, 

1.165 eV). 

 

Figure 3. MP2/B2(s) (in black) and CCSD/6-31++G(d,p) (in red) optimized 

geometries of silatranes, HS and FS, and their dipole-bound anions, HS– and FS–. 

Electron diffraction structural parameters for HS and FS are shown in blue. The bond 

lengths are in angstroms and the bond angles are in degrees. B2(s) is the 6-311++G(d,p) 

triple-ζ basis set augmented with an additional diffuse s function on each H atom and 

a set of diffuse s and p functions on the other atoms (see further description in 

the Supporting Information). 
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It is pertinent to note that upon the formation of valence-bound silatrane anions, 

calculations show their dative Si ← N bonds elongating rather than shortening.(34) 

 

Figure 4 shows that the spin density in HS– and FS– is localized outside the nuclear 

frame on the positive dipole end, confirming them as dipole-bound anions (see also 

the Figure S2). Therewith, in accordance with the dipole moment values 

in HS and FS, the electron cloud density for FS– is higher than that for HS– (see, for 

example, ref (35)). 

 

Figure 4. Spin density distributions of HS– and FS– obtained at the MP2/B2(s) level 

(plotted with 0.00003 e·bohr–3 contour spacing). 

 

The experimental and calculated VDE values for the dipole-bound 

anions, HS– and FS–, are presented in Table1. The MP2/aug-cc-pVDZ+5s5p4d(N) 

and MP2/aug-cc-pVDZ+5s5p(H3) methods predict negative VDE values, incorrectly 
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estimating the stability of the dipole-bound anions. Only methods that invoke basis 

sets with a large number of diffuse functions or account for more electron correlation 

give qualitatively correct predictions on electron attachment to these molecules. 

Exceptional agreement with experimental VDE values is observed when using the 

CCSD/6-31++G(d,p) geometries with MP2/aug-cc-pVDZ+5s5p4d(H3N) and 

MP2/B2(s) methods. On the contrary, for MP2/B2(s) geometries, the best quality 

VDE calculations are demonstrated by using CCSD and CCSD(T) methods with the 

B2(s) and B2 basis sets. Noticeably, the EAs of HS and FS are calculated at the 

CCSD(T)/B2 level to be 39 and 90 meV, respectively, these being slightly lower than 

their VDE values, as expected. Because the VDE and EA values virtually coincide 

when there is near-perfect Franck–Condon overlap, as is the case for dipole-bound 

anions, the EA values of HS and FS were not separately determinable by the 

experiment. 

 

Table 1. Experimental and Calculated Values of the Vertical Detachment Energies 

(VDEs, in eV) for the Dipole-Bound Anions, HS– and FS–b 
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a The same VDE value was obtained using the MP2/aug-cc-pVDZ+7s7p8d(N) method. 

b Red boxes encapsulate the combinations of theoretical methods for geometry and energies that best 

match experiment. 

 

The ΔdSi←N values predicted by CCSD/6-31++G(d,p) are considerably larger than 

those predicted by MP2/B2(s), specifically by 0.108 Å for HS– and 0.088 Å 

for FS– (see Figure 3). Because excellent agreement between the experimental and 

calculated VDE values is found for both MP2 and CCSD optimized geometries, it is 

difficult to determine which geometry is more accurate based only on the quality of 

the VDE calculations. 

 

The choice between the geometry optimization methods for silatranes and their anions 

can also be done using the Franck–Condon simulation of the photoelectron spectra 
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of HS– and FS– (Figure 5). An excellent match between experimental and theoretical 

photoelectron spectra is achieved when using the MP2 optimized geometries 

for HS– and FS– (Figure 5A,B). The estimated fwhm values for the dominant peak in 

the theoretical photoelectron spectra of HS– and FS– (0.036 and 0.035 eV, 

respectively) agree with the experimental widths. The simulated photoelectron spectra 

of HS– and FS– using the CCSD geometries have complex vibrational profiles, which 

are fundamentally different from the observed experimental photoelectron spectra 

(Figure 5C,D). As a result, we conclude that the CCSD/6-31++G(d,p) method 

overestimates the change of the Si ← N bond length and also other structural 

parameters when an excess electron is attached to HS or FS. The MP2/B2(s) level of 

theory predicts more accurate anionic geometries and reasonable ΔdSi←N values of 

0.106 Å for HS– and 0.101 Å for FS–. Such a large deformation of bond contacts is 

unprecedented for dipole-bound molecular anions. 



 

 

215 

 

Figure 5. Overlaid experimental (black solid line) and Franck–Condon (red dashed 

line) photoelectron spectra of HS– and FS–. Vibrational progressions are given by a 

blue line spectrum. (A,B) MP2/B2(s) geometry optimizations and normal vibrational 

modes. In determining the position of the 0–0 transition, we used the CCSD(T)/B2 

adiabatic electron affinity (AEA) value (0.039 eV) for HS– and the CCSD/B2 AEA 

value (0.090 eV) for FS–. (C,D) CCSD/6-31++G(d,p) optimized geometries and 

MP2/B2(s) normal vibrational modes. 

 

Franck–Condon factors are listed in Table S3. We show that the main peaks in the 

simulated photoelectron spectra of HS– and FS– are formed by the superposition of 

the 00
0, 10

1, 40
1 and 00

0, 10
1, 60

1 transitions, respectively. These transitions are spaced 
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apart from one another by <0.03 eV, which is comparable to the instrumental 

resolution. This situation can explain the observed asymmetry and broadening at the 

bottom of the HS– and FS– peaks on their high EBE sides. The geometric relaxation 

upon the attachment of an electron occurs mainly along the first and fourth normal 

vibrational modes in HS and along the first and sixth modes in FS. They correspond 

to the Si ← N dative bond stretching and torsional motion of the SiO3 and 

N(CH2)3 fragments around the C3 symmetry axis in the silatrane molecule. The 

corresponding harmonic vibrations have very low frequencies (ω): for HS, ω1 = 85 

cm–1 and ω4 = 235 cm–1 with increases of 2 and 10 cm–1, respectively, upon transition 

to the anionic state; for FS, ω1 = 91 cm–1 and ω6 = 237 cm–1 with increases of 0 and 

14 cm–1, respectively, in the anionic state. The reason for this is the high lability of the 

Si ← N dative bond in HS, FS, and their dipole-bound anions, where <0.017 eV of 

energy is needed to change the Si ← N distance by 0.1 Å (see Figure S1 and 

refs (36−38)). Consequently, the vibrational transitions (00
0, 10

1, 40
1) and (00

0, 10
1, 60

1), 

which are associated with the donor–acceptor moiety XSiO3 ← N(CH2)3, are very 

energetically close and form a separate, narrow main peak (typical of dipole bound 

anions) in the photoelectron spectra of HS– and FS–. 

 

In addition to the above, the vibrational transitions 130
1 at 0.11 eV and 330

1 at 0.19 eV 

for HS– and 220
1 at ∼0.20 eV for FS– were observed in their theoretical spectra (Table 
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S3). However, despite the significant structural changes in the coordination center 

XSiO3N of HS and FS upon the extra electron attachment, the intensity of these 

additional peaks in the photoelectron spectra of HS– and FS– does not exceed the 

noise level in the experimental spectrum. Indeed, judging from the Franck–Condon 

factors values (Table S3), the relatively rigid modes 13 (HSiO bending) and 33 (CO 

bond stretching) in HS and mode 22 (SiF bond stretching) in FS are practically not 

populated upon the electron photodetachment from HS– and FS–. 

 

To summarize, we report the observation of an unusual structural change when a lone 

molecule (intramolecular complex) forms dipole-bound anions. This provides new 

insight into our current understanding about dipole-bound anions, where excess 

electrons are weakly bound to the neutral molecular framework. The novel 

combination of RET and PES is promising for investigating anions that were not 

easily attained previously. 
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Abstract 

Here, we demonstrate the capabilities of the unique combination of Rydberg Electron 

Transfer (RET) and Velocity Map Imaging-Anion Photoelectron Spectroscopy (VMI-

aPES) to form dipole bound anions and to measure their photoelectron spectra. For 

these purposes, we have chosen the dipole bound anions of acetonitrile, ammonia-

water dimer, water dimer, dimethyl sulfoxide and thymine as examples. All of these 

had been previously formed and/or studied but by other methodologies.  

 

Introduction 

The interactions between electrons and atoms, molecules, or clusters govern many 

processes in chemistry and physics.  When stable negative ions are formed as a result 

of these interactions, they may exist either as valence anions or as diffuse electron 

states [1-39].  As negative ions, they can be mass-analyzed in mass spectrometers 
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and, once mass-selected, their anion photoelectron spectra can be measured.  While 

we can utilize a variety of ion sources to create negative ions, we focus here on the 

Rydberg electron transfer (RET) anion source as a means of forming them and on 

velocity map imaging as a technique for measuring their anion photoelectron spectra.  

 

Rydberg electron transfer (RET) is a gentle process that transfers an electron from a 

highly-excited atom to a neutral molecule, forming a negative ion. In RET, a pulsed, 

helium-seeded beam of neutral molecules is crossed with a continuous, thermal beam 

of potassium atoms, which have been excited to one of their Rydberg levels by two 

dye laser pulses: one set at a fixed frequency to pump the potassium atoms to their 

2P3/2 state and the other tuned to the appropriate nd Rydberg level. Upon collision of 

the neutral molecule and the highly excited Rydberg atom, charge transfer occurs, 

forming an ion pair. Once it separates into ions, the anions produced by RET are 

pulsed through a time-of-flight mass spectrometer, mass-selected, photodetached by 

another laser pulse, and their resultant electrons energy-analyzed by anion 

photoelectron spectroscopy (aPES). Negative ion photoelectron spectroscopy (aPES) 

is a powerful tool for probing electronic structure information about neutral molecules 

and/or clusters. Anion PES is governed by the energy-conserving relationship, hν = 

EBE + EKE, where hν is the energy of the photon beam, EBE is the binding energy of 

the electron, and EKE is the kinetic energy of the electron.  Our time-of-flight mass 
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spectrometric and photoelectron spectroscopic apparatus has previously been 

described [11,40]. The apparatus includes both a magnetic bottle energy analyzer, 

which has a resolution of about 35 meV at EKE of 1 eV, as well as a velocity-map 

imaging (VMI) energy analyzer, with ΔE/E ~0.03. The most common information 

provided by anion photoelectron spectra is the vertical detachment energy (VDE) of 

the anion being studied. The VDE is the photodetachment transition energy from the 

anion’s ground state to its neutral counterpart at the structure of the anion. 

(Photodetachment is an ultra-fast and therefore vertical process.) The adiabatic 

electron affinity (EA) is the energy difference between the ground states of the anion 

and its neutral counterpart. Its appearance in a photoelectron spectrum is dependent 

on the structural similarity between the anion and its neutral, i.e., on Franck-Condon 

overlap. In most of the anions presented here, the structures of the anion and its neutral 

are almost identical, making the VDE and the EA values essentially the same values. 

The VDE value in a given photoelectron spectrum is the electron binding energy (EBE) 

corresponding to the intensity maximum of the lowest EBE peak in the spectrum. 

When the VDE value is small, the electron binding energy for that anion is also small 

and in all likelihood the geometries of the anion and its corresponding neutral 

molecule are quite similar. The RET technique allows us to create unusually fragile 

anions. Here, we demonstrate some of the capabilities of this one-of-a-kind 

combination of a Rydberg electron transfer anion source and velocity map imaging-
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anion photoelectron spectroscopy. Velocity map imaging is the electron energy 

analysis technique of choice for measuring the anion photoelectron spectra of low 

VDE anions.  

 

Results 

Below in Figure 1, we present mass spectra of eight anions made with our RET ion 

source, whereas in Figure 2-7, we present the corresponding anion photoelectron 

spectra of six of those same systems. Five of the six anions presented in Figure 2 are 

dipole bound anions. For molecules (or small clusters) that do not form valence anions, 

they can often form dipole bound anions when their dipole moments are large enough 

to capture an excess electron. The critical dipole moment required is equal or greater 

than ~2.5 Debye. The RET and VMI-aPES combination is especially well-suited for 

studying dipole bound anion states. 

 

Figures 2-7 present anion photoelectron spectra of the species we formed by RET. 

Since RET is a resonant process, the K** Rydberg level used to make a given anion 

is indicated on the spectrum by nd, where n is the principle quantum number. For the 

five dipole bound anions discussed here, Table 1 compares VDE values from previous 

experiments, from the present RET-aPES experiments, and from theory, along with 

listing the dipole moments of their neutral counterparts.  
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Acetonitrile was found to form a dipole bound anion in both stand-alone RET 

experiments [14-16], in conventional anion photoelectron experiments using a non- 

 

Figure 1. Mass spectra of the anions: (a) acetonitrile anion, (b) ammonia-water dimer 

anion, (NH3-H2O)-, (c) water dimer anion, (H2O)2
-, (d) water cluster anions, (H2O)n

-, 
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(e) dimethyl sulfoxide anion, DMSO-, (f) nitric oxide anions, NO-, (g) nitrobenzene 

anions, and (h) thymine anions, made with the Rydberg electron transfer (RET) source 

and analyzed by our TOF mass spectrometer. 

 

RET anion source [17,20,30,36], and through theoretical calculations [19,30]. Our 

photoelectron spectrum of the acetonitrile anion, generated and measured by the 

combined RET-VMI-aPES technique, is shown in Figure 2. The single, narrow peak 

at very low electron binding energy (EBE) is characteristic of diffuse electron states, 

such as dipole bound anions. The peak’s narrowness is due to the structures of the 

anion and the neutral being nearly identical. The low EBE value of its peak center 

(low VDE) is due to its excess electron being weakly bound. While there is some 

variation in the acetonitrile anion’s VDE values listed in Table 1, they are also broadly 

consistent. 

 

While ammonia alone has a relatively low dipole moment of ~1.4 D, its hetero-dimer 

with water, i.e., (NH3-H2O), has a dipole moment of 2.9 D. This led us to predict that 

it would form a dipole bound dimer anion. Stand-alone RET experiments and 

calculations showed that it does [21,22].  Our anion photoelectron spectrum of (NH3-

H2O)-, generated and measured by the combined RET-VMI-aPES technique, is shown 

in Figure 3. VDE comparisons in Table 1 are again broadly consistent with one another. 
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While the water molecule also has a modest dipole moment of ~1.85 D, its dimer, i.e., 

(H2O)2, has a dipole moment of ~2.6 D [21,23] and, since it is greater than 2.5 D, it 

forms a dipole bound anion. The water dimer anion, (H2O)2
-, was the first dipole 

bound anion to be seen by anion photoelectron spectroscopy [13,21,23,24,33]. Our 

anion photoelectron spectrum of (H2O)2
-, generated and measured by the combined 

RET-VMI-aPES technique, is shown in Figure 4. VDE comparisons in Table 1 are 

consistent with one another. 

 

Dimethyl sulfoxide ((CH3)2SO) has a dipole moment of 3.96 D and was shown by 

through stand-alone RET experiments to form a dipole bound anion [16,26]. Our 

anion photoelectron spectrum of DMSO-, generated and measured by the combined 

RET-VMI-aPES technique, is shown in Figure 5, again in broad agreement with other 

measurements. 

 

Thymine has a dipole moment of 4.13 D and, thus, is also able to bind an excess 

electron via its dipolar field.  A combination of experimental and theoretical 

assessments agrees [27,28,30,38]. Our anion photoelectron spectrum of the thymine 

dipole bound anion, generated and measured by the combined RET-VMI-aPES 

technique, is shown in Figure 6, and is again in broad agreement with other 



 

 

228 

measurements. 

 

The last spectrum to be presented is that of (H2O)17
-. While not a dipole bound anion, 

it is nevertheless a diffuse electron state and is usually considered to be an embryonic 

hydrated electron state. It was originally measured by both stand-alone RET and 

conventional anion photoelectron spectroscopy [24,33]. Our anion photoelectron 

spectrum of (H2O)17
-, generated and measured by the combined RET-VMI-aPES 

technique, is shown in Figure 7 and matches previous anion photoelectron spectra of 

it quite well. 

 

Table 1. Comparison of the vertical detachment energy (VDE) values from this work, 

previous experiments, and theoretical calculations for the studied anionic species.  

Anionic 

Species 

Dipole 

Moment  

(μ, D) 

VDE (meV) 

Current 

Exp. 

Previous Exp. Theory 

Acetonitrile 3.92a,b 22 

3,c 11,d 12,e 

18.0,f 18.2g 

13.4,h 

15.5g 

(NH3-H2O) 2.9i 7 9i 13.5j 

(H2O)2 2.6i,k 35 42i,l 45,k,m 48n 41.9o 

DMSO 3.96a,b 5 7.4,a 13.9b 13.9b 
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Thymine 4.13p 71 69q 

51r, 

69g  

aSee ref. 16; bSee ref. 26; cSee ref. 20; dSee ref. 15,16,36; eSee ref. 14; fSee ref. 17; gSee ref. 30; 

hSee ref. 19; iSee ref. 21; jSee ref. 22; kSee ref. 23; lSee ref. 33; mSee ref. 13; nSee ref. 24; oSee ref. 

25; pSee ref. 28; qSee ref. 27; rSee ref. 38. 

 

 

Figure 2. Photoelectron spectrum of the acetonitrile anion taken with the first 

harmonic (1064 nm) of a Nd:YAG laser. 
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Figure 3. Photoelectron spectrum of the ammonia-water dimer anion taken with the 

first harmonic (1064 nm) of a Nd:YAG laser. 

 

Figure 4. Photoelectron spectrum of the water dimer anion taken with the first 

harmonic (1064 nm) of a Nd:YAG laser. 

 

 

Figure 5. Photoelectron spectrum of the dimethyl sulfoxide anion, DMSO-, taken with 
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the first harmonic (1064 nm) of a Nd:YAG laser. 

 

 

Figure 6. Photoelectron spectrum of the thymine anion taken with the first harmonic 

(1064 nm) of a Nd:YAG laser.  

 

   

 

 

 

 

 

 

Figure 7. Photoelectron spectrum of the water cluster anion, (H2O)17
-, taken with the 
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third harmonic (355 nm) of a Nd:YAG laser. 

 

Summary 

Here, we have presented a collection of mostly dipole-bound, anion photoelectron 

spectra, generated and measured by our combined RET-VMI-aPES technique, for the 

purpose of demonstrating the capabilities of this unique methodology. 
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Abstract 

Using a combination of Rydberg electron transfer and negative ion photoelectron 

spectroscopy, we revisited an earlier study which, based on several separate pieces of 

evidence, had concluded that trans- and gauche-succinonitrile can form quadrupole 

bound anions (QBA) and dipole bound anions (DBA), respectively. In the present work, 

succinonitrile anions were formed by Rydberg electron transfer and interrogated by 

negative ion photoelectron spectroscopy. The resulting anion photoelectron spectra 

exhibited distinctive spectral features for both QBA and DBA species in the same 

spectrum, thereby providing direct spectroscopic confirmation of previous indirect 

conclusions. Just as importantly, this work also introduces the integrated combination of 

Rydberg electron transfer and anion photoelectron spectroscopy as a powerful, tandem 

technique for studying diffuse excess electron states.  
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Introduction 

Negative ions can be formed not only through attachment of electrons to conventional, 

valence orbitals but also due to electron capture by long-range, electrostatic forces and/or 

dispersion effects. Negative ions formed by the latter route possess excess electrons that 

are very weakly bound and spatially diffuse. The component electrostatic potentials 

associated with these forces can be expressed through the multipole expansion for a 

given charge distribution as monopole, dipole, quadrupole, octupole… moments, 

although this representation is strictly valid only at a distance. Nevertheless, in cases 

where there is no valence binding of the excess electron, and where all but one of the 

electrostatic moments are null, it is customary to credit that non-zero moment as the 

primary interaction responsible for any excess electron binding that is observed. The 

best studied case among these are dipole-bound anions, i.e., anions whose excess 

electrons are weakly bound due to the dipolar fields of the anions’ neutral counterparts. 

The formation of dipole bound anions have been postulated as the first step in electron 

attachment to polar molecules, and for that reason they are sometimes referred to as 

“doorway” states.1-16 

 

The next higher term in the multipole expansion is the quadrupole moment. Unlike 

dipole-bound anions, evidence for quadrupole-bound anions, where electrons are bound 

by long-range charge-quadrupole attraction, has been scarce. Quadrupole-bound anions 
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were first predicted theoretically in 1979.17 Early experimental searches for quadrupole-

bound anions examined the negative ions of carbon disulfide,18,19 formamide,20 para-

dinitrobenzene,21 and small clusters of magnesium oxide.12,22 However, due either to a 

lack of theoretical confirmation and/or to strong indications that they were instead 

valence-bound, the excess electrons in none of these exhibited the weakly bound and/or 

spatially diffuse properties expected of quadrupole bound anions.  

 

The first convincing evidence for the existence of quadrupole bound anions was 

presented by Schermann, Desfrancois, Bowen, and Compton in 2004.23 Their conclusion, 

that the trans-succinonitrile anion is a quadrupole bound anion, was based on two 

different types of experimental measurements and on their theoretical calculations. 1. 

Rydberg electron transfer (RET) experiments were performed by crossing a beam of 

succinonitrile molecules with a beam of laser-excited Rydberg atoms and monitoring the 

formation of parent succinonitrile anions mass spectrometrically as a function of 

Rydberg principle quantum number, n. The succinonitrile beam contained both trans- 

and gauche-conformers, with the former possessing a large quadrupole moment but a 

null dipole moment and with the latter exhibiting a large dipole moment.24 These 

experiments were conducted at both the University of Paris Nord using xenon Rydberg 

atoms and at the University of Tennessee using rubidium Rydberg atoms. Both RET 

experiments gave fully consistent results, with each exhibiting a sharply-peaked, anion 
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intensity versus n feature at and around n = 12. Application of the semi-empirical 

formula, EA = 23 eV/n2.8, implied an electron affinity (EA) of 22 meV for the molecules 

that formed anions at n = 12.25 This was interpreted as the EA value of neutral trans-

succinonitrile and as evidence for it having formed a ground state, quadrupole bound 

anion. Surprisingly, however, neither of the Rydberg electron transfer experiments 

showed discernible evidence for a sharply-peaked feature, corresponding to the expected 

dipole bound anion of gauche-succinonitrile, even though such peaks are characteristic 

of dipole bound anions formed in RET experiments.  

2. The other type of experimental measurement performed on succinonitrile anions 

utilized negative ion photoelectron spectroscopy and was conducted at Johns Hopkins 

University. There, a beam of succinonitrile anions was formed by a nozzle-ion source, 

mass-selected, and photodetached, after which its photoelectrons were energy 

analyzed.26 The resulting anion photoelectron spectrum exhibited a sharp peak at an 

electron binding energy (EBE) of 108 meV and with two weaker molecular vibrational 

features at higher electron binding energies. Its spectral profile was typical of dipole 

bound anion photoelectron spectra.3 Because of this distinctive signature and the EBE 

value of its principle peak, it was interpreted as being due to the dipole bound, gauche-

succinonitrile anion with an EA value of 108 meV for neutral gauche-succinonitrile. 

Interestingly, however, there was no evidence for a photoelectron peak with an EBE 

value in the vicinity of 22 meV and thus no indication of a quadrupole bound anion. On 
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the other hand, such weakly-bound excess electrons could have easily been field-

detached by the gauntlet of electric fields from multiple lenses along the ion path in that 

particular apparatus, if in fact quadrupole bound anions had been formed by the nozzle-

ion source. 

 

Thus, while the Rydberg electron transfer experiment gave evidence for a quadrupole 

bound, trans-succinonitrile anion but not for a dipole bound, gauche-succinonitrile anion, 

the anion photoelectron spectroscopic experiment gave evidence for a dipole bound, 

gauche-succinonitrile anion but not for a quadrupole bound, trans-succinonitrile anion. 

Nevertheless, DFT/B3LYP calculations conducted as part of that work found the anions 

of trans- and gauche-succinonitrile to be quadrupole bound and dipole bound, 

respectively. Thus, the conclusion that the trans-succinonitrile anion is a ground state, 

quadrupole bound anion was based on several separate pieces of evidence. 

 

Subsequent high-level calculations on succinonitrile anions by Sommerfeld concluded 

that while the dipole moment of gauche-succinonitrile is sufficient to explain excess 

electron binding in its anion, excess electron binding in the trans-succinonitrile anion is 

more complex and is due both to the quadrupole moment of trans-succinionitrile and to 

electron correlation effects, with the latter playing the larger role.24 Dispersion is an 

electron correlation effect. In diffuse excess electron states, such as dipole bound and 
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quadrupole bound anions, London dispersion forces, acting between the diffuse excess 

electron cloud and its home (neutral) molecule, can have attractive interactions that are 

comparable to or even exceed those of electron-multipole interactions.10,27 Dispersion 

appears to have made an important contribution to excess electron binding in the trans-

succinonitrile anion and possibly in the gauche-succinonitrile anion as well. In anion 

photoelectron spectra, sharp peaks at low electron binding energies are characteristic of 

all types of diffuse-electron anion states, e.g., correlation-bound,9,28,29 polarizability-

bound, dipole-bound,2-4 quadrupole-bound,23 and double Rydberg anions.30 This is 

because the weak interaction between the excess electron and its home molecule leads 

not only to low excess electron binding energies for the resulting anion, but it also leaves 

the anion and its corresponding neutral in nearly identical structures, leading to high 

Franck-Condon overlap and narrow peaks.  

 

In the years since 2004, interest in quadrupole bound anions has continued to grow with 

the development of several new computational models,31-34 the theoretical prediction of 

specific quadrupole-bound anions,24,35 and the observation of excited, quadrupole-bound 

states in a valence-bound, ground state anion.36  

 

In the present work, we revisit succinonitrile anions, using the unique combination of 

Rydberg electron transfer to efficiently prepare their ground state, diffuse-electron anion 
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states and negative ion photoelectron spectroscopy to directly and spectroscopically 

measure their electron binding energies. This approach allows us to comprehensively 

tackle unfinished business from the earlier work and to present a more complete story.  

 

Experimental Method 

 

Figure 1. Schematic of our combined Rydberg electron transfer anion source and its 

associated negative ion photoelectron spectrometer.  

 

Figure 1 presents a schematic of our combined Rydberg electron transfer - anion 

photoelectron (photodetachment) spectroscopic apparatus.  The RET region, where 

target molecules and optically-prepared Rydberg atoms collide to form anions, is on the 

left, while the photoelectron region, where the resultant mass-selected anions are 

photodetached and their electrons energy-analyzed, is on the right.  A beam of neutral 

succinonitrile molecules was generated by expanding succinonitrile vapor in helium (10 

psig) through the nozzle of a pulsed valve into vacuum. This beam was then crossed with 
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an effusive beam of potassium atoms, which had been excited to nd Rydberg states in 

two steps using two dye lasers. One dye laser pumped the potassium atoms to the 2P3/2 

state using 766.7 nm photons, while the other was tuned to reach specific Rydberg levels. 

Upon collisions between Rydberg excited potassium atoms and succinonitrile molecules 

inside the ion extraction region of the apparatus, charge transfer occurred, producing 

potassium cations and parent succinonitrile anions, which momentarily formed ion pairs 

before dissociating into their component ions. The nascent anions were then pulsed into 

the negative ion photoelectron spectrometer portion of the apparatus, where they were 

mass-selected using time-of-flight mass spectrometry before their electrons were 

photodetached using 1064 nm linearly-polarized light from a Nd:YAG laser. The kinetic 

energies of these photoelectrons were then measured using a velocity-map imaging 

(VMI) spectrometer. (An available “magnetic bottle” type electron energy analyzer on 

this apparatus was not used in this work.) VMI analysis was achieved by accelerating 

the electrons along the axis of the ion beam toward a position-sensitive detector coupled 

to a CCD camera. The resulting two-dimensional image was then reconstructed via the 

BASEX method,37 yielding the corresponding anion photoelectron spectrum. Since the 

photoelectron technique is governed by the energy-conserving relationship, hν = EKE + 

EBE, where hν, EKE, and EBE are the photon energy, the electron kinetic energy, and 

the electron binding (transition) energy, respectively, knowing hν and measuring EKE 

values, provides corresponding EBE values. Photoelectron spectra in this work were 
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calibrated against the well-known spectrum of NO-.26 

Results and Discussions 

The study in 2004 was interpreted in terms of the trans-succinonitrile anion being a 

quadrupole bound anion, whose neutral counterpart had an electron affinity of 22 meV, 

and in terms of the gauche-succinonitrile anion being a dipole-bound anion state, whose 

corresponding neutral had an electron affinity of 108 meV. That work provides a 

reference point for the present combination RET - photoelectron study of succinonitrile 

anions.  

 

Figure 2 presents the photoelectron spectra of succinonitrile anions made by charge 

transfer with Rydberg potassium atoms, K**(11d), presented alongside its corresponding 

velocity mapping image. In the anion photoelectron spectrum at the left, two sharp peaks 

at low electron binding energies are in evidence. For the reasons described above, both 

of these peaks are symptomatic of photoelectron spectroscopic signatures of diffuse 

excess electron states. The lower EBE peak is centered at 18 meV with a full width at 

half-maximum (fwhm) ~40 meV, while the higher EBE peak is centered at 135 meV 

with a fwhm of ~33 meV, where the peak widths are a consequence of the resolution of 

the instrument. These peak centers are vertical detachment energies (VDE), i.e., the 

transition energy from the anion to its corresponding neutral at the geometry of the anion. 

Since the structures of diffuse excess electron states (anions) and their corresponding 
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neutrals are essentially identical, their measured VDE values are also the adiabatic 

electron affinity (EA) values of their corresponding neutrals. Thus, the EA value of 22 

meV estimated through RET in the earlier work and the EBE value of 11 meV calculated 

at about the same time24 both compare reasonably well with the EA = VDE value of 18 

meV determined in the present photoelectron work. Furthermore, the EA = VDE value 

of 108 meV determined by photoelectron spectroscopy in the earlier work compares well 

with the EA = VDE value of 135 meV in the present combined RET-photoelectron work. 

It is clear that the VDE and EA values determined in the present work are in satisfactory 

accord with corresponding EA and VDE values measured in the earlier work, albeit 

under different experimental circumstances. As a result, we interpret the lower EBE peak 

in Figure 2 as arising from the ground state, quadrupole bound anion (QBA) of trans-

succinonitrile and the slightly higher EBE peak there as arising from the ground state, 

dipole-bound anion (DBA) of gauche-succinonitrile. Figure 2 thus presents strong 

evidence for both QBA and DBA species in the same spectrum, i.e., measured by the 

same technique. Our sightings of both QBA and DBA species over our RET n-region of 

n = 11d - 15d also raises the question of whether the sharp feature centered at n = 12 

over the relatively narrow RET n-region of n = 10 - 15 in the earlier (2004) experiments 

might have also included both QBA and DBA species.  

 

In addition to the foregoing, affirmation that the two peaks in Figure 2 originate from 
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different types of succinonitrile anions is also supported by the fact that we see slight, 

yet definitive variations in their intensity ratios as a function of nearby n principal 

quantum numbers. This is because electron attachment to diffuse electron anion states 

in RET is a resonant process, and maximal electron transfer efficiency can occur at 

different Rydberg n numbers, when electrons are attached via different multipole 

interactions.  

 

Figure 2. At left: Anion photoelectron spectrum showing both quadrupole- and dipole-

bound succinonitrile anions made by collisions of succinonitrile molecules with Rydberg 

potassium atoms, K**(11d). At right: The corresponding velocity mapping image (VMI), 

taken with linearly-polarized light that was aligned perpendicular to the direction of the 

anion beam. The left side shows its raw image, while the right side shows its processed 

image. Note the two rings at the outer edge of the image. 
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The photoelectron VMI image in Figure 2 reveals significant anisotropy in both the 

dipole- and quadrupole-bound states of the succinonitrile anion. The anisotropy 

parameters, β, for the photodetached quadrupole- and dipole- bound electrons were each 

calculated to be between 1.8-2.0, which is close to the theoretical upper limit. A large β 

value is consistent with an outgoing p wave, which means that photodetachment 

occurred from an s-orbital with nearly zero angular momentum.38 Since both dipole- and 

quadrupole-bound succinonitrile anions are spatially diffuse excess electron states, their 

excess electrons can be viewed as possessing s-orbital character, consistent with the 

observed anisotropy.  
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V.4 The Correlation-Bound Anion of p-Chloroaniline 

Sandra M. Ciborowski, Rachel M. Harris, Gaoxiang Liu, Chalynette J. Martinez-

Martinez, Piotr Skurski, and Kit H. Bowen Jr. 

 

Abstract 

The p-chloroaniline anion was generated by Rydberg electron transfer and studied via 

velocity-map imaging anion photoelectron spectroscopy. The vertical detachment 

energy (VDE) of the p-chloroaniline anion was measured to be 6.6 meV. This value 

is in accord with the VDE of 10 meV calculated by Skurski and co-workers. They 

found the binding of the excess electron in the p-chloroaniline anion to be due almost 

entirely to electron correlation effects, with only a small contribution from the long-

range dipole potential. As such, the p-chloroaniline anion is the first essentially 

correlation-bound anion to be observed experimentally. 

 

Introduction 

Very weak attractions between electrons and neutral molecules exert subtle influences 

on many phenomena in chemistry. When these attractions result in the formation of 

bound anions, their weakly bound excess electrons occupy extremely diffuse orbitals. 

In principle, there exist several types of diffuse excess electron anion states, their 

binding deriving from electron-correlation, electron-polarizability, electron-dipole, or 
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electron-quadrupole interactions, or, as often is the case, from some combination 

thereof. Anions formed by these particular interactions may be expected to possess 

excess electron binding strengths that increase roughly in the following order: 

correlation-bound, quadrupole-bound, polarizability-bound, and dipole-bound anions. 

In order to study these anion categories separately, it is desirable to select examples 

whose excess electron binding interactions, other than the one of interest, are either 

absent or negligible. 

 

Contributions to excess electron binding and anion stability due to the aforementioned 

excess electron binding interactions have been examined in several theoretical 

studies.1–10 Among these interactions, electron correlation effects are perhaps the most 

elusive, in part because they contribute to excess electron binding to some degree in 

most weakly bound anions. Excess electron binding due to correlation has been the 

focus of several landmark computational investigations.5–10 

 

Calculations by Skurski and co-workers10 found the excess electron in the p-

chloroaniline anion to be highly spatially diffuse and its binding to be overwhelmingly 

due to electron correlation effects. While p-chloroaniline has a significant dipole 

moment (3.28 D), leading to competition between dipole-binding and correlation, it 

is electron correlation that was found to dominate excess electron binding in the p-
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chloroaniline anion. Even so, it is the anion’s residual dipole-bound character that is 

likely responsible for the excess electron density preferring to reside toward the 

positive end of the molecular dipole. Upon finding the structures of the anion and its 

neutral counterpart to be essentially identical, Skurski et al. chose to calculate the 

excess electron binding energy (EBE) at the equilibrium geometry of the p-

chloroaniline anion. Their calculated value of 10 meV is therefore the vertical 

detachment energy (VDE) of the p-chloroaniline anion. Because of the close 

structural similarity between the p-chloroaniline anion and its neutral counterpart, this 

anion’s VDE value can be assumed to be only incrementally greater than neutral p-

chloroaniline’s electron affinity (EA) value. 

 

We have examined excess electron binding to p-chloroaniline by measuring the 

photoelectron spectrum of its parent anion. Neutral p-chloroaniline is an aromatic 

amine, also known as 4-chloroaniline. It has many agricultural, pharmaceutical, and 

industrial uses and has been characterized by a wide variety of physical and chemical 

means.11–42 In addition to studies of neutral p-chloroaniline, its positive ion has also 

been characterized by both mass spectrometric and spectroscopic methods. While 

theory predicted its parent anion to be stable, the p-chloroaniline anion had not been 

observed experimentally prior to the current study. 
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In this work, we present the negative ion mass spectrum of the p-chloroaniline anion, 

which was made by Rydberg electron transfer (RET), along with its anion 

photoelectron spectrum, which was measured via velocity-map imaging (VMI) anion 

photoelectron spectroscopy. Using the latter, we determine the VDE value of the p-

chloroaniline anion and compare it to its theoretically predicted value. 

 

Experimental Methods 

Rydberg electron transfer (RET) provides a fragile-anion-friendly environment in 

which to form previously inaccessible diffuse and otherwise weakly bound electron 

states. In RET, an electronically excited Rydberg atom transfers its outer electron to a 

target neutral molecule during their collision, resulting in an ion pair which separates 

into atomic cation and molecular anion products.43,44 RET is a slow electron 

attachment process in which the receding positive ion plays a uniquely stabilizing role. 

As a result, Rydberg electron transfer provides an unusually gentle, highly quantum 

state-specific, laser-tunable, anion formation environment. In a typical RET 

experiment, atoms are optically pumped to specific Rydberg states (n*) at the point 

where they collide with a beam of neutral target molecules. In the present case, the 

target is a beam of p-chloroaniline molecules, these having been vaporized in a heated 

pulsed valve and expanded with 10 psig of helium gas. To generate high intensities of 

product anions, we use alkali (K) atoms and two pulsed dye lasers. One laser optically 
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pumps to the 2P3/2 level of the potassium atoms, while the second laser selectively 

excites that population to the ns and nd Rydberg levels of interest. Beams of Rydberg-

excited K atoms and neutral target molecules cross between the ion extraction grids 

of our time-of flight mass analyzer/selector. There, parent anions of p-chloroaniline 

are formed by RET and accelerated (after a short delay) into a flight tube, along which 

they are mass-selected, prior to being photodetached. See Fig. 1 for a schematic of 

our apparatus. 

 

Anion photoelectron (photodetachment) spectroscopy is conducted by crossing a 

beam of negative ions with a fixed-frequency photon beam and energy-analyzing the 

resultant photodetached electrons. This technique is governed by the energy-

conserving relationship: hν = EBE + EKE, where hν is the photon energy, EBE is the 

electron binding (photodetachment transition) energy, and EKE is the electron kinetic 

energy. The electron energies of the photodetached electrons are measured using a 

velocity-map imaging (VMI) anion photoelectron spectrometer, which has been 

described previously.44 There, mass-selected anions are crossed with 1064 nm linearly 

polarized photons from a Nd:YAG laser. The resultant photodetached electrons are 

then accelerated along the axis of the ion beam toward a position-sensitive detector, 

which is coupled to a CCD camera. The basis set expansion (BASEX) Abel transform 

method is used to reconstruct the two-dimensional image, formed by the sum of these 



 

 

254 

electrons, into a portion of the three-dimensional distribution. Our resulting anion 

photoelectron spectrum is calibrated relative to the well-known photoelectron 

spectrum of NO−.45 

 

Fig. 1. Schematic of our combined Rydberg electron transfer (RET)—velocity-map 

imaging (VMI) anion photoelectron spectrometer. 

 

Results and Discussion 

The mass spectrum of p-chloroaniline anions is presented in Fig. 2. All four nestled 

mass peaks are due to the natural abundance isotope pattern of the p-chloroaniline 

parent anion. Since RET is a resonant process, we surveyed several Rydberg levels, 

i.e., n* = 12d–15d, to find the most intense ion signal. It occurred at the n* = 14d 

Rydberg level. The photoelectron spectrum for the p-chloroaniline anion is presented 

in Fig. 3. It consists of a single broad, symmetric peak located near an EBE of zero. 

https://aip.scitation.org/doi/full/10.1063/1.5096986
https://aip.scitation.org/doi/full/10.1063/1.5096986
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The width of this peak is entirely due to instrumental resolution limitations. To 

precisely locate the EBE value of the peak’s maximum, we applied a Gaussian fit, 

finding it to be 6.6 meV. This is the VDE value of the p-chloroaniline anion, and as 

mentioned above, this value is only slightly greater than the EA value of neutral p-

chloroaniline. Thus, our measured VDE value is in good agreement with the predicted 

VDE value of 81 cm−1 or 10 meV, calculated by Skurski and co-workers, using ab 

initio coupled-cluster single double (triple) [CCSD(T)]/aug-cc-

pVDZ+5s4p3d methodology.10 The agreement between our measurement and their 

computations supports Skurski and co-workers’ finding that the p-chloroaniline anion 

is primarily a correlation-bound anion with minor excess electron binding 

contributions from dipole binding. Thus, the p-chloroaniline anion, whose excess 

electron is incredibly weakly bound, sits near the base of a hierarchy of increasing 

excess electron binding interaction strengths. In addition, the p-chloroaniline anion is 

the first essentially correlation-bound anion to be observed experimentally. 

 

https://aip.scitation.org/doi/full/10.1063/1.5096986


 

 

256 

 

Fig. 2. Mass spectrum of p-chloroaniline anions made by Rydberg electron transfer 

(n* = 14d). 

 

 

Fig. 3. Anion photoelectron spectrum of p-chloroaniline anions measured by velocity-

map imaging (VMI) photoelectron spectroscopy using 1.165 eV (1064 nm) photons. 
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Abstract 

Quadrupole-bound anions are negative ions in which their excess electrons are loosely 

bound by long-range electron-quadrupole attractions. Experimental evidence for 

quadrupole-bound anions has been scarce; until now, only trans-succinonitrile had 

been experimentally confirmed to form a quadrupole-bound anion. In this study, we 

present experimental evidence for a new quadrupole-bound anion. Our combined 

Rydberg electron transfer/anion photoelectron spectroscopy study demonstrates that 

the ee conformer of 1,4-dicyanocyclohexane (DCCH) supports a quadrupole-bound 

anion state, and that the cis-DCCH conformer forms a dipole-bound anion state. The 

electron binding energies of the quadrupole- and dipole-bound anions are measured 

as 18 and 115 meV, respectively, both of which are in excellent agreement with 

theoretical calculations by Sommerfeld. 
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Introduction 

Negative ions can be formed due to electron capture by long-range, electrostatic forces, 

in which the excess electrons reside in diffuse non-valence orbitals. The component 

potentials associated with these electrostatic forces can be expressed through the 

multipole expansion for a given charge distribution, e.g., dipole, quadrupole, and 

octupole moments. Whereas this representation is strictly valid only at a distance, in 

cases where there is no valence electron binding, and where all but one of the 

electrostatic moments are null, it is customary to attribute that non-zero moment as 

the primary attractive interaction responsible for the binding of the excess electron. 

The formation of such weakly-bound states is thought to be the initial step in certain 

electron attachment processes, thus these are also referred as “doorway” states.1-11 The 

best studied category of weakly-bound anions are dipole-bound anions, i.e., anions 

whose excess electrons are weakly tethered by the dipolar fields of the anions’ neutral 

counterparts.12-24  

 

The next higher term in the multipole expansion is the quadrupole moment. Unlike 

dipole-bound anions, the evidence for quadrupole-bound anions, where their excess 

electrons are bound by the long-range charge-quadrupole attraction, has been scarce. 

Quadrupole-bound anions were first predicted theoretically in 1979.25 Early 

experimental studies on quadrupole-bound anions were conflicting: the anions of 
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carbon disulfide, formamide, and para-dinitrobenzene were investigated by Rydberg 

electron transfer and suggested to be quadrupole-bound anions, but the lack of 

theoretical support rendered them less convincing;26-29 the small cluster anions of 

magnesium oxide were investigated by photoelectron spectroscopy and interpreted as 

quadrupole-bound anions, but their high electron binding energies and rather localized 

orbitals made them more characteristic of conventional valence-bound anions.30 It 

was not until 2004 that Schermann, Bowen, and Compton presented the first 

convincing evidence of quadrupole-bound anions by combining results from two 

different, but complimentary experimental techniques: the dipole-bound anion state 

of the gauche-succinonitrile conformer was revealed by anion photoelectron 

spectroscopy, and the quadrupole-bound anion state of the trans-succinonitrile 

conformer was revealed by Rydberg electron transfer.31 While each of these 

techniques revealed one type of a multipole-bound anion, they were each unable to 

discern the other type. This led us to revisit this earlier study using the unique 

combination of Rydberg electron transfer and negative ion photoelectron spectroscopy. 

In that study, the anion photoelectron spectra of succinonitrile anions, which were 

formed via Rydberg electron transfer, exhibited distinctive features for both dipole- 

and quadrupole-bound anions in the same photoelectron spectrum, providing direct 

spectroscopic confirmation for the presence of both multipole-bound states in the 

same molecule and in a single experiment.32 
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Additional progress in the study of quadrupole-bound anions has included the 

development of computational models,33-36 theoretical prediction of several stable 

quadrupole-bound anions,37 and the discovery of excited-state, quadrupole-bound 

states in a valence-bound anion.38 Despite these advances, however, the trans-

succinonitrile anion remained the only experimentally-confirmed example of a 

ground-state, quadrupole-bound anion. The search for quadrupole-bound anions is 

intrinsically challenging because (i) their weakly-bound nature requires specialized 

experimental techniques for making and analyzing them; (ii) unlike dipole-bound 

anions, whose electron binding energies are proportionally correlated to the 

magnitude of the neutrals’ dipole moments, there is no clear correlation between the 

magnitude of the molecular quadrupole moment and the electron binding energy of 

the quadrupole-bound anion;37 thus, the prediction of stable quadrupole-bound anions 

relies heavily on high-level ab initio calculations; (iii) if the molecule can sustain both 

quadrupole-bound and valence-bound states, the nascent quadrupole-bound state may 

quickly decay into the more stable valence-bound state, hiding the incipient 

quadrupole-bound anion state from view.38 

 

Recently, several neutral molecules have been theoretically predicted by Sommerfeld 

to form quadrupole-bound anions.37 Among these, the 1,4-dicyanocyclohexane 



 

 

263 

(DCCH) molecule was seen as a promising candidate for the experimental 

interrogation for two reasons. While its conformers were predicted to support both 

dipole- and quadrupole-bound anionic states, it was not predicted to form a valence 

state. In addition, its laboratory synthesis was deemed to be more tractable than other 

candidates. In the present work, the parent anions of DCCH were formed by Rydberg 

electron transfer and interrogated by velocity mapping imaging, anion photoelectron 

spectroscopy. The resulting anion photoelectron spectra exhibited distinctive spectral 

features for both dipole- and quadrupole-bound anions, whose electron binding 

energies were measured as 115 meV and 18 meV, respectively. These values are in 

excellent agreement with theoretical calculations. Thermodynamic analysis 

rationalized the relative quantity of the two types of anions. 

 

Experimental Methods 

Synthesis of 1,4-Dicyanocyclohexane This compound can be prepared according to 

a known literature procedure.39,40 It was obtained as a mixture of cis- and trans- 

conformations, which appeared as an off-white solid; m.p. 54-55 °C. Characterization 

data: 1H NMR (400 MHz, CDCl3) δ 2.77-2.72 (2H, m), 2.10-1.97 (4H, m), 1.89-1.75 

(4H, m); 13C NMR (400 MHz, CDCl3) δ 120.9, 120.8, 26.3, 26.2, 26.1, 26.0; νmax/cm-

1 2238 (CN, strong). 
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Anion Photoelectron Spectroscopy Our Rydberg electron transfer/anion 

photoelectron spectroscopy apparatus has been described previously.23.24.32,41 Anion 

photoelectron spectroscopy is conducted by crossing a mass-selected beam of 

negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 

photodetached electrons. This technique is governed by the energy-conserving 

relationship, hν = EKE + EBE, where hν, EKE, and EBE are the photon energy, the 

electron kinetic energy, and the electron binding (transition) energy, respectively. 

Electron kinetic energies were measured using a velocity-map imaging (VMI) 

spectrometer. Mass-selected anions were crossed with 1064 nm, linearly polarized 

photons in an electric field. The resultant photodetached electrons were accelerated 

along the axis of the ion beam toward a position-sensitive detector coupled to a CCD 

camera. The two-dimensional image formed from the sum of the electrons was 

reconstructed into a portion of the three-dimensional distribution via the BASEX 

method.42 Photoelectron spectra are calibrated against the well-known spectrum of 

NO–.43 

 

DCCH anions were generated by our Rydberg electron transfer (RET) source. Neutral 

DCCH molecules were vaporized in a pulsed valve, which was heated to 140 °C, and 

then supersonically expanded with 10 psi of helium gas. DCCH anions, DCCH–, were 

formed when neutral DCCH molecules collided with a thermally-expanded beam of 
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potassium atoms, which had been excited to specific Rydberg states in two steps using 

two dye lasers. One dye laser pumped the potassium atoms to the 2P3/2 state with 766.7 

nm light, while the other was tuned to reach specific nd Rydberg levels, where n is the 

principal quantum number. In this study, Rydberg levels from n = 13d to 18d were 

selected. Upon electron transfer and subsequent ion-pair separation, the resulting 

anions, DCCH–, were extracted into a time-of-flight mass spectrometer. There, they 

were mass-selected before having their excess electrons photodetached and energy-

analyzed by velocity-map imaging spectroscopy. 

 

Calculations The electron affinities of DCCH had been accurately calculated by 

Sommerfeld in an earlier contribution.37 The calculations conducted during the 

present work serve to explain the relative amounts of dipole- versus quadrupole-bound 

DCCH anions that were formed. The second-order Møller-Plesset perturbation theory 

calculations were performed with the ORCA computational chemistry software 

package.44 All calculations were carried out with the resolution of identify (RI) and 

the RIJCOSX approximation.45 The cc-pVTZ basis set46 was used throughout our 

calculations in conjugation with the auxiliary basis sets def2/J47 and cc-pVTZ/C48. 

Frequency calculations were performed to verify the optimized structures and 

transition states.  
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Results and Discussions 

Figure 1a shows the structures of the three DCCH conformers. In cis-DCCH, one CN 

group is at the equatorial(e) site, and the other one is at the axial(a) position. The 

trans-DCCH can have two conformers, which are labeled as aa-DCCH and ee-DCCH, 

depending on the positions of the CN groups.  Since the sample was synthesized as 

a mixture of trans- and cis-conformations, all three conformers were present. Also 

provided in Figure 1a are calculated dipole and quadrupole moments of these 

conformers as well as their vertical electron affinity (VEA) values.37 Calculations 

show that the aa-DCCH molecule is unable to form a weakly-bound anion; the ee-

DCCH, which has a vanishing dipole moment but a significant quadrupole moment, 

can form a quadrupole-bound anion with a VEA of 19 meV; the cis-DCCH, which has 

a large dipole moment, can form a dipole-bound anion with a VEA of 108 meV.  

 

Figure 1b presents a representative mass spectrum of molecular and cluster anions of 

DCCH made via Rydberg electron transfer (RET). Cluster anions of the dimer and 

trimer of DCCH are observed, demonstrating the capability of RET to make not only 

molecular, but also cluster anions. A mass peak corresponding to CN– physisorbed 

(solvated) by three DCCH molecules is also observed. The CN– anion results from the 

dissociative electron attachment to DCCH clusters. While it would be interesting to 

investigate the nature of electron binding to DCCH clusters, i.e., quadrupole-binding, 
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dipole-binding or a synergy of quadrupole- and dipole-binding, the focus of the 

present study is on identifying the weakly-bound states of the DCCH parent molecular 

anion, DCCH–.  

 

Figure 2 presents the anion photoelectron spectra of DCCH anions made at different 

Rydberg n levels. Spectra collected at n = 13d, 14d, and 18d Rydberg levels are 

dominated by a single sharp peak at a low electron binding energy (EBE). For spectra 

obtained at n = 15d, 16d and 17d, an additional sharp, yet weaker peak appears on the 

 

Figure 1. (a) Structures of the trans- and cis- isomers of 1,4-dicyanocyclohexane 

(DCCH), along with their electronic properties. The unit of the quadrupole moment, 

Q, is the atomic unit ea0
2. (b) Mass spectrum of molecular and cluster anions of DCCH 

made by Rydberg electron transfer.  

 

lower EBE side of the principal peak. These sharp peaks at low EBE in photoelectron 
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spectra are the signature of weakly-bound anions. In RET, the electron attachment to 

diffuse electron states occurs via resonance charge transfer, and thus maximal electron 

transfer efficiency occurs at different Rydberg levels, when electrons are attached to 

different multipole environments. Therefore, the appearance of the lower EBE feature 

at only n = 15d-17d suggests that it is associated with a different multipole field 

environment than is the higher EBE feature. The lower EBE peak is centered at 18 

meV, with a full width at half-maximum (fwhm) of ~37 meV. The higher EBE peak 

is centered at 115 meV, with a fwhm of ~35 meV. These peaks are due to the 

photodetachment transitions between the anions and their corresponding neutral 

molecules. Therefore, the vertical detachment energy (VDE) values of these two 

peaks are 18 and 115 meV, respectively. When anion photoelectron spectra are 

dominated by single sharp peaks, it strongly suggests a close similarity between the 

structures of the anion and its neutral counterpart. In such cases of structural similarity, 

the anion’s VDE value will be almost identical to that of its corresponding neutral’s 

adiabatic electron affinity (EA) and to its VEA value. By comparing our 

experimentally-determined VDE values with VEA values from previous 

calculations37, we assigned the feature at 18 meV to be the signature of the 

quadrupole-bound anion of ee-DCCH, and the feature at 115 meV to be the signature 

of the dipole-bound anion of cis-DCCH. 
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Figure 2. Anion photoelectron spectra of dipole- and quadrupole-bound DCCH 

anions, DCCH–, made at different Rydberg levels (n = 13d-18d). 

Figure 3 presents a representative photoelectron image of dipole- and quadrupole-

bound DCCH anions, which were formed at the n = 17d Rydberg level. The inner 

brighter ring corresponds to the dipole-bound anion state, while the outer weaker 

intensity ring corresponds to the quadrupole-bound anion state. Both dipole- and 

quadrupole-bound anion states show significant anisotropy. The anisotropy 

parameters, β, of the photodetached dipole-bound electrons are calculated to be 

between 1.8-2.0. For the photodetached quadrupole-bound electrons their β values are 

calculated to be 1.4-1.6. Since both the dipole- and quadrupole-bound states can be 

viewed as spatially diffuse s-character orbitals, the matter wave of photodetached 
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electrons should have p character and a sizeable β value close to 2.49 The experimental 

β value associated with the photodetached dipole-bound electrons is consistent with 

this number. While the β value associated with the photodetached quadrupole-bound 

electrons is less than expected, it may only be because the intensity of photodetached 

quadrupole-bound electrons was too low to yield an accurate evaluation of β. 

 

The feature from quadrupole-bound anions is only weakly seen in the photoelectron 

spectrum and the velocity map image of DCCH anions (Figure 3), suggesting that 

only a small portion of the DCCH anions are quadrupole-bound. We explain this with 

a quantum mechanical and thermodynamic analysis, the results of which are 

summarized in Table 1 and Figure 4. Calculations at the RI-MP2/cc-pvtz level of 

theory reveal that the aa-DCCH, which is unable to bind an excess electron, is the 

 

Figure 3. Photoelectron image of DCCH anions collected at the n = 17d Rydberg level. 
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most stable conformer. The cis-DCCH, which forms dipole-bound anions, is 5.1 

kJ/mol higher in energy, while ee-DCCH, which forms quadrupole-bound anions, is 

the least stable conformer, at 9.3 kJ/mol above aa-DCCH. As shown in Figure 4, 

quantum calculations show barriers of 0.56 and 0.63 eV for the interconversion from 

ee to aa and from aa to ee, respectively. Such interconversions constantly occur at 

room temperature when DCCH is in the solid state. In the molecular beam, however, 

due to the low temperature achieved by supersonic expansion and the lack of external 

energy input, these barriers are high enough to quench interconversion. Therefore, we 

estimate the composition of DCCH conformers in the molecular beam to be similar to 

that in the DCCH vapor before expansion, i.e., in the heated pulse valve. A 

thermodynamic analysis shows that at an elevated pulse valve temperature (140°C), 

nearly 80% of the DCCH exists as the aa conformer. Therefore, most of the DCCH in 

the molecular beam will not form anions. The neutral candidate for the dipole-bound 

anion, cis-DCCH, makes up 17.3% of the DCCH in the beam, while the neutral 

candidate for the quadrupole-bound anion, ee-DCCH, makes up only 5.1%. Therefore, 

only a small portion of DCCH neutral molecules in the beam can form quadrupole-

bound anions. This is the main reason for the weak intensity of the quadrupole-bound 

feature compared to the dipole-bound feature in the photoelectron spectra. While 

increasing the pulse valve temperature favors the conversion to ee-DCCH, 
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temperatures higher than 140°C were found to cause the sample to decompose. 

 

 

Figure 4. Potential energy surface for neutral trans-DCCH along the conformation 

coordinate connecting the ee- and the aa-conformers. 

 

 

Table 1. Relative energies, Erel, of the three DCCH conformers and their relative 

percentages, P, at room and experimental temperatures. 

 Erel 

(kJ/mol) 

P25°C (%) P140°C 

(%) 

Anion Type 

aa-DCCH 0 85.1 77.6 Electron not 

bound 

cis-

DCCH 

5.1 10.9 17.3 Dipole-

bound 

ee-DCCH 9.3 2.0 5.1 Quadrupole-

bound 
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Summary 

In this contribution, we present experimental evidence for a new, ground state, 

quadrupole-bound anion obtained in a combined Rydberg electron transfer-anion 

photoelectron spectroscopic study. The sharp peaks in the photoelectron spectra and 

the highly anisotropic rings in photoelectron imaging reveal the dipole- and 

quadrupole-bound anion states of DCCH–. The quadrupole- and dipole-bound 

electron affinities are measured as 18 and 115 meV, respectively, these being in 

excellent agreement with previous theoretical calculations.37 The discovery of this 

new quadrupole-bound anion extends the knowledge base about quadrupole-bound 

anions and provides an experimental benchmark for additional theoretical modelling. 
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VI. Appendix 

The appendix contains majorly a collection of unpublished data.  

VI.1 HMoO and H2MoO: Molecular Mimics for Rhodium and 

Platinum 

Gaoxiang Liu, Nikita Fedik, Zhaoguo Zhu, Mary Marshall, Xinxing Zhang, 

Alexander Boldyrev, and Kit H. Bowen 

 

Noble metals are widely used in catalysis. There has been a long-standing interest in 

finding a less expensive replacement for noble metals. Building molecular clusters 

that mimic the properties of noble metals is considered as a promising approach. In 

this study, we discovered that the photoelectron spectra of HMoO– and H2MoO– are 

respectively alike to those of Rh– and Pt–: the HMoO– spectrum appears to be the Rh– 

spectrum being shifted to a higher electron binding energy, while the H2MoO– 

spectrum seems the Pt– spectrum being shifted to a lower electron binding energy. 

Because anion photoelectron spectra are the reflection of the neutral electronic 

structures, this similarity suggests that neutral HMoO and H2MoO have similar 

electronic structures as neutral Rh and Pt atoms, respectively. The similarity in 

electronic structure further indicates that HMoO and H2MoO may have similar 

chemical properties as compared to Rh and Pt. 
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Figure 1. Photoelectron spectra of Rh– and HMoO–, and Pt– and H2MoO–. 
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VI.2 CO2 Hydrogenation by the Hydride of Platinum Mimic 

Gaoxiang Liu, Zhaoguo Zhu, Mary Marshall, Alexander Boldyver, and Kit H. Bowen 

 

We applied H2MoO– in small molecule activation to further demonstrate that it is the 

molecular mimic of Pt atom, whose catalytic activity has been demonstrated in our 

previous studies. In this work, we prepared the hydride of H2MoO–, H3MoO–, and let 

it react with H2 and CO2. We observed the adduct, H3MoO(H2)(CO2)
–, and 

characterized it using anion photoelectron spectroscopy.  

  

Figure 1. Mass spectra of the hydride of H2MoO–, and the products of its reaction 

with H2 and CO2. 

 

Under source condition #2, the generation of H3MoO- and H4MoO- is preferred, note 

that no H5MoO- is observed. The absence of H5MoO– has implications for the following 

CO2 hydrogenation step. After adding CO2 into the reaction cell, a new series of clusters 
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with a formula of H5MoCO3
– is observed. This is the only cluster observed as a result of 

reaction with CO2 and H2. It is unlikely that H5MoCO3
– comes from the reactions 

between CO2 and HxMoO2,3
–, because that requires breaking the C=O bond and 

removing one or two O atoms. Therefore, H5MoCO3
– comes from the reactions between 

CO2 and H3,4MoO-. The extra H is from H2 which also exists in the reaction cell. Then, 

it is very unlikely that H5MoCO3
– is from the reaction H4MoO– + CO2 + H2, because the 

extra H atom has to be removed. Therefore, what happens in the cell is H3MoO– + CO2 

+ H2 → H5MoCO3
–, and thus H5MoCO– can be written as H3MoO(H2)(CO2)

–. 

 

Figure 2. Photoelectron spectra of H3,4MoO–. 
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Figure 3. Photoelectron spectrum of the reaction product, H3MoO(H2)(CO2)
–. 

Whether H4MoO–
 is a mimic or not is not clear yet. Its features seem to be a widely 

broadened version of H2MoO–, so it is possible that H4MoO– has the form (H2)H2MoO–. 

The fact that H5MoO– is not observed without the addition of CO2 suggests that H3MoO– 

does not absorb H2. With the presence of CO2, H3MoO(H2)(CO2)
– is observed. It is 

hinting that H3MoO– absorbs(activates) CO2 first, which somehow facilitates the 

followed absorption (activation) of H2. If CO2 undergoes hydrogenation by the 

absorbed/activated H2, then H3MoO(H2)(CO2)
– shall have structures such as 

H3MoO(HCOOH)– or H4MoO(HCOO–). This mirrors our previous results on CO2 

hydrogenation by PtH3
–, and is a further demonstration that H2MoO– is a mimic of Pt–. 
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VI.3 Ligated low oxidation state aluminum cluster anions AlnL- (n 

= 1-14, L = N[Si(Me)3]2) 

Gaoxiang Liu,a Sandra M. Ciborowski,a Anil K. Kandalam,*b and Kit H. Bowen*a 

a
 Department of Chemistry, Johns Hopkins University, Baltimore, Maryland 21218, 

United States 

b Department of Physics, West Chester University of Pennsylvania, West Chester, 

Pennsylvania 19383, United States 

 

Introduction 

In recent years, aluminum chemistry has flourished as a result of the major progress 

in the research on aluminum’s low oxidation states (OS).1-2 These studies started by 

the advent of low OS aluminum precursors such as AlX (X = Cl, Br, I, Cp*)3-8 and 

largely advanced by utilizing various organic ligands to protect the low OS aluminum 

compounds.9-31 Among these ligands, deprotonated pentamethylcyclopentadiene (Cp*) 

and deprotonated hexamethyldisilazane (HMDS) received special attention.9-12, 17-31 

Cp* has been reported to protect low OS aluminum compounds of various structures, 

such as rings and cages,24-27 and of various stoichiometries, including either 

aluminum-poor or aluminum-rich clusters.29-31 The other ligand, deprotonated HMDS, 

N[Si(Me)3]2, which is isovalent to NH2
- and large in size, has also been widely used 

to protect the central aluminum cluster cores from outer environments. For example, 
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cluster-like Al7, Al12, Al69, and Al77
9-12 with different numbers of N[Si(Me)3]2 as 

protective ligands were synthesized using various AlX precursors. Studying such 

clusters can provide insights into the crossover between the molecular species and the 

bulk metal for main-group elements.12 

 

Recently, we extended the study of Cp*- and deprotonated HMDS-ligated aluminum 

clusters into the gas phase by exploring the reactions between aluminum hydride 

cluster anions AlxHy
- and Cp*H or HMDS. The formation of and the anion 

photoelectron spectra of a number of previously unknown cluster anions, Cp*AlnH
- 

(n=1-3)32 and AlnL
- (n = 2-4, L= N[Si(Me)3]2)

33 , were reported. In these studies, the 

precursors AlxHy
- were generated by a pulsed-arc cluster ion source (PACIS)34 and 

then allowed to drift into a beam-gas reaction cell35 to react with the ligand (Cp*H or 

HMDS). 

 

In the present work, we adopted another strategy to generate ligated aluminum clusters 

in the gas phase: we used a laser vaporization source to make bare aluminum cluster 

anions Aln
-, instead of AlxHy

-, and reacted them with HMDS in a reaction cell. A 

number of ligated aluminum cluster anions AlnL
- (L = N[Si(Me)3]2), where n = 1-14, 

were produced by this approach, many of which were not observed in our previous 

work.33 Two new AlnL
- species, Al6L

- and Al7L
-, were selected for anion photoelectron 
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spectroscopic and density functional theory (DFT) study. Excellent agreement was 

achieved between the experimental and theoretical vertical detachment energies 

(VDEs) and adiabatic detachment energies (ADEs), which validated the computed 

structures. 

 

Methods 

Experimental 

Anion photoelectron spectroscopy is conducted by crossing a beam of mass-selected 

negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 

photodetached electrons.  The photodetachment process is governed by the energy-

conserving relationship: hν = EBE + EKE, where hν is the photon energy, EBE is the 

electron binding energy, and EKE is the electron kinetic energy.  Our apparatus 

consists of a laser vaporization cluster anion source with an attached reaction cell, a 

time-of-flight mass spectrometer, a Nd:YAG photodetachment laser, and a magnetic 

bottle electron energy analyzer.36  The photoelectron spectrometer resolution is ~35 

meV at 1 eV EKE.  The third (355 nm) harmonic output of a Nd:YAG laser was used 

to photodetach electrons from mass-selected AlnL
- clusters.  Photoelectron spectra 

were calibrated against the well-known atomic transitions of atomic Cu-.37 

Aluminum cluster anions Aln
- were generated by laser vaporization of an aluminum 

rod. The resultant plasma was cooled with 100 psig of helium gas delivered by a 
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pulsed valve. The resulting aluminum cluster anions then traveled through a reaction 

cell (4-mm diameter), where they mixed with HMDS vapor. The HMDS vapor was 

introduced into the reaction cell by a second pulsed valve, which was backed by 15 

psig of helium gas. The resulting AlnL
- anionic clusters were mass-analyzed by the 

time-of-flight mass spectrometer and their photoelectron spectra were recorded. 

 

Results and discussion 

The mass spectra, with and without HMDS pulsed into the reaction cell, are shown in 

Figure 1. With no HMDS in the reaction cell, bare aluminum cluster anions, Aln
-, are 

observed in the mass spectrum; when HMDS is injected into the cell, a new series of 

ligated aluminum cluster anions AlnL
- appears, where L is identified as deprotonated 

HMDS, i.e., N[Si(Me)3]2. The size of the aluminum core in AlnL
- ranges from 1 to 14, 

of which Al5L
- to Al14L

- have not been observed prior to the current work. This further 

demonstrates the capability of this laser vaporization–reaction cell setup in preparing 

various ligated metal cluster anions in the gas phase.36 

 

Photoelectron spectra were recorded for three selected AlnL
- species: Al4L

-, Al6L
- and 

Al7L
-, and these are displayed in Figure 2. In an anion photoelectron spectrum, the 

electron binding energy (EBE) value at the peak position in the lowest EBE spectral 

feature is the vertical detachment energy (VDE), which corresponds to the 
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photodetachment transition at which the Franck-Condon overlap is maximal between 

the wavefunctions of the anion and its neutral counterpart. The electron affinity (EA) 

is the energy difference between the respective lowest energy states of the anion and 

the neutral. When there is sufficient Franck-Condon overlap between these two energy 

states, and when no vibrational hot bands are present, the EA value can be determined 

as the EBE value at the threshold of the lowest EBE band. Here, the EA values are 

assigned by extrapolating the low EBE side of the lowest EBE spectral feature to zero 

intensity. The adiabatic detachment energy (ADE) is the energy difference between a 

certain anionic isomer and its neutral counterpart relaxed to the nearest local minimum. 

The Al4L
- spectrum was taken to compare with the previous Al4L

- spectrum33 as a 

cross-validation, and no significant difference between them can be observed. This 

demonstrates that the AlnL
- species made in the current work should be similar to those 

made previously, though they are prepared by reacting HMDS with different low OS 

aluminum precursors, i.e., bare aluminum cluster anions versus aluminum hydride 

cluster anions. For Al6L
-, the first EBE feature starts at about 2.2 eV and peaks at 2.98 

eV. Thus, the experimental EA is 2.2 eV for neutral Al6L and the experimental VDE 

is 2.98 eV for Al6L
-. In the spectrum of Al7L

-, we observe that its lowest EBE band 

starts at approximately 1.9 eV and reaches maximal intensity at 2.34 eV. Therefore, 

the EA of neutral Al7L
- and the VDE of Al7L

- are determined as 1.9 and 2.34 eV, 

respectively. 
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Figure 1.  Mass spectra of (a) bare aluminum cluster anions, Aln
-, and (b) 

deprotonated HMDS-ligated aluminum cluster anions, AlnL
- (L = N[Si(Me)3]2). 

 

Figure 2. Anion photoelectron spectra of Al4L
-, Al6L

-, and Al7L
- (L = N[Si(Me)3]2), 
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taken with the third harmonic (355 nm wavelength) of a Nd:YAG laser. 
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Abstract 

For several years, researchers have been seeking the Double-Rydberg anions (DRAs) 

H3O
- and H5O2

-, but no positive results have been reported other than theoretical 

predictions. By substituting one H atom in H3O
- or H5O2

- with a Li atom, we have 

successfully characterized DRAs Li(OH2)1,2
- via anion photoelectron spectroscopy 

and theoretical calculations. The photoelectron spectrum of LiOH2
- strikingly showed 

a red shift compared to that of Li-, whereas a simple anion solvation process would 

have resulted in a blue shift. Comparison of our calculations with experimental data 

confirmed that only the DRA LiOH2
- is present in the experiments, even though 
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calculations found two atomic anion-molecule alternatives: Li-(H2O) and H-(LiOH). 

For Li(OH2)2
-, the anion detected experimentally has a structure that is similar to that 

of DRA H5O2
-, with the Li atom residing in the bridging position between the two 

oxygen atoms, according to the calculations.  Four alternative structures that consist 

of atomic anions or DRA LiOH2
- coordinated to molecules also have been found 

computationally. Both DRAs have diffuse Dyson orbitals of electron detachment 

whose largest amplitudes lie nearest to the Li atom.  

 

Introduction 

Double-Rydberg Anions (DRAs) are characterized by a pair of electrons delocalized 

in a diffuse orbital surrounding a stable, closed-shell cationic core, such as H3O
+ or 

NH4
+.1,2 With an electron pair described by extra-valence orbitals, DRAs exhibit a 

novel pattern of electronic structure.3 In 1988, the first experimental observation of 

the DRA NH4
- with a vertical detachment energy (VDE) of 0.472 eV was reported.4 

The DRA character of NH4
- was further confirmed by ab initio calculations.5,6 Anion 

photoelectron spectra and theory suggested that NnH3n+1
- (n = 2-7) species are 

DRAs.7-9 Other nitrogen-centered DRAs, such as NH3R
- (R = F, OH, CH3), were 

predicted by ab initio theory.10 Another intriguing DRA, H3O
-, has been predicted by 

calculations to be stable,2,6,10-12 with a VDE of 0.466 or 0.50 eV11 and a pyramidal, 

C3v structure.6,12 H5O2
-, as a counterpart of N2H7

-, was predicted by theory.11 To date, 
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there is no experimental evidence of the existence of DRA H3O
-, but its isomer, H-

(H2O), has been detected with a VDE of 1.53 eV.13 The H-(H2O) isomer can be 

viewed as an H- anion solvated by one water molecule. Although numerous 

experimental efforts have been made to produce DRA H3O
-, no success has been 

achieved, perhaps because this species is much higher in energy than H-(H2O).11 On 

the other hand, the metastable Rydberg radicals, H3O and D3O, have been identified 

with neutralized ion beam spectroscopy experiments by Porter and coworkers.14-16 

However, the production of H3O via neutralization-reionization spectroscopy still 

remains uncertain.17,18 

 

As lithium is the closest element to hydrogen in the alkali metal group, it would be 

interesting to see whether it is possible to generate DRAs by replacing the H atoms in 

H3O
- and H5O2

- with Li atoms. In this work, we have investigated Li(H2O)1,2
- clusters 

by anion photoelectron spectroscopy and have studied theoretically the structures and 

electronic properties of these anions as well as their corresponding neutrals. We have 

found that the LiH2O
- formula has three types of low-lying isomers through ab initio 

calculations: 1) a DRA with a pyramidal oxygen atom, 2) a solvation isomer in the 

form of Li-(H2O), 3) another solvation isomer, H- (LiOH). By comparing theoretical 

calculations with experimental data, we have confirmed that the DRA LiOH2
- is the 

only isomer detected in our experiment. In the past, the photoelectron spectra of 
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Li(H2O)1,2
- have been published by Fuke19 and Zheng,20  but the DRA nature of the 

anions was not discussed in those papers. In the current study, to compare with our 

computational results, we have revisited the experiment, and have reproduced 

published data very well with enhanced spectral resolution. Through calculations, we 

also have found structures with the Li(H2O)2
- formula that correspond to: 1) a DRA 

with two Li-O bonds to water molecules, 2) a complex in which H- and a water 

molecule are coordinated to a LiOH molecule, 3) complexes that consist of a water 

molecule and DRA LiOH2
-, 4) a complex that consists of Li- and a water dimer.  Only 

the DRA isomer is represented in the photoelectron spectrum. 

 

Experimental and theoretical methods 

Anion photoelectron spectroscopy is conducted by crossing a mass-selected beam of 

negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 

photo-detached electrons. It is governed by the energy-conserving relationship, hν = 

EBE + EKE, where hν is the photon energy, EBE is the electron binding (transition) 

energy, and EKE is the electron kinetic energy. The experiment was conducted on a 

home-built apparatus consisting of a laser vaporization source, a time-of-flight mass 

spectrometer, and velocity-map imaging photoelectron spectrometer, which has been 

described previously.21 The Li- and (LiOH2)
- anions were generated in the laser 

vaporization source by ablating a rotating and translating lithium rod with the second 
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harmonic (532 nm) light pulses of a nanosecond Nd:YAG laser (Continuum Surelite 

II-10), while helium carrier gas with 45 psi backing pressure seeded with water vapor 

was allowed to expand through a pulsed valve for providing H2O molecules and for 

cooling. The cluster anions were mass-analyzed by a time-of-flight mass spectrometer. 

The Li-, and Li(H2O)1,2
- anions were each mass-selected before being photo-detached 

by the fundamental (1064 nm) light pulses of another Nd: YAG laser (Continuum 

Surelite II-10). Electron kinetic energy was measured using a velocity-map imaging 

(VMI) 22,23 spectrometer. There, mass-gated anions are crossed with 1064 nm, 

linearly polarized photons in an electric field, so that resultant photo-detached 

electrons are accelerated along the axis of the ion beam toward a position sensitive 

detector (75 mm diameter dual microchannel plate detector with a phosphor screen 

coupled to a CCD camera). The sum of ∼50,000 electrons forms a 2D image which 

is then reconstructed into a slice of the 3d Distribution via the BASEX24 method. 

Photoelectron spectra were calibrated against the well-known photoelectron spectrum 

of NO−. 

 

All geometry optimizations, harmonic frequency and energy calculations for the Li(H2 

O)1,2
- isomers were carried out with the Gaussian Development Version.25 

Preliminary geometry optimizations with the full-orbital coupled-cluster-singles-

doubles (CCSD)26 method and the 6-311++G(2df,2pd) basis set27-29 were 
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performed to assess stationary structures and to estimate their relative stabilities. 

Local minima were identified by the absence of imaginary harmonic frequencies. 

Further refinements were obtained by re-optimization with two sets of sp and d diffuse 

functions (Table 1). These augmentations had little effect on the optimized structures 

but were important for the refinement of energies. Single-point energies at the CCSD 

plus perturbative triples, or CCSD(T),30 level and CCSD zero-point vibrational 

energies were computed for the final estimation of anion isomerization energies. The 

latter calculations confirmed that the optimized anionic structures of Figs. 2 and 3 

correspond to minima in potential-energy hypersurfaces. Vertical detachment energies 

(VDEs) were calculated with the augmented, quadruple-ζ, correlation-consistent 

(aug-cc-pvqz)31 set.  The BD-T1 electron propagator method32,33 was employed 

to calculate VDEs, corresponding Dyson orbitals (see Figs. 4-11) and pole strengths 

(norms of Dyson orbitals) directly. These transition energies also were evaluated with 

CCSD(T) total-energy differences. Optimized geometries (see Fig. 12) and 

frequencies of Li(OH2)1,2 were computed as well with the 6-311++G(2df,2pd)  plus 

extra-diffuse-function (see Table 1) basis mentioned above. Cationic minima were 

calculated with the same methods.  

 

Experimental results 

The photoelectron spectra of Li- and Li(OH2)1,2
- taken with 1064 nm radiation are 
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presented in Fig. 1. These spectra were reported in our previous publication20 and are 

also in agreement with those reported by Takasu et al.19 We revisited these 

experiments with better instrumental resolution. The spectrum of Li- has a peak 

centered at 0.62 eV, which perfectly reproduced published Li- data.34 That of 

Li(OH2)
- has a peak centered at 0.56 eV. Compared to Li-, the spectrum of Li(OH2)

- 

red shifts to the low EBE side by 0.06 eV. This red shift indicates that the interaction 

between Li- and H2O in (LiOH2)
- is different from micro-solvation by the molecule 

on the anion because the latter effect usually induces a blue shift. Because copious 

cases possessing this kind of blue shift have been observed,35-44 the Li(OH2)
- case 

is unusual. Without further calculations, we could speculate that such a red shift is 

strong evidence that Li(OH2)
- is a DRA where the oxygen atom in the water molecule 

attaches to the Li atom. This scenario is similar to the red shift between the spectrum 

of tetrahedral NH4
- and that of H-.4  

 

The spectrum of Li(OH2)2
- presents two peaks. The second small peak was not 

identified in previous experiments due to lesser resolution.19,20 The first peak 

appears at the same position as that of LiOH2
-, indicating that the chromophores of 

these two anions could be similar, i.e. both could be DRAs. Hence, the 0.56 eV peak 

of Li(OH2)2
- corresponds to a DRA with a central Li atom bound to the two oxygen 

atoms in the water molecules: H2OLiOH2
-. This structure is a counterpart of the H5O2

- 
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and N2H7
-
 DRAs.7,11 The smaller 0.60 eV peak represents a small blue shift with 

respect to the principal peak in the Li(OH2)
- spectrum. This feature could be assigned 

(see below) to a VDE for the latter DRA anion coordinated to a water molecule or to 

a satellite in which photo-detachment is accompanied by vibrational excitation. This 

isomer has much lower photoelectron intensity, indicating that it might be higher in 

energy than H2OLiOH2
-.  

Theoretical results 

For LiOH2
-, three minima were found through geometry optimizations (Figure 2). The 

first may be considered to be a linear complex in which a hydride anion is ionically 

bound to the metal atom in LiOH. In this C∞v structure, the H- - Li separation of 1.77 

Å indicates a dative bonding relationship with charge donation by the hydride to an 

unoccupied Li hybrid orbital. This H-(LiOH) minimum is 1.43 eV more stable than a 

complex composed of Li- coordinated to the hydrogen atoms of H2O in a C2v structure. 

In the latter, Li-(H2O) case, the Li-H distance is 3.68 Å and the Li-O distance is 4.21 

Å. In the third, Cs minimum, the oxygen nucleus is separated by 1.89 and 0.97 Å from 

the lithium and hydrogen nuclei, respectively, in a pyramidal arrangement that 

resembles that of the H3O
- DRA.12   Li-O-H and H-O-H bond angles respectively 

are 112o and 105o. This species is 1.12 eV less stable than the H-(LiOH) minimum and 

is denominated as LiOH2
-.  Optimizations initiated at Cs, LiO- … H2 geometries 

rearrange via proton transfer to the H-(LiOH) minimum; when C∞v symmetry is 
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imposed, dissociation to LiOH + H- occurs.  

 

VDEs are displayed along with relative energies of anions in Table 2.  For the BD-

T1, electron-propagator calculations, all pole strengths exceed 0.9 and therefore 

validate the one-electron picture that accompanies the Dyson orbitals. ΔCCSD(T) and 

BD-T1 values agree closely. Results for the Cs, pyramidal species (i.e. the DRA) are 

in excellent agreement (within 0.01 eV) with the peak seen in the photoelectron 

spectrum.  The VDE predicted for the most stable isomer, 3.00 eV, is larger than the 

photon energy employed in the present experiment. (The presence of this isomer in 

the experimental sample therefore cannot be discounted.) No peak corresponding to 

the predicted VDE of 0.89 eV for Li-(H2O) appears in the spectrum.  

 

Dyson orbitals for the three isomers in the order of their stability are shown in Figs. 

4-6. The corresponding Dyson orbital for the Cs geometry (Fig. 5) is diffuse, with 

large amplitudes occurring outside the Li and H nuclei. This function resembles its 

counterpart for C3v H3O
-, a DRA, but exhibits greater polarization toward regions near 

the Li nucleus. The VDEs calculated for the Li-(H2O) isomers are blue shifted by 

approximately 0.25 eV with respect to their counterparts for Li- in Table 2.  The 

corresponding Dyson orbital for C2v Li-(H2O) (Fig. 6) is localized on the Li atom and 

has only small amplitudes on the water molecule. In the more stable, hydride-
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molecule isomer, H-(LiOH), the strong electrostatic potential associated with ionic 

bonding in LiOH is responsible for the large blue shift in the VDE (2.25 eV) with 

respect to that of bare H-, 0.75 eV.  The Dyson orbital (Fig. 4) is dominated by diffuse 

s functions on H- that are orthogonalized to occupied valence molecular orbitals. 

 

For the Li(OH2)2
-, five minima were found through geometry optimization (Fig. 3). 

The most stable isomer corresponds to a complex in which H- is coordinated to the 

lithium atom of the ionic molecule LiOH; the latter species has a hydrogen bond 

between its oxygen atom and a water molecule.  This structure has a hydride-Li 

separation of 1.74 Å that closely resembles its counterpart in the H-(LiOH) structure, 

1.77 Å; the 0.03 Å shortening is a consequence of increased positive charge on the Li 

atom induced by the hydrogen bond. It therefore may be represented by the formula 

H-(LiOH)(H2O). Comparison of Figs. 4 and 7 reveals that the Dyson orbital for the 

VDE of H-(LiOH)(H2O) is similar to that of H-(LiOH).  Because its VDE of 3.45 eV 

(see Table 3) is too large to be detected in the experiment, this anion’s presence in the 

experimental source cannot be ruled out.  

 

The next most stable species has two Li-O bonds of length 1.88 Å that are near the 

1.89 Å value seen in DRA LiOH2
-.  A bent O-Li-O angle of 115o suggests the 

presence of negative charge near the Li atom and along the symmetry axis of this C2 
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species. Diffuse amplitudes dominate the Dyson orbital of the VDE and are located 

outside the H and Li nuclei. Polarization of the amplitudes toward the Li atom is 

similar to that seen for DRA LiOH2
-. (Compare Figs. 5 and 8.) This isomer therefore 

may be denominated as DRA Li(OH2)2
-. VDE predictions for this DRA, 0.53 eV for 

BD-T1 and 0.55 eV for ΔCCSD(T), coincide very well with experiment.  

 

Only 0.03 eV separates the energies of the third and fourth most stable structures. 

Both consist of a DRA LiOH2
- moiety with a Li-O bond length of 1.89-1.90 Å (versus 

1.89 Å in the parent DRA) that is coordinated to a water molecule. In the third case, 

a hydrogen bond exists between a proton of the DRA and the oxygen atom of H2O, 

but in the fourth case, the water molecule’s protons are attracted to the DRA’s diffuse 

electrons. These relatively weakly bound species have VDEs that respectively are 

lower (0.50 eV) and higher (0.70 eV) than that of DRA Li(OH2)2
-. In the former case, 

the 0.03 eV red shift with respect to the predicted value 0.53 eV for DRA Li(OH2)2
- 

cannot account for the minor peak seen at 0.60 eV. No experimental peak corresponds 

to the predicted VDE of the fourth most stable structure. In both cases, the Dyson 

orbitals of the VDEs (see Figs. 9 and 10) resemble that of the DRA LiOH2
-. In the 

third most stable structure, the VDE is smaller than that of DRA Li(OH2)2
- for two 

reasons: 1) the oxygen atom of the coordinating water molecule donates electronic 

charge to the bridging H atom of the DRA fragment and 2) the oxygen atom’s negative 
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charge destabilizes the diffuse electrons near the Li atom. The opposite trend in VDEs 

occurs in the fourth most stable isomer, for the H atoms of the coordinating water 

molecule are oriented toward the diffuse electrons.  

 

In the least stable of the five structures, a second water molecule forms a hydrogen 

bond with the water molecule that coordinates to Li- in Li-(H2O). Whereas the latter 

anion has a Li-O distance of 4.21 Å, the enhanced dipole moment of the water dimer 

results in a Li-O separation of 3.94 Å for this isomer. The Dyson orbital of this anion’s 

VDE consists chiefly of diffuse Li s functions, as was the case for Li-(H2O). (See Figs. 

6 and 11.) Because of the enhanced anion-dipole interaction, the VDE of 1.09 eV is 

larger than that of Li-(H2O) by 0.20 eV. As in the cases of the third and fourth most 

stable isomers, the fifth most stable structure does not correspond to any peak seen in 

the experiment.  

 

After electron detachment from DRA Li(OH2)2
-, the resulting uncharged species 

relaxes to a geometry with a smaller O-Li-O angle that is shown in Fig. 12.  This 

trend follows from the removal an electron from a diffuse, totally symmetric orbital 

in the C2 anion.  A normal mode that corresponds to O-Li-O bending has a frequency 

of 0.04 eV in the uncharged final state. These data suggest that the satellite peak at 

0.60 eV in the spectrum may be assigned to electron detachment accompanied by an 
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elementary vibrational excitation.  

 

Discussion 

Complexes of atomic anions and molecules are not detected in the experimental 

photoelectron spectrum of Li(H2O)-. The Li-(H2O) anion may not have been observed 

because its energy is the highest of the three isomers listed in Table 2. However, with 

a much lower energy, H-(LiOH) was not observed either. The results of Table 2 

indicate that this species has a VDE which is too large to detect with the present source 

of photons. It may be present in the experiment’s mass-selected beam of anions. One 

more possibility is that the barrier for breaking one O-H bond in water is too high to 

allow this isomer’s presence in the anion source region. 

 

The Cs LiOH2
- species detected in the anion photoelectron spectrum of Fig. 1 is 

isoelectronic with the C3v DRA H3O
- and has a similar structure in which a hydrogen 

atom has been replaced by a lithium atom. The isovalent Li2OH- and Li3O
- anions also 

merit consideration. Li2OH- has been calculated to have a C2v structure45 (with both 

of the Li atoms and the H atom being connected to the central O atom) similar to that 

of DRA H3O
-. Li3O

- has been made experimentally46 and investigated 

theoretically.47 Previous works emphasized this anion’s relationships with super-

alkalis, but did not consider possible DRA characteristics. The Dyson orbital for the 
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VDE of LiOH2
- has important contributions from diffuse (i.e. extra-valence) functions 

on its hydrogen atoms and therefore more closely resembles its counterpart for DRA 

OH3
- than its counterpart for Li3O

-. Therefore, LiOH2
- may be classified as a DRA. 

 

Replacement of H2O by NH3 leads to related species.  LiNH3
-, being iso-valent to 

NH4
- and having an approximately tetrahedral structure, could be a DRA. Anion 

photoelectron spectroscopy and calculations provide confirmation, even though these 

works did not focus on similarities with other DRAs.48,49 Li4N
- has been investigated 

theoretically; its tetrahedral structure resembles that of DRA NH4
-.50 Species such as  

Li2NH2
- and Li3NH- with tetrahedral nitrogen atoms are probable DRA candidates. 

 

Complexes of atomic anions with molecules also are absent from the photoelectron 

spectrum of Li(OH2)2
-. For the most stable structure, where a hydride anion forms an 

ionic bond to LiOH and the latter fragment’s oxygen atom enters into a hydrogen bond 

with a water molecule, the VDE is too large to be measured in the present experiment. 

The least stable structure for Li(OH2)2
- displays a Li- anion that is attracted to (H2O)2. 

There is no VDE near the predicted value of 1.1 eV, nor was there a peak near 0.9 eV 

in the spectrum of Li(OH2)
-. Structures that consist of Li- anions plus water molecules 

do not contribute to either spectrum.  
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The DRA Li(OH2)2
- has a structure that resembles that of the DRA O2H5

- in which the 

latter anion’s bridging hydrogen atom is replaced by a lithium atom. Whereas the 

bridging atom in O2H5
- has unequal O-H separations, the two O-Li distances are 

identical in DRA Li(OH2)2
-. Sequential replacement of non-bridging hydrogen atoms 

by lithium atoms may lead to stable O2Li5-nHn
- species for n=0,1,2,3 with similar 

structures and Dyson orbitals. The third and fourth structures of Table 3 are related to 

the other DRA isomer of O2H5
-, an anion-molecule complex of DRA OH3

- with H2O. 

In the former case, a water molecule coordinates to DRA LiOH2
- through a hydrogen 

bond that destabilizes the anion’s diffuse electrons, leading to a reduced VDE. (The 

latter hydrogen bond’s dissociation energy is approximately 0.2 eV.) In the latter case, 

the water molecule orients its dipole moment toward the diffuse electrons, producing 

a higher VDE. This structure resembles that of the DRA OH3
-(H2O) anion; a lithium 

atom instead of a hydrogen atom bridges between the anion and the molecule.  There 

is no peak at 0.7 eV in the spectrum and therefore the fourth most stable structure may 

be ruled out. There is no evidence of a satellite at lower electron binding energy with 

respect to the chief peak at 0.56 eV; the third most stable structure also may be 

eliminated from further consideration.  

 

Experimental and theoretical evidence for the coexistence of two DRAs of a given 

formula, one with a hydrogen bridge and the other with a DRA-molecule structure, 
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exists for N2H7
-. In one case, a tetrahedral NH4

- fragment is coordinated to an 

ammonia molecule, with the protons of the latter species oriented toward the DRA. In 

the other DRA structure, an asymmetric N-H-N bridge is accompanied by a Dyson 

orbital for the VDE which is distributed chiefly outside the three hydrogens of the 

tetrahedral fragment that are not engaged in the hydrogen bond. A similar structure 

for LiN2H6
- with a lithium atom in the bridging position may be another DRA, along 

with LinN2H7-n
- species with n=2-7.  

 

Unlike the case of NH4
- in which there is little structural difference between the DRA 

and its parent cation or radical, there are substantial changes in Li-O distances 

between DRAs Li(OH2)1,2
- and the related uncharged or cationic species. In addition, 

O-Li-O bond angles are 180o, 107o and 115o respectively for the D2d cation Li(OH2)
+, 

the corresponding radical and the DRA Li(OH2)2
-.  

 

Conclusions 

Close agreement between vertical detachment energies inferred from an anion 

photoelectron spectrum and ab initio electron propagator calculations establishes that 

the LiOH2
- species observed experimentally corresponds to a pyramidal structure in 

which Li and H atoms are bound to a central O atom, in resemblance to the cationic 

structure. The Dyson orbital for the vertical detachment energy is diffuse, with its 
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largest amplitudes concentrated outside the Li and H nuclei.  Therefore, the observed 

LiOH2
- species is a double-Rydberg anion, with a pair of electrons described by extra-

valence orbitals on the hydrogen nuclei and by 2s orbitals on the lithium nucleus.   

 

Li(OH2)2
- also is an anion with two diffuse electrons that cause the O-Li-O angle to 

be bent, unlike the linear structure seen in the cation.  The largest amplitudes of the 

Dyson orbital also occur in exterior regions, but are close enough to affect O-Li bond 

lengths and the O-Li-O angle. Excellent agreement between the spectral peak and the 

calculated vertical detachment energy also occurs in this case. In addition, a 

vibrational satellite has been assigned.  

 

No evidence of the most energetically stable anion-molecule complexes, H-

(LiOH)(H2O)0,1, has been found in the spectra, but the presence of these species 

cannot be ruled out. Calculations indicate that photon sources above 3 eV would be 

needed to determine their electron detachment energies. There also is no experimental 

evidence for the less stable Li-(H2O)1,2 species or for DRA LiOH2
-(H2O) complexes 

that is in agreement with theory.   

Table 1. Extra-diffuse-function exponents 

Atom sp  d  

Li 0.0025 0.033 
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0.00082 0.0011 

O 0.028 

0.0095 

0.215 

0.071 

H s p 

 0.012 

0.004 

0.125 

0.042 

 

Table 2. Relative Energies and Vertical Electron Detachment Energies of (LiOH2)
- 

Isomers 

Structure Description Relative 

Energya 

VDE: BD-

T1b 

VDE: 

ΔCCSD(T)b 

H-(LiOH) C∞v Anion-

Molecule 

0 3.00 2.97 

LiOH2
- Cs Double 

Rydberg 

1.12 0.55 0.54 

Li-(H2O) C2v Anion-

Molecule 

1.43 0.89 0.86 

Li-   0.63 0.62 

aeV, CCSD(T)/aug-cc-pvqz single point + CCSD/6-311++(2df,2pd) + extra functions + zero-point 

corrections 

beV, aug-cc-pvqz basis 
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Table 3. Relative Energies and Vertical Electron Detachment Energies of (LiO2H4)
- 

Isomers 

Structure Description Relative 

Energya 

VDE: 

BD-T1b 

VDE: 

ΔCCSD(T)b 

1  H-

(LiOH)(H2O) 

Anion-

Molecule 

0 3.45 3.41 

2  Li(OH2)2
- 

C2 

Double 

Rydberg 

1.26 0.53 0.55 

3  LiOH2
-

(H2O) 

Anion-

Molecule 

1.59 0.50 0.52 

4  LiOH2
-

(H2O) 

Anion-

Molecule 

1.62 0.70 0.72 

5  Li-(H2O)2 Anion-

Molecule 

1.78 1.09 1.08 

a eV, CCSD(T)/aug-cc-pvqz single point + CCSD/6-311++(2df,2pd) + extra functions + zero-point 

corrections 

bb eV, aug-cc-pvqz basis 
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Figure 1. Photoelectron spectra of Li– and (LiOH2)1,2
– taken with 1064 nm photon 

 

 

Figure 2. Structures of the three isomers of LiH2O
–. 
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Figure 3. Structures of the five isomers of Li(OH2)2
–. 

 

Figure 4. Optimized geometry of LiO4H2 after electron detachment from DRA 

Li(OH2)2
–. 
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VI.5 On the Existence of Triple Rydberg Anions 

Gaoxiang Liu, Evan Collins, Sandra M. Ciborowski, J. Vincent Ortiz, Evangelos 

Miliordos, and Kit H. Bowen 

 

Similar to the double-Rydberg anion, the triple Rydberg anions are characterized by 

three electrons delocalized in a diffuse orbital surrounding a stable, closed-shell 

doubly charged cationic core. With three electrons described by extra-valence orbitals, 

triple Rydberg anions are expected to exhibit a novel pattern of electronic structure. 

The concept of triple Rydberg anions is hereby demonstrated by Mg(NH3)4,5,6
– anions. 

The molecular framework of these anions is the doubly positively charged Mg2+
 

ligated by 4, 5, or 6 NH3 molecules, that is, Mg(NH3)4,5,6
2+.  Their lowest 

unoccupied molecular orbitals are atom-like Rydberg orbitals. Therefore, 

Mg(NH3)4,5,6
2+ can be viewed as a superatom or united atom. Adding three electrons 

to the superatomic Rydberg orbitals makes the triple Rydberg anions, Mg(NH3)4,5,6
–. 
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Figure 1. Mass spectrum of Mg(NH3)4,5,6
– 

Figure 1 presents the mass spectrum of Mg(NH3)4,5,6
– made by laser-vaporization source. 

High-intensity signals of Mg(NH3)5
– and Mg(NH3)6

– were observed. The Mg(NH3)4
– 

signal was weaker. The isotopic patterns deviate from the theoretical patterns a little bit. 

This observation suggests some other anions may exist at 1 amu higher than the 

Mg(NH3)4,5,6
–. 

 

Figure 2. Photoelectron spectra of Mg(NH3)4,5,6
–. 

 

Figure 2 presents the photoelectron spectra of Mg(NH3)4,5,6
–. The spectra of 

Mg(NH3)4,5,6
– show characteristic features of a triple Rydberg anion: (1) The first 

vertical detachment energy is 0.58 eV, which is close to a double Rydberg anion; (2) 
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The spectral features of Mg(NH3)4,5,6
– are almost irrelevant to the number of NH3 

ligation. Such a phenomenon has been observed in double Rydberg anions. 

Table 1. Electron binding energies of Mg(NH3)4,5,6
–. 

 

EBE1 EBE2 EBE3 EBE4 

Mg(NH3)4
-  0.56 1.12 1.73 2.20 

Mg(NH3)5
-  0.58 1.11 1.78 2.26 

Mg(NH3)6
-  0.58 1.09 1.70 2.17 

 

Vincent Ortiz and Evangelos Miliordos just notified us (08/2019) that with an updated 

theoretical approach, they were able to predict a triple Rydberg Mg(NH3)4
– structure 

with vertical detachment energies that agree well with experimental results. 
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VI.6 Superatomic Clusters with Four Diffuse Rydberg Electrons 

Gaoxiang Liu, Isuru R. Ariyarathna, Zhaoguo Zhu, Mary Marshall, Sandra M. 

Ciborowski, Evangelos Miliordos, and Kit H. Bowen 

 

In this study, we went one step further than the triple Rydberg anion. Here we devised 

and prepared La(NH3)5,6
–, which possesses a [La(NH3)5]

3+ core and four diffuse 

Rydberg electrons. This is an extraordinary piece of work because the ability of this 

superatomic cluster to hold up to four diffuse valence electrons can open doors to 

designing electronic devices with unique properties.  

 

Figure 1. The mass spectra of La products made by laser vaporization source 
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With only helium as the backing gas, La–, LaOx
–, and LaCx

– were observed. After adding 

NH3, the mass spectrum changed significantly. La(NH3)5,6
– were observed in the mass 

spectrum. It seems that La(NH3)n
- always come with dissociation products such as 

La(NH2)(NH3)n-1
– and La(NH)(NH3)n-1

– (n = 5 and 6). 

 

Figure 2. Photoelectron spectra of La–, La(NH3)5
–, and La(NH3)6

–. 

 

The photoelectron spectra of La(NH3)5
– and La(NH3)6

– are fundamentally different from 

that of La–, suggesting changes of the electronic structure due to the addition of NH3. 

This confirms that the interaction between La– and NH3 is chemical rather than 

physisorbed. The spectra of La(NH3)5
– and La(NH3)6

– are essentially identical to each 

other. They both show a strong and sharp feature around 0.65 eV, characteristic of 
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Rydberg anions. The transitions at higher electron binding energy are due to the 

photodetachment from deeper Rydberg orbitals. 

 

Quantum chemistry calculations confirmed that the global minimum structures for 

La(NH3)5
– and La(NH3)6

– have all their NH3 ligated to La, forming a superatomic 

structure. The calculated vertical detachment energies are in good agreement with the 

experiment. The superatomic electronic configuration of La(NH3)5
− is 1s21p11p1 or 

(24a’)2 (25a’)1 (16a’’)1, which is a triplet. The superatomic electronic configuration of 

La(NH3)6
− is 1s21p11p1 or (15ag)

2 (9au)
1 (14bu)

1, which is also a triplet. 

 

Figure 3. Optimized lowest energy structure of La(NH3)5
–. 

 

 

Figure 4. Selected molecular orbitals of La(NH3)5
– 
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Figure 5. Selected molecular orbitals of the La(NH3)6
– 
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VI.7 Direct Mapping of the Electronic Structures of Hexavalent 

Uranium Complex 

Gaoxiang Liu, Sandra M. Ciborowski, Lan Cheng, and Kit H. Bowen 

 

Hexavalent uranium, U(VI), is one of the most ubiquitous forms of uranium, 

manifested by the prevalence of uranyl compounds, UO2
2+. The electronic structure 

of U(VI) compound has been of considerable research interest. In particular, in U(VI) 

compounds all six valence electrons of uranium are involved in chemical bonds, 

making U(VI) compounds closed shell. This offers an ideal playground for theorists 

to develop and test their theoretical methods on heavy metals without facing the 

tremendous challenge of dealing unpaired electrons at the same time. Many 

theoretical studies have been published on the electronic structures of U(VI) 

complexes, but there is substantial disagreement among different theories. An 

experimental benchmark, on the other hand, is still absent. Solution and solid phase 

absorption spectroscopy results are inevitably interfered by environmental effects, 

which add another dimension of complexity. Gas-phase studies on isolated U(VI) 

compounds are expected to provide the ideal benchmark for theory. However, gas-

phase studies so far have only covered either compounds where uranium is in other 

oxidation states or ligated U(VI) complexes. The former is not of particular interest, 

and the photoelectron spectra of the latter mostly reflect the ligand orbitals rather than 
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the electronic structure of the U(VI) core. A direct mapping of the isolated U(VI) 

complex is highly demanded to resolve the debate in theory. 

 

In this study, we prepared uranium dinitride anion, UN2
–, via the reaction between 

laser vaporized uranium and nitrogen gas and measured its photoelectron spectrum. 

The spectrum of UN2
 anion is the direct mapping of the electronic structure of UN2 

neutral at the anion’s geometry. Coupled with state-of-the-art electronic structure 

calculations, we are able to interpret the electronic structure of this U(VI) compound 

and validate the theoretical approach.  

 

Figure 1. Photoelectron spectra of UN2
– taken with 1.165, 3.495, and 4.660 eV 

photons. 

 

Figure 1 presents the photoelectron spectra of UN2
– taken with lasers of different 

photon energies. The 1064 nm spectrum shows a vertical detachment energy of 0.89 
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eV and a vibrational progression with a spacing of 45 meV. The spacing corresponds 

to a UN2 vibrational mode. The 4th harmonic spectrum shows a number of features 

corresponding to photodetachment transitions to excited states of neutral UN2, that is, 

a reflection of neutral UN2 electronic structure. The feature from 2.5 to 3.3 eV is broad 

and less intense, suggestive of many weak transitions. The features at 3.4 and 3.6 eV 

are strong and sharp, indicating that these transitions have high cross-sections, and the 

final electronically-excited states of neutral UN2 have similar structures to the UN2 

anion. 

 

Prof. Lan Cheng has done very advanced, state-of-the-art electronic structure 

calculations on this project. So far, an excellent agreement between theory and 

experiment has been reached. According to Prof. Cheng, the calculations have 

converged to a level that is less than the experimental resolution, though some 

improvement in convergence is still needed. 
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VI.8 CO2 Hydrogenation to Formate and Formic Acid by 

Bimetallic Palladium-Copper Hydride Clusters 

Gaoxiang Liu, Patricia Poths, Zhaoguo Zhu, Mary Marshall, Xinxing Zhang, 

Anastassia Alexandrova, and Kit H. Bowen 

 

Transforming carbon dioxide into reduced, higher value molecules is of great interest 

for both environmental and economic reasons. For catalytic CO2 functionalization, 

bimetallic catalysts have shown improved activity and selectivity over single-

component ones, because lattice engineering is readily utilized to tailor the surface 

and electronic structures of bimetallic catalysts which regulate their performance. The 

rational design of high-efficiency bimetallic catalysts demands a mechanistic 

understanding on how the catalytic CO2 transformation processes on the active sites. 

While it is well-established that the formation of metal hydrides and the insertion of 

CO2 into the metal-hydride bond are the critical steps in CO2 hydrogenation, a 

comprehensive knowledge about them is still limited due to a lack of direct 

experimental characterization on these key reaction intermediates. In particular, it is 

less clear how the interplay between different metals can alter catalyst properties such 

as hydrogen and CO2 binding sites, electronic structures, charge transfer property, and 

release of products that determine, which determine the catalytic performance. 
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Benefited from the synergy between experimental characterization of reaction 

intermediates and state-of-the-art quantum chemistry calculations, the gas-phase 

studies of CO2 reduction and hydrogenation have provided mechanistic insight into 

CO2 functionalization at the molecular level. While hydrides of single metal (for 

example, Cp2TiH+, PtH3
–, FeH–, and Cu1,2H2

–) can convert CO2 to form formate or 

formate complexes, we are not aware of utilizing bimetallic hydrides as the model 

system to study CO2 hydrogenation on bimetallic catalysts. The present work focuses 

on the hydrogenation of CO2 via reaction with the anionic bimetallic palladium-

copper tetra-hydride cluster, PdCuH4
–. We selected the hydride of palladium-copper 

because various bimetallic palladium-copper catalysts have been recently reported to 

show enhanced CO2 hydrogenation activity when compared to the single-component 

palladium or copper catalysts, and the reactions between their hydride and CO2 serve 

as the ideal model to understand the hydrogenation process. The different hydrogen-

binding patterns in PdCuH4
– clusters render their reactions with CO2 follow distinct 

mechanisms to produce formate and formic acid, respectively. 

 

PdCuH4
– was prepared in a pulsed arc cluster ionization source.  Briefly, a ~30 us 

duration, high voltage and current discharge was applied to vaporize Pd and Cu 

powders. Almost simultaneously, high-pressure hydrogen gas was injected into the 

discharge region. The resulting mixture of atoms, ions, and electrons reacted to form 
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PdCuH4
–. The hydrogen gas carried the nascent PdCuH4

– downstream to the reaction 

cell to interact with CO2. The resultant anionic products were identified by time-of-

flight mass spectrometry. Figure 1 presents mass spectra with or without introducing 

CO2. With no CO2 in the reaction cell, we observed the mass series of PdCuH4
–, and 

its match with the simulated isotopic pattern suggests PdCuH4
– the only palladium-

copper hydride formed under our experimental conditions. When CO2 was added to 

the reaction cell, prominent mass series appeared at masses higher and lower than 

PdCuH4
–. The higher-mass series is the reaction intermediate PdCuCO2H4

–, and the 

lower-mass peaks are formate- and formic acid-containing anionic clusters. The 

tagging of neutral formic acid to anionic formate makes its observation possible by 

mass spectrometry. The strong summed intensities of formate and formic acid 

products show that PdCuH4
–hydrogenates CO2 efficiently. Note that the observation 

of formic acid suggests the reaction  

PdCuH4
– + CO2 → PdCuH2

– + HCOOH (formic acid) 

yet PdCuH2
– or other palladium-copper hydrides were absent after PdCuH4

– reacted 

with CO2. This implies regeneration of PdCuH4
– via H2 addition to PdCuH2

–. 

Therefore, we tentatively concluded that the catalytic reaction 

H2 + CO2 
𝑃𝑑𝐶𝑢𝐻4−
→       HCOOH 

occurred under our experimental conditions. 



 

 

325 

 

Figure 1. The mass spectra of PdCuH4
– cluster anions A) without and B) with CO2 

injection into the cell. 

 

We then applied anion photoelectron spectroscopy to characterize PdCuH4
– and 

PdCuCO2H4
–. The photoelectron spectra were taken at every isotopic peak for each 

mass series to make sure that each series contains only PdCuH4
– or PdCuCO2H4

– 

(Figure 1 and S1). For PdCuH4
–, two electron binding energy (EBE) peaks at 3.35 and 

3.83 eV are assigned as the vertical detachment energies (VDE). For PdCuCO2H4
–, 

its VDE values are 2.50, 4.09, and 4.47 eV.  

 

Figure 2. Photoelectron spectra of (A) PdCuH4
– and (B) PdCuCO2H4

–, both measured 
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with 266 nm (4.66 eV) photons. 

Geometry optimization of the PdCuH4
- cluster yielded two similar lowest energy 

structures. The global minimum (GM) structure is shown in Fig. X (a), consisting of 

one H2 
2 coordinated to the Pd atom, one 2 bridging H atom, and one H bound to 

Cu. The second lowest energy isomer, which will be referred to as the local minimum 

1, or LM1, seen in Fig. X (b) is 0.51 eV higher in energy than the GM, and is 

structurally very similar to the GM. The main difference is that one of the 2 H atoms 

has migrated to form a second 2 H between Pd and Cu. Table 1 lists the calculated 

VDEs for all structures presented, and their corresponding experimental peaks. The 

GM has a calculated VDE of 3.98 eV, while LM1 has a calculated VDE of 3.61 eV. 

These correspond to the 3.8 eV and 3.3 eV peaks in the experimental PES, indicating 

that a mixture of ions was present. 

 

Next, CO2 binding to the clusters was investigated. CO2 was placed in close proximity 

to the GM and LM structures and structural optimization was performed. Figure X (c) 

shows the GM structure for the cluster-CO2 structure, while (d) shows the second 

lowest energy isomer. Note that these structures do not contain CO2 bound to PdCuH4
-, 

but rather HCOO- bound to PdCuH3. CO2 is not present in the low energy isomers, as 

lone H atoms prefer to migrate to carbon from either Pd or Cu in a barrierless process. 

Figure X (c) shows the result of the addition of CO2 on Cu to the GM, while (d) shows 
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the addition on CO2 on Pd to LM1. The calculated VDE for (c) is 4.63 eV, 

corresponding to the 4.4 eV peak in the experimental PES, however the VDE for (d) 

at 5.64 eV is out of range of the experimental data. This structure is included, however, 

as structures which result from it are present in the PES. The first of these resulting 

structures is seen in Figure X (e). It is similar to that of (d), however one bridging H 

atoms has migrated to an oxygen atom, producing PdCuH2
-(HCOOH). This structure 

has a VDE of 3.94 eV, which corresponds to the 4.1 eV peak in the PES. So far this 

has accounted for all but one of the peaks on the PdCuH4
-•CO2 PES. The final peak 

at 2.5 eV is accounted for by the structure of PdCuH2
- seen in Figure X (f), with a 

calculated VDE of 2.51 eV. This is the structure that would form upon the removal of 

HCOOH from (e).  

 

Two potential energy profiles for PdCuH4
- + CO2 forming formic acid are shown in 

Figure Z. Path A links the global minimum PdCuH4
- and PdCuH4

-•CO2 structures, 

ending with the dissociation of HCOO- from PdCuH3. This is a plausible pathway, as 

the reactant and intermediate are both present in their respective PES, and the VDE 

of HCOO-, at 3.82 eV, could be responsible for the 4.1 eV peak. However, the energy 

difference between the intermediate and the product, at 2.49 eV, is too high for this to 

be the main path.  
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Path B is the alternative with a more reasonable energy profile. Despite starting from 

a 0.51 eV higher energy isomer, it proceeds to the LM1 CO2-cluster structure, 0.91 

eV lower. The step to the second intermediate is 0.52 eV uphill, followed by another 

1.00 eV step up to reach PdCuH2
- + HCOOH. While these are generally fairly large 

steps, the species are in a fast-moving ion beam in a collision chamber with an excess 

of fast-moving H2 molecules, so endothermic steps of ~1eV are just within reason. 

The presence of peaks attributable to PdCuH2
-(HCOOH) and PdCuH2

- in the PES 

further supports this as the pathway of choice, emphasizing the importance of 

accounting for low-lying isomers for catalytic behavior, a topic of growing 

importance[18–21]. PdCuH4
- would then be regenerated in the presence of excess H2, as 

PdCuH4
- is 0.43 (LM) or 0.94 (GM) eV lower in energy than PdCuH2

- +H2.  

 

Figure 3. the global minimum (a) and second lowest energy (b) PdCuH4- clusters 

calculated. (c) shows the global minimum structure for the cluster-CO2 structure. (d) 

is the second lowest CO2-cluster isomer, which is 0.98 eV higher in energy than the 

GM. (e) is an HCOOH solvated structure, which is another intermediate in the formic 

acid formation process. (f) is the PdCuH2- structure which would form after the 

H

c d e f
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formic acid leaves the cluster.  

VI.9 CO2 Hydrogenation to Formate by Palladium Hydride 

Clusters 

Gaoxiang Liu, Zhaoguo Zhu, Mary Marshall, and Kit H. Bowen 

 

Palladium is a natural hydrogen absorber: each unit volume of palladium can absorb 

up to 900 unit volume of hydrogen gas. The absorbed hydrogen exists in the form of 

palladium hydrides, PdHx. In this work, we studied CO2 hydrogenation by PdH– in 

the gas phase. This can shed light on applying this metal hydrogen “sponge” to convert 

CO2 into value-added products. 

 

Figure 1. Mass specta of PdHx
– with or without the addition of CO2. 
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Without the addition of CO2, PdH– was made. After adding CO2, the adduct PdH(CO2)
- 

and the reaction product HCOO– were observed. PdCO- should be due to carbon and 

oxygen absorbed on Pd powder. 

 

Figure 2. Simulated and experimental mass spectra of the reaction products. 

 

With a zoomed-in analysis of the adduct mass region, we identified PdH1CO2
– and 

PdH2CO2
–. 
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Figure 3. Photoelectron spectra of PdH1,2CO2
–.  

 

Figure 4. Photoelectron spectrum of formate. 

 

Calculations have shown that the PdHCO2
– can be a mixture of Pd(HCOO-), i.e., formate 

adduct, and HPd(CO2)
-, i.e., CO2 chemisorbed to HPd–. The identify of formate product 

is verified by photoelectron spectroscopy. 

 

 

Figure 5. Calculated structures of PdHCO2
–. 

 

Table 1. Calculated relative energy and vertical detachment energies of PdHCO2
–. 
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Figure 6. Calculated reaction pathway for PdH– + CO2. 

 

 

Figure 7. Calculated structures of PdH2CO2
–. 

 

Table 2. Calculated relative energy and vertical detachment energies of PdHCO2
–. 
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VI.10 Tertiary Systems: Tandem Molecular Activation by Single 

Atomic Anions 

In previous studies, we have demonstrated that single platinum atomic anions can 

activate small molecules, including H2O, CO2, and CH4. In the cases of H2O and CH4 

activation, we observed activation products containing hydride, hydroxyl group, or 

methyl group. These complexes can be utilized to further activate other small 

molecules for purposes such as CO2 hydrogenation, C-C coupling, and more. 

 

Figure 1. Source setup for tandem H2O and methane activation by platinum anions 

. 
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Tandem Activation of Water and Methane by Single Platinum Atomic Anions 

Gaoxiang Liu, Isuru Ariyarathna, Sandra M. Ciborowski, Evangelos Miliordos, and 

Kit H. Bowen 

 

In this study, we integrated our previous results on methane and water activation by 

single platinum atomic anions, aiming to convert methane to methanol. 

 

 

Figure 1. Mass spectrum of the tertiary reactions between Pt–, H2O, and deuterated 

methane CD4. 
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Figure 2. The photoelectron spectrum of the [Pt(H2O)]– complex which was used to 

react with methane. The spectrum suggests three forms of [Pt(H2O)]–, Pt–(H2O), 

HPtOH–, and H2PtO–, coexisted. 

 

Figure 3. Calculated reaction pathway for Pt––H2O-CH4. The inset is the 

photoelectron spectrum of [Pt(H2O)(CD4)]
–. 
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CO2 Activation and Hydrogenation by Platinum Activated Methane 

Gaoxiang Liu, Isuru Ariyarathna, Sandra M. Ciborowski, Zhaoguo Zhu, Evangelos 

Miliordos, and Kit H. Bowen 

 

The co-conversion of methane and carbon dioxide to value-added chemicals 

represents an important subject in C1-chemistry of both energy and environmental 

interests, but it is very challenging due to the inherent stability of both CH4 and CO2. 

Dry reforming of methane (DRM) with CO2 has been developed for generation of 

syngas (CO + H2) that can be converted to desired products by either alcohols 

synthesis or Fischer-Tropsch processes. However, such indirect route is highly energy 

intensive. The design of catalysts that can achieve the direct co-conversion of CH4 

and CO2 thus becomes appealing driven by the economical consideration. 

 

In this study we took the advantage of our previous success in methane and CO2 

activation by atomic platinum anions, and CO2 hydrogenation by platinum hydrides, 

and for the first time accomplished the direct conversion of methane with carbon 

cioxide mediated by single atomic anions. 
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Figure 1. Mass spectra of the Pt– + CH4 + CO2 and Pt– + CD4 + CO2 reactions. 

 

 

Figure 2. Photoelectron spectrum of the reaction proucts PtCH4CO2
–. 
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Figure 3. Calculated reaction pathway for the reaction Pt– + CO2 + CH4. 

 

Table 1. Calculated vertical detachment energies for the isomers of PtCH4CO2
–. 

Structure VDE to 

triplet 

VDE to 

singlet 

 

CH2PtC(OH)2
– 4.64 1.98 

 

CH2PtH2CO2
– 4.47 2.96 

 

CH2PtHCOOH– 4.07 2.83 

 
CH3PtCOOH– 3.46 2.50 
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CH3Pt(H)CO2
– 4.02 2.71 

 

CH4…PtCO2
– 3.62 2.84 

 

HPtOCOCH3
– 5.27 3.86 

  

CH3PtOCOH– 3.81 3.88 
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Simulating Electrochemistry at the Molecular Level: Ni, Pd, Pt-H2O-CO2 

Gaoxiang Liu, Isuru R. Ariyarathna, Sandra M. Ciborowski, Zhaoguo Zhu, Evangelos 

Miliordos, and Kit H. Bowen 

 

The electrochemical reduction of CO2 has been regarded as the promising strategy to 

convert CO2 into value-added products. However, the extremely complicated 

environments of electrochemical reactions makes unravelling their mechanisms very 

difficult. With the aid from state-of-the-art calculations, gas-phase experiments provide 

an ideal arena for addressing many challenging topics and to probe mechanistic aspects 

of a chemical process in an unperturbed fashion at a strictly molecular level. Water 

activation and CO2 hydrogenation are two important reactions for generating clean 

energy and alleviating global warming. Recently, we have demonstrated that single 

platinum atomic anion can activate either H2O or CO2 molecules. For H2O activation, 

we verified the existence of the activated intermediate HPtOH-. In this work, we 

integrated these two important activation processes together: the platinum/water binary 

intermediate, HPtOH-, was used to hydrogenate the other molecule, CO2. Their tertiary 

anionic intermediate, [Pt(H2O)(CO2)]
-, was observed in the mass spectrum. In addition 

to the intermediate, we also observed the CO2 hydrogenation product, formate.  

Without adding CO2 into the reaction cell, the products made by the reactions between 

Pt- and H2O are PtO-, Pt(H2O)- and their corresponding solvated complexes, the same as 

our published results. After adding CO2 into the reaction cell, PtCO2
- and Pt(H2O)(CO2)

- 
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are formed. 

 

 

Figure 1. Mass spectra of the Pt– + H2O reaction and the Pt– + H2O + CO2 reaction. 

 

 

Figure 2. Mass spectra of low-mass products of the Pt– + H2O + CO2 reaction. 

HCOO-(formate), HCO3
-, CO3

- and their solvation complexes are observed after adding 

CO2 into the reaction cell. The intensity of HCOO-
 related peaks are weaker than the 
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others. 

 

 

Figure 3. Photoelectron spectrum and calculated structures of [Pt(H2O)(CO2)]
–. The 

colored sticks represent the vertical detachment energy of the corresponding structure. 

 

Figure 4. Photoelectron spectra of low-mass species.  

 

The identities of these reaction products are verified by PES. These PES are in agreement 

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

HCOO-

P
h
o
to

e
le

c
tr

o
n
 I
n
te

n
s
it
y

CO3
-

Electron Binding Energy (eV)

HCO3
-



 

 

343 

with previous published results 

 

 

Figure 5. Calculated reaction pathway for Pt– + H2O + CO2. 

 

The step-by-step reactions in our experiments are thus: 

1. Pt  + e -> Pt- 

2. Pt- + H2O -> HPtOH- 

3. HPtOH- + CO2 -> PtOH + HCOO- 

4. HPtOH- + CO2 -> PtH + HCO3
- 

5. PtOH + PtH -> 2Pt + H2O (not observed but this reaction is exothermic, it might 

have happened but we are unable to observe them) 

Adding and balancing the above reactions we get the overall reaction as: 

(2Pt) + 2e + H2O + 2CO2 → (2Pt) + HCOO- + HCO3
- 
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In the overall reaction the Pt acts as a catalyst.  

 

The overall reaction observed here is exactly the classical electrochemical reduction 

of CO2 as happened on Pt electrodes. Therefore, our gas-phase experiments bisect the 

electrochemical process into molecular level reactions. 
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VI.11 Decomposition of Hydroxylamine by Iridium Cluster Anions 

Gaoxiang Liu, Sandra M. Ciborowski, Jerry Boatz, Steven Chambreau, and Kit H. 

Bowen 

 

The Airforce research lab is very interested in using iridium clusters to catalyze the 

decomposition of ionic liquids, which serves as the monopropellants for space aircraft. 

We investigated this topic in the gas phase, aiming to provide a molecular level insight 

into the decomposition process. 

 

Figure 1. Mass spectrum of the reactions between Irn
– and hydroxylamine. 

 

The addition of hydroxylamine resulted in a new series of peaks which are 31 amu 

heavier than their corresponding Irn
- peaks. Noted that the mass of hydroxylamine is 33 

amu. Therefore, this suggests when Ir cluster anions react with hydroxylamine, 
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dehydrogenation happens. This reaction pattern is true for all Irn
- observed (n =1-5). The 

series denoted by “x” are determined as Ir oxide cluster anions, IrnO
–. 

 

Figure 2. Photoelectron spectra of Irn
–, n= 1-5. 
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Figure 3. Photoelectron spectra the reaction products, [Ir3,4(NOH)]–. 

 

Figure 4. Calculated reaction pathway of the reaction Ir– + NH2OH. 
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VI.12 Photoelectron Spectroscopic Study of Dipole-bound and 

Valence-bound Nitromethane Anions Formed by Rydberg 

Electron Transfer 

Gaoxiang Liu, Sandra M. Ciborowski, Jacob D, Graham, Allyson M. Buytendyk, and 

Kit H. Bowen 

Department of Chemistry, Johns Hopkins University, 3400 N. Charles Street, 

Baltimore, MD 21218, USA 

 

Abstract 

The existence of close-lying dipole- and valence-bound states in the nitromethane 

anion makes this simple molecule an ideal model for studying the coupling of these 

two electronically different states. In this work, the dipole- and valence-bound 

nitromethane anions were generated by Rydberg electron transfer and characterized 

by anion photoelectron spectroscopy. The dipole-bound state was confirmed based on 

its strong dependence on the Rydberg level, its signature sharp peak in the 

photoelectron spectra, and its prominent anisotropy in the photoelectron imaging.  

 

Introduction 

Dipole-bound anions can be formed by the interaction of electrons with highly polar 

neutral molecules or clusters.1-4 The formation of dipole-bound states is thought to be 
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the initial step of the electron attachment process to many polar molecules. Such 

dipole-bound states are often referred to as the “doorway” or “stepping stone” states.5-

14 Within this context, considerable efforts have been devoted to studying anions with 

energetically-close dipole-bound and valence-bound states, through which a deep 

understanding can be acquired on the coupling of the two closely spaced yet 

electronically very different states.15-17  

 

Nitromethane represents a prototype of such anions; this simple molecule possesses 

close-lying dipole-bound and valence-bound states and thus serves as a suitable model 

system for understanding the formation of and the transition between dipole- and 

valence-bound anions in more complicated systems. The coupling between both 

anionic states of nitromethane has been widely researched both by experiment and by 

calculations.16-27 The nitromethane anion, CH3NO2
–, can be formed through Rydberg 

electron transfer (RET) from rare gas and alkali atoms and by collisions with highly 

energetic alkali atoms.15,22 While nitromethane has a sufficiently large dipole moment 

(3.46 D) to sustain a dipole-bound anion, RET experiments show that the Rydberg 

state range in which electron attachment occurs is considerably broader than that of a 

typical dipole-bound anion, thus suggesting a coupling between the dipole-bound and 

valence-bound states.15 Anion photoelectron spectroscopy measures the electron 

affinity of nitromethane as 172 meV and reveals a long vibrational progression, 
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indicative of a valence bound anion with substantial difference in the equilibrium 

structures of the anion and the neutral.15,23,24 Time-resolved photoelectron imaging of 

iodide-nitromethane (I–-CH3NO2) confirms the rapid conversion of the dipole-bound 

state of CH3NO2
– to the valence-bound state, which supports an electron attachment 

process via the “doorway” dipole-bound state.25 Its vibrational features have also been 

demonstrated by autodetachment spectroscopy.28,29  

 

The coupling between the dipole-bound and valence-bound states of nitromethane, 

which fulfills a low-energy crossing picture, leads to the fragility of its dipole-bound 

anion.17 As a result, the dipole-bound nitromethane anion has only been found under 

restricted conditions, and previous characterizations of this dipole-bound state are 

controversial. Field detachment of nitromethane anions made by RET yields complex 

curves, hindering an exact interpretation of its dipole-bound state.15 Anion 

photoelectron spectra of nitromethane anions lack the signature of a dipole-bound 

anion, which should be a sharp photoelectron peak occurring at a low electron binding 

energy.15,23,26 Only one photoelectron spectroscopic study shows a transition 

tentatively assigned to the dipole-bound state. This assignment, however, is not yet 

conclusive; this transition is weak and broad, and the suppression of this feature due 

to Ar tagging is more indicative of a hot band.24 
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Recently, we introduced our specialized Rydberg electron transfer/anion 

photoelectron spectroscopy (RET-aPES) apparatus and demonstrated it as the ideal 

tool to prepare dipole-bound anions, as well as to acquire a more comprehensive 

picture of their energetics.30-33 In this work, we present a photoelectron spectroscopic 

study of nitromethane anions made by Rydberg electron transfer over a wide range of 

Rydberg levels. The dipole-bound state is confirmed by a signature sharp transition at 

low electron binding energy in the photoelectron spectra. The strong Rydberg level 

dependence of its formation and the anisotropy of its photoelectron imaging further 

corroborate the assignment of the dipole-bound state. 

 

Experimental Methods 

The details of our RET-aPES apparatus are described elsewhere.30-33 Briefly, anion 

photoelectron spectroscopy is conducted by crossing a mass-selected beam of 

negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 

photodetached electrons. This technique is governed by the energy-conserving 

relationship, hν = EKE + EBE, where hν, EKE, and EBE are the photon energy, the 

electron kinetic energy, and the electron binding (transition) energy, respectively. 

Electron kinetic energies were measured using a velocity-map imaging (VMI) 

spectrometer. Mass-selected anions were crossed with 1064 nm, linearly polarized 

photons in an electric field. The resultant photodetached electrons were accelerated 
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along the axis of the ion beam toward a position-sensitive detector coupled to a CCD 

camera. The two-dimensional image formed from the sum of the electrons was 

reconstructed into a portion of the three-dimensional distribution via the BASEX34 

method. Photoelectron spectra are calibrated against the well-known spectrum of 

NO–.35 

 

Nitromethane anions were generated by a Rydberg electron transfer (RET) source. 

Neutral nitromethane molecules were expanded using a pulsed valve with 10 psig of 

helium backing gas. The anions were formed when the neutral molecules collided 

with a thermally-expanded beam of potassium atoms, which had been excited to 

specific nd Rydberg states, where n represents the principal quantum number of the 

Rydberg K atoms, in two steps using two dye lasers. One dye laser pumped the 

potassium atoms to the 2P3/2 state with 766.7 nm light, while the other was tuned to 

reach Rydberg levels between 12d and 19d. The anions were then extracted using a 

time-of-flight mass spectrometer and mass-selected, and their electrons were 

photodetached and energy-analyzed with VMI spectroscopy. 

 

Results and Discussions 

Figure 1 presents the representative photoelectron image and spectrum of 

nitromethane anions made by charge transfer with Rydberg potassium atoms at the 
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16d Rydberg level. The photoelectron spectrum exhibits long vibrational progressions 

that are consistent with the well-documented photoelectron spectra of valence-bound 

CH3NO2
–.15 Based on previous studies, here, we assign the transition at around 0.10 

eV as a vibrational hot band and the transition at 0.184 ± 0.015 eV as the vibrational 

0-0 origin transition, i.e., the electron affinity peak. The most prominent feature 

observed here is a sharp photoelectron peak located at very low electron binding 

energy (EBE), which is the signature of dipole-bound anions. This sharp transition 

peaks at 14 meV. We assign this peak as the origin of the transition between dipole-

bound CH3NO2
– and its corresponding neutral. Therefore, the vertical detachment 

energy (VDE) of dipole-bound CH3NO2
– is 14 meV. Due to the close similarity 

between the structures of the dipole-bound anion and its neutral counterpart, the 

anion’s VDE value is almost identical to the value of its corresponding neutral’s 

electron affinity. The current result is thus consistent with the dipole electron affinity 

of 12 ± 3 meV acquired by field ionization.15 The velocity mapping imaging study of 

CH3NO2
– also corroborates the observation of the dipole-bound state. In the 

photoelectron image, a discernable outer ring can be observed with an anisotropy that 

significantly differs from the inner rings of the photodetached valence-bound 

electrons. The anisotropy parameters, β, of the photodetached valence electrons are 

calculated to be around zero, while the β value of the outermost photoelectron ring is 

calculated as 1.41 ± 0.17. This drastic difference suggests that this outermost ring 
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originates from a different electronic state than the ground electronic state of the 

nitromethane anion. The large β value is consistent with an outgoing p wave, which 

results from photodetachment of an s-character orbital with nearly zero angular 

momentum.24 The dipole-bound state can be regarded as a spatially diffuse s-character 

orbital. Therefore, the matter wave of photodetached dipole-bound electrons should 

have p character, being consistent with the photoelectron imaging result. 

 

Figure 1 Photoelectron image and anion photoelectron spectrum of CH3NO2
- made 

by Rydberg electron transfer at the K**(16d) Rydberg level. The hot bands are marked 

as X* and the electron affinity peak is marked as X. DB denotes the dipole-bound 

feature. 

 

The dependence of the dipole-bound feature on Rydberg level was also investigated. 

Figure 2 presents the photoelectron spectra of nitromethane anions made at different 
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Rydberg levels, K**(nd). The valence-bound features in all spectra are quite similar. 

The sharp peak at low EBE shows a strong dependence on the level of the Rydberg K 

atoms. The Rydberg level range from 12d to 19d was chosen because it had been 

previously determined to facilitate the formation of dipole-bound nitromethane anions; 

15,21 here, signal from the dipole-bound anion is discernable at Rydberg levels between 

14d and 17d, with a maximum intensity at n = 16. Such dependence is another 

signature of dipole-bound anions, as electron attachment into a dipole-bound state is 

expected to occur over a narrow range of relatively low principal quantum numbers, 

n, via resonance charge transfer. To be more specific, the d Rydberg electron transfer 

to the dipole-bound state can be explained by the curve crossings between the diabatic 

potential curves of the covalent pair K**(nd)/CH3NO2 and of the formed ion pair 

K+/CH3NO2
– (dipole-bound state). To promote strong negative ion production, the 

Rydberg level, n, is tuned such that when the first curve crossing between the covalent 

and the ionic potentials happens, the orbital of the Rydberg electron overlaps with the 

orbital of the dipole-bound anion, and the energy of the Rydberg electron is close to 

the potential energy barrier associated with the combined core ion and dipole 

potentials. Thereby, the electron efficiently transfers into the dipole-bound well. As n 

becomes too large, the first curve crossing occurs at a larger distance; the overlap 

between the Rydberg electron wave function and the dipole-bound orbital thus 

decreases, dissipating the electron transfer possibility. When n gets too small, the 
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electron can transfer readily to the target molecule but will quickly decay back into 

the Rydberg orbital rather than maintain binding there.21 

 

 

Figure 2 Photoelectron spectra of nitromethane anions formed by Rydberg electron 

transfer over 12d - 19d Rydberg levels. The hot bands are marked as X* and the 

electron affinity peaks are marked as X. DB denotes the dipole-bound features. 

 

Conclusion 

In this contribution, we present a combined RET-aPES experiment on nitromethane 

anions made at different Rydberg levels. The acquired photoelectron image and 
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spectra have confirmed the presence of the dipole-bound nitromethane anion. This 

study represents an example of applying the RET-aPES method to reveal the 

energetics of dipole-bound anions and their coupling with associated valence-bound 

states. 
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Abstract 

The hydrogen sulfide trimer and tetramer anions, (H2S)3
– and (H2S)4

–, were generated 

by Rydberg electron transfer and studied via a synergy between velocity-map imaging 

anion photoelectron spectroscopy and high-level quantum chemical calculations. The 

sharp peaks at low electron binding energy in their photoelectron spectra and their 

diffuse Dyson orbitals are evidence of them both being dipole-bound anions. While 

the dipole moments of the neutral (H2S)3 and (H2S)4
 clusters are small, the excess 

electron induces structural distortions that enhance the charge-dipolar attraction and 

facilitate the binding of diffuse electrons. 

 

Introduction 

As the fundamental species to many areas in physical sciences, solvated electrons play 
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a critical role in radiobiological chemistry1, atmospheric aerosol chemistry2, DNA 

damage3, and in theoretical studies as the simplest quantum solute.4 In condensed 

phase and gas phase, numerous studies have been conducted on the hydrated electron,5 

and to a lesser extent, on solvated electrons in ammonia6, carbon dioxide7, alcohols8, 

and acetonitrile9. Despite the large body of work on solvated electrons, many 

problems still remain open. Possibly the most intriguing one is the nature of the 

microscopic solvation environment: how does the solvated electron interact with the 

surrounding molecules, and how will this interaction change upon environment 

variation?10  

 

These questions have been widely addressed by experimental and theoretical studies 

of excess electrons in clusters, which have provided molecular-level insight to the 

properties of condensed-phase solvated electron species.11,12 The excess electrons in 

water clusters13-22, as well as in clusters of other polar or nonpolar molecules such as 

NH3,
23 HF,24 acetonitrile,25 methanol,26 amides27, and aromatic molecules28, have been 

subject to extensive research activity. One of the key findings is that the solvated 

electrons, i.e., internally-bound electrons, are common in large clusters of polar 

solvent, while the dipole-bound electrons, i.e., surface-bound electrons, dominate for 

small polar clusters.11,12 For example, in small water cluster anions, (H2O)n
– (n= 2~7), 

the most abundant anions observed are dipole-bound anions with the excess electron 
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localized in the vicinity of a water monomer with two free OH groups.13-16 

Hydrogen sulfide (H2S) has identical valence electron count and is structurally similar 

to H2O. A major difference in their physical properties is their polarity: the dipole 

moment of H2S (0.97 D) is significantly smaller than that of H2O (1.85 D). Such 

difference leads to a weaker intermolecular dipole-dipole interaction among H2S 

molecules.29 Since H2S and H2O are electrically dissimilar but electronically and 

structurally alike, the research of excess electrons in H2S clusters can serve as an ideal 

case-control study for understanding how electron binding is affected upon polarity 

change of the microsolvation environment. The anions of H2S clusters, however, have 

evaded both experimental and theoretical investigations. 

 

In this work, we employed our recently developed Rydberg electron transfer-anion 

photoelectron spectroscopy (RET-aPES) apparatus30-32 to prepare and characterize 

H2S cluster anions. We found that only H2S trimer and tetramer clusters can bind an 

excess electron, while other H2S clusters undergo dissociative electron attachment. 

The photoelectron spectra, which were measured via velocity-map imaging (VMI), 

reveal signature of dipole-bound electron in H2S trimer and tetramer anions. High-

level ab initio calculations reproduced the experimentally determined VDE values for 

(H2S)3
– and (H2S)4

–. It is shown that the interaction between an excess electron and 

H2S trimer or tetramer induces structural changes to the neutral clusters, which alter 
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their electrostatic potentials to bind a diffuse excess electron. 

 

Methods 

Experimental methods 

Rydberg electron transfer (RET) provides a fragile-anion friendly environment in 

which to form previously inaccessible diffuse and otherwise weakly bound electron 

states. In RET, an electronically excited Rydberg atom transfers its outer electron to a 

target neutral cluster during their collision, resulting in an ion pair which separates 

into atomic cation and cluster anion products. RET is a slow-electron attachment 

process in which the receding positive ion plays a uniquely stabilizing role. As a result, 

Rydberg electron transfer provides an unusually gentle, highly quantum state-specific, 

laser-tunable, anion formation environment. In a typical RET experiment, atoms are 

optically pumped to specific Rydberg states (n*) at the point where they collide with 

a beam of neutral target molecules. In the present case, the target is a beam of neutral 

H2S clusters, formed in the supersonic expansion of 5% H2S/He mixed gas from a 

pulse valve.33 To generate high intensities of product anions, we use alkali (K) atoms 

and two pulsed dye lasers. One laser optically pumps to the 2P3/2 level of the potassium 

atoms, while the second laser selectively excites that population to the ns and nd 

Rydberg levels of interest. Several Rydberg levels, i.e., n*= 12d-15d, were surveyed, 

and the most intense ion signal occurred at the n* = 14d Rydberg level. Beams of 
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Rydberg-excited K atoms and neutral target molecules cross between the ion 

extraction grids of our time-of-flight mass analyzer/selector. There, H2S cluster anions 

were formed by RET and accelerated into a flight tube, along which they are mass-

selected, prior to being photodetached. 

 

Anion photoelectron spectroscopy is conducted by crossing a beam of negative ions 

with a fixed-frequency photon beam and energy-analyzing the resultant 

photodetached electrons. This technique is governed by the energy-conserving 

relationship, hν = EBE + EKE, where hν is the photon energy, EBE is the electron 

binding energy, and EKE is the electron kinetic energy. The electron energies of the 

photodetached electrons are measured using a velocity-map imaging (VMI) anion 

photoelectron spectrometer, which has been described previously. There, mass-

selected anions are crossed with 1064 nm linearly polarized photons from a Nd:YAG 

laser. The resultant photodetached electrons are then accelerated along the axis of the 

ion beam toward a position-sensitive detector, which is coupled to a CCD camera. 

The basis set expansion (BASEX)34 Abel transform method is used to reconstruct the 

two-dimensional image, formed by the sum of these electrons, into the three-

dimensional distribution. Our resulting anion photoelectron spectrum is calibrated 

relative to the well-known photoelectron spectrum of NO–.35 
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Computational methods 

Geometry optimizations on (H2S)3
- and (H2S)4

- were executed with the coupled-

cluster, single, doubles and perturbative triples, or CCSD(T), method36 and the doubly 

augmented 6-311+2+2G(2df,p) basis-set.37-39 Exponents of the doubly augmented 

basis were obtained by multiplying the most diffuse exponent of each angular 

momentum from the initial basis-set, 6-311++G(2df,p), by 0.3. The abundance of 

diffuse functions requires that the accuracy criterion of two-electron repulsion 

integrals be set to 10-20 a.u.40 BDT141-44 electron-propagator calculations of vertical 

detachment energies (VDEs) were performed with augmented, correlation-consistent 

(aug-cc-pVDZ or aug-cc-pVTZ) basis sets.45-47 Double, triple and quadruple 

augmentation of the basis sets (aug2, aug3 and aug4, respectively) is defined by 

exponents obtained by successively multiplying the most diffuse exponent of each 

angular momentum by 0.3. VEDEs also were inferred from total energy differences 

at the ΔCCSD(T) level. All pole strengths are above 0.85. Dyson orbitals expressed 

as a linear combination of approximate Brueckner orbitals in BDT1 calculations are 

dominated by a single, pseudo-canonical orbital in every case. All calculations were 

performed with Gaussian 1648 except the BDT1 electron-propagator calculations, 

which employed GDV.49 Plots of molecular structures and Dyson orbitals were 

generated with GaussView.50 
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Results and Discussion 

The mass spectrum of H2S trimer and tetramer cluster anions made by RET is 

presented in the bottom panel of Figure 1, alongside with the simulated isotope 

patterns of S–(H2S)2,3 and (H2S)3,4
– in the top panels. The peaks at 100 and 134 amu 

suggest the existence of S–(H2S)2 and S–(H2S)3, in which S– come from the 

dissociative electron attachment of H2S. The peaks at 104 and 138 amu confirm the 

formation of (H2S)3
– and (H2S)4

–, as only (H2S)3
– and (H2S)4

– have isotopes 

respectively at these two masses. The two mass peaks in the middle, i.e., at 102 and 

136 amu, are mixed peaks of S–(H2S)2/(H2S)3
– and S–(H2S)3/(H2S)4

–, respectively. No 

anions are observed smaller than 90 amu. At larger mass up to 500 amu, S–(H2S)n are 

the major products (Figure 2), implying that dissociative electron attachment prevails 

in larger H2S clusters. Therefore, under our experimental conditions, an excess 

electron can be attached only to (H2S)3 and (H2S)4. Note that this is surprisingly 

different to (H2O)n
– clusters, where (H2O)3

– and (H2O)4
– are the “missing species”13 

due to their negative electron affinity (EA),51 and can only form via an indirect 

electron attachment process.52 
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Figure 1 Simulated isotope patterns of S–(H2S)2,3 and (H2S)3,4
– (top two panels) and 

experimental mass spectrum made by Rydberg electron transfer at n* = 14d (bottom 

panel). 

 

Figure 2 Experimental mass spectrum showing the larger-mass anion products made 

by Rydberg electron transfer at n* = 14d. 

 



 

 

367 

Figure 3 presents the anion photoelectron spectra of (H2S)3
– and (H2S)4

– with their 

corresponding photoelectron images embedded. Each spectrum consists of a major, 

sharp peak at low electron binding energy (EBE), strongly implying that (H2S)3
– and 

(H2S)4
– are dipole-bound anions. For (H2S)3

–, the EBE peak is centered at 29 meV; for 

(H2S)4
–, the EBE peak is centered at 115 meV. We assign these two peaks as the origins 

of the transitions between the cluster anions and their corresponding neutral clusters. 

Therefore, the vertical detachment energy (VDE) values for (H2S)3
– and (H2S)4

– are 

29 and 115 meV, respectively. In addition to the major peak, each spectrum also 

contains a weaker peak at higher EBE side that is separated from the center of the 

strong peak by 0.34 eV. These peaks are assigned as the vertical detachment to an 

excited H2S vibration mode.  

The photoelectron VMI image embedded in Figure 3 reveals significant anisotropy in 

both the H2S trimer and tetramer anions. The anisotropy parameters, β, for the 

photodetached electrons were each calculated to be around 1.7, which is close to the 

theoretical upper limit. A large β value is consistent with an outgoing p wave, which 

means that photodetachment occurred from an s-orbital with nearly zero angular 

momentum. Since both dipole-bound anions have spatially diffuse excess electron 

states, their excess electrons can be viewed as possessing s-orbital character, 

consistent with the observed anisotropy. 
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We also performed the experiment on our nozzle-ion source/PES apparatus.53 The 

(H2S)4
– photoelectron spectrum (Figure 3c) taken by this apparatus is consistent with 

the one taken by the RET-aPES apparatus, and shows an improved signal-to-noise 

ratio. (H2S)3
–, however, was not observed with the nozzle-ion/PES apparatus as it was 

detached by the strong electric fields from multiple lenses along the ion path inside it. 

 

Figure 3 Photoelectron spectra of (H2S)3
– and (H2S)4

–. (a) and (b) are obtained with 

the RET-aPES apparatus; (c) is obtained with the nozzle-ion source/PES apparatus. 

The small size of the observed H2S cluster anions enables applying high-level ab initio 

calculations on their structures and energetics. Figure 4 presents the optimized 

structures and the Dyson orbitals of (H2S)3
–. The two optimized structures have C2v 

and C3 symmetry, respectively. Based on CCSD(T)/aug3-cc-pVTZ level of theory, the 

C2v structure is higher in energy than the C3 structure by 0.048 eV. In the C2v structure, 

a central H2S molecule has H bridges to two equivalent H2S molecules, with all of the 

H nuclei oriented toward the red contour of the Dyson orbital of electron detachment. 

In the C3 structure, equivalent sulfur nuclei and three hydrogens form a ring below 
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which lie three hydrogens that are oriented toward the red contour that pertains to the 

Dyson orbital of electron detachment. Both structures of (H2S)3
– exhibits positive 

VDE only when the basis set is saturated with diffuse basis functions. Triple 

augmentation suffices for this purpose. After extra diffuse augmentations, there is 

little difference between results generated with augmented double and triple ζ basis 

sets. BDT1 results for VDEs are in agreement with ΔCCSD(T) to within a few meV 

at basis saturation. The predicted VDEs are 21 and 66 meV respectively for the C3 

and C2v structures. The former result, based on the BDT1 results with quadruple 

diffuse functions and corresponding to the more stable structure, is in excellent 

agreement with the observed value, 29 meV. 

Figure 4 Dyson orbitals and structures for (H2S)3
–. 
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Contours of the Dyson orbitals of both isomers indicate that the least bound electron 

is spread over a volume that lies outside S-H bonds that are oriented to stabilize the 

extra negative charge. The shapes of the red contours are influenced respectively by 

the propinquity of three or four H nuclei in the C3 and C2v structures. Green contours 

within S-H bonds indicate orthogonalization to occupied, valence orbitals and 

delocalization over a larger volume that encloses the molecules in plots of lower 

contours. The short distance between the majority of the extra negative charge and the 

nearby H nuclei indicates the importance of electrostatic attraction in stabilizing the 

extra negative charge. At such distances, exchange and correlation effects are also 

important. 

Table 1 Calculated vertical detachment energies at different levels of theories for 

(H2S)3
–. 

Expt. VDE (H2S)3
– 

structure Basis set 

Theo. VDE 

ΔCCSD(T) BDT1 

0.029 

 

 

 

 

 

 

 

 

C3 aug-cc-pVDZ -0.328 -0.324 

 aug2-cc-pVDZ -0.040 -0.036 

 aug3-cc-pVDZ 0.011 0.014 

 aug4-cc-pVDZ 0.018 0.021 

 aug-cc-pVTZ -0.243 -0.252 

 aug2-cc-pVTZ -0.026 -0.029 

 aug3-cc-pVTZ 0.013 0.013 

C2v aug-cc-pVDZ -0.211 -0.206 

 aug2-cc-pVDZ 0.027 0.032 



 

 

371 

 

 

 

 

 

 aug3-cc-pVDZ 0.059 0.064 

 aug4-cc-pVDZ 0.058 0.066 

 aug-cc-pVTZ -0.138 -0.148 

 aug2-cc-pVTZ 0.037 0.034 

 aug3-cc-pVTZ 0.060 0.059 

 

Four optimized structures, labelled by their point groups, are found for (H2S)4
-. The 

C4, Cs
1, Cs

2 and S4 (wherein μ=0) clusters are shown in Figure 2. The structures are 

sensitive to basis sets and to the level of theory; perturbative triples have significant 

influence on the results. The C4 structure has the lowest energy at the highest level of 

theory, ΔCCSD(T)/aug3-cc-pVTZ, with relative energies for Cs
1, Cs

2 and S4 structures 

being 0.041, 0.027 and 0.024 eV, respectively. All four anions are bound with respect 

to neutrals when the basis-set is saturated with diffuse functions (see Table 3). BDT1 

electron-propagator results for VDEs (53, 126, 100 and 25 meV, respectively, for the 

C4, Cs
1, Cs

2 and S4 clusters) are in close agreement with CCSD(T). Results for the two 

Cs structures are in much closer agreement with experiment value of 115 meV than 

those for the more symmetric geometries. 
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Figure 5 Dyson orbitals and structures of (H2S)4
– 

 

Table 3 Calculated vertical detachment energies for (H2S)4
–. 

Expt. VDE (H2S)4
– 

structure Basis set 

Theo. VDE 

ΔCCSD(T) BDT1 

0.119 C4 aug-cc-pVDZ -0.224 -0.219 

  aug2-cc-pVDZ 0.020 0.024 

  aug3-cc-pVDZ 0.052 0.057 

  aug-cc-pVTZ -0.148 -0.156 
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  aug2-cc-pVTZ 0.030 0.028 

  aug3-cc-pVTZ 0.053 0.053 

 Cs
1 aug-cc-pVDZ -0.070 -0.064 

  aug2-cc-pVDZ 0.111 0.117 

  aug3-cc-pVDZ 0.126 0.134 

  aug-cc-pVTZ -0.010 -0.021 

  aug2-cc-pVTZ 0.118 0.113 

  aug3-cc-pVTZ 0.126 0.126 

 Cs
2 aug-cc-pVDZ -0.154 -0.150 

  aug2-cc-pVDZ 0.077 0.082 

  aug3-cc-pVDZ 0.101 0.107 

  aug-cc-pVTZ -0.081 -0.091 

  aug2-cc-pVTZ 0.085 0.082 

  aug3-cc-pVTZ 0.101 0.100 

 S4 aug-cc-pVDZ -0.238 -0.238 

  aug2-cc-pVDZ -0.009 -0.008 

  aug3-cc-pVDZ 0.024 0.028 

  aug-cc-pVTZ -0.167 -0.182 

  aug2-cc-pVTZ 0.002 -0.004 

  aug3-cc-pVTZ 0.027 0.025 

The latter result can be explained with the aid of Figure 6, which shows that both Cs 

clusters have an anchoring molecule that binds two, out-of-plane molecules. (Only 

one of the two latter molecules is visible for Cs
2 in Figure 3; the anchor is at the top 

right corner in both cases.)  In Cs
1, the anchor also binds an in-plane monomer, but 

in Cs
2, the two out-of-plane molecules bind it. A path with a low energy barrier 
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between the two minima entails the movement of the monomer on the left of both 

halves of Figure 3. This fluxionality gives an entropic advantage to the Cs structures 

over the more ordered C4 and S4 alternatives. (An anchor molecule that symmetrically 

binds two other molecules also is present in the C2v structure of (H2S)3
-.) The observed 

VDE therefore is associated with the fluxional, Cs structures.  

 

Figure 6 Fluctuation between Cs
1 and Cs

2 structures for (H2S)4
– 

 

Dyson orbitals of electron detachment are close to five or six H nuclei, respectively, 

in the Cs
1 and Cs

2 structures. Volumes enclosed by the corresponding red contours of 

Figure 2 span regions outside nearby S-H bonds. Orthogonalization to occupied, 

valence orbitals results in the smaller, green contours and implies delocalization over 

a larger volume. The C4 Dyson orbital resembles that of C3 (H2S)3
-, but with a higher 

symmetry axis. A symmetric pattern of delocalization results in the S4 case. 

 

The dipole moments of the optimized neutral (H2S)3 and (H2S)4, which were 
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calculated in a previous study with MP2/aug-cc-PVTZ29b and verified by us in this 

study with coupled cluster theory, are not large enough to bind an excess electron to 

their dipole field. The dipole moments of the uncharged (H2S)3 and (H2S)4 clusters 

calculated at the geometries of the anions, on the other hand, turn out sufficiently large 

(Table 4). This suggests that the excess electron causes nuclear rearrangements to the 

H2S clusters to enables the electrostatic binding of the diffuse electron. The short 

distances between the extra electron’s largest amplitudes and the nearest protons and 

indicates the importance of the neutral cluster’s electrostatic potential, as well as 

exchange and electron correlation, in stabilizing the extra negative charge. 

Table 4 Calculated dipole moments at CCSD/aug2-cc-pVTZ level of theory for 

neutral (H2S)3 at the optimized neutral structure and at the optimized anion structure. 

The dipole moments are given in Debye. 

 μneutral Anion geometry μanion 

(H2S)3 0.56 C3 1.93 

    

(H2S)4 1.39 Cs
1 3.49 

  Cs
2 4.37 

 

Summary 

To summarize, we have prepared and characterized the dipole-bound anions of (H2S)3 

and (H2S)4 with our specialized RET-aPES apparatus. The interaction between the 

excess electrons and neutral H2S trimer and tetramer induces structural distortions in 
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the cluster frameworks, which enhance their dipole moments and facilitate the binding 

of diffuse electrons. This study has furthered our understanding on solvated electrons 

in clusters. 
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VI.14 Solvated Electrons in Formic Acid Trimer and Tetramer 

Gaoxiang Liu, Xinxing Zhang, Sandra M. Ciborowski, Maciej Gutowski, and Kit H. 

Bowen 

 

 

Figure 1. Photoelectron spectra of formic acid trimer and tetramer anions. 

 

This is the first independent project that I accomplished in this lab. According to 

Maciej Gutowski, electron-induced proton transfer (EIPT) occurs in formic acid 

trimer and tetramer anions. His calculations have been going on for at least five years 

😓. 
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VI.15 Methane Solvated Cyanide: The Titan Clusters 

Gaoxiang Liu, Sandra M. Ciborowski, and Kit H. Bowen 

 

Astrophysicists detected a series of clusters spaced at 16 amu on the Titan atmosphere 

with their low-resolution space mass spectrometer. While their mass spectra suggest 

the species as methane solvated cyanide, CN–(CH4)n, they are not confident about if 

it is realistic to solvate a polar anion with a unipolar solvent. In this project, we 

confirmed that CN–(CH4) does exist. 

 

Figure 1. Mass spectrum of CN–(CH4)n. 

 

The astrophysicists were right about one thing, that is, CN–(CH4)n were indeed not 
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trivial to make. One common way to get CN– is through the dissociative electron 

attachment to -CN group containing molecules. Such molecules, however, are highly 

polar, and they naturally solvate the as-prepared CN– much better than the nonpolar 

CH4. Therefore, one needed to figure out a way to generate CN– without mixing any 

polar molecules in the expansion beam. Our approach was to coat a layer of 

tetracyanocyclohexan (TCCH) onto a copper rod, hit the rod with a laser to generate 

CN– from TCCH, and mix it with a supersonically expanding He/methane beam. 
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VI.16 Electron Induced Proton Transfer 

Electron Induced Proton Transfer in Hydrogen Halide-Ammonia Dimer 

Gaoxiang Liu, Zhaoguo Zhu, Sandra M. Ciborowski, Kit H. Bowen 

 

It is well-established that when electron attaches to neutral hydrogen halide-ammonia 

dimer, EIPT occurs and triggers the proton to relocate from hydrogen halide to 

ammonia. That is, HX---NH3 + e– → X–---NH4
0. The NH4

0 is the Rydberg radical 

made from the excess electron association with the NH4
+. Previous experiments, 

however, have only observed the spectroscopic feature of NH4
0. The feature of X– was 

not seen due to a limitation in PES photon energy. We revisited these systems with 

Rydberg electron transfer to prepare the anionic complexes and a much higher PES 

photon energy for photoelectron spectroscopy. The observed feature of X– puts a 

conclusion to this unfinished business. 
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NH3-HCl 

 

Figure 1. Mass spectrum of NH3-HCl clusters made by RET. 

 

 

Figure 2. Photoelectron spectrum of (NH3HCl)– taken with 1.165 eV photon. 
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Figure 3. Photoelectron spectrum of (NH3HCl)– taken with 3.495 eV photon. 

 

Figure 4. Photoelectron spectrum of (NH3HCl)– taken with 6.42 eV photon. No 

obvious feature at high electron binding energy can be observed. According to Vincent 

Ortiz, the energy needed to photodetach the Cl– moiety may be higher than the photon 

energy of ArF excimer laser. 
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NH3-HBr 

 

Figure 5. Mass spectra of NH3-HBr made by laser photoemission (top) and RET 

(bottom). 

 

Figure 6. Photoelectron spectra of NH4Br– taken with 1.165, 3.495, and 6.42 eV 
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photon. 

 

Electron-Induced Proton Transfer in Ammonia Clusters 

Gaoxiang Liu, J. Vincent Ortiz, and Kit H. Bowen 

 

The nature of solvated electrons has long been a source of fascination. It has been 

widely accepted that excess electrons in solvent are stabilized in cavities surrounded 

by the solvent molecules. The stabilization is primarily formed of physical 

interactions such as electrostatic forces, dispersions, correlations, and so on. 

Chemistry, which is here defined as chemical bond breakage and formation, is rarely 

observed in solvated electron systems. While this popular cavity model is often 

assumed to describe the status of the excess electrons in ammonia clusters as well, our 

anion photoelectron spectra of unusually small ammonia cluster anions suggest that 

EIPT plays a major role. 
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Figure 7. Photoelectron spectra of (NH3)5-9
–. 
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VI.17 Xenon Cluster Anions 

Gaoxiang Liu, Moritz Blankenhorn, Rachel Harris, and Kit H. Bowen 

 

We have already studied correlation-bound, quadrupole-bound, and dipole-bound 

anions as well as multiple Rydberg anions. We now propose to extend the systems for 

study to polarizability-bound cluster anions. Polarizability-bound anions are anions 

where the excess electrons in these species are bound by electron-induced dipole 

interactions. We propose to focus on xenon cluster anions, Xen
–, as prototypical 

examples of such species. Calculations predicted the smallest Xen
– cluster anion to be 

stable at n ~ 6. Haberland reported observing Xen
– cluster anions in mass spectra, 

although these results were not reproduced by others and were questioned by some. 

Over the past thirty years, generations of graduate students in Bowen’s lab have put 

tremendous efforts in making Xen
– cluster anions, but none of them was successful. It 

was not until recently that we finally made a breakthrough. In this study, we 

successfully prepared a series of Xen
– cluster anions and measured their phtotoelectron 

spectra. The photoelectron spectra show two electron binding energy (EBE) 

transitions. The one at lower EBE corresponds to the polarizability- or correlation-

bound electrons that were predicted in several theoretical papers. The nature of the 

higher EBE one is still being investigated. Photoelectron spectra are still being 

collected by the time the dissertation is finished. 
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Figure 1. Mass spectrum of Xen
– made by laser photomission source. The source of 

electrons is an ultrapure (99.999%) aluminum rod. 

 

 

Figure 2. Mass spectra of Xen
– made with different photoelectron emitters, silver, zinc, 

and iron rods, showing that the generation of Xen
– is independent from the rod material. 

This verifies that the prepared Xen
– are real Xen

– rather than Xen solvated anions made 

from the rods. 
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Figure 3. Photoelectron spectrum and image of Xe20
–. The EBE of the two peaks are 

0.177 and 0.781 eV. 

 

 

Figure 4. Photoelectron spectrum and image of Xe25
–. The EBE of the two peaks are 
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0.193 and 0.813 eV. 

 

Figure 5. Photoelectron spectrum and image of Xe25
–. The EBE of the two peaks are 

0.220 and 0.867 eV. 

 

 

Figure 6. Photoelectron spectrum and image of Xe40
–. The EBE of the two peaks are 
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0.245 and 0.904 eV. 

 

Figure 7. Photoelectron spectrum and image of Xe46
–. The EBE of the two peaks are 

0.252 and 0.911 eV. Vibrational progression is observed for the higher EBE peak, 

which is suggestive of the vibrational energy levels of the Xe excimer moiety. 
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Figure 8. Photoelectron spectrum and image of Xe54
–. The EBE of the two peaks are 

0.253 and 0.886 eV. 

 

Figure 9. Fitting of the electron binding energy of the two peaks versus n-1/3, n being 

the size of Xe cluster anions. According to the fitting, when n approaches ∞, the EBE 

is 0.474 eV; when EBE is 0 eV, the corresponding n is ~ 5. 
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VI.18 VMI Imaging Data Analysis Software Update 

A Python program that can process the VMI data with the PyAbel library 

(https://pyabel.readthedocs.io/en/latest/abel.html) was written. This newer program 

can perform raw image symmetrization, inverse Abel transition, calibration, 

anisotropy analysis, generation of VMI images, and many more. The installation of 

the PyAbel library is necessary for the first time of using this program, whose 

procedure could be found in the provided link. 

 

 

 

from __future__ import division 

from __future__ import print_function 

from __future__ import unicode_literals 

 

import numpy as np 

import abel 

import os 

import pdb 

import matplotlib.pylab as plt 

 

https://pyabel.readthedocs.io/en/latest/abel.html
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#################################################################### 

# CHANGE THE PRESENT WORKING DIRECTORY TO THE DATA FOLDER 

FIRST # 

#################################################################### 

 

 

 

# Load image as a numpy array - numpy handles .gz, .bz2 

 

filename = input('The name of the symmetrized image, no.dat: ') 

IM = np.loadtxt(filename+".dat") 

# use scipy.misc.imread(filename) to load image formats (.png, .jpg, etc) 

# Symmetrize raw image 

quadrants = abel.tools.symmetry.get_image_quadrants(IM,True,(0,1)) # get an array 

of averaged and symmetrized quadrants 

ImageSym = abel.tools.symmetry.put_image_quadrants(quadrants,(rows,cols)) # use 

the 4 quadrants to make the symmetrized image 

IM = ImageSym 

rows, cols = IM.shape # image size 
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IM_t = IM.transpose() 

rows_t,cols_t = IM_t.shape 

IM_t_up = IM_t[0:rows_t//2] 

 

IM_t_down = IM_t[rows_t//2:rows_t-1] 

# centerline = IM_t[rows_t-1].transpose() 

 

IM_t = np.concatenate([IM_t_up,IM_t_down]) 

 

IM = IM_t.transpose() 

 

rows, cols = IM.shape # New image size 

# Image center should be mid-pixel, i.e. odd number of colums 

# The original  

if cols % 2 != 1: 

print ("even pixel width image, make it odd and re-adjust image center") 

IM = abel.tools.center.center_image(IM, center="slice") 

rows, cols = IM.shape # new image size 

 

r2 = rows//2 # half-height image size 
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c2 = cols//2 # half-width image size 

 

# Change the method parameter to use different algorithm for the inverse Abel 

# transition. Available choices: basex, hansenlaw, onion_peeling, onion_bordas 

# At this moment, it seems that the Basex gives the best resolution. However, 

# if the fine structures are caused by noise, than using HansenLaw may be a  

# better choice 

AIM = abel.Transform(IM, method=input('choose your Abel transition method: '), 

direction="inverse", 

symmetry_axis=None).transform 

 

# PES - photoelectron speed distribution ------------- 

print('Calculating speed distribution:') 

 

r, speed = abel.tools.vmi.angular_integration(AIM) 

 

# normalize to max intensity peak 

speed /= speed[200:].max() # exclude transform noise near centerline of image 

 

# plots of the analysis 
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fig = plt.figure(figsize=(15, 4)) 

ax1 = plt.subplot(131) # Image 

ax2 = plt.subplot(132) # Speed distribution  

ax3 = plt.subplot(133) # PES 

 

# join 1/2 raw data : 1/2 inversion image 

vmax = IM[:, :c2-100].max() 

AIM *= vmax/AIM[:, c2+100:].max() 

JIM = np.concatenate((IM[:, :c2], AIM[:, c2:]), axis=1) 

 

 

# Prettify the plot a little bit: 

# Plot the raw data 

im1 = ax1.imshow(JIM, origin='lower', aspect='auto', vmin=0, vmax=vmax) 

fig.colorbar(im1, ax=ax1, fraction=.1, shrink=0.9, pad=0.03) 

ax1.set_xlabel('x (pixels)') 

ax1.set_ylabel('y (pixels)') 

ax1.set_title('VMI, inverse Abel: {:d}x{:d}'\ 

.format(rows, cols)) 
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# Plot the 1D speed distribution 

ax2.plot(speed) 

ax2.axis(xmax=280, ymin=-0.05, ymax=1.2) 

ax2.set_xlabel('radial pixel') 

ax2.set_title('speed distribution') 

 

# Convert 1D speed distribution to photoelectron spectrum 

 

##### Your calibration file here, no data points limit ###### 

# This array is the radial positions 

caliRadial = [241.0, 224.5, 214.0, 0.0] 

# This array is the EBE 

caliEBE = [0.012, 0.172, 0.248, 1.165] 

##### End of calibration file input ######################### 

 

c = np.polyfit(caliRadial,caliEBE,2) 

speedX = range(len(speed)) 

EBEX = np.polyval(c, speedX) 

 

# Plot the photoelectron spectrum 
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ax3.plot(EBEX, speed) 

ax3.axis(xmax=1.165, xmin=-0.01, ymin=-0.01) 

ax3.set_xlabel('Electron Binding Energy (eV)') 

ax3.set_ylabel('Photoelectron Intensity') 

 

# Save a image of the plot 

plt.savefig(filename, dpi=300) 

# Save the EBE file for Origin 

np.savetxt(filename+".ebe",np.transpose([EBEX,speed]),delimiter='\t') 

 

# Show the plots 

plt.show() 
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