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Abstract

Among many medical imaging modalities, medical ultrasound possesses its unique

advantages of non-ionizing, real-time, and non-invasive properties. With its safeness,

ease of use, and cost-effectiveness, ultrasound imaging has been used in a wide variety

of diagnostic applications. Photoacoustic imaging is a hybrid imaging modality merg-

ing light and ultrasound, and reveals the tissue metabolism and molecular distribution

with the utilization of endo- and exogenous contrast agents. With the emergence of

photoacoustic imaging, ultrasound and photoacoustic imaging can comprehensively

depict not only anatomical but also functional information of biological tissue.

To broaden the impact of translational ultrasound and photoacoustic imaging, this

dissertation focuses on the development of enabling technologies and the exploration

of associated applications. The goals of these technologies are;

(1) Enabling Technologies for Translational Photoacoustic Imaging. We

investigated the potential of maximizing the access to translational photoacoustic

imaging using a clinical ultrasound scanner and a low-cost light source, instead of

widely used customized data acquisition system and expensive high power laser.
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(2) Co-robotic Ultrasound and Photoacoustic Imaging. We introduced a

co-robotic paradigm to make ultrasound/photoacoustic imaging more comprehensive

and capable of imaging deeper with higher resolution and wider field-of-view.

(3) Advancements on Translational Photoacoustic Imaging. We explored the

new use of translational photoacoustic imaging for molecular-based cancer detection

and the sensing of neurotransmitter activity in the brain.

Together, these parts explore the feasibility of co-robotic translational ultrasound

and photoacoustic imaging.
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Chapter 1

Introduction

1.1 Ultrasound and Photoacoustic Imag-

ing

Ultrasound imaging, also known as ultrasonography, is an imaging technique that

visualizes internal body structures utilizing the physical reflection of high frequency

sound waves. Among other medical imaging modalities such as X-ray computed to-

mography (CT) and magnetic resonance imaging (MRI), medical ultrasound possesses

its unique advantages of non-ionizing, real-time, and non-invasive properties. With

its safeness, ease of use, and cost-effectiveness, ultrasound imaging has been used in

a wide variety of diagnostic applications including abdominal, cardiac, breast and

urological examinations as well as in pediatric to monitor fetus growth.
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As an emerging advanced ultrasound imaging method, photoacoustic (PA) imag-

ing, is a hybrid imaging modality merging light and ultrasound. Non-invasive molec-

ular light absorbance dependent acoustic signal occurs at depths of up to several

centimeters in biological tissue, with a micro to millimeter spatial resolution that is

limited by the acoustic bandwidth and focusing. The mechanism behind PA imaging

is that upon excitation by a short-pulsed laser, thermal relaxation of the absorber

induces local thermal elastic expansion. Using near-infrared laser excitation and ul-

trasound detection enhances the light-penetration and resulting imaging depth by

minimizing the absorptive and scattering attenuation during the light propagation

through the biological tissue. PA imaging has the potential of revealing the tissue

metabolism and molecular distribution with the utilization of endo- and exogenous

contrast agents. Ultrasound and PA imaging comprehensively cover both anatomical

and functional information of biological tissue.

This dissertation investigates the challenges on clinical translation of ultrasound

and PA imaging, and explore enabling technologies to overcome them. The potential

future applications of PA imaging are also introduced.

1.2 Challenges and Thesis Objective

Although ultrasound imaging has been widely used in clinic, we are aware that it

has several limitations that hinder its effectiveness in challenging environments such
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as obese patients. PA imaging has several obstacles before it can be smoothly applied

in clinic including its hardware cost. This dissertation particularly focuses on the

following challenges:

• Hardware requirements on photoacoustic imaging

PA imaging has been a promising modality to visualize optical absorption based

functional information for pre-clinical and clinical applications. However, there

are several factors that prevent PA imaging from being more widely used in

clinical research and applications. The first limitation is the light source. Most

of the laser systems used for PA imaging have high power and with low pulse

repetition frequency (PRF). These laser systems are expensive, bulky, and not

portable. This prevents PA system from being integrated to the existing clinical

ultrasound scanners. The second limitation is the necessity of using channel

data, which has not been well studied. PA reconstruction requires a delay

function calculated based on the time-of-flight (TOF) from the PA source to

the receiving probe element, while ultrasound beamforming considers the round

trip initiated from the transmitting and receiving probe element. Thus, the

reconstructed PA image with ultrasound beamformer would be defocused due

to the incorrect delay function. Real-time channel data acquisition systems are

only accessible from a limited number of research platforms. Most of them are

not FDA approved, which hinders the development of PA imaging in the clinical

setting.
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• User dependency

Ultrasound and PA imaging are considered a user dependent modality com-

pared to other major imaging tools. Due to the requirement of acoustic cou-

pling, ultrasound systems require the probe to be touched subject during a scan.

The image quality highly depends on the probe position, orientation, and force

applied. These parameters are barely reproducible throughout a medical treat-

ment and between different sonographers. In addition, the ultrasound scanning

process sometimes requires applying large forces over extended periods of time,

often in an awkward posture to maintain the desired orientation. This physical

requirement over a sonographer’s career often leads to musculoskeletal pain and

strain.

• Imaging field and resolution

The image resolution of ultrasonography is affected by several factors including

the center frequency of the transmission wave and the F-number, which repre-

sents the ratio of the focusing depth to the aperture size. F-number increases

corresponding to the rise in the focusing depth, and it is challenging to acquire

acceptable image quality in deep tissue, and accordingly a large aperture size is

desired to decrease the F-number. In the clinic, diagnosing obese patients with

the current ultrasound imaging system is challenging, as the target region may

be too deep due to a thick fat layer, and the maximum available aperture size
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is determined by the physical size of the ultrasound probe.

• Translational photoacoustic imaging

Toward translational PA imaging research, many internal and external contrast

agents have been previously evaluated for use with PA imaging to selectively

visualize tumor tissue or metabolic properties. Molecular PA imaging utilizes

the characteristics of highlighting specific material contrast and its applications

on breast and prostate cancer has to be investigated. Clinical and scientific

application of PA imaging has not been fully explored especially in the field of

cancer imaging and neuro/brain imaging.

1.3 Thesis Statement and Outline

To broaden the impact of translational ultrasound/PA imaging, this dissertation

explores the potentials on cancer detection and brain imaging, without compromiz-

ing the advantage of existing clinical ultrasound. Utilization of clinical ultrasound

system is a core concept that enables low cost, safe, and high accessibility, in that

the FDA-approved ultrasound scanner has been widely used. However, using existing

ultrasound system will face the present challenges as listed in the previous section

including applicability on PA imaging, user-dependency, and image quality.

I hypothesize that clinical ultrasound system may provide a substantial impact

on translational PA imaging; Existing limitations on ultrasound may be overcome
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through enabling technologies. The goals of these technologies are; (1) to broaden

the accessibility to PA imaging and demonstrate the translational applicability, (2)

to make both ultrasound and PA imaging be more comprehensive and capable of

imaging deep by incorporating co-robotic paradigm, and (3) to explore new usage of

translational PA imaging for cancer detection and brain imaging.

Along the goals given, I introduce three research topics in this thesis. Part I

presents the enabling technique to maximize the access to PA imaging by using a

clinical ultrasound scanner and a low-cost light source. Chapter 2 devises a new PA

reconstruction approach that uses ultrasound post-beamformed radio frequency (RF)

data rather than raw channel data, because this type of data is readily available in

both clinical and research ultrasound systems. In our proposed Synthetic-aperture

based PA re-beamforming (SPARE) approach, post-beamformed RF data from a

clinical ultrasound scanner are considered as input data for an adaptive synthetic

aperture beamforming algorithm. Chapter 3 extends the SPARE method to B-mode

image data that is even more accessible than beamformed RF data. Chapter 4 builds

an in vivo PA imaging system using a LED light source and a clinical ultrasound

scanner with ultrasound beamformed data.

Part II is the integration of a robot with both ultrasound and PA imaging systems

with human robot cooperative control capability. Chapter 5 introduces a co-robotic

ultrasound system that assists the sonographer to reduce the force applied during

the scan. Under this system, Sonographer can still have the control of the ultra-
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sound probe, while the scan requires less force and has more stablility with robot

assistance. Chapter 6 discusses the integration between tracking technology and ul-

trasound beamforming for achieving high resolution deep-tissue imaging. We propose

a novel method to extend the available aperture size for synthetic aperture, called

synthetic tracked aperture ultrasound (STRATUS) imaging, by sweeping an ultra-

sound transducer while tracking its orientation and location. Chapter 7 presents

a use of STRATUS imaging through a mechanical tracking configuration using a 6

degree-of-freedom (DOF) robotic arm with force sensors that not only provides a

robust tracking accuracy, but also enables co-operative control. Furthermore, we de-

veloped an algorithm to mitigate the potential errors between consecutive poses, such

as tracking inaccuracy, tissue deformation, and phase aberration. Chapter 8 extends

the STRATUS concept into out-of-plane to enable high resolution 3D ultrasound

imaging system. Ultrasound calibration is a pre-operational procedure to recover

the transformation, bridging the tracking sensor to the ultrasound image coordinate

systems, which is required in the STRATUS imaging. Chapter 9 envisions the inte-

gration of co-robotic system with PA imaging for high resolution three-dimensional

imaging. Aperture extension improves the spatial resolution and imaging contrast.

The general framework was investigated through PA computed tomography, and a

specific application on prostate and brachytherapy monitoring was tested using a

translational ultrasound transducer. Chapter 10 presents a new phantom design and

the associated mathematical framework enabling a fast and accurate ultrasound cal-
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ibration. Chapter 11 explore the usage of tracked ultrasound from the point of view

of point-of-care ultrasound (POCUS) by minimizing the ultrasound scanner to be a

needle. Lumbar punctures (LPs) are interventional procedures used to collect cere-

brospinal fluid (CSF). Because the target window is small, physicians have a limited

success rate of the procedure, and the procedure is especially difficult for obese pa-

tients due to the distance between bone and the skin surface. A simple and direct the

needle insertion platform enables image formation from sweeping a single ultrasound

element at the needle tip.

Part III is the demonstration of translational PA imaging on brain imaging and

cancer detection. Together, these parts explore the feasibility of co-robotic transla-

tional PA imaging. Chapter 12 presents an application of translational PA imaging

on prostate cancer screening. We proposed a PA imaging approach to non-invasively

distinguish indolent from aggressive prostate tumors in vivo using PSMA targeting

molecular probe. Chapter 13 explores the ambitious future application of PA imag-

ing for building a comprehensive map of brain function using special contrast dyes:

voltage sensitive dye (VSD). We developed a novel near infrared PA VSD whose PA

intensity change is sensitive to change in membrane potential.

Chapter 14 summarizes the findings of the thesis, discusses the limitations, and

proposes potential future works.
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1.4 Summary of Contributions

1.4.1 Enabling Technologies for Translational Pho-

toacoustic Imaging

My major contributions to Part I are the following:

• Development of photoacoustic re-beamforming algorithm utilizes ultrasound

beamformed RF data

• Development of advanced photoacoustic re-beamforming algorithm utilizing ul-

trasound B-mode image for point targets

• Development of low cost translational photoacoustic imaging based on a LED

light source and a re-beamforming algorithm

1.4.2 Co-robotic Ultrasound and Photoacoustic Imag-

ing

My major contributions to Part II are the following:

• Development of force assisted co-robotic ultrasound imaging system

• Introduction of synthetic tracked aperture ultrasound (STRATUS) imaging con-

cept
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• Development of co-robotic synthetic tracked aperture ultrasound imaging with

virtual fixture control

• Development of synthetic tracked aperture ultrasound imaging with motion

error compensation

• Development of single element ultrasound imaging based on synthetic tracked

aperture

• Development of 3D synthetic tracked aperture ultrasound imaging

• Development of synthetic tracked aperture imaging for photoacoustic tomogra-

phy

• Multiple active-point phantom based ultrasound calibration

1.4.3 Advancements on Translational Photoacous-

tic Imaging

My major contributions to Part III are the following:

• In vivo prostate specific membrane antigen (PSMA) targeted photoacoustic

imaging

• Demonstration of photoacoustic voltage sensitive dye

• Theoretical derivation for quenching based photoacoustic voltage sensitive dye
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Photoacoustic Imaging Using

Ultrasound Beamformed RF Data
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2.1 Introduction

Photoacoustic (PA) imaging is an important tool for various clinical and pre-

clinical applications [1], providing functional information by visualizing optical ab-

sorption properties, and offering great synergy with conventional ultrasound imaging,

which delineates anatomical structures. In order to construct a PA image, it is nec-

essary to receive signals from different locations through scanning. While various

scanning strategies are considered, the ultrasound array transducer can be regarded

as the most accessible receiver because it is widely used in the clinic for ultrasound

imaging [2–4]. In addition, receiving PA signals from the same ultrasound imaging

array simplifies fusion of PA and ultrasound images [5].

When forming PA images, acquiring pre-beamformed channel data is essential be-

cause typical clinical ultrasound systems only provide access to delay-and-sum beam-

formed data [2,6]. Accessing pre-beamformed channel data requires custom hardware

and parallel beamforming software, and is available for a limited number of research

ultrasound platforms with dedicated channel data acquisition devices such as the

Ultrasonix DAQ system [7]. These systems are generally expensive with fixed data

transfer rates that prohibit high frame-rate, real-time imaging [8]. More importantly,

most clinical ultrasound systems do not offer PA beamforming which hinders clinical

transition. Harrison et al. [9] studied this issue and suggested changing the speed of

sound parameter of clinical ultrasound systems. However, software access to change

the speed of sound is not common and when available, the range for this change is
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limited, making this option insufficient for PA beamforming. In addition, this concept

is limited to linear arrays, because angled beams (e.g. as in curvilinear arrays) alter

the geometry of beamformer, as well as the speed of sound. Thus, it is not possible

to compensate by simply chaning the speed of sound. In contrast, post-beamformed

radio frequency (RF) data is readily available with several clinical and research ul-

trasound platforms, thus to broaden the impact of clinical PA imaging, our goal is to

devise a new PA image reconstruction approach based on ultrasound RF data that

has already been beamformed by the system.

We therefore propose a synthetic aperture-based beamforming algorithm, named

Synthetic-aperture based PhotoAcoustic RE-beamforming (SPARE), utilizing ultra-

sound post-beamformed RF data as the pre-beamformed data for PA beamforming.

When receive focusing is applied in ultrasound beamforming, the focal point can

be regarded as a virtual element [10–12] to form a set of pre-beamformed data for

PA beamforming. The SPARE beamformer takes the ultrasound data as input, and

reconstructs a PA image with the correct focal delay.

In this chapter, we first introduce the theory of the synthetic aperture based PA

beamformer. Then, the resolution and signal-to-noise ratio (SNR) of the proposed

method are evaluated through simulation, and an experiment is conducted to validate

its feasibility. Finally, the limitations and the potential applications of this algorithm

are discussed.
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2.2 Contributions

The main contributions of this chapter are the following:

• Development of PA re-beamforming algorithm without using conventional chan-

nel data but ultrasound beamformed data that are available in a clinical ultra-

sound scanner

• Theoretical derivation of the SPARE beamforming algroithm and its quality

• Concept validation of the SPARE beamforming through simulation and exper-

iment

2.3 Theory

2.3.1 Ultrasound Beamforming

In ultrasound image reconstruction, the delay function in delay-and-sum beam-

forming is computed from the distance between receivers and the target [13]. The

acoustic wave is first transmitted from the ultrasound transducer, through a medium

with a specific velocity, reflected at boundaries with impedance mismatching, and

the backscattered sound is received by the ultrasound transducer. The entire acous-

tic time-of-flight (TOF) during this process can be formulated as,

tUS(rF ) =
1

c
(|rT |+ |rR|). (2.1)
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where rF is the focus point originating from the ultrasound image coordinates, rT is

the vector from the transmit element to the focal point, rR is the vector from the

focal point to the receive element, and c is the speed of sound. In clinical ultrasound

systems, sequential beamforming with dynamic focus or fixed focus is generally ap-

plied as a delay-and-sum algorithm. In dynamic focusing, the axial component zF of

the focusing point varies with depth, while a single fixed depth focus is used for the

fixed focusing.

The acoustic TOF of PA signals is half of that of ultrasound, because the acoustic

wave is generated at the target by absorbing light energy, and the optical transmis-

sion side of time travel is negligible. Therefore, the acoustic TOF for photoacoustic

imaging becomes

tPA(rF ) =
|rR|
c
. (2.2)

Considering the differences between Eqs. 2.1 and 2.2, when beamforming is ap-

plied to the received PA signals based on Eq. 2.2, the beamformed RF signals are

defocused, as shown in Fig. 2.1(a).

2.3.2 Synthetic-Aperture Based Photoacoustic

Re-Beamforming

In SPARE beamforming, the beamformed RF data from the ultrasound scanner

is not considered as defocused useless data, but as pre-beamformed RF data for
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Figure 2.1: (a) Example of ultrasound beamforming for photoacoustic signals. When
five point targets are placed, the points are extended with orbits in the recon-
structed image due to incorrect delays. (b) Diagram of proposed synthetic aperture
beamforming.

PA beamforming. The additional delay-and-sum step is applied on the beamformed

RF data, and the new photoacoustically beamformed RF data can be reconstructed.

When fixed focusing is applied in the ultrasound beamforming process, the focus point

in the axial direction is constant with depth, indicating that ideal focusing was applied

at the specific focal depth with defocused signals appearing elsewhere. Starting from

the single focal depth, the defocused signals appear as they were transmitted from

the focal point (i.e. a virtual element as illustrated in Fig. 2.2(b)). In this sense, the

ultrasound post-beamformed RF data is regarded as PA pre-beamformed RF data.

For convenience, we define the ultrasound beamforming with a fixed focus as the first

beamforming, and the following SPARE beamforming as the second beamforming.

The TOF from the virtual element, when a fixed focus at zF is applied, becomes

t(r′F ) =
|r′R|
c
. (2.3)
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Figure 2.2: Illustration of channel data and the SPARE beamforming process. (a)
In channel data, the wave front of receive RF signals expands corresponding to the
depth (green line). The red lines indicate fixed focus delay function. (b) When fixed
receive focusing is applied, the delay function is only optimized to the focus depth
(red line). (c) As a result of fixed receive focusing, the focal point can be regarded
as a virtual point source, so that inverse and forward delay and sum can be applied.
(d) Similarly, dynamic focusing could be regarded as a specific case of that in which
the virtual element depth zF is the half distance of re-beamforming focal depth zR.

where

|r′R| =
√

(xR)2 + (zR − zF )2, (2.4)

and r′F = rF − zF . xR and zR is the lateral and axial components of rR, respectively.

The dynamic receive delay function will be applied in the positive axial direction

when zR ≥ zF , and negative dynamic focusing delay will be applied when zR ≤ zF .

The diagrams in Fig. 2.2(b) and Fig. 2.2(c) show the re-beamforming process of the

SPARE beamformer. Post-beamforming processes such as envelope detection and

scan conversion will be applied on the reconstructed data for the PA image display.

Although derived for fixed focusing, this theory is applicable to both fixed and

dynamic focused beamformed ultrasound RF data with the primary difference being
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that in dynamic focusing, the round trip distance between the transmitter and the

reflecting point in conventional ultrasound imaging must be considered along with the

location of the virtual point source. Thus, in SPARE beamforming of dynamically

focused data, we consider the virtual point source depth, zF , to be dynamically varied

by half of the photoacoustic beamforming focal point depth, zR, as illustrated in Fig.

2.2(d). Note that zR = 2zF is always true in this special case.

2.3.3 Resolution and SNR

The lateral resolution of photoacoustic imaging is proportional to the f-number,

which is the ratio of aperture size to the focusing depth. In PA beamforming, the

relationship between f-number (F#) and lateral resolution can be described as

Lateral Resolution ∝ F

D
= F#. (2.5)

where F is focusing depth and D is the aperture size. Therefore, to achieve a high

resolution PA image, a low f-number (i.e. a small focusing depth and/or a large

aperture) is desired. In ultrasound imaging, the frequency of the received signals

is another factor that affects the lateral resolution, which typically depends on the

probe bandwidth in PA imaging.

In the proposed SPARE beamformer, four factors are involved to determine the

lateral resolution: 1) the fixed focal depth zF , 2) the SPARE beamforming focal depth

zR, 3) the fixed focus aperture size DUS, and 4) the aperture size for the SPARE
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Figure 2.3: The beamforming geometry when line n is beamformed. (a) The effective
aperture size of the first beamforming is defined as Da

1st and Db
1st when zR = a

and zR = b is chosen, respectively. (b) The effective aperture size of the second
beamforming (SPARE) is defined as Da

2nd and Db
2nd when zR = a and zR = b is

chosen.

beamforming DSA. The fixed focus depth and aperture size are determined by the

ultrasound system as in conventional beamforming, and the SPARE beamforming pa-

rameters are determined based on the fixed focus parameters, as discussed in Section

2.3.4. The effective focusing depth and aperture of the SPARE beamformer, which

defines the resolution of the reconstructed PA image, is

FSA = |zF − zR|. (2.6)

where zF is considered as a virtual element point source, and the new focusing depth

is computed starting from the virtual element.

The effective aperture size of the system is determined by both fixed focusing

and the following second SPARE beamforming. For the fixed focusing, the effective

aperture size in the first focusing step is affected by the fixed-focus aperture size and
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depth as illustrated in the geometrical region covered by dotted lines in Fig. 2.3. The

effective aperture size in the first ultrasound beamforming is

D1st =
DUSFSA
zF

, (2.7)

and that in second beamforming is

D2st = DSA, (2.8)

The overall effective aperture size is the smaller of the two apertures for the first

or the second beamforming step. Hence, the overall effect on lateral resolution can

be expressed as

Lateral Resolution ∝


FSA
D1st

ifD2nd < D1st

FSA
D2nd

ifD2nd ≥ D1st

. (2.9)

The SNR is another factor that represents the quality of beamforming defined as

SNR = 20log10

(
|AMax|
σnoise

)
, (2.10)

where AMax is the maximum signal amplitude, and σnoise is the RMS electrical noise

level. The SNR of ultrasound signals depend on many factors including f-number,

attenuation, reflection, and angle sensitivity of elements, etc. However, when all

parameters except f-number are fixed, the SNR is determined based on f-number as

SNR = f(F#). (2.11)

In the proposed algorithm, therefore, Equation 2.9 determines SNR as well as lateral

resolution.
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2.3.4 Optimum Aperture Size

The appropriate aperture size in the SPARE beamforming can be determined by

the effective aperture size in the first ultrasound beamforming. As the resolution is

determined by the aperture size used for fixed focusing, using a wider aperture in

the second SPARE beamforming than the original aperture size from fixed focusing

is unnecessary and does not provide additional resolution. Therefore, the optimum

aperture size for the second SPARE beamforming can be calculated based on the first

beamforming aperture size. The aperture size for the SPARE beamforming is defined

as

K(zR) =
(|zR − zF |)DUS

zF
. (2.12)

2.4 Methods

2.4.1 Simulation

Various center frequency signals were simulated using Field II [14], and N-shape

waveforms with different absorber sizes were simulated to evaluate their effects on

different impulse responses. For the resolution and SNR analyses, five photoacoustic

point sources were placed at 10 mm, 20 mm, 30 mm, 40 mm, and 50 mm depth,

respectively to observe the proposed re-beamforming effect at different target depths.

Beamforming with a fixed focal point at 20 mm depth and dynamic focusing was
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applied to the simulated channel data, then the SPARE beamforming algorithm was

applied. The center frequency of the impulse response was 2 MHz. A 128-element, 0.3

mm pitch, linear array transducer was assumed to be a receiver, which matches the

setup of the experiment described in section 3.2. The received signals were sampled

at 40 MHz. We varied the following parameters: the fixed focal depth, the SPARE

beamformer focal depth, the fixed focusing aperture size, and the aperture size for the

SPARE beamforming. To provide a ground-truth resolution value for this setup, the

conventional delay-and-sum PA beamforming algorithm was applied to the simulated

channel data. The full-width at half maximum (FWHM) was calculated to evaluate

the resolution of the beamforming algorithm. For the SNR analysis, -20 dB Gaussian

noise compared to the maximum intensity was added to the background, and the

SNR was computed using Eq. 2.10.

2.4.2 Experimental Setup

The experimental setup is shown in Fig. 2.4. A 905 nm wavelength pulsed laser

diode (PLD) (Laser Components) was used to irradiate a plastisol phantom with black

ink. The diode laser was triggered by a function generator which was programmed

through a PC. Since the light was absorbed by the surface of the phantom because

of the high absorption coefficient of the black ink, PA signals could be generated

from a tiny spot in the phantom, which could be regarded as a point source. The

PLD is placed approximately 5 mm from the phantom surface, and the laser spot
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Figure 2.4: (a) Experimental setup diagram. (b) Picture of the setup.

size at the incident surface was 1mm. PA signals were generated at from the surface

of the phantom and traveled toward the ultrasound probe, located on the opposite

surface of the phantom. The generated PA signal was received by a 0.3 mm pitch,

128-element, linear array ultrasound transducer (L14-5/38, Ultrasonix). The received

128-element channel data were transferred to a channel data collection device (Sonix

DAQ) via a clinical ultrasound machine (Sonix Touch, Ultrasonix), and saved to the

PC. Beamforming algorithms were applied to the acquired channel data.

2.5 Results

2.5.1 Simulated Waveform and Images

Simulated waveforms and the resulting reconstructed PA images using channel

data (center) and ultrasound beamformed RF data with a fixed focal point (right)

are shown in Fig. 2.5.
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Figure 2.5: Simulated photoacoustic waveforms, PA images from channel data, and
PA images using SPARE beamformer are shown. Fixed focusing at 20 mm depth
was used for SPARE beamforming. (a) 1 mm and (b) 0.5 mm diameter objects
with N-shape impulse responses were simulated. For a point source, (c) 2 MHz, (d) 5
MHz center frequency waves were simulated assuming that a band-limited ultrasound
transducer was used to receive these signals.

The true PA signals from a cyliderical target is N-shape, and Figs. 2.5(a) and

2.5(b) shows the waveform when the absorber size was set to 1 mm and 0.5 mm,

respectively. However, the ultrasound receiver is generally band-limited with a spe-

cific center frequency. When the PA signals are received by the ultrasound probe,

the PA signals will be filtered at the probes center frequency. Figs. 2.5(c) and 2.5(d)

demonstrate signals with center frequencies of 2 MHz and 5 MHz, respectively. The

maximum available aperture size was used for all reconstructed images. PA images

using the proposed SPARE beamformer were similar to that from conventional PA

beamforming from raw channel data. These results indicate that our algorithm is

independent of the impulse responses determined by the absorber size and the ultra-

sound probe.
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2.5.2 Resolution Evaluation

To quantitatively evaluate the performance of the proposed SPARE beamformer,

the resolution of reconstructed point targets was compared to the theoretical property

introduced in Section 2.3.3. We first analyzed the FWHM of the PA point recon-

structed with conventional delay-and-sum beamforming for each depth as a function

of aperture size. In this simulation, the full aperture was used for the PA beam-

forming to estimate the maximum achievable resolution. As shown in Fig. 2.6(c),

for conventional delay-and-sum photoacoustic beamforming, the FWHM decreased as

the target depth decreased and the aperture size increased. In addition, the FWHM

was evaluated as a function of f-number. For those data, the metric of f-number was

computed for corresponding depth and aperture size using Eq. 2.5, and we present

the average of FWHM values for the corresponding f-number [Fig. 2.5(d)]. This re-

arranged result was used as the ground truth control to compare with the proposed

method.

Figures 2.6(a) and 2.6(b) show the resolution of SPARE beamformed images.

When the first beamforming aperture was varied, the second beamforming aperture

used all elements (Fig. 2.6(a)). Similarly, when the second beamforming aperture was

varied, the maximum available aperture size was used in the first beamforming (Fig.

2.6(b)). Figure 2.6(a) shows the decrease of FWHM corresponding to the aperture

size increase and the fixed focal depth reduction, and Figure 2.6(b) shows the FWHM

reduction due to the aperture size increase in the second beamforming step. These
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Figure 2.6: The FWHM of the proposed re-beamforming for the designated focusing
depth, and varying the aperture size in the (a) first beamforming and (b) the second
beamforming. (c) The ground truth FWHM results using a delay-and-sum algorithm
with dynamic focusing. (d) The focusing depth and aperture size parameters in Figs.
2.6(a-c) were compressed into the metric of fnumber. The theoretical ground truth
values were computed by fitting the ground truth data from Fig. 2.6(c) into Eq. 2.5.

SPARE beamforming results were rearranged based on the f-number of each depth

and aperture size, and the FWHM value was compared to that of the ground truth

values presented in Figure 2.6(c). Figure 2.6(d) shows the result of this comparison

for various f-numbers. The resolution of the proposed method agrees well with the

ground truth values with a correlation coefficient of 99.87 %.
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2.5.3 SNR Evaluation

Following the evaluation scheme used in Section 2.5.2, the SNR of simulated beam-

formed data using the conventional PA beamformer and proposed re-beamforming

algorithm were calculated using Equation 2.10 (Figs. 2.7(a-b)). For the proposed

method, the aperture size was changed for either the first or second beamformer;

when one was changed, the other aperture size was fixed to be the maximum aperture

size [Fig. 2.7(a)]. The ground truth data was based on conventional PA beamform-

ing by changing the aperture size and the focal depth [Fig. 2.7(b)]. To observe the

characteristics of SNR for a corresponding f-number, the SNR at a f-number of 1.04

was normalized to be 0 dB throughout different target depth results. The comparison

with ground truth is shown in Fig. 2.7(c). A shared trend could be seen between the

proposed method and ground truth values, and the correlation coefficient obtained

from comparison of the two plots in Fig. 2.7(c) was 91.56 %. One difference between

the results for SNR (Fig. 2.7(c)) and resolution (Fig. 2.6(d)) is that the SNR is not

solely proportional to the f-number, likely because other factors (e.g. attenuation

difference at different depths) also affect the SNR.

28



CHAPTER 2. PHOTOACOUSTIC IMAGING USING ULTRASOUND
BEAMFORMED RF DATA

Figure 2.7: (a) The measured SNR of proposed beamformer varying the aperture
size in the first beamforming (left) and the second beamforming. One beamformer
aperture size was fixed to be maximum when the other aperture size was varied.
(b) The ground truth SNR results using a delay-and-sum algorithm with dynamic
focusing. (c) The focusing depth and aperture size parameters in Figs. 2.7(a-b) were
compressed into the metric of f-number. To compensate the SNR variance for the
same f-number but different target depth, the SNR of f-number 1.04 was normalized
to be 0 dB. The theoretical ground truth values were computed by fitting the ground
truth data from Fig. 2.7(b) into Eq. 2.9.

29



CHAPTER 2. PHOTOACOUSTIC IMAGING USING ULTRASOUND
BEAMFORMED RF DATA

2.5.4 PA re-beamforming for Dynamically Focused

Beamformed Ultrasound RF Data

Figure 2.8 shows the reconstructed results of SA beamforming using dynami-

cally focused beamformed ultrasound RF data, displayed with a dynamic range of 30

dB. The defocused beamformed ultrasound data was re-beamformed through SPARE

beamforming. Comparing the proposed method with the conventional PA beam-

forming (Fig. 2.8(a)), a similar sidelobe level is observed, while unique artifacts are

visible in the SPARE beamformed results (Figs. 2.8(b-c)). The aperture size for the

ultrasound beamforming was changed from 128 elements (Fig. 2.8(b)) to 16 elements

(Fig. 2.8(c)). The point targets obtained with the ultrasound beamforming step

were not only degraded due to incorrect delay functions, but a large grating lobe also

appeared in the near field when a large aperture was used in ultrasound beamform-

ing step. This grating lobe artifact remains in the SPARE beamforming result (Fig.

2.8(b)). When a smaller aperture was used in ultrasound beamforming, the grating

lobe artifacts were mitigated, and therefore were less visible in the corresponding

SPARE beamformed image (Fig. 2.8(c)). On the other hand, when a small aperture

size was employed, the resolution of the deeper point targets were degraded compared

to that obtained with the larger aperture. Thus, in the practical implementation, one

solution to overcome these challenges to optimize image quality is a variable aperture

size (e.g. fixed f-number throughout the image with a smaller aperture size in the
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Figure 2.8: (a) The reconstructed PA image from channel data as a ground truth. (b-
c) The reconstructed images through ultrasound and SPARE beamforming. Dynamic
focusing is applied as ultrasound beamforming. Grating lobe artifacts are visible in
the near field of ultrasound beamforming result (b) when a large aperture is used in
1st ultrasound beamforming, but it is drastically reduced when a small aperture size
is used (c).

near region and a larger aperture size in the far region).

2.5.5 Experiment Evaluation

Ultrasound beamforming with fixed focusing and dynamic focusing was applied

to experimental channel data to produce two types of ultrasound post-beamformed

data. The experimental SPARE beamformer results from ultrasound beamforming

with a single focal point are shown in Fig. 2.9, displayed with 20 dB dynamic range.

The point source located at 12 mm was reconstructed for all fixed foci in the range of
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3 mm to 45 mm. The FWHM and SNR of the point source was measured for different

fixed focal depths in Fig. 2.9(c). The results of conventional PA beamforming using

channel data is also shown as the ground truth. This ground truth result can be

regarded as the lower boundary of achievable FWHM for these data because the

maximum available aperture information is used. For SPARE beamforming results,

the FWHM was similar to that of the ground truth when the fixed focusing was

applied from 9 mm to 21 mm. However, the reconstructed point was degraded in the

lateral direction when the fixed focal depth was far from the target. This degradation

is likely due to an insufficient aperture size for the first and the second beamforming

steps. In terms of SNR, a similar trend of image quality improvement was observed

compared to the ground truth result, and the fixed focal depth over 21 mm shows a

better SNR.

Figure 2.10 shows the experimental SPARE beamforming results from dynam-

ically focused ultrasound beamforming. The defocused target in ultrasound post-

beamformed result was re-focused with SPARE beamforming.

2.6 Discussion

Generally, the simulation results presented in this chapter have good agreement

with theory, and the proposed method produces similar resolution and SNR to that

obtained with conventional delay-and-sum beamforming. The agreement between
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Figure 2.9: Experimental SPARE beamforming results. (a) Reconstructed photoa-
coustic images of conventional dynamic focusing for channel data, 9 mm, 12 mm,
and 31 mm fixed focal depths. (b) Lateral profile of the point target. (c) Measured
FWHM and SNR for various fixed focal depths.
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Figure 2.10: Experimental SPARE beamforming results with dynamic focusing. Orig-
inal channel data, intermediate ultrasound post-beamformed result, and final SPARE
post-beamformed result are shown from left to right, respectively. The dynamic range
of 20 dB was used for display.

the theory and simulation for SNR was influenced by multiple confounding factors,

additionally evidenced by the SPARE beamformer showing a better SNR compared

to conventional PA beamforming in the experimental results [Fig. 2.9]. Theoreti-

cally, the SNR of both beamformers should be similar, and this discrepancy could be

attributed to summing axially distributed coherent information twice, once for each

beamforming step. If the waveform is not a simple point target, the axial compo-

nents from the non-point wavefront are first summed during ultrasound beamforming.

This accumulated information would be further summed after SPARE beamforming.

When the SNR of the channel signals is significantly low, the reconstructed image

may contain a noise-related gradation artifact as the number of summations varies

for each focal point. Hence, beamforming with the full aperture is more appropriate

in this high-noise case.

When fixed focusing is used as the ultrasound beamforming, the fixed focal depth

should not be the same as the interested target location, as near field artifacts would

appear as seen in Fig. 2.9(a) (compare 12 mm fixed focus result to 9 mm and 31
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mm fixed focus results). Moreover, a deep fixed focal depth is desired to keep stable

SNR, however, this depth should be sufficiently shallow to avoid degradation of the

resolution,as demonstrated in the experimental results shown in Fig. 2.9(c). Dynamic

focusing does not have this problem as the ultrasound focal depth is always shorter

than the ideal PA focal depth.

A superiority of the proposed method over the speed of sound adjustment approach

[9] is the generality to steered beams (e.g. phased arrays) or to beam geometries that

differ from those of the linear array (e.g. curvilinear arrays). As formulated in

equations 2.3 and 2.4, the proposed beamformer applys a delay-and-sum assuming

the PA signals are received at the virtual element. Therefore, even if the ultrasound

beam is angled, the delay-and-sum algorithm can still be applied with the virtual

element created by the angled beam.

We expect that image quality improvement strategies (apodization, transmit gain

compensation, etc.) will have a similar effect on the improvement of SPARE images.

The effect of the beamformer for specific f-number parameter is shown and discussed

in simulation. Apodization could improve the appearance of the reconstructed image,

because it reduces the sidelobes in the ultrasound beam.

The effect of speed of sound variations with SPARE beamforming is expected to be

similar to that of conventional PA beamforming if the same speed of sound is utilized

for both ultrasound (the 1st beamformer) and SPARE beamforming. However, the

SPARE beamformer has the added advantage of compensating for incorrect speed of
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sound utilized during the ultrasound beamforming step by considering the true focal

depth and speed of sound during the SPARE beamforming. This is, however, not

possible if the speed of sound varies widely throughout the medium being imaged.

Although image formation was demonstrated with point-like targets throughout

this manuscript, the SPARE beamformer has potential to be implemented to vi-

sualize any structure that has a high optical absorption property. Thus, the key

contribution of the proposed SPARE algorithm is its potential for integration into

real-time imaging systems using clinical ultrasound machines. Currently, most real-

time photoacoustic imaging systems are based on open platform research systems [7].

However, the option to use an FDA-approved clinical ultrasound system eases the

transition of photoacoustic technology into the clinic. Potential applications include

real-time in vivo photoacoustic visualization for brachytherapy monitoring [15, 16],

image-guided surgery [17, 18], interventional photoacoustic tracking [19], multispec-

tral interventional imaging [20], and cardiac radiofrequency ablation monitoring [21].

A high pulse repetition frequency (PRF) laser system is one system requirement

for the SPARE beamformer. Since the ultrasound post-beamformed RF data ac-

quisition relies on a clinical ultrasound system, it is necessary to synchronize the

laser transmission to the ultrasound line transmission trigger. To maintain similar

frame rates to that of conventional ultrasound B-mode imaging, the PRF of the laser

transmission should be the same as that of the ultrasound transmission frequency.

Therefore, a high PRF laser system, like the PLD used in this chapter, is desirable.
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Ultrasound transmission suppression can be considered as another system require-

ment. Turning off the transmit events is the most ideal solution. However, if this

feature is unavailable, an alternative is to reduce the voltage of the transmission en-

ergy. Another approach is to use an electric circuit to control the laser transmit

timing. The PA signals would be highlighted by subtracting the images with and

without laser excitation.

In addition to enabling broader use of PA imaging through clinical systems, the

SPARE beamformer applied to fixed focus data is also applicable to PA tomogram

formation using a hydrophone combined with an acoustic lens with a focal point, as

proposed by Li et al. [22]. Hydrophones are widely used as a PA signal receiver be-

cause of its wide frequency receiving capability and sensitivity compared to a clinical

ultrasound array [23]. PA tomograms can be formed by sweeping the hydrophone

using a Cartesian stage. Although large-diameter hydrophones have high sensitivity,

their wide reception angles cause suboptimal lateral resolution [24]. Attaching an

acoustic lens is a simple solution to provide a focus, but the higher resolution made

possible by this lens is only available near the focal point, and the image is defocused

outside of the focal point. The acoustic lens focuses the acoustic beam for a single

depth, which is the same situation for the fixed beamformed data using a linear array.

Thus, the proposed algorithm could be a solution to provide an opportunity to gener-

ate a dynamically focused PA tomograms with SPARE beamforming of the received

data.
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2.7 Conclusions

In this chapter, we propose a synthetic aperture based PA beamforming method

utilizing ultrasound post-beamformed RF data. The goal is to reconstruct PA images

utilizing data that can be acquired from any clinical ultrasound machine. The the-

oretical basis for quantifying the image resolution is introduced, and it is validated

with simulations. As a result, it is possible to estimate the potential image resolution

of this beamformer under various parameter definitions. In addition, we conducted

a phantom experiment to beamform a point source using the SPARE beamformer.

Results demonstrate the feasibility of the algorithm under practical data acquisition.
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3.1 Introduction

A photoacoustic (PA) image is constructed by beamforming received channel data,

and then applying signal processing methods to display it [2, 6]. Although acquiring

channel data is essential, most clinical ultrasound systems do not offer an interface

to obtain the synchronized channel data. Accessing these synchronized channel data

requires expensive and sometimes bulky research systems such as DAQ system, and it

is an obstacle to translate the PA imaging technique into clinical applications. There-

fore, to broaden the impact of PA imaging, we investigate PA image reconstruction

algorithm using the data accessible at clinical ultrasound systems. As clinical ul-

trasound systems have been widely used all over the world, this work connects PA

research to the environment in which specialized research systems do not exist.

Previous chapter has demonstrated that the PA image reconstruction can be car-

ried out from US beamformed RF data [25]. Nevertheless, the method requires clini-

cal ultrasound system to have a functionality to provide a radio-frequency (RF) data.

B-mode image, on the other hand, is the final product of ultrasound image, and ac-

cessible at most of the ultrasound systems. In this work, we present the possibility

to recover US post-beamformed RF data from a B-mode image and re-beamform

the recovered data to a PA image. Even though each vendor has its unique signal

processing to form the final B-mode image, envelope detection and scan conversion

including log compression are two major post processing after generating beamformed

RF data. Figure 3.1(a) illustrates the major signal processing for ultrasound image
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as well as PA image.

We divide the proposed approach into two major steps: 1) RF signal recovery

from B-mode data, and 2) PA beamforming using US post-beamformed RF data.

For the first step, the envelope data is recovered from B-mode image by applying log

decompression. And since the RF information is discarded in the envelope data, we

convolute an acoustic impulse response with the envelope data. For the second step,

an adaptive PA beamforming algorithm is applied on US post-beamformed RF data.

The US post-beamformed RF data is utilized as pre-beamformed RF data for PA

re-beamforming, and the new delay function is used by taking into account that the

focus depth in US beamforming is at the half depth of PA case. The stream of the

proposed PA image formation is shown in Fig. 3.1(b).

In this chapter, we first introduce the theory behind the proposed PA reconstruc-

tion method. Then, the proposed method is evaluated through simulation, and an

experiment is operated to validate its feasibility for the practical implementation.

Finally, limitations of the system are discussed.

3.2 Contributions

The main contributions of this chapter are the following:

• Development of PA re-beamforming algorithm utilizing ultrasound B-mode im-

age that are available in a clinical ultrasound scanner
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Figure 3.1: Diagrams of ultrasound (US) and photoacoustic (PA) image formation.
(a) Conventional image formation in US and PA imaging. (b) Proposed PA image
formation using B-mode image from clinical ultrasound systems.

42



CHAPTER 3. PHOTOACOUSTIC IMAGING USING ULTRASOUND B-MODE
DATA

• Concept Validation of the SPARE beamforming using ultrasound B-mode iamge

through simulation and experiment

3.3 Methods

3.3.1 Retrieving Ultrasound Post-Beamformed RF

Data from B-mode Data

A B-mode image is the final output from clinical ultrasound systems, in which the

envelope detected acoustic signals are displayed in log scale. Detail signal processing

techniques to produce a B-mode image could vary depending on vendor, but enve-

lope detection and following log compression are two basic common signal processing

techniques after ultrasound beamforming. Therefore, reversing two signal processing

steps is necessary to retrieve US post-beamformed RF data. A general formulation

of log compression is

zij = αln(yij) + β, (3.1)

where α and β are parameters indicating the contrast and brightness, respectively. yij

is the envelope detected data, and zij is the observed intensity on a US B-mode image.

Two parameters α and β could be recovered by analyzing the speckle property of a B-

mode image [26,27]. Thus, the estimated envelope detected data could be processed
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as

yij=e(
zij β

α
). (3.2)

Contrasttologcompressionwhichisappliedontheentireimage,theenvelope

detectionisappliedtolinebyline. ThebeamformedRFsignalsofanA-linex(t)

couldbeexpressedas

x(t)=y(t)cos(2πf0+φ), (3.3)

wherey(t)istheenvelopedataoftheline,andf0andφareitscenterfrequencyand

phase,respectively.Itisnotdifficultto multipleRFcomponenttotheenvelopede-

tecteddata,butthephaseinformationwillnotberecovered.Thephaseinformation

isessentialtoutilizethedataforfurtherPAbeamforming,sothatEq. 3.3isun-

availablefortheproposed method.Instead,weassumedthephotoacousticimageas

acollectionofdeltafunctions,andtheRFcomponentisaddedtoeachdeltafunction

throughconvolution.

x(t)=
S

s+1

y(t−s)H(s), (3.4)

whereH(s)isanimpulseresponsethatcorrespondingtoacycleofcosinefunction.

x(t)istherecovered USpost-beamformed RFdata,and willbeusedforPAbe-

beamforming.
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3.3.2 Reconstructing PA image from Ultrasound

Post-Beamformed RF Data

The difference between ultrasound beamforming and PA beamforming is time-of-

flight and accompanied delay function. Ultrasound beamforming takes into account

the time-of-flight of the round trip of acoustic signals transmitted and received by the

US probe elements, that is reflected at targets, while PA beamforming only counts

one way trip from the PA source to the US probe. Therefore, the beamformed PA

signals under ultrasound beamforming is defocused due to incorrect delay function.

In our previous work, we proposed a synthetic aperture based PA beamformer using

ultrasound post-beamformed RF data. Ultrasound beamformed RF data are consid-

ered as pre-beamformed input data, where its focal point is considered as a virtual

element, and a new delay function is applied based on the acoustic wave travel starts

from the virtual element [10–12]. Since, the delay function in dynamically focused

ultrasound beamforming takes into account the round trip between the transmitter

and the reflecting point, the focus point at each depth becomes the half distance for

that in PA beamforming. Thus, it is possible to consider that the virtual point source

is swept dynamically in the half distance of the true focal point. Figure 3.2 shows an

example of implementing proposed algorithm based on back projection.
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Figure 3.2: An example of PA re-beamforming from US post-beamformed RF data
with dynamic receive focusing.

3.3.3 Simulation and Experimental Setup

For simulation, five point targets were placed at the depth of 10 mm to 50 mm with

10 mm interval. A 6 cm linear array transducer with 128 elements was designed to

receive the photoacoustic signals. Delay-and-sum with dynamic receive focusing was

used to beamform the simulated channel data assuming ultrasound delay. Envelope

detection and log compression were applied on the received data and proposed PA

re-beamforming process was applied on the data.

The experimental setup is shown in Fig. 3.3. Clinical ultrasound machine (Sonix

Touch, Ultrasonix) was used to display and save the received data, and the acoustic

wave transmission was turned off during receiving. A costume made piezo element

was used to imitate a PA point target. The element has the center frequency of 10

MHz, and was attached to the tip of needle, and it was wired to an electric board

controlling the voltage and transmission pattern. The acoustic signals transmission

is triggered by the line generation trigger from clinical ultrasound machine. The
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Figure 3.3: Experiment setup. A PZT element was used as a pseudo PA point source.

received RF data was saved and a B-mode image was formed. All elements on the

probe were used to beamform each line. The proposed signal processing was applied

on the B-mode image.

3.4 Results

The simulation result is shown in Fig. 3.4. A set of channel data simulates PA

signals was beamformed using delay-and-sum with dynamic receive focusing. The US

beamformed RF data was defocused due to incorrect delay function [Fig. 3.4(b)]. The

US beamformed RF data could be re-beamformed to form a PA image using adaptive

PA reconstruction algorithm [Fig. 3.4(e)]. Then, a B-mode image was formed using

the US beamformed RF data. We applied the log decompression and RF information
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Figure 3.4: Simulation results. The input data of beamforming were shown in (a-c)
and output was presented in (d-f). The profile of a point located at 30 mm depth for
three different input data was shown in (g).

recovery through convoluting a cycle of sine function. The RF component was lost

through envelope detection, but new RF wave was added to the envelope detected

data [Fig. 3.4(c)]. The recovered RF data was re-beamformed, and finally a PA

image was obtained [Fig. 3.4(f)]. Although the reconstructed point was larger than

the point reconstructed from channel data, it is demonstrated that the defocused data

could be beamformed through proposed processing.

Figure 3.5 shows the experiment results. A set of US post-beamformed RF data

was collected from ultrasound machine, and a B-mode image is formed through enve-

lope detection and scan conversion with log compression [Fig. 3.5(a)]. The processed

US B-mode image was used as the input for the proposed signal processing and follow-

ing PA image re-beamforming. US post-beamformed RF data was recovered through

convolution with a cycle of sine function, and finally a PA image is reconstructed
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Figure 3.5: (a) US image formation in clinical ultrasound system. (b) Proposed PA
image reconstruction processes. (c) PA image reconstruction from channel data.
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using back projection based re-beamformer [Fig. 3.5(b)]. For the control, the chan-

nel data was collected and conventional delay-and-sum PA beamforming was applied

[Fig. 3.5(c)]. The full width at half maximum (FWHM) of the US B-mode image

was 7.50 mm, and it was improved to 1.89 mm through the proposed method. The

FWHM for the PA image from the channel data was 1.48 mm. The degradation

of point spread function could be due to signal loss during envelop detection, and

blurring through convolution.

3.5 Discussion and Conclusions

In this chapter, we proposed a method to reconstruct a PA image utilizing US B-

mode image, which can be acquired from clinical ultrasound machine. The proposed

method could reconstruct point targets on simulation, and the experiment using an

acoustic point source was conducted to validate the practical implementation.

The limitation of the current algorithm is that it only works when the image target

is a point-like object. The convolution approach could recover the phase information

of the wave-front, which is lost when simple multiplication is applied. However, the

problem is the axial size growth of a RF signal as a large pulse was convoluted, so

that the frequency and phase change when the input is the non-uniform wave-front

such as targets that is not point object. Thus, photoacoustic based point targets

tracking [28] or brachytherapy seed visualization [15] could be considered to be the
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primary application.
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Photoacoustic Imaging System

Using LED Light Source and

Clinical Ultrasound Scanner

I was responsible for the project design, system integration, data collection, anal-

ysis and writing. Dr. Jeeun Kang and Dr. Xiaoyu Guo assisted experiemntal data

collection. Dr. Emad M. Boctor supervised the project.

4.1 Introduction

The clinical accessibility of photoacoustic (PA) imaging is limited because of spe-

cific hardware requirements including channel data acquisition system and high en-
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ergy pulsed laser. PA reconstruction requires a delay function calculated based on the

time-of-flight (TOF) from the PA source to the receiving probe element [6-7], while

US beamforming considers the round trip initiated from the transmitting and receiv-

ing probe element. Thus, the reconstructed PA image with US beamformer would

be defocused due to the incorrect delay function (Fig. 4.1(a)). Real-time channel

data acquisition systems are only accessible from limited research platforms. Most of

them are not FDA approved, which hinders the development of PA imaging in the

clinical setting. Therefore, there is a strong demand to implement PA imaging on

more widely used clinical machines. As introduced in Chapter 2, Synthetic-aperture

based photoacoustic re (SPARE)-beamforming algorithm regards the defocused RF

data as a set of pre-beamformed RF data received by virtual elements; an adaptive

synthetic aperture beamforming algorithm is applied to refocus it.

This chapter considers more general ultrasound beamformed data applied with

delay-and-sum dynamic receive focusing. Ultrasound beamforming is a sequential

process scanning line by line. Using those sequentially beamformed data as input,

synthetic aperture (SA) based re-beamforming algorithm regards the defocused RF

data as a set of pre-beamformed RF data from virtual elements; an adaptive synthetic

aperture beamforming algorithm is applied on the RF data to refocus it.

Most of the laser systems used for PA imaging have high power and with low pulse

repetition frequency (PRF). Those laser systems are expensive, bulky, non-portable,

and not safe to be used without laser glasses. Thus, a portable low cost laser system
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Figure 4.1: Conventional PA imaging system (a) and proposed PA imaging system
using clinical US scanners (b). Channel data is necessary for PA beamforming because
US beamformed PA data is defocused with the incorrect delay function. The proposed
two approaches could overcome the problem.

with sufficient power output is desired for easier access to PA data acquisition.

To broaden the impact of clinical PA imaging, we propose a vendor-independent

PA imaging system utilizing ultrasound post-beamformed radio frequency (RF) data,

which is readily accessible in some clinical scanners. Light emitting diodes (LED)

was used as a low energy high pulse repetition frequency light source to replace

conventional high energy laser.

In this chapter, we first introduce the theory and methodology behind the pro-

posed PA reconstruction method using LED light source. Afterwards, we present

the evaluation of our method through simulation and experiments that validate its

feasibility for practical implementation.

54



CHAPTER 4. PHOTOACOUSTIC IMAGING SYSTEM USING LED LIGHT
SOURCE AND CLINICAL ULTRASOUND SCANNER

4.1.1 Contributions

The main contributions of this chapter are the followings:

• Development of low cost and safe PA imaging system using LED light source

• In vivo demonstration of the concept using clinical ultrasound scanner

4.2 Methods

4.2.1 Synthetic Aperture Based Re-Beamforming

The difference between ultrasound beamforming and PA beamforming is the TOF

and accompanied delay function. ultrasound beamforming takes into account the

TOF of the round trip of acoustic signals transmitted and received by the ultrasound

probe elements (that is sent to and reflected from targets), while PA beamforming

only counts a one way trip from the PA source to the ultrasound probe. Therefore,

the PA signals under ultrasound beamforming is defocused due to an incorrect delay

function.

The delay function in dynamically focused ultrasound beamforming takes into

account the round trip between the transmitter and the reflecting point, thus the

focus point at each depth becomes the half distance for that in PA beamforming.

Thereby, it is possible to consider that there is a virtual point source, of which depth is

dynamically varied in the axial dimension by a maximum value equal to half distance
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Figure 4.2: Illustration of synthetic aperture based re-beamforming processes.

of the true focal point. The TOF from the virtual element to the receiving elements

can be formulated as

t =
r

c
, (4.1)

where

r =

√(yn
2

)2

+ (xm)2. (4.2)

4.2.2 Simulation Setup

For the simulation, five point targets were placed at the depth of 10 mm to 50

mm with 10 mm intervals. A 0.3 mm pitch linear array transducer with 128 elements

was designed to receive the PA signals. Delay-and-sum with dynamic receive focusing

and an aperture size of 4.8 mm was used to beamform the simulated channel data

assuming US delays.
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4.2.3 Experimental Setup and LED Light Source

The PA sensing system was employed for evaluating the proposed LED-based PA

imaging performance; A near-infrared pulsed LED illumination system (Prexion Inc.,

Japan) was used for PA signal generation. Table 4.1 summarizes the specifications

of the compact and safe laser system; The arrays of HDHP LED light source can

be comprised by various wavelengths throughout 365 to 1450 nm. Especially, near-

infrared wavelengths such as 690, 760, 780, 850 nm can be used for diagnostic PA

imaging with deep penetration depth. Also, the system supports combination mode

between 690 and 850 nm. The effective illumination area of each LED head is 50 by

7 mm2 which is compatible for common clinical ultrasound array transducer. The

pulse energy is up to 200 µJ at variable pulse width from 30 to 135 nm. The pulse

repetition rate is up to 4 kHz, which is desirable for high-speed PA imaging. To collect

the generated PA signals, a clinical ultrasound machine (Sonix Touch, Ultrasonix)

with a 10 MHz linear ultrasound probe (L14-5/38, Ultrasonix), which was used to

display and save the received data. The laser transmission triggered the clinical

ultrasound machine line reception. A line phantom made with fishing wire was imaged

to evaluate the SNR and resolutional performance. The ultrasound post-beamformed

RF data with dynamic receive focusing was then saved. To validate the channel data

recovery through inverse beamforming, the raw channel data was collected using a

data acquisition device (DAQ). For in vivo experiment, a open scalp piglet head and

human fingers were imaged using 850 nm LED bars. The channel data was collected
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Figure 4.3: Experimental setup. (a) LED light source. (b) In vivo experiment
configuration.

first, then the ultrasound beamformed data was generated to compare conventional

and proposed beamforming approaches.

4.3 Results

4.3.1 Simulation Analysis

The simulation results are shown in Fig. 4.4. The US beamformed RF data was

defocused due to an incorrect delay function (Fig. 4.4(b)). The reconstructed PA

images are shown in Figs. 4.4(c-e). The proposed two approaches were compared to

the ground truth conventional PA beamforming using channel data. The measured

full width at the half maximum (FWHM) was shown in Table 4.2. The reconstructed

point size was comparable to the point reconstructed using a 9.6 mm aperture on the
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Table 4.1: Specifications of the near-infrared, pulsed LED illumination system.

Specifications

Light source HDHP LED

Maximum energy

per pulse

850 nm: 20 J/pulse, 690 nm: 80 J/pulse,

925 nm: 80 J/pulse

Wavelength 365, 405, 525, 630, 690, 760, 780, 850, 930, 1050, 1200,

1450 nm (single mode),

690/850 nm (combination mode)

PRF Variable up to 4 kHz

Pulse width Selectable from 30, 45, 60, 75, 90, 105, 120, 135 nm

Driver ports 4

Pulse trigger mode Normal or alternate drive mode for combination LED

setup

Pulse trigger ports Internal trigger output x 1,

External trigger input x 1
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Figure 4.4: Simulation results. (a) Channel data. (b) US post-beamformed RF data.
(c) Reconstructed PA image from channel data with an aperture size of 9.6 mm. (d)
Reconstructed PA image through inverse beamforming. (e) Reconstructed PA image
through SA re-beamforming.

conventional PA beamforming.

4.3.2 LED Light Source

Figure 4.5 shows the experimental results imaging the cross section of a line phan-

tom. The control data was reconstructed from channel data collected using DAQ. The

SPARE result used the ultrasound post-beamformed data collected from the ultra-

sound scanner as the input. Compering the inherent resolution of two methods, the

proposed SPARE showed a better imaging contrast and SNR. By quantifying the

SNR change over the number of averaging, these two were correlated in log-linear

model for both with and without using channel data (Fig. 4.5(b)). The gradient of

SPARE method was larger than conventional PA reconstruction from channel data in

this result, because the ultrasound beamformed data was summed once already across

the aperture even with incorrect focus, and the random noise can be suppressed in
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Table 4.2: FWHM of the simulated point targets for corresponding beamforming
methods.

FWHM (mm) Control using channel data SA Re-beamforming

10 mm depth 0.60 0.63

20 mm depth 1.02 0.99

30 mm depth 1.53 1.43

40 mm depth 1.94 1.91

50 mm depth 2.45 2.42

this process. For resolution, the control result showed better spatial resotuion com-

pared to the SPARE result because the ultrasound beamformed data was formed from

limited aperture size (maximum 32 elements) due to ultrasound scanner limitation,

while the channel data could utilize the full aperture for reconstruction.

4.3.3 In Vivo Evaluation

Figures 4.6 and 4.7 show the results of in vivo study imaging a piglet head and

human fingers. To maximize the imaging contrast, the raw channel data was averaged

3000 times. From piglet data, we demontrated the capability of imaging blood vessel

transcranially. Piglet is known for an animal model similar to newborn baby especially

for the head, so that this result indicates the potential application of LED-based PA

imaging modality for measuring blood oxygenation level of newborn baby during

labor (Fig. 4.6). Human fingers were imaged to show its inherent contrast applied
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Figure 4.5: Experiment results with LED light source imaging line phantom. (a)
Comparison of control using channel datafrom and SPARE results using ultrasound
post-beamformed data. (b) SNR analysis of both control and SPARE results. (c) Res-
olution analysis of SPARE results. Resolution improvement was hindered at FWHM
of 2 mm due to the aperture size.
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Figure 4.6: in vivo PA imaging of piglet head using LED light source. Experimental
configuration, ultrasound and PA images of piglet head are shown. PA images were
reconstructed using channel data from DAQ device and beamformed RF data with
the SPARE algorithm.

on the human (Fig. 4.7). Melanin layer covering the skin could be depicted by the

imager.

4.4 Discussion and Conclusions

The proposed algorithms would work for any structures that have high optical

absorption such as a blood vessel that shows strong contrast for near-infrared wave-

length light excitation. The reconstruction artifacts such as side lobe and grating
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Figure 4.7: in vivo PA imaging of human fingers using LED light source. Experimen-
tal configuration, ultrasound and PA images of human fingers are shown. PA images
were reconstructed using channel data from DAQ device and beamformed RF data
with the SPARE algorithm.
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lobe could be appeared and affect on non-point target as the image quality of SPARE

image was worse compared to conventional PA image using channel data. This effect

was more obvisous on high frequency signals as shown in simulation evaluation in

Chapter 2. The algorithms could be also integrated into a real-time imaging system

using clinical ultrasound machines.

A high PRF laser system is considered as a system requirement for using SPARE

algorithm, as it is necessary to synchronize the laser transmission to the ultrasound

line transmission trigger timing. To keep the frame rate similar to that of conventional

ultrasound B-mode imaging, the PRF of the laser transmission should be the same as

the transmission rate, in the range of at least several kHz. Therefore, a high PRF laser

system such as a LED or a laser diode is desirable. Based on the assumption that the

LED frame rate is 16,000 and the reception ultrasound has 128 lines acquistion, Figure

4.8 summarizes the estimated frame rate and laser energy by varying the number of

averaging. Since SNR improvement under averaging is the square root of the number

of averaging, outputing 1mJ and 5mJ light source energy requires 25 and 625 times

averaging, respectively. When the daq device is accessible, the maximum available

frame rate is 625 and 25.6 frame per second, respectively. When clinical ultrasound

scanner was used for data acquisition, the frame rate becomes 5 and 0.2 frame per

second, respectively. The maximum available frame rate using clinical ultrasound

machine is 125 without averaging.

In this chapter, we proposed a new paradigm on PA imaging using a LED light
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Figure 4.8: Numerical estimation of frame rate using a LED system. Frame rate (a,d)
and estimated energy (b,e) by varying the number of averaging, and the relationship
between frame rate and estimated energy (c,f) are shown using a DAQ device (a-c),
and using a clinical ultrasound system (d-f) for data collection.
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source and US post-beamformed RF data from a clinical ultrasound system. SA based

re-beamforming was used and their performance was demonstrated in the simulation.

In addition, low-cost light source using LED was introduced and the experimental

study using a line phantom and in vivo targets revealed the validity and clinical

significance of these methods, in that a similar resolution was achieved compared to

PA imaging using channel data.
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5.1 Introduction

Ultrasound (US) imaging has served as a gold standard for various clinical di-

agnoses and applications. US imaging has unique advantages, including low-cost,

non-invasiveness, and safety to the human body, compared to other major imaging

modalities such as CT or MRI. Due to the requirement of acoustic coupling, US sys-

tems require the probe to touch the subject during a scan. The image quality highly

depends on the probe position, orientation, and applied force. These parameters are

barely reproducible throughout a medical treatment and through different sonogra-

phers. In addition, the ultrasound scanning process sometimes requires applying large

forces over extended periods of time, often in an awkward posture to maintain the

desired orientation. Echocardiography in particular requires larger contact forces in

order to acquire a better image resolution of deep organs, and extra force is needed

for scanning obese patients or pregnant women. This physical requirement over a

sonographer’s career often leads to musculoskeletal pain and strain injuries [29, 30].

To overcome these challenges, autonomous robotic or remotely operated (tele-

operated) robotic US systems have been proposed [31, 32]. With robotic assistance,

precise control of the US probe is possible, making the procedure repeatable and less

user-dependent. Hennersperger et al. integrated an US probe onto a 7 degree-of-

freedom (DOF) robotic arm for autonomous US scanning [33]. However, the limita-

tion of autonomous robotic or remotely operated robotic US systems is the loss of

haptic feedback for the user. Though some remote-control based US systems with
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haptic feedback have been proposed, these systems are less likely to make it to clinical

practice due to: 1) sonographers like to keep a close proximity to their patients since

scanning protocols require communication, and 2) vendors dont provide remotely

controlled US systems [34–36]. With the recent introduction of lightweight robotic

systems, several groups have started to consider better execution of surgeonrobot

cooperative control systems (also known as co-robotic systems) [31]. This control

method senses the force applied on the probe by the operator, and asks the robotic

arm to follow the operators intended motion. Sen et al. integrated the cooperative

control on robotic US with virtual fixture constraints that provide haptic feedback

and guide the probe motion [37].

Here, we propose a co-robotic US imaging system using a 6-axis robotic arm

mounted with two force sensors - a 6 DOF force sensor and a 1 DOF load cell -

integrated with a handheld US device. The combination of dual force sensors enables

the differentiation of two types of forces: the users applied force and the contact force

between the probe and the tissue. With the admittance force control, the robotic

arm follows the motion of the operator, while adding forces during scanning. In

addition to user-robot cooperative scanning, the handheld device can be smoothly

detached from the robot to perform conventional freehand scanning. Furthermore,

the robot assisted system can improve the steadiness of the contact force acting on

the scanning target, and consequently provides stable and repeatable US scanning

and image acquisition.
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5.2 Contributions and Acknowledgements

The main contributions of this chapter are the following:

• Development and validation of force assisting co-robotic ultrasound system

• Development of dual-sensor based cooperative robot control

5.3 Materials and Methods

5.3.1 System Overview

The proposed co-robotic system is composed of a 6-axis robotic arm (UR5, Univer-

sal Robots, Odense, Denmark) mounted with a 6 DOF force/torque sensor (FT-150,

Robotiq), a detachable handheld US device with a 1 DOF load cell (Model 31 Mid,

Honeywell), and a US probe (L14-5W/60, Ultrasonix) (Fig. 5.1). When the handheld

device is attached to the robot, the robot complies with the operators motion through

cooperative control based on the reading of 6 DOF force sensor. The 1 DOF load

cell on the handheld device measures the contact force between the US probe and the

tissue surface. The force assisted mode is triggered by the contact between the US

probe and tissue. To reduce the force applied by the user, the robotic arm magnifies

the force input, and assists in reaching the target contact force under different sce-

narios (Sections 5.3.3 and 5.3.4). The handheld US device can be quickly detached

and reattached to the robotic arm. The following section covers the design in detail.
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Figure 5.1: The co-robotic ultrasound system with dual force sensing. The US probe
is actuated by a 6-axis robotic arm through the users force input on the handheld
device.

5.3.2 Handheld Ultrasound Component

The handheld US device is designed with several features:

• Easy to use. The device is easy and comfortable for the operator to hold without

drastically changing the size and shape of the US probe.

• Fast detachment/attachment. The sonographer can scan freehand by detaching

the device from the robot, with contact force measurements still available.

• Compatible with different types of US probe. To meet the requirement of using

different US probes under certain situations, the device can be reassembled by

simply changing the inner case.

The device can be divided into two main parts (Fig. 5.2a). The first part is the
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Figure 5.2: The design of the handheld US device. (a) The exploded CAD model of
the handheld US device. (b) The probe holder 4-9 can be smoothly detached from
the robotic arm to perform freehand scanning, while the contact force information
remains accessible.

connector 2, which is fastened to the robot body 1. The second part 4-9, the probe

holder, is attached to the connector using two toggle latches 3. Two additional slots

on the bottom of the connector 2 restrict rotations between the probe holder and the

connector.

The probe holder consists of an outer case 5, an inner case 8, a linear slide 6, a 1

DOF load cell 7 and a US probe 9. The outer and inner cases are assembled using

the linear slide 6. The linear slide permits the axial motion while minimizing the

friction between the two cases. It also mitigates the torque generated by the contact

force due to misalignment between the contact point and the axis of the load cell.

Most parts of the device, namely parts 2, 4, 5, and 8, were 3D printed with
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Acrylonitrile-Butadiene-Styrene (ABS). This allows customization of the specific shape

of the inner case 8 such that it can be modified to fit any US probe perfectly. With

the toggle latches 3, the probe can be detached from the robot and used to perform

freehand scanning (Fig. 5.2(b)).

5.3.3 Admittance robot control

Admittance robot control is a force control approach for human-machine interac-

tion, and allows the robot to perform a smooth and desired task from human force

input [37–39]. Based on force scaling and contact force feedback, the equation for

calculating the tool velocity is written as:

ẋt = K · (Ft + γFc) = diag(K1, K2, · · · , K6) · (Ft + γFc), (5.1)

ẋw = Adgwtẋt, (5.2)

where ẋt and ẋw are the desired tool velocity with respect to (w.r.t.) the robot

tool frame and the world frame, respectively; Adgwt is the adjoint transformation

from the tool frame to the world frame; Ft = [Fx, Fy, Fz,Mx,My,Mz]
T denotes the

human handling force and torque, measured by the 6 DOF sensor w.r.t. the robot

tool frame; Ft = [0, 0, Fc, 0, 0, 0]T denotes the US probe contact force obtained from

the 1 DOF senor. Fc is always a positive number, as only the compression force is

measured; K and γ ∈ [0, 1] are the constant admittance gain and force scaling factor,

respectively, which were empirically defined. The force applied by an operators hand
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Figure 5.3: The free body diagram of the system under different scenarios. (a) The
probe stays in free space. (b) The user is moving the probe in free space. (c) The
user is scanning the object using the system. (d) The user released the probe during
scanning.

can be magnified by the robot based on this force scaling factor γ.

Figure 5.3 illustrates the free body diagram (FBD) of forces, and the resulting

robot command under different scenarios. When the probes is in free space (Figs.

5.3(a-b)), the contact force Fc equal to zero, and the robot follows the user’s force

input (Fig. 5.3(b)). When the probe is in contact with the tissue (Figs. 5.3(c-d)), the

1 DOF sensor senses the actual contact force between the probe and the object. If

a force is applied by the user (Fig. 5.3(c)), the robot provides extra force assistance

based on the admittance control equation 5.1. At the instance the user releases the

US probe (Fig. 5.3(d)), the axial force reading of 6 DOF sensor becomes negative.

This negative reading triggeres a preset of assigning a constant tool velocity, and the

robot moves the probe upward until the probe has not more tissue contact.

The counter effect of enviornmental noise, such as robot vibration, on the human

handling forces Ft, and subsequently the robot velocity commands ẋt, a One Euro

filter is applied on the velocty command (ẋt) to smooth the robot motion [40].
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5.3.4 Velocity Gain Variable

To further smooth and improve force assistance, we took advantage of dual force

sensing that is capable of differentiating the applied force and the contact force, and

defined an additional gain factor µ ∈ [0, 1] as

ẋsend = µẋw, (5.3)

where ẋsend send denotes the actual speed command sent to the robot. The velocity

gain µ can be considered as robot sensitivity or how fast the robot should follow the

operator, and mainly depends on three factors: 1) whether the probe is in contact

with tissue; 2) whether the contact force is out of a safety bound; 3) the direction

and the magnitude of the applied force. The velocity gain varies based on different

control regimens as follows:

a) Compliant mode: µ=1

When the probe is not touching the tissue, and only the users force is present

(Fc = 0), the velocity gain is set to 1, allowing freehand motion.

b) Force assisted mode: µ = Const ∈ (0, 1)

Force assisted mode is activated when the probe makes contact with the scan-

ning object (Fc > 0). The velocity gain is set to a constant within the range

(0, 1). At this instance, dual sensors allow the robot to sense both the users

force and the counterforce from the tissue, where the users force is the sum of

the two sensors axial readings. In our setup, the constant velocity gain is set to
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0.2 empirically.

c) Target force assisted mode: µ = Variable ∈ [0, 1]

In addition to simply magnifying the force, this mode is designed to assist the

user in smoothly reaching a specific target contact force. When the target force

is set to a value larger than zero (FGoal > 0), the velocity gain is set accordingly

as 
µ =

FGoal − Fc
FGoal

if FGoal ≥ Fc

µ = Const if FGoal < Fc

. (5.4)

Under this formulation, the robot speed decreases as the actual contact force

approaches the goal force. It dynamically guides the operator to reach the target

force. If the contact force goes beyond the goal force; the velocity gain would be

set to a constant (0.01), in that no further force boost is required. In practice,

the target contact force should be altered based on the patients physique and

the sonographers experience.

d) Motion restriction mode: µ = 0 or Const ∈ (0, 1]

When the contact force exceeds the safety boundary (or FGoal), the robot re-

stricts the operators motion from pushing further (µ = 0), while allowing mo-

tions in the opposite direction (µ ∈ (0, 1]). This safety feature is a maximum

admittance force constraint that allows the operator to focus on the US images

without being concerned with the current force or excessive force application.
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Figure 5.4: The diagram summarizing modified admittance robot control and velocity
gain calculation.

e) Auto-Returning mode:

For safety, the robot is designed to automatically release the force from the

tissue by sending a constant speed command (10 mm/s) in the opposite direction

when no force input from the user is present. The auto-returning mode is active

only when there exists a contact between the probe and the tissue. Thus, it

is automatically terminated if there is no contact force (stops within 2s from

experience).

Figure 5.4 summarizes the modified admittance controls step-by-step algorithm

and velocity gain determination under different modes. Although the velocity gain

theoretically could be incorporated with the constant admittance gain K in equation

5.1, we separated them for two reasons. The first reason is to enable a flexible gain
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variation for different modes, and to simplify the robot control. The second, and more

important, reason is to address the issue of sensor noise. Our approach can integrate

additional filtering, such as the One Euro filter, to smooth the velocity command.

Otherwise, undesired velocity commands could be contaminated when the velocity

gain is smaller than the noise.

5.4 Experimental setup

We conducted a user study to evaluate the performance of the proposed system.

The protocol was approved by the institutional review board at Johns Hopkins Uni-

versity. Before the study, the 1 DOF load cell was calibrated. We applied different

forces to the load cell and recorded both the contact forces with an electric scale

and the resulting output voltages (sensor readings). The relationship can be approxi-

mated with two linear equations (shown in table 5.1), where the intersection point of

the two lines lays at 4 N . The estimated regression model is shown in Fig. 5.5. The

estimated two linear models had mean square errors of 0.40 N and 0.49 N for forces

smaller and larger than 4 N , respectively.

In the user study, six volunteers participated, including two experts, professional

and licensed sonographers, and four non-experts. Non-experts included one layman

who was briefly taught how to operate the ultrasound machine, and three researchers

with a basic understand of US imaging, but without a license. Each volunteer subject
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Table 5.1: The calibrated model for the load cell. Note F stands for contact force,
and v is voltage reading.

Approximated model F (v) = a+ b ∗ v

a b

F > 4N 3.120 3.707

F < 4N 0.601 10.61

Figure 5.5: The estimated linear regression model for 1 DOF load cell. (a) Comparison
of the measured data and the estimated regression model. (b) The residual error plot
of the estimated model.

was asked to scan a female uterus phantom using the linear array US probe in a

standing position and hold the position for 20 seconds (Fig. 5.6(a)). We assigned

a target force of 20 N during the scan, emulating a typical procedure that requires

application of relatively large force such as for obese patients or in obstetrics and

gynecology. These time and force parameters were chosen to take the fatigue factor

into account. The phantom was placed about 50 cm away from the operator at
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Figure 5.6: The scanning position is roughly the same in the four cases. (a) The
position and the orientation of the US probe relative to the phantom. (b) An example
of the scanned US image.

waist-height. This scanning procedure was conducted under four different scanning

scenarios: 1) freehand scanning (detached from the robotic arm) without providing

contact force information; 2) freehand scanning with real-time visual feedback of

the contact force, where the force value was displayed on a GUI; 3) robot assisted

scanning without maximum admittance force constraint; 4) robot assisted scanning

with a maximum admittance force constraint. Note that to make a fair comparison, all

case recordings started from the same initial pose with the same 20 N force applied,

and the task was to maintain the pose under the different scenarios. Visual force

feedback was allowed in Case 2 and 3, where the subject watched both the US images

and the force reading (placed next to each other). For each scenario, the procedure

was repeated five times. During the scan, the force readings from two sensors and the

continuous US images were recorded (SonixTouch, Ultrasonix) for further analysis.
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For evaluation, we calculated the contact force variation over time and used it as

the metric for the applied force stability. To compare the stability on US images,

the metric of image cross-correlation was used to quantify the subtle change in the

US image appearance. The very first US image in a volume of dataset was set as

the reference image, and the remaining images were compared with the reference

using the normalized cross-correlation (NCC) method. The scanning position and

orientation are shown in Fig. 5.6(a), and its US image appearance is shown in Fig.

5.6(b), where the scanning depth was set to 8.5 centimeters. We expect the NCC

variation mostly came from the probe motion as other factors were consistent. To

effectively evaluate the results, we collected a baseline data, where the US probe

was placed on the phantom with 20 N using the robotic arm while the position is

locked for 20 seconds. The NCC value resulted in 0.83-0.96. This could be due to the

inherent image noise from the US system we used.

5.5 Results

5.5.1 Applied Force Reduction

The comparison of the human applied force and the measured phantom contact

force are plotted in Fig. 5.7. This result indicates that the robot assistance in case

3 and case 4 reduces the force applied by the human participants from 20 N to an

average of 5.48 N and 13.62 N , which are 73 % and 32 % reductions, respectively.
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Figure 5.7: The comparison of the force applied to the tissue and from the operators
for four cases. Co-robotic systems (#3 and #4) shows a substantial reduction in
applied force compared to freehand scanning (#1 and #2).

The applied force in case 4 was higher than that in case 3 because the subject knew

that applying a higher force was constrained to 20 N , and effectively utilized the force

constraint feature to stabilize the scanning.

5.5.2 Stability of Contact Forces

To quantify the stability of the contact force, we analyzed the standard deviation

(SD) of the 20 second data sets. Fig. 5.8 shows the SD of the contact force for the

four scanning scenarios under different test subject groups. The average SD of all

subjects (including the experts and non-experts) in case 2 (σ2 = 0.263) decreased

compared with case 1 (σ1 = 0.433). In case 2, the 20 N force was better maintained

than in case 1, since the subjects had the knowledge of the contact force value. In
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Figure 5.8: The contact force stability with 20 N contact-force application over 20
seconds of scanning. The standard deviation of the contact force in four distinct
scenarios is shown.

case 3, the average standard deviation slightly increased (σ3 = 0.335) under co-robotic

operation. In case 4, the co-robotic system substantially stabilized the contact force

(σ4 = 0.093). With the maximum admittance force constraint, the operator can rely

on the constraint feature, and is not required to monitor the contact force reading.

To verify the statistical significance of the result, we performed a two-tailed t-

test for the SD of all subjects for every case combination. The null hypothesis was

that the two means of the SDs in two cases were identical. For small p-values under

0.01 we reject the null hypothesis and the alternative hypothesis, the two means

have difference, stands. The p-value results shown in Table 5.2 indicate statistical

significance, confirming that our experiment results did not occur by accident.
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Table 5.2: T -test results confirm the force stability improvement of the system. The
p-values for the hypothesis that SD of the contact force is the same for any pair of
cases occurs by accident are shown. Note H0 : mean of σi = mean of σj, and HA :
mean of σi 6= mean of σj.

Caseij 1 2 3 4

1 - <0.001 0.047 <0.001

2 <0.001 - 0.073 <0.001

3 0.047 0.073 - <0.001

4 <0.001 <0.001 <0.001 -

5.5.3 Stability of Ultrasound Images

Fig. 5.9 shows the results of image similarity analysis through cross-correlation

for all cases and different subject groups. The average NCC value of the two freehand

cases 1 (β1 = 0.782) and 2 (β2 = 0.729) did not show a significant difference, indicating

the images did not improve, although case 2 showed more stable force readings. This

could be because in case 2, the user only had 1 DOF reading, and did not have access

to other DOFs such as out-of-plane motion. The US images, on the other hand,

were sensitive to these motions. In contrast with freehand scanning, the co-robotic

system in case 3 slightly improved the image stability (β3 = 0.785) by 8 % (compared

with case 2), even though this case was less stable in the force measurement. This

could be due to the fact that there is more restriction on the out-of-plane motion or

probe orientation with the robotic arm than without. The robot made the US probe

harder to rotate or move in elevation and lateral direction. In case 4, the co-robotic
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Figure 5.9: The US image stability with 20 N contact-force application over 20
seconds of scanning. The image cross-correlation relative to the initial image in four
distinct scenarios is shown.

system improved image stability where the NCC value increased to be an average

of 0.861, which is 18 % higher than the case 1. This is comparable to the baseline

(0.83-0.96). The difference between maximum and minimum cross-correlation value

was also smaller compared to the other three cases.

A two-tailed t-test was performed to verify the average cross-correlation value

(β), and the p-value results are shown in Table 3. For case 1 and 2, we failed to

reject the null hypothesis β1 = β2 which indicates that the stability of US image

might not improve with the extra contact force feedback. The results using the co-

robotic system in both cases 3 and 4 showed statistically significant improvements

over freehand scanning, while case 4 was better than case 3.
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Table 5.3: T -test results confirm the US image stability improvement through the
system. The p-values for the hypothesis that the cross-correlation comparing pair of
cases occurred by accident are shown. Note H0 : βi = βj, and HA : βi 6= βj.

Caseij 1 2 3 4

1 - 0.786 <0.001 <0.001

2 0.786 - <0.001 <0.001

3 <0.001 <0.001 - <0.001

4 <0.001 <0.001 <0.001 -

5.6 Discussion and Conclusions

In this paper, we presented a co-robotic, dual force sensing system that assists

sonographers performing US scanning with a reduced force and steady US imaging.

Combining the two force sensors allows the robot to distinguish the human motion

from the US probe contact force with the tissue. With the robot admittance force

control law, the robot follows the intended motion of the operator while magnifying

the human force input. The variable velocity gain facilitates the task of reaching

a specific contact force and constrains the excessive force application. This system

has a potential to minimize the risk of occupational injuries for sonographers, and to

make the scanning tasks faster, easier, safer, and more repeatable.

The results of the user study demonstrated the reduction of human force from

20 N to 2 ∼ 13N with the co-robotic system. With the maximum admittance force

constraint, the operator is not required to monitor the contact force for safety, and this
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feature makes the procedure easier and improves the stability of both the contact force

and the US image. In addition, we quantitatively validated the stability improvement

of the contact force and US imaging. The image stability is crucial in the clinical

settings because some ultrasound procedures, such as first trimester fetal screening

or US guided biopsy, require the operator to maintain the same pose for an extended

period. Subtle probe misalignments could affect tissue deformation and result in

destabilizing US scanning and degrading the NCC value.

In the baseline experiment, the NCC ranged from 0.83 to 0.96 instead of theoret-

ically 1. To determine this difference, we compared two cases when the robot was

on and off; the NCC showed 0.952 and 0.949 for on and off case, respectively. Thus,

we concluded robot vibration had little effect on the values. While we think the

main reason is the inherent NCC performance with our ultrasound system, another

possible reason is the subtle motion of the phantom. Although the motion was unno-

ticeable from videos, the phantom gradually deformed under a fixed pressure. This

small deformation could become considerable over time and introduce decorrelation

on images.

The experts’ results were worse than non-experts for both contact force and image

stability analysis; possibly because the professional sonographers are experienced and

are used to their own scanning workflow. They tend to touch the scanning object

with US probe and rotate the probe around to observe the image. Actually, one of

them preferred to touch the object with the side of his little finger during the scan to
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stabilize his hand. In fact, our system has the potential to reduce these unnecessary

motions and optimize their current procedure as the scanning is stabilized. The

average force applied by experts was 17.9 N , which is higher compared to the average

force of 11.6 N applied by non-experts, as shown in Fig. 5.5. However, in overall, it is

demonstrated in both groups that our system reduced the amount of force execution

and enhanced the scanning stability.

In this research, we chose to use a 1 DOF load cell for contact force sensing because

the force applied to tissue is dominant in the axial axis [41]. Nevertheless, measuring

forces in all directions could further improve the system for practical applications. As

an example, in cardiac US, the sonographers have to push the probe hard and rotate

it around to see the heart due to the limited scanning window; therefore, a system

with higher dexterity is essential. We chose the target force of 20 N to demonstrate

the performance of the system, but practically it should be adjustable during the

procedure. This could be achieved by some triggers such as assigning the target force

by probe motion or verbal command.

Considering the clinical transition, our prototype using the UR5 is suitable for

bench-side investigation and feasibility studies. The UR5 in its current mode provides

a safety stop according to end-point force output and does have virtual force sensors in

all joints to detect collision. However, it does not equip joint force sensing for all joints,

so that the hand-over-hand path planning or its work space wont be constrained. In

order for our system to be translated to the bedside, another FDA-ready arm, such as
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the new KUKA system (7 DOF robot) should be considered. The joint force sensing

is a nice-to-have feature and can be used as additional safety assurance. Additionally,

the reported minor vibration is coming from the UR5. Our experiments and results

were not affected by the presence of this vibration because the condition was the same

for all cases.

Our co-robotic system can be further improved, or effectively utilized, for many

applications. Considering general clinical practice, higher dexterity of the system

is desired. It can be achieved by replacing the 1 DOF load cell with a multi-axis

force sensor because it can take into account more DOF contact force sensing for a

higher flexibility on force control. Also, the design of the US probe holder can be

further optimized by making its shape and size closer to the original US probe. It

would be easier for sonographers to adapt to a new system if the device was similar

to what they are used to. In addition, constrained control approaches such as virtual

fixtures could be included into the proposed system to maximize the benefit of the

co-robotic US system [42]. For instance, if the motion of the robot is constrained to

pure in-plane or out-plane direction, there is a chance to integrate all robot tracking

and US image data together to improve image resolution in deep tissue [43,44] or to

reconstruct wide-field 3D US volume [45]. These extensive utilizations of the robotic

ultrasound system will be elaborated in the following chapters.
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Synthetic Tracked Aperture
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6.1 Introduction

Ultrasonography is a widely used medical imaging modality to visualize anatom-

ical structures in the human body due to its low cost and ease of use. The image

resolution of ultrasonography is affected by several factors including the center fre-

quency of the transmission wave and the F-number, which represents the ratio of the

focusing depth to the aperture size. Although a high center frequency is desired for

high-resolution, high-frequency acoustic waves are easily absorbed and attenuated in

the near field, resulting in degraded resolution and contrast in the far field. Conse-

quently, only low-frequency acoustic waves are available if the region of interest is

located in deep places. Similarly, F-number increases corresponding to the rise of

the focusing depth, and it is challenging to acquire acceptable image quality in deep

tissue, and accordingly a large aperture size is desired to decrease the F-number. In

conventional ultrasound beamforming, some number of elements from an ultrasound

transducer array are used as the aperture size. Synthetic aperture (SA) imaging is a

technique that increases image resolution by synthesizing the information from mul-

tiple sub-apertures and extending the effective aperture size [46–48]. However, the

maximum available aperture size in SA is still limited by the physical size of the

ultrasound transducer. In the clinic, diagnosing obese patients with the current ul-

trasound imaging system is challenging, as the target region may be too deep due to a

thick fat layer. Moreover, a high penetration depth with high resolution is demanded

to visualize a fetus in early stage pregnancy. Using large aperture transducers could
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be a solution, but this increases the cost and significantly reduces the flexibility for

different situations and procedures. There are also some cases for which large aper-

ture probes cannot be used such as surgical interventions. Therefore, we investigate

an approach that improves ultrasound image quality without changing the size of the

ultrasound array transducer.

Our innovative approach is to expand the synthetic aperture size beyond that

of conventional SA by utilizing tracking technology, which we call synthetic tracked

aperture ultrasound (STRATUS) imaging [Fig. 6.1]. The tracking information is used

to identify the orientation and the position of the ultrasound image, and an adap-

tive SA beamforming algorithm merges multiple sub-apertures from different poses

of an ultrasound transducer. In other words, we virtually generate a wider coherent

aperture to form an ultrasound image for a fixed region of interest. The ultrasound

image quality improves, in that the aperture size expansion reduces the F-number.

We conducted preliminary experiments and demonstrated the effect of aperture size

in previous work [49, 50]. Considering the practical implementation, tracking inac-

curacy and ultrasound calibration are causes of image degradation. Therefore, this

chapter extends the previous work by providing a simulation to evaluate the effect

of these errors on image quality, to determine the relationship between the accuracy

of the tracking device and ultrasound calibration, and to compare simulation and

experimental results.

This chapter is structured as follow. We first introduce the background and con-
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Figure 6.1: Synthetic tracked aperture ultrasound (STRATUS) imaging compared
to conventional synthetic aperture ultrasound imaging. (a) Synthetic aperture ultra-
sound imaging with a single pose, and (b) STRATUS imaging with multiple poses.

cept of STRATUS imaging. Then, we demonstrate the feasibility of STRATUS imag-

ing through simulations and experiments based on a particular configuration utilizing

a 6 degree-of-freedom (DOF) robot arm. In the simulation, the effect that tracking

accuracy and ultrasound calibration has on the ultrasound image quality is evalu-

ated. We also conducted experiments using a 6 DOF robot arm to validate the image

quality improvement due to aperture extension. Finally, we compare experimental

results to simulation results, and discuss suitable tracking systems and configurations

for this approach.
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6.2 Contributions

The main contributions of this chapter are the following:

• Introduction of a synthetic tracked aperture ultrasound imaging system inte-

grating tracking technique and ultrasound beamforming

• Proof of concept for STRATUS imaging through simulation and experiment

• Extensive simulation analysis evaluating the effect of mechanical error sources

6.3 Approach

6.3.1 Synthetic Aperture Imaging

In conventional clinical ultrasound systems, a fixed number of transmission and

receiving elements is used to generate an A-line, and by sequentially acquiring mul-

tiple A-lines, a B-mode image is formed. The lateral resolution is determined by

the number of elements used to build an A-line. On the other hand, in synthetic

aperture, signals transmitted from a single source will be received by all of the el-

ements of the ultrasound transducer. A reconstructed image from a single element

transmission has a low resolution because transmission focusing is not applied. These

low-resolution images are considered as intermediate reconstructed images. Accu-

mulating low-resolution images from different transmission elements has the effect of
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focusing transmission waves, and a higher resolution image can be obtained. When

an image point ~rF is reconstructed, the delay function applied can be expressed as:

t( ~rF ) =
1

c
(| ~rT |+ | ~rR|), (6.1)

where ~rT is the distance from the transmission element to the focusing point, ~rR is

the distance from the receiving element to the focusing point, and c is the speed of

sound. Therefore, the focused signal in two-dimensional image yF ( ~rF ) is

yF ( ~rF ) =
N∑
j=1

M∑
i=1

yR(t( ~rF ), i, j), (6.2)

where yR is the received signal, and i and j are the transmission and receive line

numbers, respectively. M is the number of emissions, and N is the number of elements

that receive the signal. Conventional ultrasound beamformers can only focus a single

focus depth for each transmission, so it is practically impossible to transmit focus at

every pixel of an image. A synthetic aperture algorithm, however, emulates transmit

focus at every single location of an image, so that a dynamic focus can be applied

to both transmit and receive. Hence, a significant improvement in resolution can be

expected relative to the aperture size used to construct an image. In the case of

STRATUS imaging, we further extend the algorithm by changing the locations of the

transmission and receiving elements.
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Figure 6.2: The coordinate systems involved in synthetic tracked aperture ultrasound
(STRATUS) imaging.

6.3.2 Synthetic Tracked Aperture Ultrasound Imag-

ing

The background of ultrasound image tracking using tracking systems are summa-

rized in Appendix B.1. A rigid-body transformation between two coordinate systems

is defined as:

F =

R t

0 1

 (6.3)

where R is a rotation matrix, and t is a translation vector. Figure 6.2 shows the

coordinate systems involved in STRATUS imaging. The transformation from the

tracking base frame to its tracked marker frame is defined as B, the transformation

from the tracked marker frame to the ultrasound image frame is defined as X, and
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the transformation from the ultrasound image frame to the imaging target frame

is defined as A. When the target is a single point, p is used to describe the point

location in the ultrasound image. The motion applied to the ultrasound probe, the

relative transformation between two poses from the ultrasound image frame, can be

expressed as:

M = X−1B−1
i BjX, (6.4)

where Bi and Bj correspond to two poses of the tracked marker. To introduce the

motion M , the new probe pose is determined from its original pose. When the original

rigid body transformation is Bi, a new pose Bj can be expressed as:

Bj = BiXMX−1. (6.5)

In the reconstruction process, data collected at each pose is projected back into

the original ultrasound image frame and summed up.

6.3.3 Implementation Strategies

Improving ultrasound image quality by tracking the ultrasound transducer is the

fundamental goal of STRATUS imaging. Here, we discuss potential combinations

of tracking techniques and scanning strategies that can be used under STRATUS

framework. Scanning scenarios can be mainly divided into two categories: freehand

scanning, and robotic scanning. Freehand scanning indicates that a physician controls

and moves the ultrasound probe, while a tracker provides accurate pose information
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to help coherently synthesize information from multiple poses. Robotic scanning

involves more specific strategies that involve the physical input from a mechanical

actuator to move and follow a certain trajectory.

In freehand scanning, the physician is allowed to scan the ultrasound probe as

usual without receiving any direct physical feedback during tracking [Fig. 6.3(a)],

and two sub-modes are considered. The first mode is the blind scanning mode. In

this mode, the tracker does not provide any feedback to the physician during data ac-

quisition. After determining the initial pose, its position and orientation are recorded

through the tracking device. This geometry is used as the base image frame during

SA reconstruction. Then, the ultrasound transducer is moved by the physician free-

hand, while the tracking information and channel data for each pose are recorded

simultaneously. The fusion of image information from multiple poses can be done by

selecting poses that extend the coherent aperture. The second mode is the guided

scanning mode. In this case, the physician receives a real-time feedback from sensor

during the scanning. After the initial pose is set, an ideal trajectory to enhance image

quality can be calculated automatically. While the physician moves the probe follow-

ing the guidance, the tracking device provides the real-time feedback indicating the

compatibility of the actual trajectory and the computed ideal trajectory. The data

will be recorded when the pose lies on the desired trajectory. Once all of the required

data is collected, the adaptive synthetic aperture beamformer can be applied to the

ultrasound data utilizing its associated pose information.
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In robotic scanning, a robot arm enables advanced data collection strategies [Fig.

6.3(b)]. Since the robot arm can act as a mechanical tracker, the aforementioned

freehand scanning is also applicable to this configuration. Two additional modes

are described here. First, the co-pilot mode is a mode where scanning is done by

a physician and the robot system cooperatively. In this mode, we utilize virtual

fixtures, a software construct designed to prevent humans from causing an accident

due to human error [51], by rejecting undesirable inputs or guiding the physician

towards the ideal scanning trajectory. After setting the initial pose, a trajectory to

extend the aperture is computed. A virtual fixture is used to lead the physician to

move along the trajectory, while some haptic feedback discourages motion away from

the computed path. The benefit of the co-pilot mode is that it is possible to follow

the ideal trajectory more closely than freehand scanning. At the same time, as the

probe remains under the physicians control, it is safer than the autonomous scanning

approach. The auto-pilot or autonomous mode is one where the robot itself moves

the ultrasound probe to its destination without requiring input from the physician.

Therefore, the scan can be faster and more precise, minimizing motion artifacts.

Naturally, safety becomes a bigger concern in this case.

101



CHAPTER 6. STRATUS IMAGING

Figure 6.3: Scanning strategies: (a) freehand scanning, and (b) robotic scanning.
(c) Diagrams visualizing STRATUS image acquisition and formation under different
scanning approaches.
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6.4 Materials and Methods

6.4.1 Robot Motion Generation in Pure-translation

Scenario

In this chapter, a robot arm is used as the tracking system to track the pose

of the ultrasound transducer rigidly attached to its end-effector. The advantage of

robotic tracking is that the tracking accuracy is higher than other tracking devices

because of its direct physical connections. By sweeping the ultrasound transducer

using the robotic arm, multiple images from multiple poses can be acquired. When

only translational motion is applied, the rotation matrix can be regarded as an identity

matrix, and the equation to determine next pose from Equation 6.5 becomes:

Bi = BjX

I tM

0 1

X−1

=

RBj tBj

0 1


RX tX

0 1


I tM

0 1


R−1

X −R−1
X tX

0 1



=

RBj RBjRXtM + tBj

0 1

 ,
(6.6)

Equation 6.6 indicates that only the rotational components of X are required to

determine the pose in translation-only scenarios, and the translational error term in
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X has no effect. This property is useful in the practical situation, because it reduces

the accuracy requirement for ultrasound calibration, or the rotational components

can be prioritized during the calibration process. Accordingly, the translation-only

scenarios is the focus as an initial system implementation.

6.4.2 Simulation

From a practical point of view, marker tracking inaccuracy and ultrasound cal-

ibration are the two major error sources. Thus, it is necessary to understand how

these uncertainties affect the ultrasound image quality in STRATUS imaging. We

conducted an extensive simulation to evaluate the overall performance under varying

levels of both tracking and calibration errors.

The simulations were conducted using Field II software, which was used within

MATLAB (The MathWorks Inc., Natick, MA) [14]. To produce simulation data, a

64-element linear transducer array with a pitch size of 0.32 mm was designed for both

transmission and receiving, which corresponds to a 20.48 mm array transducer. A

single element was transmitted sequentially throughout the ultrasound array, and for

each element transmission, each of the 64 elements were used to receive. The adaptive

delay function was applied on each transmit data based on Equation 6.2 for synthetic

aperture beamforming. Under these conditions, a single pose will result in 64 lines of

received signals. The probe pose was moved five times with a 32-line overlap with each

neighboring pose, corresponding to a total of 192 lines. After setting the center pose,
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the two poses to the left and to the right, respectively, were calculated by taking into

account their relative motion between them and the center pose. The transmission

center frequency was set to 2 MHz, and the sampling frequency was set to 40 MHz

based on the following experimental setup. A single point target was placed at a

depth of 100 mm.

6.4.3 Experiment Implementation

The experimental setup is shown in Fig. 6.4. A 6 DOF robot arm (UR5, Univer-

sal Robot) was used to move the transducer, and pre-beamformed RF signals were

collected from the clinical ultrasound machine (Sonix Touch, Ultrasonix Inc.) us-

ing a Sonix DAQ device. A 20.48 mm width phased array transducer (P4-2, ATL)

with 64 elements was prepared. A 2 MHz center frequency was transmitted, and re-

ceived signals were collected at a 40 MHz sampling frequency. One dimensional (1-D)

translational motions of 10.24 mm displacement were applied for each step. A line

phantom was used and a general ultrasound phantom (84-317, Nuclear Associates)

with wire targets and anechoic regions was used as the imaging target to evaluate the

point spread function. During the procedure, each pose of the robot end-effector was

recorded on the PC. At the same time, the clinical ultrasound systems transmitted

an acoustic wave from each element sequentially. The same transmission sequences

applied in the simulation were used to generate probe motion. The channel data is

collected on the DAQ device, and transferred to the PC.

105



CHAPTER 6. STRATUS IMAGING

Figure 6.4: Experimental setup for synthetic tracked aperture ultrasound (STRA-
TUS) imaging. (a) Robot control and ultrasound data acquisition system. (b) Wire
phantom design. (c) General ultrasound phantom design.

6.4.4 Ultrasound Calibration Using Active Echo

Phantom

We used a point-based calibration method, in which an active-echo (AE) element

was treated as the point target [52, 53]. The AE element will be apparent in the

B-mode image as a point, with the assumption that the point is located in the ultra-

sound image mid-plane. A set of segmented points is used as the information of the

AE location in ultrasound image coordinates. The active-echo element is fabricated

from a piezoelectric element, with functionalities to convert the received acoustic

wave to electrical signals and simultaneously transmit an acoustic pulse feedback.

The amplitude of the converted electrical signals corresponds to the strength of the
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received acoustic pulse, which is maximized at the mid-plane of the ultrasound beam.

Ideally, the generated ultrasound beam is infinitesimally thin, but in reality the ul-

trasound beam has some elevational thickness. This is a typical source of error in

ultrasound calibration where the segmented point is often assumed to be located

in-plane. Therefore, the AE element helps in positioning the point phantom with

respect to the ultrasound image such that this assumption is less erroneous. The AE

phantom is considered to be more accurate than cross wire, which is one of the most

commonly used phantoms for ultrasound calibration [54–57].

The unknown transformation X is solved through the following equation [58]:

arg min
X∈SE(3)

|BiXpi −BjXpj|, (6.7)

where the tracker transformation B is recorded from the robot encoders. We collected

100 poses by moving the robot arm to provide unique rotations and translations;

concurrent tracking information and ultrasound channel data were recorded. The SA

beamformer is used to reconstruct the received channel data for point segmentation

[59]. To quantify the performance of ultrasound calibration, point reconstruction

precision (RP) is used. RP is a widely used metric to evaluate the performance of

ultrasound calibration. When a point phantom is scanned from different poses, the

distribution of the reconstructed point in the tracking base frame, BXp, is expected

to be a point cloud. The reconstruction precision is quantifying the size of the point
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cloud by showing the norm of standard deviation.

σRP = ‖ 1

N

N∑
i=1

(BiXpi −BXp)2‖2, (6.8)

where N is the number of poses, and BXp is the mean of BiXpi for every i.

As a result, 89 out of 100 data points were selected for calibration and evalua-

tion, while 11 data points were removed due to low image quality and segmentation

difficulty. Accordingly, 60 points are randomly chosen for calculating the unknown

transformation X, and the remaining 29 points were used for evaluating reconstruc-

tion precision (RP). This random selection was repeated 20 times. The mean of the

computed reconstruction precision was 1.33 mm with a standard deviation of 0.11

mm. The minimum was 1.15 mm, and the maximum was 1.60 mm.

6.4.5 Image Quality Assessment Metrics

In simulation, to quantitatively evaluate the resolution and blurring of images due

to errors, the size of the point spread function was measured by counting the number

of pixels over a certain threshold. The threshold was set to -25 dB. The pixel count

result in single pose was set as the baseline, and the ratio compared to the baseline

case was used as the metric to express the quality of the image. To be precise, the

pixel count ratio (RPixelCount) is formulated as

RPixelCount =
PixelCountSingle
PixelCountMulti

. (6.9)
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The ratio higher than 1 indicates better image quality compared to the single pose

case. The pixel count was used instead of the full width at a half maximum (FWHM),

because FWHM is optimized to quantify one-dimensional resolution, but not good

at representing two-dimensional effects. However, the blurring effect due to errors

occurs in two dimensions, and FWHM is insufficient in quantifying the effect. Pixel

count, on the other hand, can characterize the diffusion of the point spread function,

and this is a more representative metric for our analysis.

For experiment results evaluation, in addition to pixel count metric, the classic

FWHM is also used when a point spread function is well reconstructed. For general

ultrasound phantom, the contrast-to-noise ratio (CNR) of the anechoic region to its

surrounding area is calculated. The CNR is defined as

CNR =
|µi − µo|√
σ2
i + σ2

o

, (6.10)

where µi and µo are the means of the signal inside and outside of the region respec-

tively, and σi and σo represent the standard deviation of the signal inside and outside

of the region respectively.
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6.5 Results

6.5.1 Simulated Point Spread Function

Example results of STRATUS imaging without introducing any error are shown

in Fig. 6.5(a). To assess the effect of tracking error, we added error matrix in B and

X. Now the ideal motion M becomes,

M̂ = (X∆X)−1(Bi∆Bi)
−1Bj∆BjX∆X, (6.11)

where ∆X is the error in X, which is constant for multiple poses, while the error

in B, ∆Bi and ∆Bj varies for each pose. An example of the simulated result from

five poses with error is shown in Fig. 6.5(b). The received data of five poses were

generated similarly as the case with no error except that M̂ is used instead of M .

The translational error in X was not considered because it does not have an effect on

STRATUS image formulation from Equation 6.6.

Then, the image quality metric was evaluated as a function of precision error in B

and rotational error in X, which are the two main errors affecting STRATUS image

quality. We considered nine variables: rotational and translational errors in B, and

rotational errors in X. For each dimension, the step was 0.1 mm or degree for the

translation and rotation components, respectively. To display a three-dimensional

matrix, both dimensions of rotation and translational errors in B were compressed to

a single precision dimension using the relationship map shown in Appendix B.2. The
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Figure 6.5: (a) Simulated point source by utilizing single pose, three poses, and
five poses. (b) Simulated point source from five poses with image tracking error.
Rotational error in X was 0.7 degree, and rotational and translational error in B was
0.1 degree and 0.1 mm, respectively.

precisions range in B is set to vary from 0 to 1 mm, while the rotational errors range in

X varied from 0 to 2 degrees. For each value in the precisions range, all possible corre-

sponding rotational and translational components, according to the distribution map

shown in Fig. Appendix B.1, were taken into consideration, and their corresponding

simulation image quality values were averaged. As mentioned earlier, the rotational

error dimension shown in Fig. 6.6 represents the norm of the rotational error compo-

nents. Thus, different rotational vectors can share the same norm value. Similarly,

different translational vectors can share the same norm. To consider the variation of

vectors, we run the simulation algorithm and acquire data from 18 independent trials

with varying rotational and translational error vectors while maintaining the same
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corresponding norm values. As a result, Fig. 6.6 shows the mean, the worst-case, and

the best-case scenarios of this image-quality analysis. The best-case scenario means

that the highest value in each matrix is shown through 18 trials, and the worst-case

scenario means that the lowest value is shown. The raw image quality metric is shown

in Fig. 6.6(a), while Fig. 6.6(b) is rescaled to only show values larger than 1, which

corresponds to the image quality of the single pose case. Any color other than the

dark blue can be regarded as an image quality improvement compared to the single

pose case. The value for each trial has a variation, and it indicates that the same

magnitude of X and B can result in different image quality. The accumulation of

multiple randomized errors in the process to simulating images from five poses can

be one of the reasons to explain this phenomenon. However, a more important fac-

tor is that each Euler angle in the rotational error in X has a different contribution

to image quality. Axial direction misalignment between multiple poses is the most

influential factor, and the rotation in elevation axis is the dominant component in

causing misalignment between multiple poses in the axial direction. Therefore, the

image quality can be degraded when the error in the elevational axis of rotation is

significant even if the overall rotational error in X is small. The error in X is more

tolerant than the error in B, because the error in X is constant for five poses, while

the error in B varies for each pose. Nevertheless, it does not mean that the error in

X is not important compared to that in B because the rotational error in X depends

on the performance of ultrasound calibration that has room for improvement, while
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the error in B is a predefined factor based on what tracking system is used.

The best-case scenario result is considered as the necessary condition of the STRA-

TUS imaging. In this case, image quality improvement can be expected when an ap-

propriate X is chosen based on a task-oriented evaluation, in that not all X is useful.

On the contrary, the worst-case scenario can be regarded as the sufficient condition.

If this condition is satisfied, the image quality can be improved for any rotational

error in X, and no additional task-based evaluation of X is required. Nevertheless,

this image quality evaluation result demonstrates that a supreme ultrasound calibra-

tion is desired to get an accurate X. In addition, the error in X is closely related to

the error in B because ultrasound calibration depends on the tracking accuracy B.

The error propagation relationship between them is analyzed in more detail in the

discussion section.

6.5.2 Experimental Phantom Validation

Figure 6.7 depicts experimental results for the line phantom using two different

computed calibration transformation Xs, in which different combinations of poses

were used to compute each X. The results of a single pose SA image and a STRATUS

image from five poses were compared. In trial 1, the image quality improvement based

on the ratio of pixel counts was 1.84. FWHM of the point spread function for the

cases using a single pose and five poses were 2.40 mm and 0.87 mm, respectively, and

the lateral resolution was improved by a factor of 2.76. The result indicates that the
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Figure 6.6: Simulation results of image quality evaluation. (a) Quality of images of
proposed method with different level of uncertainty in X and B. (b) As a normalized
result, the pixel count for single pose was taken as the maximum value to show that
the area the image quality did not improve.
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Figure 6.7: A line phantom was imaged using two different calibrated transformation.
When Xs was close to the true transformation between the robot end effector to the
image, the effect of aperture extension was clearly observable (a, trial 1). However,
if inappropriate X was chosen, the merged image was blurred, and that can be com-
pensated by shifting each pose based on the amount of error in rotation (b, trial
2).

X used in trial 1 was close to the true X. In trial 2, the point spread function is

blurred because of the displacement of each pose. The rotational error of X induces

axial and lateral displacement for each pose, and axial displacement was especially

sensitive. When 533 µm and 55 µm shift was applied in the lateral and axial directions

respectively, the blurring effect could be compensated. Since the compensation was

linear between multiple poses, the error attributed to the inaccuracy of X can be

compensated.

In addition to the line phantom, a general ultrasound phantom was used as the
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imaging target. Wire targets were located at 10 mm depth intervals, and the ane-

choic region was located at 50 mm [Fig. 6.8]. When we compared the resulting image

between the case with single pose and with three poses, we observed that the recon-

structed images of the wire targets were clearly improved. This tendency could be

seen over the entire structure, and the effect is more apparent in the deep regions. In

Fig. 6.8(b), the anechoic region is magnified. It could be confirmed that the speckle

size of the image reconstructed with 5 poses was reduced the lateral direction, and

the center region was darker than the single pose result. The CNR of the single pose

result was 5.90, while that of three poses was 6.59; this is a 12 % improvement due

to aperture extension.

6.6 Discussion

6.6.1 Comparison of Experiment to Simulation

We used a robot arm UR5 with a translational accuracy of approximately 0.1

mm. Tracking accuracy is the metric commonly used to express the accuracy of

tracking methods, but it only includes the translational components of error, although

both rotation and translation error need to be considered in the analysis. Since

the rotational accuracy is not reported, we estimated the rotational error from the

translational error by considering that a rotational motion along a remote center

generates a translational motion. Assuming the robot end effector is located 20-60
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Figure 6.8: General ultrasound phantom was imaged. (a) The result from a single
pose and three poses of the entire structure of the phantom is shown. (b) The anechoic
region is magnified.
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cm away from the centroid of the rotation of a joint, the estimated corresponding

rotational error became in the range of 0.029 to 0.095 degree. This number and

the translational accuracy were used to compute the precision in B of the system

in Fig. 6.9(a). As a result, the precision in B was estimated to be in the range of

0.17 mm to 0.43 mm. Given this estimated precision number, the rotational error

in X is shown in Fig. 6.9(b), when the segmentation error in the range of 1 mm

to 2 mm is considered. The estimated segmentation error was derived from error

propagation analysis shown in Appendix B.3. Accordingly, the X has to reside in the

region drawn, and the best possible error in X was 0.31 degrees, while the worst case

was 0.67 degrees. Now the experiment result and the simulated quality evaluation in

Fig. 6.6 could be compared. For the experimental result in trial 1, the best X case

was chosen, while multiple Xs based on different combinations of poses in ultrasound

calibration were computed. Thus, the graph of the best-case in the image quality

evaluation simulation was chosen for comparison. In the simulation result, the best

possible image quality improvement was 1.75 and the least improvement was 1.19

under the same conditions as the experiment. We computed the pixel count for the

experimental result in trial 1 on a wire phantom, the image quality improvement

compared to the value of single pose experiment result was 1.84. This number is

close to that seen in the simulation.
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Figure 6.9: Evaluation of experimental results based on simulation. (a) Analysis of
precision in B in UR5. (b) Analysis of a possible range of rotational error in X, (c)
the possible image quality improvement in the best case.

6.6.2 Error Sources Affecting STRATUS Imaging

STRATUS imaging is very sensitive to the registration error between multiple

poses, because the acceptable range of error in the beamforming is smaller than

the transmission acoustic wavelength. Thus, compared to conventional synthetic

aperture, more error sources should be considered and analyzed. Errors in tracking

systems and ultrasound calibration can be regarded as the static error that is indepen-

dent from the imaging subject, while motion artifacts, tissue deformation, or tissue

aberration [50] are regarded as the dynamic error strongly depends on the subject or

the operation conditions. The static error could be reduced by improving tracking

systems and ultrasound calibration as discussed in simulation. On the other hand,

the dynamic error is more difficult to handle, but should be overcome by optimizing

the scanning plan and developing adaptive beamforming algorithms. Investigation

on both the static and the dynamic error is essential to improve the performance of

STRATUS imaging.
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In particular, the effect of tissue deformation introduced by the ultrasound probe

could be overcome for the following reasons. First, the primary imaging target of

this technique is deep tissue. According to Buijs’s work [60], it is demonstrated in

simulation and experiment that the force applied on the surface will not be equally

distributed in the tissue, but it will cause most of its compression on the surface,

and the compression or tissue deformation becomes less as the depth increases. In

addition, the compressibility of different tissues depends on their Youngs modulus,

and it is known that the near field tissue, which is occupied by fat, has a much higher

compressibility compared to the deep field tissue of muscle or internal organs. Second,

the tissue deformation that matters for this technique is not the absolute amount of

tissue deformation, but the relative tissue deformation between neighboring poses.

When a robotic arm with force sensing functionality is used, we can measure the

force applied to the tissue, and control the robot arm to keep the same amount of

force throughout the scan [42]. In other words, the relative tissue deformation could

be even smaller by keeping the force applied on the tissue to be the same. Third, one of

the purposes of conducting general ultrasound phantom experiment is to observe the

effect of clinically realistic errors including tissue deformation. The general ultrasound

phantom mimics soft-tissue properties of the human body, and tissue deformation

should happen when the probe directly touched the phantom surface. However, as

a result, the tissue deformation effect was not significant to cause negative effect on

the synthesized image.
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6.6.3 Effect of Tracking Systems and Ultrasound

Calibrations

Figure 6.10 merged Figs. 6.6, B.1, and B.2 to compare tracking accuracy (precision

error in B) versus the ultrasound calibration performance in terms of segmentation

error. The number in each segmentation error metric was estimated by computing

the corresponding rotational error in X through Fig. B.2. Since the accuracy of X is

closely related to B, Fig. 6.6 contains certain regions that are unrealistic in reality.

To show the trend with different parameters, the precision error in B was taken in

0.2 mm bins, and the average value in each bin is shown. The robot arm used in

the experiment (UR5) should be considered as a system with precision in the range

of 0.17 mm to 0.43 mm. If better tracking systems are used, the performance of

the ultrasound calibration as well as the STRATUS image quality will improve. The

segmentation error must always be smaller than the worst case result if we wish for

the result to always be an improvement in image quality. The best-case result in Fig.

6.10 indicates the acceptable limit for the system. The plots show that a precision

error in B of 0.41 mm to 0.60 mm is the limit. In this range, the segmentation error

plays a major role in determining if the system is acceptable or not; however, we can

see a trend that the effect of the segmentation is less compared to the worst-case and

mean-case.

Two approaches can be considered to improve ultrasound calibration: reducing the
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Figure 6.10: The image quality corresponding to precision in B and segmentation
error. The bold line represents the line of image quality for a single pose case.

segmentation error and the covariance of X. The first approach is related to using a

better calibration phantom or imaging system. We also can improve the segmentation

algorithm through accurate wavefront detection or reconstructed point segmentation.

The second approach is to improve the optimization algorithm to solve X. Optimizing

X solves a complicated function, which can easily result in local minima but not the

global minimum. Therefore, if the optimization algorithm is able to decrease the

variance of the computed Xs, higher image quality improvement can be expected

even in the worst case. In addition, the compensation of the segmentation error can

also be expected.

6.7 Conclusion

We have proposed a novel method to extend the aperture size during ultrasound

image acquisitionnamed synthetic tracked aperture ultrasound (STRATUS) imag-
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ingby sweeping the ultrasound array transducer while tracking its orientation and

location, and combining this information into a synthetic aperture beamformer. To

support our conclusions, we estimated the effects of overall tracking errors involved in

the system on final beamformed image quality through simulation. We also demon-

strated the feasibility of the system by moving the ultrasound probe with a robot

arm, and showed the lateral resolution improvement through a line phantom, and

CNR improvement through a cystic region in a general ultrasound phantom.

A pure translational motion in the focus of this chapter, and this motion can be

a basic scanning strategy, as it can be applied to almost all planar surfaces. Another

advantage of lateral-direction scanning is that only the rotational component of X will

be used, so the error in the translational component can be neglected. This property

helps to reduce the possible errors between different poses. Motion that includes

rotation will be useful in a sense that if the target region is known, more coherent

information can be acquired. Each element has its angular sensitivity, and the element

far from the region of interest has limited sensitivity to receive signals from the target

region. If the motions include rotations to make the transducer elements face the

target region, the signals will be more coherent for beamforming. Practically, the

opportunity to scan the target with a remote center of motion is limited except cases

where the tissue surface is a round shape. Hence, the combination of translational

motion with rotation motion should be implemented as a realistic trajectory.
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virtual fixture control. Dr. Emad M. Boctor supervised the project.

7.1 Introduction

Ultrasound imaging has been widely used in many medical applications due to

its low cost and real-time, safe, and convenient properties. The remaining challenge

of medical ultrasound is its limited field-of-view (FOV) and the resolution in deep

regions, which highly depends on the lateral width of the ultrasound probe. Although

a wider aperture size can achieve higher spatial resolution, conventional ultrasound

beamforming only utilizes limited number of elements during sequential line scanning.

Synthetic aperture is a technique that fully utilizes a wide aperture to both transmit

and receive focusing [46]. By summing signals from different transmit sources, a

high resolution image can be generated assuming the transmit focus is applied at all

depths. The limitation of synthetic aperture is that the maximum available aperture

size is determined by the physical size of the ultrasound probe. Thus, it is challenging

to achieve a high resolution image for any target located in a deep region, such as in

an obese patient. Using a wide aperture probe could be a solution, but it would make
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the probe bulky and less flexible to use with different subjects who have unique skin

surfaces.

Although three dimensional image registration techniques such as mosaicing [61]

could help accomplish FOV extension, it is not possible to accurately extract 6 degree-

of-freedom pose motion from the noisy ultrasound data. Ultrasound mosaicing only

uses B-mode images, and it does not help improve image resolution in deep tissue.

Ultrasound tracking could be a potential aid to address this problem. Throughout

history, ultrasound imaging has been widely integrated with tracking or robotic sys-

tems in medical procedures for tool tracking and image guidance. A robotic arm,

in particular, is a mechanical rigid-body which can hold and manipulate objects in

three dimensional space. The robotic arm has been used to assist in ultrasound imag-

ing [31] such as for teleoperated procedures [62] or with surgical intervention involving

multiple robotic arms [63]. In the previous chapter [43,50], the feasibility of improv-

ing ultrasound image quality through the robotic aperture extension under specific

pre-defined robotic motion has been studied.

We introduce a co-robotic synthetic tracked aperture ultrasound (STRATUS)

imaging system to address the aperture limitation problem by utilizing robotic track-

ing, and also to allow the sonographer to actively manipulate the ultrasound probe

in semi-freehand mode. While the ultrasound probe is moved, the pose is tracked in

real-time, and data from each pose can be synthesized to construct a high resolution

image. A co-operative system, the robotic arm moves only when a force is applied on
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Figure 7.1: The system diagram and the workflow of co-robotic STRATUS imaging
system.

the probe, which provides a safer operation compared to autonomous robot motion,

and has a potential to draw a patient specific trajectory. The implementation of vir-

tual fixtures allows for constrained motion along the desired trajectory, guiding the

sonographer to scan the correct area and nowhere else.

Practical concerns of the STRATUS imaging system are the image distortions due

to various error sources. Static errors include the calibration and tracking inaccuracy,

which do not depend on the imaging target. The effect of those errors has been

analyzed in our previous work [43]. In addition, even if static errors are negligible,

dynamic errors from tissue motion or tissue aberration could have a negative impact
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on the STRATUS images. Therefore, we also introduce an algorithm to mitigate the

potential dynamic errors between different scanning poses by computing subtle image

shifts through cross-correlation.

7.2 Contributions

The main contributions of this chapter are the following:

• Implementation of virtual fixture control on STRATUS imaging

• Development and validation of cross-correlation based motion compensation for

STRATUS imaging

• Validation of STRATUS imaging with in vivo subjects

7.3 Methods

7.3.1 Synthetic Tracked Aperture Ultrasound

Imaging

STRATUS imaging is based on the principle of synthetic aperture, in which low

resolution images from multiple sub-apertures are used to construct a high resolution

image with large aperture information. The ultrasound image tracking is based on
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the computation of a rigid-body transformation chain. The transformation from the

tracking base frame to the tracking marker (robot end-effector in the case of robotic

tracking) frame is defined as B, and the ultrasound calibration transformation from

the tracking marker to the ultrasound image frame is defined as X, which is obtained

through a pre-operational task called ultrasound calibration. In the synthetic aperture

process, the data collected from each pose will be transformed to a uniform base

coordinate system. The location vector of the i-th pose frame from the base image

coordinate system can be expressed as

pb = X−1B−1
b BiXpi, (7.1)

where pi is the location vector of the pose i. The tracking transformation for the base

image coordinate system and for the i-th pose are expressed as Bb and Bi, respectively.

The received pre-envelope detected radio frequency (RF) signals are summed up as

RFb(pb) =
N∑
i=1

RFi(X
−1B−1

b BiXpi), (7.2)

where RFi is the received RF signals in the i-th pose, and RFu is the RF signals for the

final reconstructed data. The post-beamforming processes such as envelope detection

and scan conversion are applied on the beamformed RF data, and the STRATUS

image is displayed in B-mode.
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7.3.2 Curvilinear Array

The requirement of STRATUS imaging is to capture a coherent region on the

received signals from each pose. Thus, the capture angle range for each pose becomes

crucial. The angle sensitivity of the ultrasound transducer element is defined by the

shape and the size of the element. Linear array transducer has a higher sensitivity

to the target that exists right below the probe surface, in that the elements form

a straight line along with the body surface. Although a remote center of motion

along a point at certain depth is effective to keep a coherent region throughout the

scanning, those motions are not always available because of the non-uniform surface

of the body.

Curvilinear array has a shape that elements are placed to the diverging direction,

so that it has a wide capture angle range. Thus, more variety of motions can be

applied compared to the linear array. Moreover, the curvilinear array is designed

for abdominal region, and it has low center frequency transmission capability. These

characteristics enable to build more patient dependent motion and scanning trajectory

plan.

7.3.3 Co-Robotic Control with Virtual Fixtures

In order to ensure that the sonographer is in full control of the ultrasound probe

while it moves along the desired trajectories, a constrained optimization approach
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was taken to formulate the control scheme of the robotic arm. The system diagram

and the workflow of the co-robotic STRATUS imaging system is summarized in Fig.

7.1. This co-robotic approach enables the sonographer to comfortably scan along the

trajectory without allowing significant deviation that might affect the image quality.

A 6 degree-of-freedom (DOF) force sensor is used to measure the force and torque

applied by the user while manipulating the probe. The measurements from the force

sensor are then translated into robot joint velocity commands, allowing for compliance

or admittance control of the robot. The relationship between the forces exerted by

the clinician, f , against the robot end effector velocities ẋdes, when manipulating the

ultrasound probe takes the form

ẋdes = K · f, (7.3)

where K is a diagonal coefficient matrix that scales the input force to an appropriate

end effector velocity in Cartesian coordinates. From this end effector velocity vector,

ẋdes, the corresponding joint angular velocities, q̇, are calculated using the well-known

equation

ẋ− ẋdes = Jq̇ → q̇ = J−1(ẋ− ẋdes), (7.4)

where ẋdes is the desired robot end effector velocities in Cartesian space, and J is

the robot Jacobian matrix, the time derivative of the robot kinematic equations. As

seen on the right-hand side of this equation, the inverse of the Jacobian must be

calculated to determine the joint velocities. However, in certain configurations of the

robot, referred to as singular configurations, this matrix cannot be inverted, causing
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Figure 7.2: Co-robotic STRATUS system diagram.

this method to fail. To avoid these cases, an optimization method can be employed

instead, resulting in the formulation

q̇ = arg min
q

||W (ẋ− ẋdes)||, (7.5)

where the joint velocity vector that minimizes the objective function is calculated.

This optimization equation can be further constrained to restrict or require certain

behaviors of the robot, as in [42]. A general form of the constraints is given as

Hẋ ≥ ~h, (7.6)

The desired behavior of the system is used to define the linearized subject functions

H, the constraint coefficient matrix and h, the constraint vector. The joint velocities

were limited to ±0.5 radians/sec and the probes linear translation was restricted to

a linear path with a permitted margin of error of ±0.5 mm in any direction not on

this line.
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7.3.3.1 Stay on Line

A basic constraint that can be appropriate for ultrasound imaging is to move along

a reference line in 3D, which can allow the STRATUS algorithm to receive the most

relevant series of images. Given a line L(s) = ~L0 + l̂ · s, where ~L0 is a point on the

line and l̂ is the unit vector indicating the direction of the line. While the virtual

fixture is active, the system must correct any offset from its current position to the

closest point on line, and each increment motion must be along or close to the line.

If we name ~δp as the perpendicular vector from the tool tip to the line, it can be

determined by

~δp = ~xp − ~Pcl, (7.7)

where ~xp is the tool position, and ~Pct is the closest point on plane.

To perform this computation, a rotation matrix that transforms the plane to the

world coordinate frame is needed. To determine R3, we use the following equations:

R3 = [v̂1v̂2l̂]; v̂1 =
l̂ × l̂′

||l̂ × l̂′||
; v̂2 =

v̂1 × l̂
||v̂1 × l̂||

; (7.8)

where l̂′ is an arbitrary vector which is not aligned with l̂.

We can approcimate the circle of radius ~ε1, around the line by considering a

polygon with n vertices centered at origin, and we have:

[R3[cαi, sαi, 0]t, 0, 0, 0] · (~δ + ∆~x) ≤ ~ε1, i = 1, ..., n (7.9)
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and we can set H and h as:

H =


−R3[cαi, sαi, 0]t 0 0 0

...

R3[cαn, sαn, 0]t 0 0 0

 , h =


−ε1

−ε1

−ε1

−H~δ. (7.10)

A high value of n means the geometry of the virtual constraint will be closer to

the desired shape, but will require a longer computation time.

7.3.3.2 Maintain A Direction

The second virtual fixture, maintaining a direction, is also crucial for the func-

tionality of STRATUS, it requires the tool orientation being close to zeros after each

incremental motion. The constraint can be expressed as:

||~δr −∆ ~xr|| ≤ ε2, (7.11)

where ε2 is a small positive number for allowable error, the subscript r indicates the

rotation components. The matrix form of the linear constraints are then

H =


0 0 0 cαicβi cαicβi sαi

...

0 0 0 cαicβi cαicβi sαi

 , h =


−ε1

−ε1

−ε1

−H~δ. (7.12)
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7.3.3.3 Plane Related Constraints

In some scenarios, the tool tip must not penetrate a plane or be confined in a

given plane. The closest point on plane can be calculated using:

~δp = ~xp − ~Pcl, (7.13)

the geometry constrain is then:

~dt · (~δp + ∆ ~xp) ≥ 0, (7.14)

where ~dt tis the unit normal direction of the plane and points to the free half space.

To confine the tool on the plane, an additional constrain can be added:

~dt · (~δp + ∆ ~xp) ≤ 0, (7.15)

where ε3 is a small positive number that defines the error tolerance. Combining the

two constrains, the constraints matrices then can then be written as:

H =

 ~dt 0 0 0

−~dt 0 0 0

 , h =

 0

−ε3

−H~δ. (7.16)

7.3.4 Cross-Correlation Based Dynamic Error Com-

pensation

Though the ultrasound image should be accurately tracked by the robot end-

effector, there are multiple error sources involved in the system as discussed in the
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introduction. To compensate the dynamic error, an error compensation method based

on cross-correlation is introduced to correct the spatial inconsistency introduced in

the axial axis for different scanning poses.

During the process of reconstructing each pixel in the STRATUS image, a kernel

window surrounding the pixel is chosen. We compare this window with the data

from neighboring poses across the image. For each axial sample t in the pose i, the

error in the neighboring pose i + 1 in the axial axis, ∆ti, can be found through the

cross-correlation as,

max
∆ti

∑N−1
i=1 si(t)si+1(t+ ∆ti)√∑N−1

i=1 si(t)
√∑N−1

i=1 si+1(t+ ∆ti)
, (7.17)

where si, and si+1 are the two dimensional kernel windows of the RF data for the pose

i and i+1. The detected error shift ∆ti is compensated during the summation process,

and the new STRATUS image is formed by using the delay function to mitigate its

dynamic errors.

7.3.5 Experimental Setup

7.3.5.1 Virtual Fixture Evaluation

The goal of the experiment was to test the feasibility of co-robotic STRATUS

system using a 6 degree-of-freedom robotic arm (UR5, Universal Robot). In this

demonstration, we defined an in-plane translational virtual fixture, and the ultra-
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sound probe was only allowed to move along the path. The forces exerted on the

ultrasound probe by the user are measured by a 6-axis force/torque (F/T) sensor

(FT150, Robotiq). The FT150 connects directly to the robots controller. It has an

outside diameter of 12 mm, a 100 Hz data output rate, a linear force measuring range

of ±150 N and a torsional measuring range of ±15 Nm. The FT150 was rigidly

attached to the robot tooltip and the ultrasound probe was attached to the sensors

tool interface. The calibration transformation X is initially obtained from the design

of the probe attachment, and then refined by translationally scanning a wire phan-

tom until the optimal X is found. A convex probe with 128 elements (C5-2 Convex,

Ultrasonix) was used as the ultrasound probe, and the center frequency was set to

2 MHz. The data was collected by a clinical ultrasound scanner (Sonix CEP, Ultra-

sonix), which has real-time pre-envelope detected RF data collection capability. The

recorded RF data is transferred to a workstation through the MUSiiC RF server [8]

at 6 fps. Multipurpose tissue/cyst ultrasound phantoms (84-317, Nuclear Associates)

containing point targets as well as anechoic and hyperechoic regions were used for the

imaging targets.

7.3.5.2 In Vivo Experiment

The goal of the experiment is to visualize the in vivo target with robotically

implemented STRATUS system. A similar experimental preparation was made as

the virtual fixture evaluation except the force sensor and cooperative control was
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not used. The human forearm is scanned in two conditions. At the first setup, the

forearm is submerged in a water tank at 8-12 cm depth, and the robotic arm motion

is applied without having a direct contact to the body. We set a 6 cm translational

motion based on an initial scan of the wire phantom, and the same motion trajectory

was applied to the human forearm target assuming the motion using the robotic arm

is repeatable. The initial pose for scanning could be arbitrarily defined. At the second

setup, the probe directly touched the forearm while the same 6 cm translation motion

was applied.

For quantitative evaluation, the full width at the half maximum (FWHM) was

used to measure the lateral width of the wire phantom. For in vivo targets, the

contrast ratio of anechoic region versus echoic region was calculated.

7.4 Results and Discussion

7.4.1 STRATUS Images with Virtual Fixture

Before scanning the imaging phantom, the robotic tracking with and without vir-

tual fixture control was evaluated (Fig. 7.3). The automatic scanning was performed

by inputting a constant velocity for the translational motion, and in the other case,

the ultrasound probe was moved manually with the virtual fixture constrained tra-

jectory on the same line. The raw robotic tracking data of three axes corresponding

for 60 poses under a translational motion is shown in Fig. 7.3(a). Since the raw data

138



CHAPTER 7. STRATUS WITH VIRTUAL FIXTURE CONTROL AND
MOTION COMPENSATION

Figure 7.3: Robotic tracking under virtual fixture control compared with automatic
scanning. (a) The raw robotic tracking information with and without virtual fixture
control, and (b) The robotic tracking information normalizing slope and intersect to
cut the effect of velocity difference.

were difficult to compare with and without virtual fixture cases because the velocity

of virtual fixture is not easily controllable and varied, the results normalizing slope

and intercept are shown in Fig. 7.3(b). The quantified standard deviation of each

axis was 0.002, 0.072, and 0.010 mm under automatic scanning, and 0.002, 0.047, and

0.001 mm under virtual fixture control. These errors were sub-hundred micrometer,

and this result indicates that a stable scanning is possible with the virtual fixture

control, and it does not affect on synthetic aperture beamforming.

Figure 7.4(a) shows the single pose ultrasound image acquired by scanning the

general ultrasound phantom. The center region of the image shows a brighter contrast
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compared to lateral regions because the convex probe could not have full contact with

the flat phantom surface.

For STRATUS imaging, a data set from 105 poses was collected under virtual

fixture control. STRATUS image formation was applied on the data, while the specific

aperture size range was set to synthesize each line on the STRATUS image. In other

words, the average intensity of the data captured within the assigned motion range

was plotted for each line reconstruction. Figures 7.4(b-c) show the result using the

synthesizing aperture ranges of 10 mm and 60 mm. By integrating the information

from all poses, the FOV of the image expanded by 131 mm, and it enabled us to

visualize features that were not visible in the single pose image. The resolution of

the point targets improved as the aperture size increased, and the contrast of the

anechoic region became more obvious. The image quality measurement result of Fig.

7.4 is summarized in Table 7.1. The full width at half maximum (FWHM) was used

to quantify the resolution, and contrast and signal-to-noise ratio (SNR) were used

to show the overall image quality. However, the resolution of point targets aligned

around 85 mm depth did not improve well because of the error introduced by motion

artifacts, ultrasound calibration, or tracking inaccuracy.

7.4.2 Dynamic Error Compensation

Using the same data used in the previous section, the dynamic error compensation

shows a substantial image quality improvement when comparing the STRATUS image
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Figure 7.4: (a) Single pose B-mode ultrasound image. (b-c) STRATUS images syn-
thesized the range of 10 mm (b) and 60 mm (c) motion data. The yellow solid circle
region was used for FWHM and SNR measurement, and the dot circle region was
used for contrast measurement.
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Table 7.1: Quantitative analysis on ultrasound images.

Single pose STRATUS

10mm 60mm

FWHM(mm) 3.87 3.96 2.37

Contrast(dB) -7.14 -13.24 -10.67

SNR(dB) 25.01 27.20 29.35

to conventional single pose image (Fig. 7.5). The FWHM of a point target located

at a depth of around 85 mm (second point from left) was 3.13 mm and 2.78 mm,

before and after applying the STRATUS algorithm, respectively. The dynamic error

compensation further reduced the FWHM to 1.15 mm. For SNR, the STRATUS

image improved from 28.96 dB to 30.27 dB even before applying the dynamic error

correction. The SNR of the error corrected image was 33.17 dB.

7.4.3 In Vivo Evaluation Results

Given the established system, the system performance was evaluated by scanning

a human forearm with two setups. For the first setup, a human forearm under the

water tank was scanned in the direction perpendicular to the forearm axis [Fig. 7.6].

The speckle pattern got smaller as the aperture size extends, and the boundary of

the forearm and its inner structure got clearer compared to the single pose image.
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Figure 7.5: STRATUS imaging results with and without dynamic error compensation,
compared to conventional B-mode image. Scale bar represents 10 mm.
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Figure 7.6: The reconstructed image of the human forearm under the water tank.
(a) Single pose result represents conventional ultrasound image, (b) the STRATUS
imaging result using 10 poses data corresponding to 19.5 mm motion, and (c) the
STRATUS imaging result using 20 poses data corresponding to 36 mm motion. (d)
Illustration of the scanning path. (e) Contrast comparison between single pose case
and multiple poses case are shown. The solid line circle and the dot line circle in the
image was regarded as the target region and the background region, respectively.

The image quality improvement of the forearm in the deep region demonstrate the

feasibility that the same improvement is expected in the abdominal region of the

body. The solid line circle and the dot line circle in the image was regarded as the

target region and the background region, respectively. The contrast at the single pose

was -12.49 dB, and that of STRATUS imaging was from -16.70 dB to -18.00 dB as

the aperture size increases.
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For the second setup, the ultrasound probe directly scanned a human forearm

along with the forearm axis [Fig. 7.7]. The boundary of muscle structures became

obvious corresponding to the aperture extension. Moreover, the field of view of STRA-

TUS imaging became wider than that of single pose. The contrast of the image was

analyzed in the same way as the first setup. The contrast at the single pose was

-11.73 dB, and that of STRATUS imaging was from -13.95 dB to -21.77 dB as the

aperture size increases.

In this study, the static errors were minimized through calibration refinement using

a wire phantom. The first setup with water tank is to evaluate the scanning target

located at deep region. The motion artifacts from the forearm was minimal when

there is no direct contact with the probe. On the contrary, the second setup directly

scanning the forearm using the probe is to test the probe misalignments due to the

force from the contact. In addition, the field of view extension could be confirmed in

this study. Image quality improvement was observed in the near region, but scanning

abdominal regions is desired to further evaluate this criteria. To improve the current

setup, the frame rate of ultrasound RF data acquisition should be increased to enable

faster scanning motion.
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Figure 7.7: The reconstructed image of the human forearm with the probe touched.
(a) Single pose result represents conventional ultrasound image, (b) the STRATUS
imaging result using 10 poses data corresponding to 19.5 mm motion, and (c) the
STRATUS imaging result using 20 poses data corresponding to 36 mm motion. (d)
Illustration of the scanning path. (e) Contrast comparison between single pose case
and multiple poses case are shown. The solid line circle and the dot line circle in the
image was regarded as the target region and the background region, respectively.
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7.5 Conclusion

We demonstrated an image quality improvement over conventional ultrasound un-

der virtual fixture control in a general ultrasound phantom. The experiment results

show that multiple image quality factors such as resolution, contrast, and SNR im-

proved with STRATUS imaging. In addition, we demonstrated that dynamic error

compensation could further improve image quality. In vivo experiment was performed

to validate the clinical applicability. Co-robotic ultrasound imaging approaches could

change the paradigm of ultrasound imaging by providing high resolution deep tissue

imaging and human/robot cooperative diagnostic capabilities.
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8.1 Introduction

Three dimensional (3D) ultrasound imaging is becoming a standard mode for

medical ultrasound diagnoses such as fetus status observation [64,65] or image guided

interventions [66]. Real-time 3D ultrasound provides intuitive anatomical information

by showing whole structure compared to a single slice B-mode image. Therefore, 3D

ultrasound allows for imaging any cross section in the same way as X-ray Computed

Tomography (CT), so that users can extract the desired slice for examination with-

out needing to find the optimal scanning angle. This feature reduces the ultrasound

scanning time, and makes ultrasound a more accessible, and reliable diagnostic tool.

Following the trend of 3D ultrasound, recently, automated breast scanning systems

have been introduced, which are capable of scanning a wide region of breast automat-

ically without requiring sonographers to manually search the scanning regions [67,68].

Existing 3D ultrasound imaging systems are mostly either using a two dimensional

matrix array or mechanically scanning a one dimensional array in the elevational

direction. Although the former approach is capable of real-time imaging without any

mechanical volume scanning, it requires expensive and sophisticated hardware, and

is still not widely available in clinics. The latter approach is more available, but has

several limitations: 1. To shape the beam in-plane, only a single focal point is possible

through the focus lens. Thus, the image resolution in the elevational axis is worse

as the distance to the focal point increases; 2. The volume size of 3D ultrasound is

predetermined by the scanning field of the 3D probe. Thus, this system has a limited
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field-of-view.

To overcome these two limitations, we propose to integrate robotic tracking into

synthetic aperture beamforming approach. While the ultrasound probe is moved

by a robotic arm, each probe position is tracked and can be used to form a wide

volume data as there is no physical barrier that restricts scanning in the elevation

direction. At the same time, synthetic aperture beamforming provides a dynamic

focusing at all depths. To synthesize the elevational aperture information, the single

focal point provided by the acoustic lens is regarded as the virtual element, and

forward and backward delay-and-sum are applied to the radio-frequency (RF) data

collected through the volume.

In this feasibility study, we built the 3D synthetic tracked aperture ultrasound

imaging system using a 6 degree-of-freedom robotic arm. A 3D volume is collected

by scanning a translation trajectory in the elevation direction. A general ultrasound

phantom is scanned as the imaging target, in which wire targets at different depths

were used to evaluate its elevational resolution. Furthermore, in addition to B-mode

slices, we implemented a 3D visualization algorithm that enable to display 3D data

in any angle through volume projection.

8.2 Contributions

The main contributions of this chapter are the following:
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• Establishment of elevational synthetic aperture focusing algorithm with robot-

ically tracked ultrasound system

• Development and validation of 3D STRATUS imaging

8.3 Methods

8.3.1 Synthetic Tracked Aperture Ultrasound Imag-

ing in Elevation Direction

To integrate tracking information with elevational synthetic aperture focusing, we

implemented our Synthetic TRacked AperTure UltraSound (STRATUS) imaging sys-

tem that integrates two concepts: Mechanical pose tracking and elevational synthetic

aperture beamforming [43,44,69–71]. A robotic arm provides the transformation, B,

from the robot base to the end-effector coordinate. To track the ultrasound image for

all rotations and translations, the tracking device coordinate frame B and the follow-

ing calibration transformation X should be known (Fig. 8.1). A robotic arm is used

as a mechanical tracker as well as an actuator. The calibration transformation X can

be obtained through ultrasound calibration, which is a separate procedure from the

actual 3D data acquisition [52]. When the probe is moved in the in-plane direction,

the field-of-view of a B-mode image will expand, and when the motion is in elevation

direction, this lead to extend the imaging dimensionality from two dimension to three
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Figure 8.1: The coordinate systems involved in STRATUS imaging system. The
transformations associated with pose i and j are shown.

dimension 3D. The obtained two dimensional scanning data (RF) from each pose can

be rearranged in 3D space by registering ultrasound data positions into the world

frame using the BX transformation.

This rearranged 3D volume, however, has a limited elevational resolution because

of the ultrasound beam thickness in the elevation axis. There is a single focal point

provided by the acoustic lens, and the near field or far field from the focal point will

be defocused. To apply the synthetic aperture concept here, this single focal point

is regarded as the virtual element, and multiple aperture windows from elevational

slices are dynamically re-beamformed in the elevation direction [43, 68]. Assuming

rF is the reconstruction depth and zF is the focal point, the time-of-flight (TOF)

considered in this adaptive beamformer is:

t(r′f ) =
2|r′|
c
, (8.1)
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Figure 8.2: The illustration of synthetic aperture focusing on elevational axis. Inverse
and forward delay-and-sum algorithm was applied from the single focal point regarded
as virtual element.

where,

|r′| =
√

(x)2 + (z − zF )2, (8.2)

r′F = rF−zF ; x and z is the lateral and axial components of the geometrical vector

r, respectively. The dynamic receive delay focusing will be applied in the positive

axial direction when z ≥ zF , and a negative dynamic focusing delay will be applied

when z < zF .

8.3.2 Three-Dimensional Visualization

Although conventional B-mode image displays serve a standard visualization ap-

proach for ultrasound slices, with 3D volume data, a more adaptive visualization

approach is desired for intuitive perception. In this paper, we project the model

matrix onto planes viewed from several different angles, the same as the conversion
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method used between X-ray and X-ray CT. By constructing images viewed from spe-

cific angles, it can give us an intuitive sense of what the 3D matrix looks like in space.

To construct the images, firstly, we perform a rigid transformation to the 3D matrix,

where the rotation is defined by the Euler ZY X Convention. After the transforma-

tion, we can get the transformed 3D matrix seen in the world frame. To rotate the

matrix, each point position is multiplied by the homogenous transformation matrix

as shown in the following equation:

P =



x

y

z

1


=

Rzyx 0

0 1





x′

y′

z′

1


=

Rzyx 0

0 1

P ′, (8.3)

where, P is the position w.r.t the world frame, and P is the position w.r.t the model

frame. After rotation, the model matrix is translated to the first quadrant w.r.t the

world frame; thus, the points set would be adjusted to positive values and have a

minimum of 0.

Then, we project the new 3D matrix to the x− y plane with respect to the world

frame (Fig. 8.3(a)). Due to the discrepancy of the model matrix data, the new

location of each point mostly lays between two integers after the transformation. In

this case, an interpolation method should be taken into account. At (x, y) coordinate

on the new projected image, a straight line normal is drawn to the projection surface,

and any point in the rotated matrix that has a distance (di) within 0.5 to the normal
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Figure 8.3: The methodology of visualizing 3D ultrasound volume. (a) Transforming
3D volume with a desired rotation. (b) Projecting the 3D volume into 2D x-y plane
with respect to the world frame.

line would be considered and multiply by (0.5 − di) as a weighting number (Fig.

8.3(b)). By summing all the weighted intensity and dividing by the total weight, the

intensity (Ii) at (x, y) can be calculated.

Intensity : (x, y) =

∑
i (Ii · (0.5− di))∑

i (0.5− di)
, (8.4)

where, Ii is the intensity of ith point, and di is the distance between the ith point

and the normal line.

8.3.3 Experimental Setup

Given the approach described earlier, the goal of the experiment is to visualize

structures in the elevation plane with the robotically implemented STRATUS sys-

tem [44]. Although this system equips the cooperative control mode by utilizing a

combined force sensor setup, this is not used here to focus on evaluating the image

performance under a controlled scan. We set an elevation translational motion that
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was provided by a 6 degree-of-freedom robotic arm (UR5, Universal Robot). A con-

vex probe with 128 elements (C5-2 Convex, Ultrasonix) was used as the ultrasound

probe, and the center frequency was set to 2 MHz. The data was collected by a clin-

ical ultrasound scanner (Sonix CEP, Ultrasonix), which has real-time pre-envelope

detected RF data collection capability. The recorded RF data were transferred to a

workstation through an RF server [8]. The robot motion speed was set to 3.6 mm

per second, and the RF data was collected at 6 fps during the motion. To control the

motion, the tracking data were collected from a robot controller linked to the work-

station. The transformation X was initially obtained from the CAD model design of

the attachment connecting the probe and the robotic arm; then we refined the trans-

formation based on a task oriented evaluation. As the scanning object, a general

ultrasound phantom (84-317, Nuclear Associates) with point targets and anechoic

regions is used.

8.4 Results

For one set of elevational sweeping, the motion trajectory recorded by the robotic

arm with respect to the ultrasound image coordinate is shown in Fig. 8.5. The motion

in the lateral and axial directions was almost zero, while the position in the elevation

direction was moved with a constant velocity as predefined.

The elevational view of the phantom is shown in Fig. 8.6(a). Without elevational
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Figure 8.4: The experiment setup. A pure translational motion in the elevation
direction is assigned. The ultrasound data at each tracking timing has been recorded
through a clinical ultrasound machine.

Figure 8.5: The tracked motion from the robotic arm on ultrasound image coordinate
for three axes.
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Figure 8.6: Elevational plan (a) and (b) 3D visualization results in conventional B-
mode (left), and STRATUS imaging (right), comparing with and without synthetic
aperture focusing (SAF).

synthetic aperture, the point target was well focused around the 48.5 mm depth, but

is gradually defocused as the distance to the focused target point increases. However,

with synthetic aperture focusing, a dynamic focusing is applied so that the focus can

be applied for all depths. The full width at half maximum of the point target located

at 20 mm and 110 mm depths improved from 4.83 mm to 1.90 mm, and from 6.03

mm to 2.82 mm, respectively. Figure 8.6(b) shows the projected 3D volume with a

rotation of 30 degrees in the y axis, and 230 degrees and 260 degree in the x axis,

respectively (Rzyx = Rz(0) · Ry(30) · Rx(230) and Rzyx = Rz(0) · Ry(30) · Rx(260)).

The wire structures have better resolution, as highlighted by the yellow arrows.
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8.5 Discussion and Conclusions

We have proposed a novel robotic ultrasound approach to enable high elevational

resolution 3D ultrasound imaging. A critical limitation on conventional B-mode ul-

trasound imaging is that sonographers are required to search around the region until

finding an optimal angle. An automatic ultrasound scanning system could be a so-

lution for that in a sense that a wide region in 3D can be captured, and any angle

slices can be recovered offline. Our approach could further generalize to 3D scanning

without any constraints on the scanning field due to a large dexterity and workspace

enabled by a 6 DOF robotic arm.

An one dimensional array transducer is optimized to obtain a plane beam slice,

so that the only focus on the elevation axis is a fixed focusing at both transmit

and receive. With synthetic aperture focusing, dynamic focusing can be applied in

the elevation axis and it is possible to maximize the resolution on the axis. For

3D ultrasound imaging, having a high resolution in all axes is desired to allow the

user to select any angle slice for the diagnosis. The proposed algorithm could bridge

the elevational resolution to be comparable to the resolution in other axes, and this

enables the idealistic 3D imaging.

This chapter serves as the proof of concept of robotically enabled 3D ultrasound

imaging by demonstrating the resolution enhancement in phantom experiments. For

future direction, the force sensing element can be combined to incorporate cooperative

robot control with virtual fixtures, and be validated on ex vivo and in vivo subjects.

159



Chapter 9

Photoacoustic Synthetic Tracked

Aperture Imaging and Application

on Transrectal Ultrasound Probe

This chapter has been published as: H. K. Zhang, F. Aalamifar, H-J Kang, E. M.

Boctor, “Feasibility Study of Robotically Tracked Photoacoustic Computed Tomogra-

phy, in Proceedings of SPIE Medical Imaging, 2015 and H. K. Zhang, A. Cheng,

E. M. Boctor, “Three-dimensional Photoacoustic Imaging Using Robotically Tracked

Transrectal Ultrasound Probe with Elevational Synthetic Aperture Focusing”, in Pro-

ceedings of CLEO, 2016.

I was responsible for the project design, system integration, data collection, anal-

ysis and writing. Alexis Cheng and Fereshteh Aalamifar provided technical supports.

160



CHAPTER 9. PA SYNTHETIC TRACKED APERTURE IMAGING

Dr. Emad M. Boctor supervised the project.

9.1 Introduction

Photoacoustic imaging (PA) is becoming a promising imaging modality for pre-

clinical and clinical applications by providing both functional information and depth

information. In particular, PA computed tomography (PACT) aims to visualize the

tomographic image of PA source distribution by scanning the surface of the target

structure with an ultrasound transducer [72]. Circular scanning geometry is generally

used to acquire wide range of scanning angle, which enables high spatial resolution

compared to linear scanning, and ideally full 360 degree scan is necessary to re-

construct the entire target. Placing transducers around the subject or rotating the

subject with fixing transducer position are two major approaches to scan in circu-

lar arc trajectory [73, 74]. Circular array transducer enable a stable and fast scan

because for a single laser emission, it is possible to receive signals from full range

simultaneously and the reconstruction can be applied on it. Rotating the subject is a

simpler setup, and only a single element transducer and rotation station are required.

However, both are not flexible and have their drawbacks. For example, dedicated

customized setup requires to allocate ultrasound transducers in a round shape, and

since transducer has to be fixed, once the geometry is fixed, there is no flexibility to

modify scanning diameter based on the size or shape of the subject. For the case
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of rotating the subject, motions of the rotating object easily causes motion artifacts,

and it is not practical to rotate large scale targets such as human subjects. Therefore,

there is a huge demand for a simple and flexible scanning system for PACT. An array

transducer is used as a flexible scanning system for PA tomography, but the problem

is its limited view and incomplete reconstruction.

To resolve the problem, we propose a scanning method based on robotic track-

ing. A robot arm is used to hold an ultrasound transducer, and the motion of the

transducer will be regarded as its scanning path. Any trajectory can be created by

moving the transducer to multiple positions. Received data from multiple poses can

be accumulated simultaneously and put them into tomographic reconstruction algo-

rithm. Therefore, the PACT wont be restricted by the small target, and more large

scale target such as human also can be considered as the imaging object. There are

a variety of trajectories to scan the target in this approach, and in this chapter, we

focus on an in-plane remote center rotational motion.

For translational application, this concept was adapted on transrectal ultrasound

(TRUS). TRUS imaging has been a standard approach to localize prostate and seeds

for brachytherapy treatment [75]. In addition, PA imaging has the potential to assist

the intraoperative treatment planning due to its high sensitivity for brachytherapy

seeds [15]. Yet, finding seeds located in three-dimensional space using two-dimensional

image planes is challenging, and the technique requires a rich experience on ultrasound

scanning. Three-dimensional PA imaging could be a solution by visualizing all seeds
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Figure 9.1: Three ways to scan in circular geometry. (a) Placing transducers around
the contrast agent, (b) rotating the target, and (c) moving ultrasound transducer
around the target using a robot arm.

at once.

Some TRUS probes possess two scanning arrays; one is linear and the other is

curvilinear. Rotating the probe for the lateral axis of the linear array could gen-

erate three-dimensional volume information. However, the resolution in elevational

dimension is low if the region of interest is away from the single focal point generated

by acoustic lens. We utilized a 6 degree-of-freedom robot arm to apply a rotational

motion to construct a three-dimensional PA image. Elevational synthetic aperture

focusing was used to dynamically beamform signals [76].

9.2 Contributions

The main contributions of this chapter are the following:

• Extension of synthetic tracked aperture imaging on photoacoustic computed

tomography (PACT)
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• Demonstration of photoacoustic synthetic tracked aperture imaging using tran-

srectal ultrasound probe

9.3 Methods

9.3.1 Photoacoustic Computed Tomography

Reconstruction and Synthetic Aperture

Focusing

There are various PA reconstruction algorithms proposed based on time-domain,

Fourier domain, or model based approaches. Here, time-domain delay and sum based

reconstruction algorithm is considered. Received PA signals contain shape infor-

mation of the contrast agent as well as the distance from the target to the receive

elements. Back projection algorithm works by recovering the information of the orig-

inal structure by putting signals for each receive elements back to the source of the

signal. The initial pressure p0(~r) in the time domain can be expressed as follows:

p0(~r) =

∫
Ω

b

(
r0, t =

|~r − ~r0|
c

)
dΩ0

Ω0

, (9.1)

where Ω0 represents the solid angle subtended by the measurement surface S0 with

respect to the reconstruction point ~r and Ω0 = 2π for planar geometry. b(r0, t) is the

back projection term, and The received acoustic pressure p(~r0, t) at position ~r0 and
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time t is directly inserted in this paper. c is the speed of sound, and dΩ0 is the solid

angle subtended by the detection element with respect to ~r.

Similar to computed tomography reconstruction, synthetic aperture focusing could

be also used to beamform the limited angle information.

9.3.2 Robotically Tracked photoacoustic Imaging

As mentioned in introduction, an ultrasound transducer hold by a robotic arm is

swept around the surface. To enable this motion, ultrasound calibration is necessary

to identify rotational and translational relationship between ultrasound image and

robot end-effector. This rigid-body transformation is used to transform the coordinate

system of robot base and ultrasound image, and it is possible to calculate the motion

which is applied in robot controller to generate a designated motion in ultrasound

image coordinate. A base ultrasound image coordinate is defined and the position

of transducer is controlled based on the base. Positional information is assigned to

each pose and each single element, and that information will be used to reconstruct

a tomographic image.

At the same time, it is necessary to recognize that there are several uncertain

factors involved in the system: 1) the movement accuracy of the robotic tracking

system, and 2) the precision of ultrasound calibration which affects the transformation

from robot end effector to the ultrasound coordinate system. These uncertainties

reduce the continuity and prevent a perfect reconstruction when pre-beamformed
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Figure 9.2: Concept of 3D PA image utilizing robotically tracked transrectal ultra-
sound probe. (a) Picture of setup. (b) Virtual element could be formed for each
elevation line scan, and a collection of rotation scan earns a virtual probe surface.
Forward and inverse dynamic receive focusing (DRF) is applied based on virtual el-
ements location. (c) Conventional single slice elevational beam width. The target is
defocused if it is away from the focal point. (d) New elevational beam with synthetic
aperture focusing.

data from multiple poses are combined. Therefore, it is necessary to know the effect

of the uncertainty in the reconstruction process.

9.3.3 Robotically tracked Transrectal Photoacous-

tic Imaging

As a particular case using tracked TRUS imaging, we used synthetic aperture

focusing. A focal point generated by acoustic lens was assumed as a virtual element,

and a new virtual elements surface could be formed [Fig. 9.2(b)] [43]. Forward

and inverse delay-and-sum beamforming was applied originating from these virtual

elements [Fig. 9.2(d)].
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9.3.4 Simulation Setup

To validate the benefit of robotic aperture extension, numerical phantom sim-

ulation studies were conducted. As the base condition, a 128 elements ultrasound

transducer with 0.47 mm pitch was used and it is assumed to be attached into a

robot arm. The reconstructed result using the data from this transducer at only

one position was regarded as the result of conventional PACT (Fig. 9.3(a)). On

the contrary, it was assumed in two poses case that the transducer was placed two

positions, in other words, it was moved from the first position to the other location

(Fig. 9.3(b)). The angle between two poses was varied from 10 to 120 degree while

the distance from the contrast agent was kept. The PA signals were collected twice

at each position corresponding to two laser irradiation. A final image was generated

utilizing these data. As the reason to choose this configuration, it was suitable to

demonstrate the effect only comes from angle increase without increasing the number

of receiving poses.

A set of 25 contrast agents was placed at the center with the diameter of 2 mm,

each of them was separated by 10 mm in lateral and axial direction. The distance of

the remote center from transducers was 50 mm. An N-shape impulse response was

generated as the PA signal (Fig. 2(c)) [77].

t̂ =
vs
a

(
t− r − a

vs

)
, (9.2)
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Figure 9.3: Concept of 3D PA image utilizing robotically tracked transrectal ultra-
sound probe. (a) Picture of setup. (b) Virtual element could be formed for each
elevation line scan, and a collection of rotation scan earns a virtual probe surface.
Forward and inverse dynamic receive focusing (DRF) is applied based on virtual el-
ements location. (c) Conventional single slice elevational beam width. The target is
defocused if it is away from the focal point. (d) New elevational beam with synthetic
aperture focusing.

p(r, t) =


Cv2sa
r

(1− t̂) for 0 < t̂ < 2

0 otherwise

(9.3)

where vs is the sound speed, r is the radius coordinate, a is the radius of a uniformly

irradiated sphere, and C is a constant to normalize the amplitude. Back projection

algorithm based on the equation 1 was used in reconstruction. Hilbert transform was

applied to reconstructed data. The speed of sound of 1500 m/s was used and, and

the sampling frequency was 40 MHz. For display, the region around the target was

cut.

In addition, the effect of tracking error in robotic arm is considered. To simulate

possible uncertainty caused by robotic accuracy of motion as well as imperfect ultra-

sound calibration, the displacement with a certain magnitude was added in axial and
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lateral direction toward the right pose data. The rotational uncertainty was negligible

in this case, because relative rotation between two poses should be accurate enough

when only one transducer was used.

9.3.5 Experiment Setup

We conducted an experiment to validate the proposed approach. A UR5 robot

(Universal Robot) is used as the robot arm, and a 6 cm linear array transducer was

attached on the robot arm (L14-5W/60 Linear, Ultrasonix). The transducer has 128

elements with 0.47 mm pitch. 532 nm YAG laser was irradiated through an optical

fiber to a black plastisol phantom, and the PA signal was generated from the irradiated

spot. The probe was rotated in plane rotation with remote center of motion with 80

mm radius. The raw channel data was collected by DAQ device, and beamforming

and consecutive data processing were operated in PC. As preoperative ultrasound

calibration, a point based algorithm utilizing active-echo phantom was used [52, 53].

The reconstruction precision of the calibration was 1.5 mm.

Three-dimensional PA imaging system is built by rotating a linear array (BPL9-

5/55) on a TRUS probe for 31 degrees using a 6 degree-of-freedom robot arm (UR5,

Universal Robot) [Fig. 9.2(a)]. The 1064 nm laser pulse was irradiated in 10 Hz

using a Nd:YAG laser (Quantel, Bozeman, Montata), and the received channel data

was saved using a data acquisition unit (SonixDAQ, Ultrasonix). A focused light was

shined to a black inked plastisol gel to form a PA point target.
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Figure 9.4: Experimental setup.

9.4 Results

9.4.1 Rotational Angle Effect on Photoacoustic Com-

puted Tomography

Figure 9.5 depicts the reconstructed result for single pose case and two poses case

(60 degree). In the single pose result, it could be seen that the shape of the target was

extended in lateral direction, which was due to the limited aperture size. This result

indicates the necessity to expand aperture for this depth. For the same aperture size,

the image resolution depends on the target depth. It could be seen that the image

resolution is better in the near region and it gets as the target depth increases. The
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aperture size is more significant in PA imaging compared to ultrasound, because only

receive focusing is available in PA imaging, while both transmit and receive focusing

can be applied in ultrasound. When two poses data were used to reconstruct an

image, the lateral size of the target clearly became close to its original round shape

due to aperture extension.

In Figure 9.6, the zoomed sphere point targets with different rotation angles are

shown. As the rotation between two poses increases, the target shape got close to

the round shape. When the angle over the 60 degree, the artifact in axial direction

started to be appeared. The axial resolution also became worse compared to the

10 degree case. This effect increased more as the rotation angle between two poses

increased. This is because that the rotation angle between two poses became too large

that the aperture in between two poses was lacking. The artifact will be disappeared

if consecutive apertures between two poses were kept. The lateral resolution of the

target was evaluated as full with at half maximum (FWHM) (Figure 9.7). One pixel

represents 0.2 mm, the FWHM gradually got close to the target diameter 2 mm

corresponding to the increase of rotational angle.
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Figure 9.5: Simulation results of (a) single pose and (b) two poses with 60 degree
rotation. The center region is zoomed in the bottom right image.

Figure 9.6: Zoomed sphere target around 50 mm depth with different rotation angles.

Figure 9.7: Full with at half maximum of the center sphere target.
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9.4.2 Effect of Tracking Error on Photoacoustic

Computed Tomography

The reconstructed result with tracking error is shown in Fig. 9.8. The left top

image is the ground truth, and it shows the result without applying any uncertainty.

When the error is applied, one of the two pose is applied a translational error in

lateral and axial direction with the designated amount. The reconstructed target in

the result with tracking uncertainty was corrupted compared to the ground truth,

and the effect increased corresponding to the magnitude of error. When the error in

lateral direction is focused, the round shape was still kept until 0.45 mm error, but

in 0.9 mm, it is hard to tell this is a round shape. In axial direction, the result with

0.5 mm error caused artifacts on the top and bottom of the target. From the result,

the error in axial direction was more significant than that in lateral direction when

the similar amount of error was applied. This is attributed to the fact that the axial

direction is the direction that RF signal transfers. When the full directional scan is

considered, the effect should be equivalent in lateral and axial. Therefore, it can be

expected that when the rotation angle between multiple poses are huge, the effect in

lateral and axial will be closer. The number shown in the corner of the image is the

FWHM. The FWHM increased as the error increased.

173



CHAPTER 9. PA SYNTHETIC TRACKED APERTURE IMAGING

Figure 9.8: The effect of error in lateral and axial direction. The measured FWHM
is shown in the right bottom corner.
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9.4.3 Experiment Result of Photoacoustic Com-

puted Tomography

The experimental result is shown in Figure 9.9. In Figure 9.9(a), the result of

single pose is shown in the left and three poses with 20 degree as total rotation angle

is shown in the right. The beamforming artifact appeared in the single pose result

is reduced in the three poses result. The error existed between three poses was 3.7

mm, and it was manually compensated. The cause of error could be the inaccuracy

of ultrasound calibration. The lateral profile of the target is shown in Fig. 9.9(b).

The CNR improvement of 8 % was confirmed. In the single pose result, the side lobe

was visible because of limited aperture, but that is reduced for multiple poses result

due to compounding. No lateral resolution improvement was seen, because that when

the light was shined into the phantom, the spot was not small enough, so that the

original target shape was extended laterally. And the rotation angle was also not

large enough to make the lateral resolution improvement be clearly seen.

9.4.4 Experimental Result of Transrectal Photoa-

coustic Imaging

Figure 9.10 shows elevation and lateral slices cutting through three-dimensional

PA volume based on PA point target location. The elevational resolution of the target
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Figure 9.9: The experimental result. (a) Reconstructed image of single pose and three
poses with consecutive 10 degree rotation angle, and (b) the profile of the center pose
and three poses combined result.

was improved from 1.55 mm to 1.06 mm in full width at half maximum (FWHM).

To assess the potential benefit of signal-to-noise ratio (SNR) improvement, -6 dB

Gaussian noise was added to background to reproduce a low SNR condition. As a

result, the PA target was more visible in both lateral and elevation planes by applying

elevational synthetic aperture focusing, and SNR improvement of 4.10 dB and 4.64

dB was measured at lateral and elevation plane, respectively.

9.5 Discussion and Conclusions

In this chapter, we proposed a robotic approach to enable PA computed tomog-

raphy. Simulation studies were conducted to validate the method, and a lateral
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Figure 9.10: Experiment results. (a) Both lateral and elevation plane were cut from
the PA point location. The elevation plane after scan conversion is shown. (b) PA
images before and after elevation synthetic aperture focusing. (c) PA images with
-6dB background noise.

resolution of the image could be seen. The tracking error of robot and ultrasound

calibration degraded the shape of the target and FWHM. An experiment was con-

ducted to demonstrate the feasibility of the system. The result indicates that the

ultrasound calibration is required to the system, and the robotically tracked PACT

has a huge potential to be a new scanning strategy.

FWHM is the matrix expected to evaluate the image quality, and the number

becomes large when the error is large. However, it is not necessarily agree with the

visual effect of the target. For instance in Fig. 9.8, the left bottom image with 0.5 mm

axial error shows the best FWHM, but the image was distorted around the boundary

of the round shape. This indicates that other matrix such as pixel count with certain
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amplitude threshold should be considered as alternative parameter to judge the image

quality. This paper discussed the effect of error corresponding in each lateral and axial

direction, and this means that the overall error should be limited in the range. As

the next step, further simulation analysis describe the effect of tracking inaccuracy

is considered. Moreover, the simulation indicates that a super accurate calibration is

necessary, so we will work on developing better ultrasound calibration to enhance the

quality of practical implementation.

Further, we experimentally demonstrated the three-dimensional PA imaging sys-

tem based on robotically induced rotational motion using a linear array on a TRUS

probe. The proposed system improved the PA image quality in terms of elevational

resolution and SNR. The PA volume acquisition could ease brachytherapy seeds vi-

sualization and make the operation more user independent.
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10.1 Introduction

Ultrasound (US) imaging has been widely used as a medical diagnostic tool and for

image guidance during surgical interventions. The tracking information of ultrasound

images substantially expands the applications, and it is an active area of research to

use the tracking information for assisting image-guided interventions [78, 79], con-

structing 3-D volumes [61], or even improving ultrasound image quality [43,50]. Var-

ious tracking systems could be used as the tracker to track US images, and for any

tracking system, in principle, an additional task is required to compute the trans-

formation bridging the tracker frame to the ultrasound image frame. Ultrasound

calibration is a pre-operative process to compute this unknown transformation be-

tween these two different coordinate systems [80]. Once calibration is complete, the

set of ultrasound images and tracking information can be associated together through

the recovered transformation. Therefore, the performance of the application depends

on the accuracy of ultrasound calibration.

In general, calibration phantoms are used to carry out ultrasound calibration [80].

Many of ultrasound calibration phantoms have been proposed, and these phantoms

can be categorized into two: point-based phantoms and structural phantoms. Point-

based phantoms are made by stylus [81] or a cross-wire [54, 82] representing a single

or multiple points in three-dimensional (3D) space. For one-dimensional (1D) array

US probe case, an ultrasound image slice can determine its 3D position by assuming

the point is in the ultrasound image plane, and the elevational axis component is
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Table 10.1: General characteristics of ultrasound calibration phantoms.

Phantom Point-based Structure (Line/Wall) based

Segmentation automation Hard Easy

Data collection time Time-consuming Fast

Elevation accuracy High Low

Available information Position Rotation and position

zero. Structures such as line- or wall- based phantoms, on the other hand, have its

pre-determined structure, and the segmented feature(s) from an ultrasound image

is registered back to the model structure to recover the ultrasound image pose with

respect to the phantom [83]. Point-based phantoms are generally more accurate com-

pared to structural phantoms because it does not require a registration process, but

takes a longer time to collect data because of its requirement to align the ultrasound

plane with the point. Moreover, calibration using point-based phantoms is hard to be

automated due to the mid-plane alignment process with respect to the point, while

structural phantoms are flexible and easy to implement automation by segmenting

lines or features.

Another point of view of ultrasound calibration is its mathematical perspective.

The equation available to compute depends on the accessible information; for exam-

ple, point-based phantoms only provide positional information of the phantom, while

structural phantoms provide both orientation and position. Having the full pose
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information from structural phantoms has a benefit to be able to formulate a closed-

form solution, and a fast computation is available by avoiding solving an optimization

problem.

The goal of the work is to present a phantom design and the associated algorithm

enabling a fast and accurate US calibration. A point-based phantom is considered as

the base design because of the superior elevational position detection capability com-

pared to the structural phantoms. Still, the limitation of the point-based phantoms

to have supreme calibration accuracy is its localization accuracy in the elevation di-

mension determined by US beam thickness. To address this challenge, Guo et al. has

proposed using an active echo (AE) phantom approach to precisely find the mid-plane

of the ultrasound beam [52,84]. AE phantom is made by a single PZT point, which re-

ceive a US beam from the probe, then instantly transmit back an echo. The strength

of the echo depends on the distance and angle of the US beam, so that the maximum

echo received by the probe indicates that the probe is perfectly aligned with the PZT

element in the hundreds micron accuracy. However, repeating mid-plane search for

each pose is time-consuming and requires a cumbersome system, that AE requires a

specialized signal processing system on board which is not easily accessible. Here, we

propose a new phantom design using multiple active point (MAP) sources that can

drastically simplify the process of mid-plane detection to speed up the calibration,

and has improved calibration accuracy as well. Compared to AE, active phantom only

requires a synchronized transmission board, and multiple points enable a closed-form
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solution which is not possible in AE, which is the single point.

This chapter is structured as follow. We first introduce the theory behind ultra-

sound calibration and the algorithm for the proposed phantom. Then, we present

the simulation and experiment setup to analyze the performance of the method. Af-

ter that, the results of numerical simulation and experiment are shown. Finally, we

discuss the limitation and potential applications of the method.

10.2 Contributions

The main contributions of this chapter are the following:

• Minimization of mid-plane search process for point based ultrasound calibration

• Development of mathematical framework of solving AX = XB formulation

using point-based phantom

• Theoretical derivation of multiple active points phantom based ultrasound cal-

ibration using invarients

• Evaluation of the concept through simulation and phamtom experiment
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10.3 Theory

10.3.1 Solving Ultrasound Calibration Problem

The ultrasound calibration is the process solving for the rigid-body transformation

from the ultrasound image frame to the tracking sensor frame, X. Various calibra-

tion phantom designs have been proposed, and there are corresponding formulations,

for which BX−1p and AX = XB are the two most common formulations, where

A,X,B ∈ SE(3), p ∈ R3 and SE(3) denotes the 3D homogeneous transformation.

The BX−1p formulation is used for point-based phantoms (Fig. 10.1(a) illustrates

an example of the point-based phantom coordinates). A single or multiple point-

like fiducials are scanned with a tracked ultrasound probe with a marker attached

from multiple poses with different orientations and positions. B is the homogenous

transformation from the tracking base to the sensor marker, and can be obtained

from the sensor reading. p is the physical point location within the ultrasound image

frame, segmented from the ultrasound image. Though 3D position is known in 2D

array probe, 1D array assumes the elevation axis to be zero, when the point is perfectly

aligned to be the mid-plane. For all combinations of Bi and Bj,

BiX
−1pi = BjX

−1pj, (10.1)

has to be satisfied, relying on the assumption that the point phantom from the track-

ing base frame is constant and fixed. At least three independent poses are required
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to find the unique solution of X.

AX = XB is another formulation solving this sensor calibration problem (Fig.

10.1(b) illustrates an example of AX = XB framework). For all combinations of pose

i and j,

AijX = XBij, (10.2)

stands, where Aij represents the relative rigid body transformation between the poses

Ai and Aj, as Aij = A−1
iAj. Similarly, Bij is the transformation between Bi and Bj,

as Bij = B−1
i Bj. Subscript As such as Ai and Aj are the transformations from the

ultrasound image frame to the phantom base frame for pose i and j, and subscript

Bs are the tracking transformation as used in the BX−1p formulation. AX = XB

formulation have a closed form solution, which means that it does not require to

solve an optimization problem [85, 86], and this can reduce the computation time.

Additionally, a method using pose covariance can be used to solve for the AX = XB

formulation without knowing the temporal correspondence between subscripts As and

Bs [87].

Practically, BXp formulation could compute a better X. Acquiring the full trans-

formation A requires a dedicated structure phantom such as a line or a wall. However,

instead of avoiding the time-consuming mid-plane search process compared to point-

based phantoms, it is typically challenging to provide accurate segmentation with

these structural phantoms due to beam thickness and US insonification angle.
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Figure 10.1: Illustration of multiple active-point phantom concept. (a) The conven-
tional single point target phantom, and BXp framework. (b) The proposed multiple
active-point phantom, and associated AX = XB framework.

10.3.2 Ultrasound Calibration Using Multi Active-

Point Phantom

Active point target is defined as the point fiducial that itself has the capability

of transmitting acoustic wave. It is contrasting with general calibration phantoms,

in which phantoms are passive all the time, and the signal appearance relies on

the ultrasound excitation from the ultrasound probe. Guo at al. [52] integrated

a piezoelectric element into a needle tip to fabricate an active target. With the

synchronized transmission with respect to the line trigger, the signals can reach the

ultrasound probe even if the point position is not in-plane. The geometrical distance

from the probe to the active point can be estimated based on the time-of-flight (TOF)

of the transmitted wave. Therefore, the active point phantom can eliminate the mid-

plane search process, and enable to distribute multiple active points in the 3D space.
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Traditionally, only BXp formulation was available using the point-based phantom

because the rotational relationship between the ultrasound image and a point is not

accessible. Our multiple active-point phantom enables AX = XB formulation by

recovering both rotation and translation from the geometrical relations of multiple

points on the phantom.

The concept of the multiple active-point phantom is illustrated in Fig. 10.1(b).

If the three-dimensional (3D) position of the point target is accessible with a 3D

ultrasound system such as two-dimensional (2D) array, the 3D location of each point

target on the phantom can be segmented, and the point cloud registration can be used

to recover the transformation A [88], relating two point clouds between the phantom

model frame and the ultrasound image frame through the formulation as

A = arg min
∑
i

||ApUS − pMAP ||2, (10.3)

where pUS is the point position from the ultrasound image frame, and pMAP is the

position from the phantom model frame. Although conventional point targets are

available with the 3D ultrasound system, active-point phantom provides background

free signals, and does not suffer from the imaging artifacts such as reverberation or

the surrounding environment.

Considering the one-dimensional linear array probe case, three-dimensionally lo-

cated active point target signals appear as 2D information in the raw channel data.

When x, y, and z axis are defined as lateral, axial, and elevation dimension from the

ultrasound image coordinate, the x axis of the point is the lateral position, and the
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norm of y and z axes is its time-of-flight as

pUS =


x

y

z

 =


x

√
D2 − e2

e

 , (10.4)

where e is the unknown elevational component. D is the distance from the target to

the receiver based on the earliest time of arrival signal in the received channel data.

When this pUS is used to solve for A together with the unknown e for each pose, the

Equation 10.3 would output A∗ with 1DOF unknown rotation as,

A = A∗ ·∆A, (10.5)

∆A =

∆R 0

0 1

 , axis− angle(∆R) =


r

0

0

 , (10.6)

where A is the true A, and the recovered A∗ containing unknown 1 DOF rotation r in

the x-axis of the ultrasound image coordinate. The Equation 10.3 including unknown

e has solutions for different r, thus it is not possible to solve for A without knowing

e. The AX = XB formulation with one unknown DOF in rotation is formulated as,

(A−1
i Aj)X = XBij, (10.7)

and Equation 10.5 gives

(∆A−1
i A∗−1

i A∗j∆Aj)X = XBij, (10.8)
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Equation 10.8 has eight unknown parameters: six unknown in X, and two from ∆Aj

and ∆Aj. Thereby, the solution of Equation 10.8 using multiple poses is X∗ as

X = ∆XX∗, (10.9)

where X is one DOF rotation (Proof is shown in Appendix C.1).

Although X cannot be solved with A with one DOF rotation, if at least one pose

of A is fully known, every other unknown A can be recovered using the Euclidean-

Group invariants. From screw theory, the homogenous transformation can be written

as

H =

eθN (I3 − eθN)p+ dn

0T 1

 , (10.10)

where eθN is the matrix exponential on θN , In is the n by n identity matrix, and θ is

the angle of rotation. In addition,

N =


0 −n3 n2

n3 0 −n1

−n2 n1 0

 , (10.11)

where n = [n1, n2, n3]T ∈ R3 denotes the unit vector representing the axis of rotation,

and p · n = 0. θ, d, n, p are known as the Plcker coordinates of the screw motion.

Here, we introduce the invariants θ and d, defined as

θ = arccos

(
tr(R)− 1

2

)
, (10.12)

d = t · n, (10.13)
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where R and t are rotation and translation vector of the matrix. It is known in the

AX = XB formulation, two invariant relations

θA = θB, and dA = dB (10.14)

should be satisfied.

In the MAP phantom, the full A can be recovered by making ultrasound beam

in-plane to one of the point targets. Using invariants θ and d, and one complete A,

all ∆A can be recovered by minimizing the following function:

min
∆A

∑
i=1

M(||fθ(∆A−1
i A∗i,j+1∆Ai+1)− fθ(Bi,j+1)||

+||fd(∆A−1
i A∗i,j+1∆Ai+1)− fd(Bi,j+1)||)

s.t.∆Ak = Ck, (10.15)

where Ck is the known rotation components by aligning a point to the ultrasound

plane for pose k. Two functions fθ(H) and fd(H) are defined as the function to

output θ and d by inputting the transformation H. Once all A’s are known, X can

be recovered by solving AX = XB problem.
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Figure 10.2: Diagram showing ultrasound calibration procedures using multiple
active-point phantom.

10.4 Methods

10.4.1 Calibration Workflow

The ultrasound calibration steps using the MAP phantom are summarized in

Fig. 10.2. For the data collection, the active points are placed as illustrated in

Fig. 10.1(b), and the transmitted signals were received by the ultrasound transducer.

The phantom should consist of more than three points, and the relative location of

these points should be known prior to usage. The received raw ultrasound data was

saved using the channel data acquisition system. The tracking device is attached to

the probe, and the tracking sensor information was recorded corresponding to the
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ultrasound data acquisition timing. Those two sets of data were used to generate A

and B, respectively, and finally used to reconstruct X.

The data processing was initiated by acquiring the active point location in the

ultrasound data. Although the elevational component is not accessible, the lateral

and axial components of the active point can be segmented from the earliest time of

arrival point. The lateral position is known by taking into account the probe pitch,

and the axial position is calculated from time to distance based on

D = τ · SoS, (10.16)

where τ denotes the temporal length from the probe to the active point, and SoS is

the speed of sound. The obtained two DOF point information and the phantom point

distribution were used to recover partial A (Eq. 10.5) using Equation 10.3. If one

of the points is located in-plane for the ultrasound plane, the elevational component

can be assumed to be zero. Thus, a full A can be recovered with this in-plane

data set by setting as a constraint during the optimization in Equation 10.3. By

relying on the earliest time-of-flight, only single point would be segmented as the

axial component, but there is an alternative approach using the entire waveform to

recover A as described in Appendix C.2.

From given the partial As including at least one full A and Bs (obtained by the

tracker), the full As are recovered using the invariants. Equation 10.15 derives the

one DOF unknown component in the partial A, and the full A can be found as Ai∆Ai.

Once corresponding As and Bs are recovered, the unknown transformation X can be
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solved with various solvers including optimization free closed-form solution [9-11].

10.4.2 Simulation

Geometrical simulation was conducted to test the calibration performance under

the presence of different sources of error. For the BXp simulation, a single point

target was set as the phantom, and a 128 elements linear array transducer was used

as receiver. To simulate the in-plane scanning where the ultrasound beam is across

the point target, the elevational component of the point position was set to zero. For

the AX = XB simulation, multiple points were set instead of the single point, while

other setups were kept to be the same. 80 poses were simulated and half of them

were used for calibration, and the rest were used for evaluation.

10.4.3 Experimental Implementation

An active element is used to transmit ultrasound signals and these signals were

received by DAQ device to collect channel data. Transrectal probe is used as an

ultrasound probe, and the linear array part is used for calibration. The curvilinear

part of the probe is used to obtain another set of locational information which could

be used to localize 3D location of the active element position. In this experimental

evaluation, we used UR5 (Universal Robot) as the mechanical tracker. Instead of

placing multiple active elements, we moved the robotic arm in the translational motion
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Figure 10.3: Experimental setup. (a) Active point phantom, (b) Transrectal probe
mounted on the robotic arm.

from the robotic base frame to emulate multiple point sources (Fig. 10.4(a)). The

robot arm is moved 125 positions corresponding to 125 unique poses for calibration.

For each of the poses, the robot arm is applied five translational motions from the

robot base coordinate to imitate a multiple active elements phantom is used. Five

position data is treated as the data received from a fixed pose while the active elements

position is changed.

10.4.4 Evaluation Methods

The evaluation of the calibration is done based on accuracy and precision. The

accuracy is the most direct metric showing the error distance comparing the recovered

point location and the true location for the same target, as

σAccu =

∥∥∥∥∥ 1

N

N∑
i=1

(BiXpi − c)

∥∥∥∥∥
2

, (10.17)
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Figure 10.4: The experimental design and the scanning field in the transrectal probe.

where c is the ground true target point from the tracking base frame. The precision

is the metric defined by

σRP =

∥∥∥∥∥∥
√√√√ 1

N

N∑
i=1

(BiXpi −BXp)2

∥∥∥∥∥∥
2

, (10.18)

where BXp is the mean of BiXpi for all i. Ideally, if no error exists, the true X

would make all BiXpi converge into a single point. When error exist, BiXpi for all

i will form a point cloud instead of a single point, and the size of the point cloud is

expressed as the validity of X.

Although the accuracy is more reliable metric to evaluate X, the experimental

analysis was based on precision because the ground truth point location c is not

accessible. Instead, the simulation evaluated both metrics of accuracy and precision

to compare their relevancy.
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Figure 10.5: Calibration error of BXp in (a) accuracy and (b) precision for corre-
sponding segmentation and elevational error.

10.5 Results

10.5.1 Geometrical Simulation

The first simulation is to evaluate the error tolerance of conventional BXp for-

mulation. Assuming a point target is scanned by the 1D array ultrasound probe, the

out-of-plane error and the segmentation error was injected. The result is shown in

Fig. 10.5.

The out-of-plane error increases the calibration error linearly and the 10 mm error

will result in around 2 to 2.5 mm range. Segmentation error provides a significant

effect of calibration error compared to the out-of-plane error especially when the out-

of-plane error is small. When out-of-plane error is huge, the effect will be relatively

weaker because the error will be embedded into the out-of-plane error. The calibration
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Figure 10.6: Calibration error of AXXB for different size of point phantom.

accuracy and precision metrics shows a close value, and it indicates the validity of

precision as the metric to evaluate the experimental results. However, it should be

noted that the experimental precision also includes the error in tracking B, while it

is not taken into account in this simulation.

Next, the BXp formulation is compared with the AX = XB formulation (Fig.

10.6). In this simulation, it is assumed that the 3D position of the multiple point

targets is known and A is recovered from that. The segmentation error was set to

1 mm and the error will add the uncertainly on the point location detection, and

size of the AX = XB multiple points phantom was changed from 1 to 10. The

out-of-plane error for BXp is not considered. The same evaluation was repeated 200

times and the average case is shown in the Fig. 10.6. For both BXp and AX = XB,

the segmentation error of 1 mm was added. The result shows that although the
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Figure 10.7: The effect of out-of-plane error on the calibration error.

calibration performance of BXp is fixed, AX = XB formulation has a potential to

outweigh that of BXp when certain phantom design is taken. In this case, the size

of the phantom was shown as the factor to improve the calibration.

Figure 10.7 shows the result when different out-of-plane error is applied. Only

single pose information is used, and the rest is only using the absolute distance from

the probe depth parameter. The calibration error is proportional to the out-of-plane

error. It is seen the proposed method is very sensitive to the out-of-plane error. The

single pose effect will be accumulated to the entire accuracy while if out-of-plane

error exists for all poses, the result becomes small because the error will be randomly

distributed. In this plot, the phantom size scale was varied from 1 to 10, but it did

not change the calibration error.

Tables 10.2 and 10.3 are results of calibration accuracy and precision when segmen-
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Table 10.2: 1D probe calibration accuracy using multi active point phantom.

Table 10.3: 1D probe calibration precision using multi active point phantom.

tation error as well as calibration error exists. Sub-millimeter accuracy was achieved

when the segmentation error smaller than 1 mm and the phantom size is certainly

large. In this case, out-of-plane error should be restricted by 0.5mm. The reason why

the segmentation error effect was stronger compared to 3D AX = XB, is that the

single pose used to determine all the rest As and the error will be accumulated during

other poses recoveries.
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10.5.2 Experimental Results

The experimental results based on 3D segmentation using both linear and curvi-

linear array are summarized in the table 10.3. For total five point targets, when each

of four points were used in calibration BXp, the internal precision shows the recon-

struction precision on the same point, but the poses not used for the calibration. For

the same number of poses, the external c shows the reconstruction precision when

the fifth point was used for the evaluation. In AX = XB, four points were used to

calibrate, and the same set of point targets as BXp was used to compute the recon-

struction precision. This indicates that BXp is going to recover particular point, but

it does not provide a better estimate for the point not chosen.

For 1D array calibration, the intermediate step of A recover is shown in Fig. 10.8.

This is comparing the A between the recovered As using the 1D array and the As

from two array ground truth data. The relative matrix is taken and the rotation

component is opened to the Euler angle representation. Before the 1DOF recovery

using the invariants, the 1DOF unknown error is distributed in the rotation around

the x axis, but after the invariants compensation, the error was drastically reduced.

Using the recovered A, the final performance of AX = XB formulation was 1

mm with the internal c and 0.93 mm for the external c. This result was worse

compared to the two probes calibration, because the one mid-plane information could

affect all other poses, and also there is no minimization effect by taking multiple

data as included in the two-array calibration. Interestingly, the calibration using
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Figure 10.8: Before (a) and after (b) recovering the unknown rotation.

the translational component of the recovered A provided the better X. This could

be because the BXt is using the global optimization, which is searching the X to

minimize the translational single point recover, and this is closer to the process of

calculating the reconstruction precision.

10.6 Discussion and Conclusions

We have proposed a new ultrasound calibration concept utilizing MAP phantom,

and demonstrated its feasibility thought theory, simulation, and experiment.

In simulation, both accuracy and precision were used as the metric to show the

calibration performance. And, it is shown that both metrics show a similar value. It

indicates that the precision could be a good indicator of calibration without knowing

the true accuracy. is similar from simulation.
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For AX = XB formulation, the phantom size is very crucial for its effect. Bigger

phantom could provide a reliable A, which eventually could be used to solve for

a better X. Conventional phantom design is limited because in-plane has to be

considered. Especially point base phantom is strongly restricted to scan the point.

The proposed one has wider freedom in the phantom design. If phantom will be

fabricated, then the bigger size can be chosen. If the phantom is based from the

multiple virtual points through applying static motion as shown in this paper, the

phantom design such as the number of points or the size of the phantom could be

more flexible.

The calibration phantom selection could be done based on needs, available equip-

ment, and particular applications. If millimeters calibration accuracy is acceptable,

the mid-plane error could be trivial. Then, the rapid phantom design such as struc-

tural phantom does not require the mid-plane search can be chosen. If the goal is

to achieve sub-millimeter accuracy, then the calibration methods including the mid-

plane error mitigation should be used. The point based calibration such as active echo

system would be ideal in this case. The multiple calibration possesses both advantage

in one system. This phantom design not only can minimize the mid-plane detection,

but also can neglect the mid-plane problem.

The limitation on the phantom design is the complexity of the equipment prepa-

ration. This phantom design requires at least an active element transmission system

if the translational motion can be applied to the phantom through a mechanical arm
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as UR5. Or, simply building multiple active elements phantom could be a direct

solution. Transrectal probe has two arrays placed in the 2D space, so could be used

as the phantom itself.
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11.1 Introduction

Lumbar punctures (LPs) are performed to collect cerebrospinal fluid (CSF), an

important bodily fluid needed to diagnose a variety of central nervous system disorders

or conditions, including life threatening ones like encephalitis or meningitis, where a

diagnosis delay of even a few hours can be catastrophic [89]. The current standard

of care utilizes anatomical landmarks to locate the L3-L5 intervertebral space; a

needle must be advanced through several tissue layers, between the vertebrae and

into the subarachnoid space without hitting other obstacles (e.g. blood vessels or

bone) along the way. Most LPs are performed blindly without the assistance of

imaging or guidance mechanisms. More than 400,000 LPs are performed annually,

but nearly 23.3 % end in failure due to the myriad of challenges [90,91]. These failures

lead to misdiagnoses, treatment delays, and subsequent unnecessary and dangerous

procedures [92–94]. Obese patients with excess adipose tissue between skin and target

structures suffer a significantly increased probability of LP failure [92], and the rate

of overall complications as a result of LPs almost doubles in obese patients to nearly

50 % [95–97].

The conventional image guidance used when a physician is unable to collect CSF

with a blind entry is fluoroscopy. While fluoroscopy is accurate, it cannot be used on

all patients, such as pregnant women, and it is expensive due to the required equip-

ment. It also delays diagnosis because it is usually scheduled for the following day,

and it exposes the patients and physicians to high levels of radiation for the entire
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duration of the procedure. There are several emerging imaging approaches to fur-

ther improve LPs. A majority of these solutions tackle this issue by improving upon

existing imaging technology through introducing tracking methods [98–103]. For ex-

ample, one solution introduced EM tracking to both the needle and the ultrasound

transducer, which resulted in a significantly improved success rate in facet joint injec-

tions [98]. However, this technology introduces additional systems to the clinic, which

can discourage adoption. Another proposed solution is a guidance system that incor-

porates ultrasound tracking of the needle coupled with patient specific geometries and

augmented reality to enable the accurate placement of anesthetic nerve blocks [99].

This approach again forces the physician to familiarize his/herself with both the track-

ing system and augmented reality. Some of the solutions described above have been

brought to market. The eZono [104], eZGuide magnetizes the needle to take advan-

tage of the Hall effect to track the needle in the body. This solution, however, does

not provide adequate resolution and sensitive tracking at greater depths. Moreover,

physicians have to acquire this system and adapt it in their clinical workflow. Another

example is the ClearGuide One, which utilizes a combination of CT and US to calcu-

late optimal needle trajectory [105]. A common trait among these existing solutions

is the introduction of additional equipment into the procedure creating substantial

disruption to existing workflow, which in turn leads to lower adoption rate.

Alternatively, integrating an ultrasound element directly with the epidural needle

is an approach combining the guiding and procedural tools into one, and several
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studies have investigated an ultrasound needle for A-line sensing [106, 107]. The

advantage of this approach is the sensor forward direction has already been aligned

to the actual needle insertion direction. Although, no additional interpolation or

registration process is needed, the limitation is that utilizing A-mode line alone to

guide a goal located several centimeters away is not realistic.

The proposed system extends this ultrasound needle approach by introducing an

imaging component to allow for visualization of tissues in LP procedures to elimi-

nate failed or traumatic attempts and iatrogenic complications in obese patients. We

propose a simple and direct needle insertion platform that dynamically tracks needle

position, enabling image formation from sweeping a single ultrasound element at the

needle tip. The needle-shape ultrasound transducer can not only sense the distance

between the tip and a potential obstacle such as bone, but also visually locate the

structures by combining transducer location tracking and back projection based syn-

thetic aperture (SA) beamforming algorithm. For dynamic image guidance, the angle

of the needle relative to the holster is measured, and back projection based synthetic

tracked aperture imaging algorithm is applied on the received US data to produce

high resolution images. In a typical use-case, the physician would insert the needle

into the patient subcutaneous fat layer and sweep the needle in an arc within the

adipose tissue to acquire an image of the tissue in front of the needle. This image can

then be used to guide and alter the trajectory of the needle to avoid peripheral bone

structures and access the correct target. Importantly, we propose that the ultrasound
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scanning is performed to guide the introducer to the correct location and that the

actual LP be performed by removing the ultrasound needle and inserting Quincke

needle through the same introducer.

This chapter serves the proof-of-concept of this technology through simulation and

phantom experiments. In simulation, the point targets were imaged for the resolution

evaluation, and the tolerances toward various errors have been evaluated. For the

experiment, metal wires phantom mimicking bone structures and human spine bone

phantom were imaged with the controlled motion and freehand scanning. Finally, we

discuss the uniqueness, benefits, and limitations of our approach compared to other

image-guided procedures.

11.2 Contributions

The main contributions of this chapter are the followings:

• Development and validation of single element based synthetic tracked aperture

imaging

• Development of registration-free lumbar puncture guidance using single element

ultrasound imaging
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11.3 Approach

11.3.1 Single Element Ultrasound Sensing and Imag-

ing

The conceptual design of the proposed single element ultrasound imaging system

is shown in Fig. 11.1(a). The technology consists of two subsystems: the needle-

shape ultrasound probe, and the ultrasound element tracking system, which consists

of the holster and encoders. An insert that can fit inside a Quincke needle, the

spinal insertion needle, is included in the system. The insert contains a PZT element

embedded at the tip, with a magnet wire backing material. The needle is fabricated

using a stainless steel tube with a magnet wire threaded through, with one end of the

magnet wire connected to the PZT element and the other end soldered to a coaxial

cable with a BNC connector. An angular encoder was used to track the 1-DOF

rotational motion. The needle itself provides an A-lines in real-time to the user, so

that the strong contrast from the bone could be used as a warning to prevent the

needle from collision. An ultrasound image of a slice of the scanning trajectory can be

formed during the procedure, which can aid in determining the direction the needle

should proceed.

The workflow for conventional blind insertion can be summarized as finding in-

sertion, actual insertion, forward motion of the needle penetrating the subarachnoid
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Figure 11.1: The concept of single element ultrasound sensing and imaging system
for dynamic lumbar puncture guidance. (a) The layers of tissue from skin to spinal
cord. Conventional LPs require advancing a needle through a small target window
that is difficult to identify in obese patients. (b) the illustration of the needle-based
single element ultrasound imager. The blue piece of the attachment will guide the
location of the ultrasound element. (c) The workflow diagram of the blind needle
insertion, compared with the proposed procedure with dynamic ultrasound guidance.
The proposed workflow reduces re-attempts that could be necessary in conventional
workflow without guidance. Note that the needle sweep occurs only up to subsurface
adipose tissue.
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space, and CSF collection. In our proposed workflow, our image/sensing guidance

can take place at the step prior to the needle penetrating subsurface fat tissue. First,

the physician palpates the patient’s back, as in the current standard of care. Ultra-

sound images can be collected as need for finding the insertion position. Once the

initial entry point has been determined, the tracking holster is placed on the back of

the patient at the determined location. When the holster is secured, the physician

threads the needle through the holster into the patient. To generate an image, the

physician sweeps the needle in an arc, a motion similar to one that is already needed

in navigating the needle for a no-guidance procedure. Tissue damage is not a concern

because the adipose and connective tissues surrounding the spine are soft and simply

move out of the way of the needle while sweeping. This sweeping motion allows our

system to collect data from both the needle probe and the tracking holster, and the

angle range of 10-30 degrees are expected depends on the target window size and

the needle insertion depth while in adipose tissue. As the algorithm processes this

data, the image is updated on the screen for the physician to use in real-time. The

physician is then able to sweep again at a deeper layer to produce another image. It is

important to note that these sweeping motions are routinely performed by physicians

in LPs. During the needle insertion beyond adipose tissue, the distance from bone

to the needle can be updated in real-time through sensing. The needle will not be

swept close to the target or in the subarachnoid space after dural puncture. Before

puncturing the dura, the ultrasound element insert can be pulled out and a small
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biopsy needle (22G or higher gauge) threaded in to puncture the dura for CSF col-

lection, creating a small hole in the dura and minimizing the possibility of iatrogenic

complications arising. In this way, it is possible to safely perform a LP while avoiding

structures along the way to the subarachnoid space.

11.3.2 Back Projection Based Synthetic Aperture

Reconstruction

Synthetic aperture focusing is a technique of merging small sub-aperture infor-

mation into a coherent wide aperture to reconstructing a resolution-enhanced B-

mode image. This concept is applicable to a virtual ultrasound array, which is

formed by combining multiple A-line data and ultrasound element tracking informa-

tion [43,44,46,50]. The needle can rotate with one tracked degree-of-freedom (DOF),

producing a scan of a curvilinear region. In conventional delay-and-sum based syn-

thetic aperture focusing, multiple re-acquired A-line data are used to beamform a line,

and a B-mode image is formed by repeating this process. However, this method does

not allow real-time updating of the image based on newly acquired A-line data from

continuously changing ultrasound element positions as the needle pivots. Therefore, a

back-projection approach is applied here by projecting each collected radio-frequency

(RF) A-line data back to a pre-defined 2D field for real-time visualization. The rela-
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tionship between pre and post reconstruction can be formulated as

ybf (m,n) =
∑
e

ybfe(m,n, e), (11.1)

ybfe(m,n, e) = ypre(d, e), (11.2)

where ybf is the final reconstructed RF data, ybfe is the reconstructed RF data from

single position, and ypre is the received raw RF data. m, n are the pixel information

of the lateral and axial direction, respectively. The distance in the pre-beamformed

data is d, and the element number is e. The received signal distance is related to the

actual image geometry from

d2 = m2 + n2. (11.3)

For each element position, this back projection is repeated. Figure 11.2 presents

the back projection process by adding the number of angles for reconstruction. From

the very left, a single element back projection is shown. As the number of poses in-

creases, the focusing effect becomes gradually stronger, which makes the point target

size smaller. For all intermediate or final B-mode image display, envelope detection

and scan conversion are applied on the beamformed data.
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Figure 11.2: The back projection reconstruction process corresponding poses. Left:
A position -6 degree from the center pose was back-projected. Middle: Position in
the range from -6 degree to the 0 degree position were back-projected and summed.
Right: Positions in the range from -6 degree to +6 degree position were back-projected
and summed. The yellow line represents the back projection geometrical loci of the
point at 30 mm depth point target.
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11.4 Methods

11.4.1 Simulation

Simulations were performed to validate image reconstruction and analyze the effect

of needle localization errors on image. Five target points were simulated from 10-mm

to 50-mm with 10-mm intervals. Assuming a single element ultrasound transmit and

receiver, the rotation radius from the rotation axis to the element was 40 mm. The

center frequency of the point target was set to 4 MHz, and the data was sampled

in 40 MHz. The image was reconstructed with the back projection based synthetic

aperture algorithm. The simulated virtual scan collected 128 poses with 0.46 degree

pitch. Two types of tracking errors, rotation tracking error, and rotation radius error,

were considered for the error tolerance analysis. The full-width at half maximum

(FWHM) was the metric to represent the point target size and the lateral resolution.

11.4.2 Experimental Implementation

11.4.2.1 Needle with PZT Element Fabrication

As described in section 11.3.1, the needle-shape ultrasound transducer is based on

the PZT-5H element placed on the tip of the wire inserted in a 14G Quincke needle.

The center frequency of the PZT element was 10 MHz. The element is placed at the

tip of a wire which is threaded through a stainless steel tube; itis attached on end of
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the tube, with an electrode conductively adhered to the wire and the other electrode

to the steel tube. The thickness of the wire is analogous to the element diameter,

so the wire has the effect of a backing layer. The other end of the wire and tube

are connected to a coaxial cable with a BNC connector so that the needle can be

connected to sampling devices.

11.4.2.2 Ultrasound Tracking

The proposed imaging approach is based on the accurate tracking of the element

location informed by a 12-bit absolute magnetic angular encoder (AEAT-6012). The

fabricated single element transducer is mounted on a holster with a rotation encoder

to read the precise rotational position [108]. The encoder can provide absolute angle

detection with a resolution of 0.0879; it has no upper speed limit, though there will

be fewer samples per revolution as the speed increases. The encoder is connected to

an encoder-to-tube adapter, which allows the pivot angle of the needle to directly

correspond to the angle of read by the encoder. The current design incorporates an

Arduino UNO which collects the encoder angle. The distance from the needle tip to

the rotation pivot point was 36 mm. This translation from the pivot point directs

the ultrasound element tracking together with rotation information.
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Figure 11.3: Experimental setup. (a) The pictures of the needle transducer mounted
on the holster and the metal wire phantom design. (b) Diagram of hardware integra-
tion for the single element ultrasound system.

11.4.2.3 Data Collection

The transmission was triggered by a function generator, and received ultrasound

and the trigger signals are captured by an oscilloscope or data acquisition system

(US-Key, Lecoeur Electronique). In this validation experiment, we firstly scanned

with a known trajectory. The top of the needle was attached to a Cartesian stage

which was used to precisely rotate the needle and set its position, allowing it to hold

steady at each incremental angle step. The RF data was collected nine times at

each position, and we used the averaged RF line at each position for synthetic image

formation. For the freehand scanning, the needle was moved freely along the rotation,

and data for 500 positions for ultrasound and rotation tracking were collected. The

encoder and ultrasound reception was synchronized through MATLAB software. The

tracking data and the ultrasound data are transferred to a PC for data processing.
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11.5 Results

11.5.1 Simulation Results

The result of the simulated point targets is shown in Fig. 11.4. For the ground

truth data without any error, well reconstructed point targets could be confirmed.

However, two types of error sources introduced image deformation. The first type of

error was axial uncertainty simulating incorrect rotation radius; this error could be

introduced by tissue motion artifacts or the motion of the holster itself. The second

type of error was the rotation reading error. This false reading occurs when the

rotation reading has an error or the recording was faster than the actual motion. As

shown in Figs. 11.4(b-c), the image quality was drastically worse compared to the

ground truth case with no error.

Next, the tolerance of the system to these errors was quantitatively evaluated by

varying the magnitude of the error. Fig. 11.5 shows the amount of image deformation

for certain error conditions through the metric of FWHM. The error magnitude in

the figure represents the standard deviation of the randomized shift applied on the

ground truth data. For the axial motion, FWHM was stable until 0.04 mm, but

start degrading after introducing 0.05 mm error. For the error in rotational angle,

FWHM was acceptable until 1 degree, but gradually degraded as the error magnitude

increased. If the potential magnitude of error is predictable, it is necessary either to

sweep the same region several times or to sample angles in smaller steps to average
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Figure 11.4: Simulated point targets and corresponding received RF data of a point
at 30 mm depth. (a) ground truth image with no error. (b) The result with error in
the axial axis, and (c) the result with error in the rotation axis.
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Figure 11.5: The full-width at the half maximum (FWHM) of the point targets for
different error sources. (a) The resolution in the presence of error in axial direction
for each receive line. (b) The resolution in the presence of error in rotational angle
tracking.

out the error. Sweeping in the lower speed is another solution to minimize scanning

angle pitch, but slow sweeping has more rooms to contain errors due to breathing or

body motion.

11.5.2 Needle Sensing Evaluation

Figure 11.6 shows the sensitivity of the depth detection, and the accuracy of the

rotation encoder. The depth detection result is shown in Fig. 11.6(a), showing that

the ultrasound needle could accurately sense the depth information. The needle depth

sensing itself could be used as a real-time guidance tool, by indicating how deep the

needle could go before hitting the high contrast region. This could work well, given

that in our case, the largest structures are bone. The accuracy of the encoder was
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assessed experimentally prior to implementing in our system. The needle was placed

vertically and incrementally rotated such that, at each new angle position, the new

angular reading from the encoder and the horizontal displacement of the tip of the

needle were recorded. With the horizontal displacement of the needle tip (x) and

the known length of the arc radius (r), the actual angle can be calculated with this

simple trigonometric equation:

θ = tan−1x

r
. (11.4)

This was compared to the angle found with the encoder to find the error, and

a linear trend was observed as seen in Fig. 11.6(b). The angle sensitivity of the

needle was 11.44 degrees where -6 dB signal strength was reached. These two pieces

of information indicate that the sensing system is sufficient to produce images with

minimal distortion as indicated by motion from tissue or sensors.

11.5.3 Single Element Ultrasound Imaging with

Controlled Scan

Experimental results using our prototype imager are shown in Fig. 11.7 and Fig.

11.8. For a controlled scan, the needle position was fixed at each angle, and swept

in 1 degree step. Figure 11.7(a) shows the reconstructed images before and after

applying synthetic aperture focusing (SAF). The signals from point targets did not

appear across a wide range of line data, because the needle has inherent high angular
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Figure 11.6: The evaluation results of the needle (a) and the rotation encoder (b).
(a) The distance from the needle reading was compared to the designated motion
distance, and (b) the angle measurement for the encoder was compared to the actual
angle. The correlation function for both the depth sensing and rotation encoder
sensing was higher than 99.99 and 99.94, respectively.

sensitivity. The beamformed image shows a clear resolution improvement for both

targets, but the targets contrasts were slightly deteriorated because of the strong

background noise and off-axis summation from tracking errors. The beamforming

side lobes appeared in the near field, which could be attributed to incoherency of

the data due to the tracking inaccuracy. The FWHM of the shallower wire improved

from 3.53 mm to 1.94 mm through SAF, and that of the deeper wire improved from

6.36 mm to 2.51 mm.

After testing on the point target phantom, the real spine bone phantom was

scanned to test a more practical scenario. Figure 11.8 shows the spine image in the

slice crossing the vertebrae horizontally. While two edges of the bone were observed,

the center region captures the bone in the middle, signifying that this point should be
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Figure 11.7: The imaging result of the metal wire phantom. (a) The B-mode image
of pre- and post-beamforming. The angle axis profiles of two metal wire targets are
shown in (b) and (c), corresponding to wire 1 and 2, respectively. For each profile,
the results before and after applying synthetic aperture reconstruction are compared.

avoided for insertion. The contrast is not strong in the center region due to the angled

reflection from the bone. When the needle angle and the target are perpendicular,

the signal will reflect mostly to the receiver but if there is an angle, the reflection will

be weaker than the perpendicular position.

11.5.4 Single Element Ultrasound Imaging with

Free-hand Scan

After confirming the validity of the controlled scan, we tested the feasibility of

free hand scanning with the wire phantom. Continuous 500 positions were recorded

by sweeping the needle back and forth, and at the same time, the rotation angle was
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Figure 11.8: (a) The spine phantom picture and the scanned plane. (b) The ultra-
sound image of the spine phantom. The contrast from the center region indicates
that the needle cannot go through without changing the insertion orientation.

collected by the encoder. The angular range of the scanning was 61 degrees. The

result captures the three wire targets, and the size and position match the original

phantom design. Comparing the reconstructed point size of the very left wire, the

FWHM improved from 2.08 mm to 0.95 mm through synthetic aperture beamforming.

11.6 Discussion and Conclusions

The current standard of care for LPs introduces a wide range of iatrogenic compli-

cations and places a heavy financial burden on the patient, physician, and healthcare

system overall. The proposed imaging system incorporates an ultrasound element at

the tip of the needle to allow for high resolution imaging at any depth the needle

can be inserted. The needle probe bypasses the attenuation from adipose tissue and
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Figure 11.9: The freehand scanning result of single element ultrasound imaging sys-
tem. (a) The measured angle for 500 needle positions. (b) The metal wire phantom
design, and (c) the ultrasound image from the data of 500 positions corresponding to
61 degrees sweeping.

skin that plagues traditional topical ultrasound approaches. By providing the physi-

cian with visualization of the bone structure ahead, and facilitating accurate midline

placement, the needle will pass through a plane known to be devoid of significant

blood vessels and nerves [109]. The simulation validation and experiments using our

prototype successfully demonstrate the potential of the tool for LPs guidance.

Compared to other imaging systems, there are clear advantages. Unlike other

ultrasound guidance systems, the proposed system is an independent imager that

does not require any registration process which could introduce additional needle

tracking inaccuracy. The real-time sensing of information is the most direct and

informative way to prevent undesired contact between the needle and bone. As the

image plane is kept in the needle frame, there is no out-of-plane error that could be

introduced due to ultrasound beam thickness in the conventional ultrasound probe

based guidance. The system also requires minimal electrical components, making it

more cost effective.
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Another unique aspect of the system is the fact that the proposed system could

update the sensing/imaging at any intermediate insertion depth in real-time, while

conventional guidance must rely on information gathered prior to entry such as preop-

erative CT or ultrasound-to-tool calibration. This up-to-date information is not only

more reliable, but also enables higher resolution especially as the needle approaches

the real target. Conventional ultrasound could have a limited imaging depth depend-

ing on the object and frequency used. Thus the proposed system can provide clearer

and more precise information for guidance.

Regarding the limitation of the system in practical implementations, the tissue

layer could cause signal attenuation that lowers the intensity from the bone surface.

Therefore, a more sensitive receiver circuit and needle are desired. SNR can be

improved by electrical impedance matching between the sampling circuit and needle.

Another solution is to use a PZT element with lower center frequency, which can

lower the requirement for the error because the wavelength also becomes low. This

will also help reduce beamforming artifacts because the wavelength of signals becomes

longer. Additionally, signal processing or a more adaptive beamforming algorithm

could also help to counter this concern. The tracking accuracy due to motion artifacts

are considered as another problem. There is some inevitable error from the mis-

synchronization between the tracking and the ultrasound data. Ideally, the tracker

should be fast enough to reduce the error introduced. Other than that, unexpected

angular sensitivity from a non-orthogonal element (i.e. an element that was placed

226



CHAPTER 11. SINGLE ELEMENT SYNTHETIC TRACKED APERTURE
ULTRASOUND IMAGING

at a tilt from the manual fabrication process) could introduce beamforming error.

Future works include building an adaptive image formation algorithm taking into

account the known angular sensitivity, and enhancing the SNR of the image. The

system will be further tested in more realistic environments such as ex vivo tissue or

in vivo.
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Chapter 12

In Vivo Photoacoustic Prostate

Cancer Imaging Using

PSMA-Targeting Contrast Agents

In this chapter, I was responsible for algorithm development, system integration,

data collection, analysis and writing. Dr. Ying Chen synthesized the PSMA targeted

PA agent. Ala Lisok assisted the animal preparation. Dr. Jeeun Kang provided

technical support. Dr. Martin Pomper and Dr. Emad Boctor supervised the project.
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12.1 Introduction

Prostate cancer is one of the most common types of cancer and the second leading

cause of cancer-related death among men in the United States. In a recent report

from 2016, 180,890 men were diagnosed with the prostate cancer, and 26,120 men

died [110]. Prostate cancer is known for its high survival rate when it is localized

because of its slow tumor growth, but the survival rate drops with the onset of

metastasis and subsequent accelerated tumor growth. Therefore, screening has a

substantial value for early detection, enabling to treat the cancer in the early stage.

Prostate-specific antigen (PSA) blood test [111] and digital rectal examination

have been gold-standard prostate screening methods. After those screenings, a tran-

srectal or transperineal needle biopsy are performed for definite diagnosis of prostate

cancer [112]. However, these need biopsy procedures are invasive, and not ideal

for early stage screening and repetitive therapeutic monitoring after proctectomy.

Therefore, there has been a need to develop a targeted non-invasive imaging screen-

ing method that can detect prostate cancer in the early stage with high sensitivity

and selectivity.

Molecular imaging differs from traditional anatomical imaging in that biomark-

ers are used to help image particular targets. Prostate-specific membrane antigen

(PSMA) is a type II integral membrane protein that shows its expression on the sur-

face of prostate cancer cell [113, 114]. PSMA has been used as imaging and therapy

targets with its advantage of showing the expression in neovascular endothelium of

230



CHAPTER 12. IN VIVO PHOTOACOUSTIC PROSTATE CANCER IMAGING
USING PSMA-TARGETING CONTRAST AGENTS

Figure 12.1: Proposed image based prostate cancer screening.

solid tumors but not in normal vasculature [115, 116]. It is also known for show-

ing high affinity with aggressive rather than indolent tumor [117]. PSMA-targeted

biomarkers have been developed for many imaging modalities including radionuclide

imaging, MRI, and fluorescence (FL) imaging.

Photoacoustic (PA) imaging is a noninvasive and nonionizing hybrid imaging

modality combining high optical absorption contrast resolution with high spatial res-

olution of ultrasound imaging. Using near infrared laser excitation and ultrasound

detection enhances the light-penetration and resulting imaging depth by minimizing

the absorptive and scattering attenuation during the light propagation through the

biological tissue. A number of PA contrast agents have been previously evaluated to

selectively visualize tumor tissue or metabolic properties. In particular for prostate

cancer screening, Dogra et al. suggested the potential of using of PA imaging as the
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modality of imaging PSMA targeting molecules [118]. Yet, the concept has not been

demonstrated in vivo.

In this work, we propose the PA imaging approach to non-invasively detect PSMA

expressing prostate tumor in vivo. For this, we used a PSMA-targeted PA contrast

agent, YC-27, a molecule formed with an optical dye, IRDye800CW, and a high-

affinity urea-based PSMA ligand Lys-Glu-urea. This molecular linker can specifically

bind on PSMA expressed in the prostate cancer to be selectively quantified with

spectroscopic PA imaging with material decomposition algorithm.

12.2 Contributions

The main contributions of this chapter are the following:

• Development of in vivo photoacoustic imaging system

• Invivo demonstration of PSMA targeted PA imaging

• Differentiation of PSMA positive and negative tumors through imaging mice

xenograft
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Figure 12.2: Structure of PSMA targeted PA agent.

12.3 Methods

12.3.1 Synthesis of PA Agents

The PSMA-targeted molecule, YC-27, was composed of three functional parts

(Figure 12.2). The first component is an optical dye, IRDye800CW. The second

component is a high-affinity urea-based PSMA ligand Lys-Glu-urea. The third com-

ponent is a linker that tethers the PSMA ligand to the bulky optical dyes using a

lysine-suberate linker. This agent showed high affinity to PSMA (Ki < 15 nM) in in

vitro binding assay. The detail synthesis of YC-27 and in vitro assay methodology

can be found in [119].

12.3.2 Animal Preparation

Mice xenograft was prepared as the in vivo imaging targets. PSMA+ PC3 PIP and

PSMA- PC3 FLU prostate cancer cell lines [116] were grown in RPMI 1640 medium
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(Invitrogen, Carlsbad, CA) containing 10 % fetal bovine serum (FBS) (Invitrogen)

and 1 % Pen-Strep (Biofl- uids, Camarillo, CA). All cell were cultured in 5 % carbon

dioxide (CO2), at 37.0 degree in a humidified incubator. Animal studies were under-

taken in compliance with the regulations of the Johns Hopkins Animal Care and Use

Committee. Six- to eight-week-old male, non-obese diabetic (NOD)/severe-combined

immunodeficient (SCID) mice (Charles River Laboratories, Wilmington, MA) were

implanted subcutaneously with 1106 PC3-PIP and PC3-FLU cells on the back side of

mice behind kidneys. Two tumors were placed next to each other to enable to image

in ultrasound and PA imaging at the same time (Figure 12.3A). Mice were imaged

when the tumors reached 3-5 mm in diameter. A set of PA and ultrasounds images

were acquired from both PIP and FLU tumors before injection of the contrast agent.

Inhalational anesthesia (isoflurane) was applied on mice through a nose cone attached

to the imaging bed. The PA agent of 50 nmol in PBS was injected via tail vein, and

the post-injected tumors were imaged at 24 hour, and 13 days for 5 mice. For one of

those mice, we fixed the mouse position during the molecule injection, and recorded

2 hour data point for both PA and fluorescence imaging.

12.3.3 Ultrasound Imaging

Ultrasound images were used as the baseline to locate the tumor region. A clinical

ultrasound scanner (SonixCEP, Ultrasonix Corp.) was used to collect in vivo mice

imaging. A linear array transducer (L14-5/38, Ultrasonix Corp.) with 128 elements
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Figure 12.3: (A) Xenograft tumor preparation. The xenograft tumors (PIP and FLU)
were inclubaed on the back of mice. (B) Photoacoustic (PA) imaging setup. Laser
was illuminated through bar-type fiber bundles, and PA signals were collected by a
linear array transducer.

and the pitch of 0.3 mm was used. The mice were anesthetized and placed on a

fixation stage while the dorsal was facing up. The ultrasound gel was used to couple

the ultrasound probe and mice with tumors. The position of ultrasound transducer

was optimized by ultrasound B-mode images to maximize the tumor cross-section.

12.3.4 Photoacoustic Imaging

After determining the ultrasound slice position relative the mice, PA images in the

same image field were collected consecutively. A Q-switched Nd:YAG laser integrated

with an Optical Parametric Oscillator (OPO) (Phocus Inline and MagicPrism, Opotek

Inc.) was used as the light source. The emitted light was coupled with a 4-cm bar-

shape optical fiber bundle, which enable the co-registered emission with respect to
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the linear array transducer. With the tunability of the laser system, the spectral

responses for near-infrared wavelengths (i.e. 700-850 nm at 10-nm interval) were

scanned with 20-Hz pulsed repetition frequency and 5 nm pulse duration. At each

wavelength, multiple PA data was collected with 64 pulsed laser excitations for frame

averaging. The raw PA signals from mice were received by the ultrasound probe, and

the data was acquired using data acquisition system (SonixDAQ, Ultrasonix). The

raw channel was then beamformed and post-processed to form a PA image for the

spectroscopic analysis.

12.3.5 Material Decomposition

The contrast of the reconstructed PA image is consisted by the combination of

multiple contrast agents including the dye, blood, and other tissue materials. The

process of unmixing each source material from the raw PA intensity utilizing multiple

wavelengths is necessary to correctly quantify the exogenous contrast agent inten-

sity. Assuming PA signals is composed with a linear accumulation of multiple signal

sources, the received raw PA spectrum is the summation of the multiplication of con-

trast agent spectrum and quantity. Therefore, the unknown dye and other contrasts

m are calculated as

arg min
m1,2,...,M

∥∥∥∥∥p−
M∑
i=1

miµa,i

∥∥∥∥∥ , (12.1)

where p is the raw PA spectrum, and i represents the contrast number. µ is the ab-

sorption spectrum of the contrast i, and M is the number of contrast-of-interest. In
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this work, we assumed three contrasts within the PA image: oxygenated and deoxy-

genated hemoglobin, and the YC-27 constrast agent. The spectrum of hemoglobin

was known from literature [120], and the spectrum of the dye agent was taken from

invitro experimental results presented in the Result section.

12.3.6 Fluorescence imaging

Fluorescence imaging was recorded as the ground truth of detecting PSMA ex-

pressed tumors using Pearl Imager (LI-COR Biosciences). This instrument employs a

CCD camera with a field-of-view of 11.2 by 8.4 cm at the surface of the imaging bed.

The scan time was less than 30 s to complete white light, 700 and 800 nm channel

image acquisition that is optimized for IRDye800CW detection. The output images

were displayed a pseudocolor with corresponding scale. All images were acquired at

the same parameter settings and are scaled to the same maximum values. Imaging

bed temperature was adjusted to 37 degree Celcius. The animal preparation and pro-

tocol of YC-27 administration have been mirrored as conducted in our spectroscopic

PA recording.

12.4 Results and discussion

PA spectrum of the contrast dye was measured to confirm its spectroscopic char-

acteristics. For this in vitro phantom experiment, IRDye800CW-Ulea diluted with
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Figure 12.4: PA spectroscopic characteristics. (a) The PA spectrum of IRDye800CW-
Ulea. (b) The PA intensity versus the dye concentration.

PBS and was placed in transparent tubes with 1.27-mm diameter (AAQ04133, Ty-

gon, Saint-Gobain Corp.), which were located at around 30 mm depth in the water

tank. The YC-27 had the maximum absorption at 780 nm. The PA spectrum of the

dye with 50 µM concentration was shown in Fig. 12.4A. The PA intensities at 780

nm wavelength under different dye concentrations from 0.5 to 50 µM were shown in

Fig. 12.4B.

The PA and ultrasound images of mice were recorded before and after the dye

injection. Figure 12.5 shows the PA and ultrasound images of one mouse under

different time points, and the quantified PA agent intensity was plotted. The raw

PA contrast was seen at pre-injection due to background blood signals, but there is

no YC-27 visible after material decomposition. For the same mouse, a clear YC-27

contrast was seen in both PIP and FLU tumors after 2 hour. This is attribute to the

blood circulation around the tumor. After 24 hours from injection, the PA agent in
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the blood was washed out, so that the contrast from the FLU tumor was decreased

substantially, while a strong agent update was remaining in the PIP tumor. The same

trend was observed in fluorescence imaging by comparing the quantitated intensity

of PSMA targeted agent.

Figure 12.6 summarizes the quantified PA and fluorescence intensity from YC-27

contrast for both PIP and FLU tumors under different time points. With five mice

testing, the PA intensity from YC-27 showed a statistically significant improvement

by comparing pre-injection and a24 hour post-injection on PIP tumors (p < 0.01),

as well as comparing PIP and FLU tumors at 24 hours time point (p < 0.01). We

also performed the measurement after 13 days from the injection, and the weak YC-

27 contrast was remaining in the PIP tumor. The same trend could be observed in

fluorescence results (Fig. 12.6B). Then, we compared the correlation between PA and

fluorescence intensity using the all data points with different tumor types and time

points (Fig. 12.6C).

The result reveals that the PA and fluorescence were strongly correlated, and

suggested that PA imaging could serve as a complemental modality of fluorescence.

Comparing these two imaging systems, the main different is the dimensionality where

PA imaging provides slice-lie tomographic view of tissue, while fluorescence imaging

delineate the superficial distribution of the contrast. Therefore, PA imaging hold

its unique potential of being used as the non-invasive imaging modality for prostate

cancer screening.

239



CHAPTER 12. IN VIVO PHOTOACOUSTIC PROSTATE CANCER IMAGING
USING PSMA-TARGETING CONTRAST AGENTS

Figure 12.5: PA and ultrasound imaging of PSMA negative (FLU) and positive (PIP)
tumors. (a) Image comparison of the tumor before injection and after 2 hours and
24 hours injection. (b) Quantified the PA intensity of FLU and PIP tumors. (c)
Quantified the fluorescence (FL) intensity of FLU and PIP tumors.
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Figure 12.6: (A) PA intensity comparing before injection and after injection 24 hours
and 13 days. ∗ stands for p-value lower than 0.01. (B) Fluorescence intensity com-
parison after injection 24 hours and 13 days. (C) Comparison of PA and fluorescence,
and its correlation.

12.5 Conclusions

In this chapter, we used the PSMA targeting PA contrast agent, YC-27, and

validated the feasibility of PSMA tumor detection in vivo. PA imaging visualizing a

tomographic slice could reveal the similar agent contrast as fluorescence imaging does

provide through superficial dorsal angle. These results suggest that PA imaging has

as reliable PSMA targeting molecule detection capability as fluorescence imaging in

a non-invasive manner.
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Photoacoustic Voltage-Sensitive

Dye Recording

This chapter has been published as: H. K. Zhang*, P. Yan*, J. Kang, D. S. Abou, H.

N. D. Le, A. K. Jha, D. L. J. Thorek, J. U. Kang, A. Rahmim, D. F. Wong, Emad

M. Boctor**, Leslie M. Loew** (*equal contributions, **co-corresponding author),

“Listening to membrane potential: Photoacoustic voltage sensitive dye recording, in

Journal of Biomedical Optics, 22(4), 045006, 2017.

This is a collaborative work done through Brain Initiative effort with multiple PIs

across The Johns Hopkins University and University of Conneticut. I was responsible

for developing the theoretical model, system integration, lipid vesicle prepration, data

collection, analysis and writing. Dr. Ping Yan synthesized the PAVSD800-2, and

wrote the method section related to the dye synthesis. Dr. Jeeun Kang and Dr.
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Diane Abou assisted the experiment. Dr. Daniel Thorek, Dr. Jin Kang, Dr. Arman

Rahmim, Dr. Dean Wong, Dr. Emad Boctor, and Dr. Leslie Loew supervised the

project.

13.1 Introduction

The quantification of neurotransmitter (NT) activity with high temporal resolu-

tion is essential to build a comprehensive map of brain function. We need to improve

upon the low temporal resolution, but high pharmacological specificity, of PET and

higher spatial and temporal resolution, but less specific, MRI. Membrane potential

measurements utilizing direct electrical recording or by imaging using voltage sen-

sitive dyes (VSD), have been used to observe spontaneous NT events by means of

voltage fluctuations caused by ionic currents. In general, imaging approaches have

the advantage that patterns of activity can be studied with high resolution over large

areas of brain [121]. However, purely optical based detection approaches have several

limitations which include a small dynamic range and only shallow penetration depth

due to light scattering and absorbance of overlying tissue in vivo.

Photoacoustic (PA) imaging is an emerging hybrid imaging modality. Here, non-

invasive molecular light absorbance dependent acoustic signal occurs at depths of up

to several centimeters in biological tissue [73, 77], with a micro to millimeter special

resolution that is limited by the acoustic bandwidth and focusing. The mechanism
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behind PA imaging is that upon excitation by a short-pulsed laser, thermal relaxation

of the chromophore excited state induces local thermal elastic expansion. Using near

infrared laser excitation and ultrasound detection enhances the light-penetration and

resulting imaging depth by minimizing the absorptive and scattering attenuation

during the light propagation through the biological tissue.

Towards use of this technique for functional brain imaging, previous research

has demonstrated PA imaging to be capable of monitoring brain activity based on

the blood-oxygen-level dependent (BOLD) signal change. This imaging procedure,

which does not rely on the administration of exogenous contrast agent [122–124], is

susceptible to several non-linear physiological and biophysical parameters in addition

to the NT activity or electrical signaling. As a result, it is regarded as an indirect,

semi-quantitative reflection of the membrane potential change in neurons [125, 126].

An alternative approach is needed in order to provide direct readout of membrane

potential events in cerebral tissues.

A number of contrast agents have been previously evaluated for use with PA imag-

ing to selectively visualize tumor tissue or metabolic properties [127–129]. Most of the

proposed PA contrast agents have been based on the extinction coefficient of the com-

pound used as the materials with a stronger absorbance should provide strong PA in-

tensity. Here, we show how voltage-dependent PA signals may be produced by VSDs.

We first develop the theoretical concept whereby the fluorescence quenching of the

voltage-dependent dye leads to a reciprocal enhancement of PA intensity. Based on
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this concept, we synthesized a novel near infrared PA VSD (PAVSD800-2) whose PA

intensity change is sensitive to membrane potential. The performance of the PA-VSD

developed was tested with a lipid vesicle test system that allowed us to readily manip-

ulate membrane potential and measure both the PA and spectrophoto/fluorometric

response. Importantly, it has near-infrared excitation and emission bands, which

would make it appropriate for deep NT activity imaging applications. Furthermore,

our theoretical model based on the photophysical properties of the VSD enable us to

quantitatively estimate the PA voltage sensitivity. Further development of the ideas

described herein promise exogenous contrast agents with high temporal and spatial

resolution for deep brain NT activity measurements.

13.2 Contributions

The main contributions of this chapter are the followings:

• Development of photoacoustic based voltage imaging

• Development and validation of photoacoustic voltage sensitive dye

• Theoretical derivation of quenching based photoaoucstic contrast enhancement
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13.3 Theory and Principle

13.3.1 Design of a PA-VSD Based on

Photophysics and Photochemistry

When a chromophore absorbs a photon to occupy an excited state, it can relax

back to the ground state either by emitting a photon or by shedding its energy as

heat. The former is termed radiative decay and has a rate, kr, that depends on

the chromophore and its molecular environment; the radiative decay is measured as

fluorescence. The thermal decay route, with a rate kt, also depends on both the

structure of the dye molecule and its environment. Specifically, low energy internal

vibrational modes can facilitate thermal relaxation; and the environment, including

interactions with solvent or with specific interacting partners quenchers also offer

non-radiative decay pathways. The PA intensity depends on the thermal decay of

chromophores after they are excited by a short intense laser pulse; the resultant rapid

and large thermal decay produces a burst of heat that locally increases the kinetic

energy of neighboring molecules and can be detected with an ultrasound detector. The

key point is that for a given chromophore, the efficiency of thermal (th) (acoustic) and

radiative (fluorescence (F ) and phosphorescence) decay processes are in competition;

for most organic chromophores, phosphorescence can be neglected, leading to simple
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relationships:

ΦF =
kr

kr + kt
,Φth =

kt
kr + kt

, (13.1)

These equations give the theoretical quantum efficiency, Φ, for fluorescence and

photoacoustics, corresponding respectively, to the probability that an absorbed pho-

ton will be transformed into an emitted photon, detectable as fluorescence, or into a

thermoelastic expansion of an absorber, detectable as PA. Both arithmetically and by

the principle of conservation of energy, the sum of ΦF and Φth must be unity. Indeed,

there is experimental evidence of the reciprocal relationship between fluorescence ef-

ficiency and PA efficiency. For example, Qin et al. designed a PA contrast agent, in

which PA intensity was enhanced by suppressing the fluorescence emission [130].

It has long been known that cyanine dyes have a tendency to form aggregates

at high concentrations. The aggregates are non-fluorescent. Waggoner et al. devel-

oped a series of highly sensitive VSDs based on cyanine dyes that, because they have

delocalized positive charge, redistributed across cell membranes as a function of the

membrane potential [131]. Because the charge is delocalized, they are able to perme-

ate through the hydrophobic cell membrane and redistribute according to the Nernst

equation. The idea is that the dye molecules will accumulate inside polarized cells

at sufficiently high local concentration to produce non-fluorescent aggregates; upon

depolarization, the dye molecules will be released and diluted into the larger exter-

nal volume, favoring fluorescent monomers (Figure 13.1). Indeed, under the right

circumstances, depolarization can produce >100 fold increases in cyanine dye fluo-
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Figure 13.1: The principle of the fluorescence quenching effect on the developed VSD
(PAVSD800-2) according to a varying membrane potential: typically -70mV and 0mV
in the polarized / depolarized states of neurons, respectively.

rescence [132], because the tendency for the dyes to aggregate shifts the equilibrium

for more monomeric dye to be driven in by the membrane voltage.

We reasoned in the present work that there should be a reciprocal relationship

between the fluorescence and the PA sensitivity to membrane potential (Figure 13.1)

because the aggregated state of the cyanine dyes should favor thermal decay of the

excited state. However, previously reported cyanine dyes with superior voltage sen-

sitivity, such as di-SC2(5) [132], absorb around 650 nm or lower. Because the best

available laser systems for PA detection are in the near infrared spectral range and

because longer wavelengths allow deeper penetration into tissue, we decided to de-

sign and synthesize a new cyanine dye specifically for application as PA-VSD. Our

first candidate, PAVSD800-2, shows a fluorescence emission in near-infrared region
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with the absorbance peak around 800 nm and fluorescence emission at 828nm in the

presence of lipid membranes.

13.3.2 Thermal Confinement and Fluorescence

Emission

To be able to quantitatively predict the PA response to a change in membrane

potential, we derived a more detailed mathematical model to incorporate the PA

signal enhancement with the fluorescence quenching effect. This model also accounts

for possible changes in dye absorbance. In the classic formulation, the initial PA

pressure, p0, has been modeled based on absorbance as,

p0 =
β

ρCvκ
ΦthµaΥ = ΓΦthµaΥ, (13.2)

where β is the thermal compressibility; ρ is the mass density; Cv is the heat capacity;

κ is the isothermal compressibility; Φth is the thermomechanical conversion efficiency,

µa is the optical absorbance; Υ is the optical fluency, and Γ is the thermodynamic

conversion coefficient for PA pressure generation, which is also known as the Grneisen

parameter. However, this formulation is not sufficient to model the PA pressure

enhancement due to fluorescence change for the purpose of designing VSD. Our new

formulation starts from the energy conservation rule based on quantum yield; the

total amount of absorbed energy by an absorber (i.e., Eabs = µaΥ) will be converted

into thermal energy (Eth), and light re-emission like fluorescence (EF ), and other
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photochemical reactions (Eothers):

Eabs = Eth + EF + Eothers, (13.3)

and the substitution of Eq. 13.3 into the Eq. 13.2 gives

p0 = ΓEth = Γ(Eabs − EF − Eothers). (13.4)

Now, the PA pressure change ratio (i.e., CPA) depending on the neural depolar-

ization can be expressed as

CPA =
p0

p′0
=

(Eabs − EF )

(E ′abs − E ′F )
, (13.5)

where p0 and p′0 are the initial PA pressures generated by PA-VSD at resting and

depolarized states of neurons, assuming Eothers is negligible compared to EF . E ′abs

and E ′F are the total energy amount of absorbance and fluorescence emission in action

state, respectively.

Correspondingly, the total amount of absorbance and fluorescence change depend-

ing on the depolarization state of a neuron can be given by

CPA =
Eabs
E ′abs

(13.6)

and

CF =
EF
E ′F

(13.7)

In addition, the ratio of fluorescence energy compared to total optical absorbance

in resting state, which is same as the quantum yield Φ′F can be given by

Φ′F =
E ′F
E ′abs

=
Cabs
CF

ΦF . (13.8)
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Figure 13.2: PAVSD800-2 synthetic scheme. Conditions: (a) CH3CN, 130◦C, 14 h,
64; (b) Ac2O, 130◦C, 1 h; and (c) 11 Ac2O/pyridine, 100◦C, 40

In all, the PA pressure change ratio in Eq. 13.5 can be reformulated as

CPA '
CF (C2

abs − ΦF )

Cabs(CF − CabsΦF )
=
Cabs − Φ′F · CF

1− Φ′F
. (13.9)

Hence, the PA signal change in response to neuronal depolarization is determined

by the combination of the absorbance and fluorescence changes, as well as the ratio

of the fluorescence energy and the absorbance energy in the depolarized state.

13.4 Materials and Methods

13.4.1 Synthesis of PAVSD800-2

PAVSD800-2 was synthesized by modified literature methods [133, 134] (refer to

Fig. 13.2).

3-Ethyl-1,1,2-trimethyl-1H-benzo[e]indolium iodide (2). [133] 1,1,2-Trimethyl-1H-

benzo[e]indole (1, 1.0 g, 4.78 mmol) and iodoethane (2.8 g, 18.0 mmol) were dissolved

in 5 mL acetonitrile under nitrogen. The mixture was sealed in a pressure vessel and

allowed to react at 130◦C for 14 h. Upon cooling down to 5◦C, the solids formed were

filtered out and washed with acetone to give 2 as gray crystals (1.12 g, 64%).
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Intermediate 4. [134] Benzoindolium 2 (128 mg, 0.35 mmol) and glutaconaldehyde

dianil hydrochloride (3, 100 mg, 0.35 mmol) were dissolved in 2 mL of acetic anhy-

dride, and the mixture was allowed to react at 130◦C in a pressure vessel for 1 h. The

solution turned purple. The progress of reaction was followed by absorbance spectra

in methanol, which showed a major peak at 501 nm upon completion. This reaction

mixture was used for the next step directly.

Cyanine PAVSD800-2. A second equivalent of benzoindolium 2 (128 mg, 0.35

mmol) and 2 mL of pyridine were slowly added to the intermediate (4) in acetic

anhydride. The mixture was allowed to react at 100◦C for 30 min, and the solu-

tion turned green. The progress of reaction was followed by absorbance spectra in

methanol, which showed a major peak at 780 nm upon completion. After cooling

down, the solvents were removed by rotary evaporation and the residue was pu-

rified by chromatography (SiO2-amino bond, 2:98 MeOH/CH2Cl2). Green colored

fractions were combined and the solvents were removed by rotary evaporation. The

residue was washed with isopropanol (2 10 mL), and then dissolved in 30 mL 1:2

i-PrOH/CH2Cl2. The solvents were evaporated slowly under vacuum until about 5

mL was left. Precipitates formed were filtered out and washed with 10 mL i-PrOH,

and dried to give cyanine PAVSD800-2 as green powders (94 mg, 40%). Rf (silica

gel, 1:9 MeOH/CH2Cl2) = 0.64; 1H NMR (400 MHz, CD3OD) δ 1.42 (t, J = 7.2 Hz,

6 H), 1.97 (s, 12 H), 4.23 (q, J = 7.2 Hz, 4 H), 6.32 (d, J = 14 Hz, 2 H), 6.56 (t, J

= 12.4 Hz, 2 H), 7.46 (t, J = 6.8 Hz, 2 H), 7.55 (d, J = 8.8 Hz, 2 H), 7.58-7.68 (m,
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3 H), 7.95-8.07 (m, 6 H), 8.21 (d, J = 8.8 Hz, 2 H); LCMS: m/z = 537.0 [M-I]+.

13.4.2 Lipid vesicle preparation

Lipid vesicles were prepared from 25 mg soybean phosphatidylcholine (Type II)

suspended in 1 mL of K+ buffer, which contains 100 mM K2SO4, and 20 mM HEPES.

This suspension was vortexed for 10 min and sonicated in bath-type sonicator for 60

min, yielding a translucent vesicle suspension. A Na+ buffer containing 100 mM

Na2SO4, and 20 mM HEPES was prepared. During experiments 10 µL of vesicle

suspension was added to 1 mL of Na+ buffer, resulting in an approximately 100:1 K+

gradient across vesicle membrane. VSD was added to this suspension. When 2.5 µL

of 10 µM valinomycin, a K+ specific ionophore, was added K+ ions were transported

from inside to outside of vesicle membranes, resulting in a negative membrane poten-

tial. This negative potential drives the positively charged VSDs inside the vesicles,

which causes aggregation of dyes and quenching of fluorescence. Subsequent addition

of 2.5 µL of 1 mM gramicidin, a non-specific monovalent cation ionophore, allows

Na+ cations to move from outside to inside of vesicle membranes to short circuit the

membrane potential.
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13.4.3 Experimental Setup for Photoacoustic

Voltage-Sensitive Dyes Characterization

13.4.3.1 Spectroscopic/fluorometric voltage sensitive dyes

characterization

A combined spectrophoto/fluorometer system (Spectramax i3x, Molecular De-

vices) was used to measure both fluorescence and absorbance of the PA-VSD with 1,

3, 6, and 9 µM concentrations. For fluorescence, the measurement was conducted for

the spectral range from 750 nm to 850 nm at 10-nm increment, and the absorbance

was measured in the range from 600 nm to 900 nm at 5-nm increment. Note that 720

nm wavelength was used for excitation during spectrofluorometry of the PA-VSD.

13.4.3.2 Phantom experiment setup for photoacoustic

voltage-sensitive dyes sensing

The PA sensing system was employed for the characterization of the synthesized

PA-VSD (Figure 3); A Q-switched Nd:YAG laser integrated with an Optical Para-

metric Oscillator (OPO) (Phocus Inline and MagicPrism, Opotek Inc.) was used for

PA signal generation. With the tunability of the laser system, the spectral responses

for near-infrared wavelengths (i.e. 700-850 nm at 10-nm interval) were scanned with

20-Hz pulsed repetition frequency and 5 nm pulse duration. The light was delivered
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Figure 13.3: Phantom experiment setup for PA characterization of PAVSD800-2.
Near-infrared light excited the sample in the tubing (green) through the optical fiber
bundle, and the generated PA signals were captured by a clinical linear array trans-
ducer (10-MHz center frequency).

through an optical fiber bundle with a 9 mm round shape output, which was aligned

with ultrasound receiver. The PA-VSD in the lipid vesicles suspension was loaded

into transparent tubes with 1.27 mm diameter (AAQ04133, Tygon R©, Saint-Gobain

Corp.), which were located at around 30 mm depth in the water tank. Note that the

temperature of the water was consistently maintained at 22◦C during the experiments.

A 10-MHz linear ultrasound probe (L14-5/38, Ultrasonix Corp.) was used for

PA-VSD sensing in practical circumstance with a limited bandwidth (i.e., 75% -6 dB

fractional bandwidth). Similarly, a hydrophone with wide flat bandwidth from 250

kHz to 20 MHz (HGL-1000, Onda Corp., CA, USA) was used to collect single line

radio-frequency (RF) PA pressure signal. Twenty sets of PA data were collected,
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in which nineteen of them were collected using the linear array transducer, and the

other was through the hydrophone, and the average and standard deviation values

were calculated. The PA signals acquired at the depth of target were used to form an

averaged RF signal, which is further processed to present PA intensity at each optical

wavelength; this permitted an accurate correlation with the spectrophotometric mea-

surements. For the imaging setup, one set of data was obtained using the linear array

transducer from 9 µM PA-VSD at 800-nm optical wavelength, and the differentiation

between the resting and polarized states was analyzed.

13.5 Results

13.5.1 Spectrophoto/fluorometric Photoacoustic

Voltage-Sensitive Dyes Characterization

The spectrophoto/fluorometric results of the dye with different concentrations

are shown in Figs. 13.4-13.6. In the absorbance results, Fig. 13.4(a) shows the

absorbance spectrum for PAVSD800-2 at 6 µM concentration, and the peak was

determined to be 800 nm. The absorbance slightly decreased in response to the

membrane potential at the addition of valinomycin. As the negative control, adding

gramicidin into the suspension with valinomycin recovered its absorbance intensity.

When the dye concentration of 1, 3, 6, and 9 µM concentrations were tested, a linear
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Figure 13.4: The spectrophotometric characteristics of the (a and b) PAVSD800-2
and (c) the di-SC2(5) at the simulated resting/action states using valinomycin (Val)
and gramicidin (Gra). (a) Absorbance spectrum of the dye PAVSD800-2 for the
concentration of 6 µM. (b) Absorbance spectra at the wavelength of 800 nm for
different dye concentrations. (c) Absorbance spectrum of the dye di-SC2(5) for the
concentration of 6 µM.

trend of absorbance increase was observed by increasing the dye concentration, a

slight reduction during depolarization is seen for all concentrations [Fig. 13.4(b)].

A decrease in the primary absorbance peak and an increase in shoulder peak are

characteristic of H-aggregation for cyanine dyes [135].

The measured fluorescence spectra with different PAVSD800-2 concentrations are

shown in Figs. 13.5(a-c). The fluorescence quenching effect is due to negative mem-

brane potential generated by the addition of valinomycin, a K+ specific ionophore,

and subsequent self-quenching of positive dye molecules accumulating and aggregat-

ing inside the vesicles. The effect was reversed when gramicidin, a Na+ ionophore,

was added to depolarize the membrane potential. The spectrum change in fluores-

cence quenching at 6 µM concentration is shown in Fig. 13.5(a). As negative control,

K+ buffer was used as the external buffer instead of Na+ buffer. This control condi-
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Figure 13.5: The spectrofluorometric characteristics of the PAVSD800-2 (a-b), and
the di-SC2(5) (c). (a) The emission spectrum of the dye PAVSD800-2 at 6 µM
concentration. (d) The fluorescence emission at 820 nm for different concentrations.
(c) Fluorescence emission spectrum of the dye, di-SC2(5) at 6 µM concentration.

tion establishes the same concentration of K+ on both sides of the vesicle membrane,

preventing the generation of a polarized voltage when valinomycin is added; the ab-

sence of a fluorescence change therefore indicates that the dye does not interact with

valinomycin or gramicidin at these concentrations (Fig. 13.5(a), right), but responds

only to membrane electrical potential (Fig. 13.5(a), left). The amount of fractional

change in fluorescence emission depends on the dye concentration, and the trend at

the emission wavelength of 825 nm is shown in Fig. 13.5(b).

A fractional change in absorbance and fluorescence emission for different PAVSD800-

2 concentrations are compared and summarized in Fig. 13.6. A small valinomycin-

induced absorbance reduction of 2 % to 6 % were observed from 1 to 9 µM concen-

trations, while the fluorescence quenching up to 49 % was observed for 9 µM concen-

tration. This substantial fluorescence change will contribute to the corresponding PA

signal sensitivity to membrane potential.
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Figure 13.6: The fractional change of absorbance at 800 nm and fluorescence signal
at 825 nm between the simulated resting to action states by adding valinomycin.

The absorbance and fluorescence spectrum of the classic VSD, di-SC2(5), at the

concentration of 6 µM are also obtained, and shown in Figs. 13.4(c) and 13.5(c). This

result may be regarded as a positive control to verify that the lipid vesicle system

was operating as expected. Figure 13.5(c) particularly serves to highlight that the

magnitude of the fluorescence response can be dramatically large and that improved

versions of the longer wavelength cyanine dyes may be achievable.

13.5.2 Photoacoustic Characterization of the

Photoacoustic Voltage-Sensitive Dyes

The PA spectrum of 6 µM PAVSD800-2 is shown in Fig. 13.7(a) for a typi-

cal experiment. Valinomycin administration, which polarizes the lipid vesicle mem-

branes, increases the PA signal intensity. Addition of gramicidin restores the PA
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Figure 13.7: (a) PA spectra of the PA-VSD for different concentrations at the pres-
timulus (black) and stimulated polarized (red) and depolarized (green) states using
valinomycin (Val) and gramicidin (Gra). (b) Voltage-dependent PA intensity at 800
nm for different concentrations.

signal intensity close to the original level. In this experiment, the PA intensity at

800 nm wavelength increases by 14 in the polarized state. Different concentrations

of PAVSD800-2 were also tested at 800 nm [Fig. 13.7(b)]. As would be expected, an

increase in PA intensity is observed with concentration and the effect of polarization

(Val, red) and depolarization (Gra, green) is seen at all concentrations. To confirm

the statistical significance of the PA enhancement through polarization, 20 samples

were measured, and PA intensity variation was computed by normalizing the intensity

to the initial dye intensity. Figure 13.7(c) shows the mean and the standard deviation

of PA intensity variation under three conditions (prestimulus, stimulated polarized,

and depolarized states). Comparing the initial depolarized state and after adding

valinomycin, and the valinomycin result and the result after adding gramicidin, p-

values were all below 0.05. The fractional PA intensity changes upon polarization at

1, 3, 6, and 9 µM concentrations were 17 %, 24 %, 17 %, and 17 %, respectively.
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Figure 13.8: The PA images for three conditions: the depolarized state from the
PAVSD800-2 only, the valinomycin-induced polarized state, and the gramicidin-
reinduced depolarized state.

Figure 13.8 shows the reconstructed PA images with the 800 nm wavelength.

A data set at 9 µM concentration, which showed 22.72 % fractional change of PA

signals, was chosen to display. The brighter contrast was observed from the tubing

in the valinomycin-induced polarized state, and the contrast was restored to the pre-

stimulus level in the depolarized state after adding the gramicidin.

To further emphasize the change in PA intensity, the before and after valinomycin

difference images are shown in Fig. 13.9. The result after adding gramicidin shows a

close intensity to the original data, and it is regarded as the negative control of the

evaluation. Note that the same color scale was used on these two results, and a clear

enhancement in PA signal intensity was seen at the simulated resting state (i.e. the

valinomycin-induced negative potential) compared to that of the depolarized state.
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Figure 13.9: Stimulated resting and action state contrast change relative to the pre-
stimulus state intensity. (a) Image produced by subtraction of the gramicidin data
from the initial PA dye image is considered a negative control. (b) The difference
between the initial PA dye image and the valinomycin-induced polarized state. Mag-
nitude represents the fractional change of the intensity relative to the pre-stimulus
state intensity.
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13.6 Discussion

In this chapter, we report a novel concept for the design of PA-VSDs based on

the fluorescence self-quenching mechanism of cyanine VSDs. We then experimentally

validated this idea by designing, synthesizing and testing a near infrared absorbing

cyanine dye. Based on the results, we demonstrated the promise of PA imaging to

detect membrane potential events in real-time.

Our approach relies on the voltage-dependent mechanism of cyanine dye re-distribution

through cell membranes. It is important to note that this mechanism can be slow on

the timescale of seconds [131, 132, 136]. This is too slow follow the millisecond time

scales of neuronal action potentials or electrical events at individual synapses. Studies

using 2-photon fluorescence imaging microscopy of fast VSDs or genetically encoded

voltage indicators can produce high spatial and temporal resolution, <1 ms and <1

µm [137–140]. Although the cyanine dyes are too slow to capture such single spatially

localized events, we believe that the proposed VSD technology integrated with PA

imaging promises to allow deep monitoring of brain activity patterns on the sub mil-

limeter spatial scale and second timescale. Spatial resolution in PA imaging mainly

depends on the frequency of ultrasound receiver and the focusing aperture size. For

example, when the receiving ultrasound probe has center frequency of 10 MHz, the

maximally expected resolution is 150 µm in theory. Potentially, 2-photon excitation

could permit localized PA detection down to the µm scale. Pronounced electrical

events such as seizure patterns should be readily imaged. Additionally, because the
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slow VSDs effectively integrate electrical activity over space and time, spatiotemporal

patterns in response to prolonged stimulus and neurotransmitter release should also

be captured. Of course, the studies presented in this report represent the first gener-

ation of PA-VSDs with a simple excitation and detection scheme and are intended to

demonstrate our design principles. We will use these principles to develop improved

PA-VSDs that will capture faster and/or smaller electrical events.

We cannot be certain of the precise membrane polarization induced by valinomycin

in our phantom study, because of some inevitable leakage permeability of the lipid

vesicle membranes. Nonetheless, the valinomycin-induced membrane polarization has

the upper estimate of -120 mV, which is derived from the 100-fold potassium gradient

across the lipid vesicle membranes. From the given polarization, we achieved 24 and

49 of fractional changes in PA and fluorescence at, respectively, 3 and 9 µM PA-

VSD. Therefore, the physiological membrane potential changes in the ranges of -20

to -100mV should be readily detectable. This sensitivity is considerably higher than

the best fast VSD used for fluorescence monitoring of excitable cells and tissue [140].

Slow VSD mechanisms can, in general, produce much higher sensitivities than fast

VSDs with ∆F/F as high as 500/100mV [132]; we therefore anticipate that we will be

able improve the sensitivity of PA-VSDs much further by designing structures with

optimized solubility and permeability.

Although the measured absorbance reduction and the fluorescence quenching rep-

resent two competing processes to control the magnitude of PA sensitivity, the effect
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Figure 13.10: The theoretical PA signal change based on the absorbance change and
fluorescence change from the experimental data.

of fluorescence quenching was dominant as observed in our experimental results (com-

pare Figs 13.4(a) and 13.5(a)). In general, we would need to have measurements of

the quantum efficiency ΦF in each membrane state to be able to make quantitative

prediction of the PA intensity change by applying the theoretical model derived in Eq

13.9. Based on this formulation, Fig. 13.10 shows the PA intensity enhancement for

various PAVSD800-2 concentrations over a range of resting ΦF , where the absorbance

and the fluorescence change parameters were taken from the experimental measure-

ment results. This graph demonstrates that the PA intensity change is indeed highly

sensitive to the fluorescence quantum efficiency. The quenching effect outweighs the

absorption reduction, and leads to PA intensity enhancement when the quantum yield

is higher than around 0.1.

The derived theoretical model in Eq. 13.9 provides a quantitative tool to guide

optimization of PA-VSD performance for potential applications in transcranial PA
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and fluorescence imaging. This model indicates three directions to design a better

fluorescence quenching based VSD; (1) higher fluorescence quenching effect, (2) less

absorbance reduction or larger absorbance enhancement upon aggregation, and (3)

higher fluorescence efficiency ΦF . It might be counterintuitive that a higher ΦF

would produce a better PA intensity change, but the higher the baseline ΦF is, the

greater the opportunity for large quenching becomes, as more energy transfers into

non-radioactive decay. Nevertheless, there should be further optimization between

fractional contrast change of PA signals and its sensitivity, which may be lowered by

the high ΦF . Our future work will be focused on enhancing the balanced performance

of PA-VSDs guided by the theoretical model.

A limitation of the current theoretical model is that the PA or fluorescence change

is based on the assumption of a linear system with respect to the energy. However,

some studies suggested that the PA intensity could be non-linearly related to the light

energy under certain circumstances [141, 142]. Therefore, the theoretical model can

be improved by including potential non-linear sensitivity of the VSD.

In addition to the dye features that would improve PA voltage sensitivity, other

important dye attributes will also be needed to produce practical PA-VSDs for brain

imaging. Such improvement might include: even longer wavelengths to further en-

hance deep tissue imaging; greater aqueous solubility to allow higher concentrations

to be delivered to neuronal tissues; dyes with faster voltage-dependent redistribution

kinetics to allow for sensing of activity down to the timescale of action potentials or
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individual NT events. We believe the work described here provides both a theoretical

and experimental proof of concept to allow us to further develop photo acoustics as

a new modality for imaging electrical activity in the brain.

13.7 Conclusions

In this paper, we presented a PA based VSD, PAVSD800-2, as a potential tool

to monitor membrane potential for brain imaging. The design principle of the dye is

to manipulate fluorescence quantum yield to enhance PA intensity through voltage-

dependent fluorescence quenching, while the total absorbance remains stable. We

also derived the theoretical model to predict the PA intensity change based on known

phot-physical dye characteristics. This model is experimentally validated, and the

reciprocal relationship between PA and fluorescence was demonstrated for different

dye concentrations.
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Conclusions

In this dissertation, I introduced enabling technologies and explored associated ap-

plications to broaden the impact of translational ultrasound/photoacoustic imaging.

The goals of these technologies were; (1) to broaden the accessibility to photoacoustic

imaging and demonstrate the translational applicability, (2) to make both ultrasound

and photoacoustic imaging be more comprehensive and capable of imaging deep by

incorporating co-robotic paradigm, and (3) to explore clinical and scientific applica-

tions through molecular photoacoustic imaging.

Along the goals given, three research topics were introduced in this thesis. Part I

presented the enabling technique to maximize the access to photoacoustic imaging by

using clinical ultrasound scanner and low-cost light source. Part II was the integration

of robot with both ultrasound and photoacoustic imaging system through human

robot cooperative control to overcome existing challenges in user-dependency and
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image quality. Part III was the demonstration of translational photoacoustic imaging

on brain imaging and cancer detection. Together, these parts explored the feasibility

of co-robotic translational ultrasound and photoacoustic imaging.

Future works include the further refinement of the proposed systems. The SPARE

algorithm will be merged to clinical ultrasound scanner for real-time visualization, and

the potential of avoiding the usage of line trigger will be investigated to further ex-

tend the applicability. This dissertation demonstrated the feasibility of the co-robotic

ultrasound system under limited motion and conditions. Therefore, the system per-

formance should be evaluated more by appling more complicated trajectories and

variable settings. Finally, these enabling technologies will be tested on the molecular

PA imaging to validate the feasibility of low-cost high performance modality.
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Technical Terms and Acronyms

1D: One Dimentional

2D: Two Dimensional

3D: Three Dimensional

BME: Biomedical Engineering

FL: Fluorescence

FOV: Field-of-View

IEEE: Institute of Electrical and Electronics Engineers

LCSR: Laboratory for Computational Sensing and Robotics

MAP: Multiple Active-Point

MRI: Magnetic Resonance Imaging

MUSIIC: Medical UltraSound Imaging and Intervention Collaboration

PA: Photoacoustic Imaging
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RF: Radio Frequency

PLD : Pulsed Laser Diode

ROI : Region of Interest

PRF: Pulse Repetition Frequency

PSA : Prostate-Specific Antigen

PSMA: Prostate-Specific Membrane Antigen

SNR: Signal-to-Noise Ratio

SPIE: Society of Photographic Instrumentation Engineers

STRATUS: Synthetic TRacked AperTure Ultrasound

TOF: Time of flight

TRUS: Transrectal Ultrasound
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Supplemental information for

Chapter 6

B.1 Tracking Systems and Ultrasound

Calibration

Two rigid-body transformations are required to track an ultrasound image: a

transformation from the tracking base to the tracking sensor, and a transformation

from the tracking sensor to ultrasound image. Various tracking systems can be used

to obtain the transformation from the tracking base to the tracking sensor, including

electromagnetic (EM), optical, and mechanical tracking systems. EM tracking sys-

tems are based on the transmission of an EM field and the EM sensor localizing itself
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within this field. The advantages of an EM tracking system are that no line of sight is

required, and the sensor size can be small. The drawbacks are interference from fer-

romagnetic metals, wired EM sensors, and its limited tracking accuracy compared to

other tracking systems [143]. Optical tracking systems are based on tracking fiducials

or markers using single or multiple optical cameras. The accuracy is typically below

0.35 mm [144,145], and this number is stable and lower than that of the electromag-

netic tracker. The main problem for optical trackers is that line of sight is required.

On the contrary, mechanical tracking systems consisting of mechanical linkages can

also be used to for tracking. An example of an active mechanical tracking system is a

robot arm, which tracks its end-effector or the end of its mechanical linkages. Robot

arms have been reported to achieve precisions of 0.05 mm to 0.10 mm [146]. While a

robot arm is generally more intrusive than EM or optical tracking systems, it is also

able to resolve controlled motions.

The process to acquire the rigid-body transformation between the tracking sen-

sor and the ultrasound image is known as ultrasound calibration, a variation of the

classic hand-eye calibration problem [147]. Ultrasound calibration is a pre-operative

procedure and would be conducted prior to STRATUS imaging. Many factors can

easily affect its accuracy, and the design of calibration phantoms is one of the most

important components. A point-based calibration phantom is a classic phantom used

by many groups [148,149]. Since it is difficult to fix a single point in three-dimensional

space, a cross-wire phantom or stylus phantom are used instead. Other than point-
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based calibration, a Z-bar phantom [83] and wall phantom have also been proposed.

The performance of ultrasound calibration largely depends on the ultrasound im-

age quality and segmentation method. Point-based calibration is considered to be

more accurate than other calibration methods because it is less dependent on image

segmentation. The synthetic-aperture technique requires sub-wavelength localization

accuracy to merge information from multiple poses, which is challenging to achieve in

conventional ultrasound calibration. Therefore, a more accurate calibration technique

is in demand.

B.2 Error Terms in Rigid-body

Transformation

To express the error in a transformation matrix as a single metric, we defined

the precision error expressing the extent of errors in both rotation and translation.

Assuming a point location from a transformation coordinate F is p, then the point

location from the world coordinate is

p0 = Fp. (B.1)

When error in F exists, the point location becomes
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pe0 = F∆Fp. (B.2)

The precision error was calculated in units of mm as the standard deviation of pe0

for multiple F and p combinations, while the global point position p was fixed. To

evaluate the contribution from rotational and translational components in ∆F to the

precision error, we run a simulation based on Equation B.2.

In this simulation, three components in both rotation and translation were ran-

domized. The rotational components were represented by its three Euler angles, and

the translational components were represented by its three-dimensional vector. The

norm of the three components in both rotation and translation was used as the input

to the simulation to represent the extent of errors. The magnitude of the norm was

varied in a range from 0 to 1 degree for rotation and from 0 to 1 mm for translation.

Six components in rotation and translation were randomized 100 times, and the mean

of 100 trials is shown as the value of the precision error. The result is shown in Fig.

B.1. This result represents the magnitude of precision error when certain rotational

and translational errors exists in a transformation.
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Figure B.1: The relationship between rotational and translational components to the
overall precision error.

B.3 Error Propagation Analysis of

BXp formulation

RP of a point can be regarded as an indirect way to guess the error in X, but

RP is not entirely reliable because RP depends on the motions taken, and on the

segmentation error in p. Thus, we conducted a mathematical analysis to derive the

connection between the error in X, B and p to estimate the feasible error range of X

in the experiment.

In a point-based calibration, a fixed point location po can be expressed as

p0 = BXp, (B.3)

p0 = RBRXtp +RBtp + tB, (B.4)
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where RB and RX are the rotational component of the transformation B and X,

respectively. tp, tX , and tB are translational components of B and X, respectively;

however, in reality, although p0 is a constant number, BXp suffers from errors. There-

fore, under the condition that BXP contains error, the realistic formation becomes

p0 = RB∆RBRX∆RX(tp + ∆tp) +RB∆RB(tp + ∆tp) + tB + ∆tB, (B.5)

where ∆ represents the error in the component. Rotations can be represented as

R = exp(~nθ), where ~n is a unit vector for the axis of rotation and θ represents the

magnitude. In this case, assuming the rotational error α = ~nθ stands, Taylors infinite

series expansion gives us

∆(α)skew(α) ≈ I + skew(α), (B.6)

where

skew(α) =


0 −α3 α2

α3 0 −α1

−α2 α1 0

 . (B.7)

Thus, Equation B.5 can be rewritten as

p0 = RB(I+skew(β))RX(I+skew(χ))(tp+∆tp)+RB(I+skew(β))(tX+∆tX)+tB+∆tB.

(B.8)
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Subtracting Equation B.6 from Equation B.4, and assuming that double skew

term and multiplication with ∆ term small enough to be negligible earns

0 = RBskew(βRXtp +RBRXskew(χtp +RBRXδtp +RBskew(βtX +RB∆tX + ∆tB.

(B.9)

Rearranging Equation B.9 becomes

[
−RBRXskew(tp)

T −RB

] χ

∆tX



=

[
RBRXskew(tp)

TRT
X +RBskew(tX)T I RBRX

]

β

∆tB

∆tp

 . (B.10)

The rotational error χ can be computed by providing error matrix β, ∆tB, and

∆tp. In simulation, the following equation is used to considering realistic pose deter-
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mination and corresponding behavior of X,
−R1

BRXskew(t1p)
T −R1

B

...
...

−Rn
BRXskew(tnp )T −Rn

B


 χ

∆tX



=


(R1

BRXskew(t1p)
TRT

X +R1
Bskew(tX)T )β̂1 ∆̂t1B R1

BRX∆̂t1p

...
...

(Rn
BRXskew(tnp )TRT

X +R1
Bskew(tX)T )β̂n ∆̂tnB Rn

BRX∆̂tnp




‖β‖

‖∆tB‖

‖∆tp‖

 . (B.11)

where n is the number of poses used in calibration, and β̂, ∆̂tB, ∆̂tp are unit

vectors of β, respectively. Each pose contributes a single row in the data matrices on

either side of Eqation B.11. For each pose, a different B and p will be provided, and

the unit vector in β, ∆tB, and ∆tp also changes while its magnitude is fixed.

The rotational error variation in X was analyzed based on both the tracking

system and the performance of calibration expressed as the segmentation error. Figure

B.2 shows the result of the analytical simulation that describes the contribution of

the precision in B and segmentation error to the final rotational component error in

X. This result indicates that the segmentation error is less influential compared to

the precision error in B for the same magnitude of error. The real segmentation error

could be more sensitive to the error in X, because the segmentation error in simulation

was chosen as a randomized distribution, and the random distribution could converge

when a large number of poses were used. In reality, the segmentation error could be

biased in a particular direction due to multiple physical reasons; incorrect speed of
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Figure B.2: Result of error propagation analysis based on BXp formulation.

sound estimation could cause error in the axial direction, and the lateral width of

the point could be degraded because of the limited aperture size of ultrasound array

transducer.

280



Appendix C
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Chapter 10

C.1 Recovering A using multiple active-

point phantom involves 1 DOF defi-

ciency

We will derive the proof that the solution of AX = XB using multiple active

points phantom has 1 DOF. Equations - can be rewritten as

∆ATi A
ij∗∆Aj∆XX

∗ = ∆XX∗Bij. (C.1)
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Rearranging equation C.1 gives

(∆Ai∆X)−1Aij∗(∆Aj∆X)X∗ = X∗Bij. (C.2)

By defining ∆A∗i = ∆Ai∆X and ∆A∗j = ∆Aj∆X,

∆A∗−1
i Aij∗∆A∗jX

∗ = X∗Bij. (C.3)

This is another formulation binding A and B.

Equation C.1 is a case of Equations C.2 and C.3, when ∆X is identity matrix.

When we have n poses, Equation C.2 contains n + 6 unknown, in which n unknown

in unknown rotation ∆A, and one DOF known is ∆X, and five DOF is X∗. However,

as Equation C.3, we only can solve for n + 5 DOF because unknown rotation ∆A

and ∆X share the same rotation axis, and these will be solved as one DOF ∆A∗.

Therefore, we miss the last one DOF to solve all n+ 6 unknowns.

C.2 Alternative Solution of Recovering A

using Multiple Active-Point Phantom

Here, we will discuss the way of computing A from the channel data. The differ-

ence compared to previous approach is that instead of using the earliest arrival data,

using entire wave form could provide more information to localize the point segmen-

tation. The time-of-flight map of the segmented waveform will be obtained. Next,
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using phantom point location and the corresponding distance (computed from time-

of-flight), the position of ultrasound array element position from phantom coordinate

can be calculated through trilateration.

Each ultrasound array element pUS can be computed by

pUS = arg minpUS∈R3

∑
i=1

N ||piph −ph pUS|| − di, (C.4)

where N is the number of phantom points and pph is the point position from the

phantom frame.

The transformation of the ultrasound array from phantom coordinate to ultra-

sound image coordinate is computed through point cloud registration. Note that the

recovered A is not fully true because the ultrasound array model is a line, and one

DOF rotation is undefined.

phpUS = A′USpUS. (C.5)

As from different poses can be computed through previous steps, but we need to

know one fully defined A to solve X. When one of the pose is forcing the probe to

capture the mid-plane of the active point, the unknown one DOF can be recovered

as,

pph = −(R′A∆RA)−1tA, (C.6)

where the elevational dimension of pph is zero.
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