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I. Introduction

Thanks to their small size, low cost and relatively simple and fast manufacturing process, micro aerial
vehicles (MAVs) facilitate the exploration of new and unconventional designs, which can allow for challenging
tasks to be performed more efficiently or for new applications altogether. Especially for unconventional
MAVs, a rich source of inspiration comes from nature.” ™ Bioinspired approaches can lead to MAVs with
remarkable novel capabilities. These may directly emulate their biological counterpart, as in the case of
many flapping-wing MAVs, but may also select only specific aspects of biological flight /behaviours to provide
specific additional capabilities without incurring the considerable complication of a fully bioinspired design,
which may not be optimal for the robotic case.

One desirable capability observed in biological flyers and currently unmatched by man-made vehicles,
is the ability to transition autonomously from flight to water and vice versa, as for instance seen in diving
birds .”° Endowing MAVs with this capability — i.e. combining the advantageous features of flight and
underwater operation — would allow for many new applications, such as water sampling (e.g. to monitor
disaster scenarios or perform scientific measurements), or inspection of underwater infrastructure. Such
tasks often require access to unstructured and potentially hazardous outdoor environments, and can be
challenging to perform. At present, such applications typically involve a combination of different vehicles
(e.g. water vessels carrying submarines)’ — an often costly and inefficient approach, due to the added
complexity of integrating different vehicles in the same mission. Using aquatic MAVs for such tasks instead
could considerably reduce the required resources, manpower, and safety risks, resulting in a higher overall
efficiency, by allowing for single multi-purpose vehicles to be deployed where needed. However, operating in
both water and air, and especially transitioning between the two, represents a considerable challenge and
design tradeoff. Hence, while significant research on such vehicles has appeared in the past few years,”
the development of fully functional and automated vehicles capable of multiple transitions still represents a
considerable active area of research.

Unsurprisingly, given the relative novelty of this field (particularly in terms of unmanned, small-scale

vehicles), the vast majority of research on aquatic MAVs to date has focused on addressing the fundamental
design and propulsion challenges. Several prototypes of such hybrid vehicles have been developed’
— many of these demonstrate single design concepts or partial aerial-aquatic capabilities , with only some
demonstrating the full mission spectrum on a prototype.' " ~'” Nonetheless, even the latter do not yet demon-
strate a fully functional, controlled and automated vehicle capable of efficiently performing full missions.
Building on the considerable design research available, the next step towards the complete realisation of
such vehicles is to improve the control and navigation aspect, allowing for automated, safe and eventually
autonomous operation. To support this process, a comprehensive understanding of the dynamics of such
MAVs is required. Dynamic modelling studies are still relatively scarce and typically focused on rotary-wing
MAVs.'® Particularly more unconventional designs have not yet been the subject of extensive modelling
work.

In this paper we develop a simple multi-phase model of the dynamics of a bird-inspired aquatic MAV
(AquaMAV), with the aim of supporting the development of navigation and control strategies, facilitating
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the investigation of minor design changes, and providing further insight into the dynamics of bioinspired
aquatic MAVs. The simulated vehicle is based on prior research on propulsion and design approaches for
multi-modal locomotion” ' and exploits a combination of variable wing-folding and conventional actuation
and propulsion mechanisms to operate effectively in water and air, as well as transition effectively between
the two domains. The mechanical design of this type of vehicle has been studied in detail in previous
research by Siddall et al.,””'" where initial models have been developed to predict dive trajectories. The
current work extends and integrates previous research to construct a complete dynamics model that includes
all operational phases and, especially, detailed consideration of the air-to-water and water-to-air transition
phases including time-varying effects.

The devised dynamics model comprises three basic components, representing, respectively, the aerial,
underwater and transition phases of operation. The aerial component, and part of the underwater component,
are derived from wind tunnel data collected on a prior prototype of the platform, using a system identification
approach. This results in a realistic representation of a significant part of the system. The remainder of
the model, and particularly the transition phase, is based on simplified analytical approaches. The resulting
model provides a detailed representation of the MAV, while also retaining a relatively simple structure,
amenable for practical applications. The model is used to simulate and analyse the dynamics of the (type
of) vehicle studied in all phases of operation. By providing both insight and a simulation framework, the
developed model constitutes a useful basis for advanced control and navigation work on the unconventional
type of vehicle studied.

II. Vehicle geometry and preliminary considerations

The model presented in this paper is for an unconventional type of MAV design. While the main aim
was to conduct a generic analysis applicable to different forms of the same type of vehicle, that can be
helpful when designing a specific type of platform, and therefore the details of the platform are not of
primary importance, in order to obtain quantitative results, a specific design was used as a baseline, i.e.
the AquaMAV developed by Siddall et al.”>*">* " In particular, the geometric properties of the simulated
vehicle are largely based on the prototype presented in Ref. 11, and the aerodynamic model is derived from
the wind tunnel data discussed in the same reference.

The main differences to the baseline vehicle are: (1) inclusion of conventional control surfaces on the
tailplane, (2) conventional T-tail instead of V-tail, (3) absence of the water thrust mechanism for water
exit, (4) consideration of an epicyclic gearing mechanism,"” allowing for effective propulsion in both air
and water. (1) was deemed necessary in order to allow for later control and navigation work, the main
intended application of the devised model. (2) was introduced to facilitate the actuation by decoupling the
longitudinal and lateral control. (3) was introduced because the ejection approach is still the subject of
further studies and hence excluding the water thruster makes the simulation both simpler and more general.
With applications in mind, it is considered simpler to use conventional propellers to extract the vehicle from
the water.

The simulated vehicle is assumed to have completely foldable elliptic wings, a wing span of approximately
0.6m and a mass of approximately 0.2kg. It can be controlled by means of the wing folding (0-90°), through
conventional elevator and rudder surfaces in the tailplane, and through thrust (throttle) variations. The use
of ailerons for additional lateral control will be considered in future work — it may be possible to rely on the
wing folding alone, thus reducing the number of actuators, however this would come at the price of a higher
complexity in the roll mechanism. The general design mechanism is described in more detail in Ref. 11,
while the key features are also provided in Table 1 below, for the limit cases of completely open (no sweep)
and completely closed wings (90 degree sweep).

The model developed in the subsequent section is expressed in a body-fixed coordinate system, centred
at the instantaneous CG of the body and aligned with the body axis, as clarified by Fig. 2(a). Note that
when the wings fold, several changes occur in the vehicle configuration/ geometry, i.e. the wing area, wing
chord and wing span change. Furthermore, the CG shifts backwards, and hence the inertia moments change.
Simple linear functions were used to approximate these changes.

The body is assumed to be symmetrical around the longitudinal (zp) axis, and the wings move symmet-
rically and only in the zy plane. Hence the combined CG of the two wings only moves in x-direction, as the
changes in y direction cancel out between the left and right wing. Using the new wing CG, the total CG of
the body can be computed, and from it the moments of inertia.
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Figure 1. AquaMAV: envisaged multi-modal MAV mission, involving (1) flight, (2) plunge-dive manoeuvre,
(3) water impact, (4) underwater operation, (5) water exit, (6) transition to flight and (1) flight again
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(a) Schematic of the vehicle (top view), showing
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(b) Similar prototype vehicle: detail of folding wings (figure adapted from Ref. 11)

Figure 2. Prototype vehicle used as baseline for simulation, upon which many of the modelling assumptions
were based.

Table 1. Main features of the simulated MAV.

Property Value

(open wings) (closed wings)
m[kg] 0.2
zcg|[m] (from nose) -0.19 -0.21
Iyy[Nm?] 0.0038 0.0043
Wing span [m] 0.59 0.15
Wing surface [m?] 0.06 0.02
Horiz. tail span [m] 0.19
Horiz. tail root chord [m] 0.05
Horiz. tail surface [m?] 0.01
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Note that while several assumptions were made in the modelling process, the main goal of this study
was not to develop a highly accurate model of a particular platform but to construct a somewhat flexible
model of the type of MAV design. The obtained simulation framework will allow for control and navigation
approaches to be designed and tested, and, when used in practice, the model can be adapted to the actual
design studied.

III. Modelling

The overall model is comprised by several components, which are discussed further in the rest of this
section. To narrow down the problem, the focus is placed on the longitudinal dynamics and forces. Many of
the key functionalities and features can be analysed to a large extent in a vertical plane, before adding the
complexity of the lateral component. Furthermore, the lateral acrodynamic forces were not characterised in
the wind tunnel. Given the extensive range of sweep angles considered, existing studies do not provide a
complete and reliable overview of the behaviour of the vehicle throughout this range.

Based on previous work on this type of design,'' the equations of motion (EOM) for the longitudinal
dynamics were defined in a conventional way, with additional terms to cover the impact and underwater
phases.

1
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where v and w are the translational velocities along the g and zp axes; ¢ is the body pitch rate, © is the
pitch attitude, m is the body mass; I, is the body moment of inertia about the y axis; X and Z are the
aerodynamic forces in xp and zp direction; M is the aerodynamic moment about the yp axis; Fpg is the
buoyancy force; g is the acceleration due to gravity; T is the thrust force; Faps are the added mass force
terms; T is the thrust force from the propeller; and z¢cg and yog describe the position of the CG along
the respective body-frame axes, with respect to the vehicle nose. The forces in the above equations are
discussed in the remainder of this section, with emphasis on the unconventional components arising from
the unconventional design of the MAV studied, such as 0°to 90°folding wings and air-water transitioning.

A. Aerodynamic forces and flight phase

In view of the envisaged application of the aerodynamic model for simulation and control work, a smooth
global model was developed to represent the vehicle aerodynamics. A system identification process was used
for this, based on wind tunnel force measurements obtained on a similar type of platform'" (cf. Sec. II).
Using experimental data to represent the aerodynamics, as opposed to analytical approximations, allowed
us to model the effects of the extreme wing sweep changes in a realistic way, as well as to consider possible
side effects related to the mechanical design, e.g. the wing-folding mechanism, which involves parts of the
wings sliding beneath each other."” While such effects are platform specific, and may vary significantly even
between different realisations of the same platform, they are representative of the typical issues that may
arise in comparable vehicles. As such, it can be useful, at least on a qualitative plane, to model these effects.
In the aforementioned wind tunnel tests, the aerodynamic coefficients of the separate components of
the MAV (body, tail, wings) were measured at different angles of attack (AOA) (—2° to 14° in intervals
of 2°) and, where relevant, different wing sweep angles (0° to 90° in intervals of 10°)."" The aerodynamic
coefficients for the longitudinal forces and moments were thus assumed to depend on the AOA and wing
sweep angle only. Reducing the aerodynamics to the most dominant effects was considered sufficient for a
first approximation, although considering additional effects, e.g. angular rate effects, may prove necessary
if rapid manoeuvres are considered. Thanks to separate measurements performed on the different vehicle
components, each component could be modelled separately, which is helpful when modelling the water-air
transition phases (cf. Sec. C), where different parts of the body enter/exit the water at different instants.
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Except for the large-range wing-folding, the MAV during flight is a conventional fixed-wing MAV. The
body and tail coefficients were thus found to be accurately approximated by simple second-order functions
of the AOA, with coefficients obtained via linear regression. Note that, as mentioned in Sec. II, the wind
tunnel data was obtained for a V-tail whereas the simulated vehicle was assumed to have a conventional
T-tail: it was assumed, as a first approximation, that the simulated tail would generate the same overall
aerodynamic forces as the V-tail characterised in the wind tunnel.

By contrast, the wing coefficients were found to vary in a more complex way, due to the large range of
sweep angles considered. While several aircraft designs include sweeping wings, the variation in sweep is
typically confined to a smaller range. It is also typical for these vehicles to only operate at two or three
discrete sweep configurations, rather than exploiting the full range. In this sense, the folding mechanism
in the AquaMAV is unconventional, both due to the covered range and due to the possible utilisation of
this range. While the final design may eventually involve switching only between a limited number of sweep
angles, a full use of the available sweep range may also be considered. Hence, the model was required to
provide full and continuous coverage of the sweep range.

The wing aerodynamic coefficients were found to depend nonlinearly on the AOA and the sweep angle.
The nonlinearity in the wind tunnel data may also have been accentuated by the folding mechanism. While
it is difficult to distinguish between aerodynamic and mechanical effects/ disturbances, it was considered of
interest to capture the most evident irregularities in the model, as discussed above.

To obtain a flexible and smooth global model without resorting to high-order model structures, we used
a model identification approach based on multivariate simplex B-splines. This approach allows for accurate
models of highly complex datasets to be obtained by combining low-order local models. The underlying idea
is to divide the identification domain into a net of non-overlapping simplices (triangulation), identify a local
model for each simplex using the datapoints contained within it, and enforce continuity conditions of the
desired order between neighbouring simplices. In particular, each simplex ¢; in the triangulation has a local
barycentric coordinate system and supports a local polynomial of the form:

o Diema el B, () for ety
p) { 0 for x¢t; (5)

where ¢ are the coefficients of the polynomial (B-coefficients), b, are the barycentric coordinates of point x
with respect to simplex ¢}, d is the degree of the polynomial, k = (Ko, K1, . . ., k) is a multi-index containing
all permutations that sum up to d, and B2(b) are the local basis functions of the multivariate spline:

Ba(b) := Z—!‘b"‘, d>0,ke N b >0 (6)
In a system identification context, the model structure thus locally takes the form of Eq. 5, with the B-
coeflicients representing the model parameters and the basis functions being the independent variables used
to model the system output. Standard estimators can then be used to estimate the parameters. An in-depth
discussion of this identification approach can be found in Ref.

The outlined approach was applied, with an ordinary least squares estimator, to obtain a model for the
wing lift and drag coefficients, respectively, as a function of the wing sweep and AOA. The model structure
and triangulation used for each model were based on an evaluation of the wind tunnel data, and fine-tuned in
order to obtain an accurate and plausible result using the lowest possible model degree and smallest number
of coefficients. Given that the model was intended to be used for control and generally within optimisation
schemes, at least first order continuity was considered necessary. The chosen model structures and their
accuracy are presented in Table 2, while Figs. 3 and 4 show the obtained models and original datapoints —
it can be seen that a high accuracy is achieved and a high proportion of the data are captured, providing a
realistic basis for the current simulation.

In summary, the aerodynamic coefficients of the MAV take the following form:

CL,w - fg(a, A)v CD,w = fg(aa A) (7)

Cr: = f2(04t)a Cp:= fQ(at) (8)

Crp = f*(a), Cpy = () (9)
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where the subscripts w,t and b denote, respectively, the wings, the tail and the body. The forces for each
component 7 were then computed according to the standard quasi-steady formulation:

1

Li = §pSiCL’iV020’i (10)
1
Di = ipSiCD,ino,i (11)

where L is the lift, D is the drag, p is the fluid density, S; is the relevant surface area, and V., is the
free-stream velocity experienced by the considered component. Note that when computing the tail forces,
the velocity and AOA in the above expressions consider the effect of the body pitch rates, i.e.:

Ve = Jui +wf (12)

oy = arctan wy/uy (13)
with  w; = w4+ q(xs — xcg), U = up
where u and w are the velocities in xp and zp direction, respectively, x; is the tail position along the zp

axis and the subscript ¢ stands for tail.
The moments due to the wings and tail are then given by:

M; = ($CP,t - xCG)Zt (14)
Mw = (‘TCP,w - -TCG)Zw (15)

where the force application points, indicated by the subscript C'P (centre of pressure), were likewise modelled
from the wind tunnel data as simple functions of the AOA (and sweep angle). The tail force in the above
expression includes the effect of potential elevator deflections.

Table 2. Modelling parameters and resulting model performance for wing aerodynamic coefficients.

Output Model definition Model performance
degree continuity # simplices RMS RMS [%] R?
CL 3 2 8 0.06 2.4 0.99
Cp 3 2 8 0.02 3.8 0.99
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(a) Measured wind tunnel data (dots) and (b) Wind tunnel data versus model, for different sweep an-
model (surface) gles A

Figure 3. 3rd order spline model for Cr, ,ing

In addition to the basic lifting surfaces, the vehicle was assumed to have conventional control surfaces,
as well as a propeller. The elevator effectiveness was estimated based on the assumed vehicle and tail
geometry,”’ and refined qualitatively considering the output to standard input signals — as for example
shown in Fig. 6(b), which presents the response to a small elevator doublet. The propeller was approximated
in a simplified way, based on the maximum static thrust predicted by the analysis in Ref. 19.
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Figure 4. 3rd order spline model for Cp ing

B. Underwater phase

In the underwater phase, the vehicle dynamics are determined by hydrodynamic, static and added mass
forces, as well as propulsive and actuating forces introduced by the propeller and control surfaces. Based on
the envisaged vehicle design, the wings were assumed to remain folded at all times while underwater.

The hydrodynamic forces were considered to be analogous to the aerodynamic forces, with the density
in Egs. 10-11 being replaced by water density (p,, = 997kg/m?) rather than air density (p, = 1.225kg/m?).

The buoyancy forces depend on the MAV volume. As for the reference test platform, a positive buoyancy
was desired for the simulated vehicle — such that the vehicle will return to the surface automatically for
water exit, as well as in case of a failure during underwater operation. As a simplification, the wings and
tail were neglected in the volume calculation. The body geometry was approximated as a simple symmetric
solid of revolution, with the cross section approximating the vehicle shape. In particular, as can be seen in
Fig 2, the body is wider at the front, where the payload is located, while the hind part is essentially a thin
rod.

Lastly, underwater operation may involve non-negligible added mass forces. In aerial operation, added
mass effects are negligible owing to the very low density of air. Even underwater, added mass terms are
often considered comparatively negligible — however, due to the high fluid density, this is not always the
case, depending on the specific geometry and mode of operation of a vehicle. While studies on UAVs and
small submarines often neglect the added mass component altogether, other studies have suggested that this
component can be significant, particularly for bodies transitioning between different fluids.”” Given that
the added mass is in any case non-negligible during water-air transitions, the term was also retained for the
underwater component of the model.

Added mass forces are challenging to measure in isolation, as they typically occur in conjunction with
other forces. Deriving accurate analytical expressions for these forces can likewise be challenging, particu-
larly for objects with relatively complex geometries, which are typically characterised using either CFD or
experimental methods.”*** The alternative is simplification, i.e. using elementary geometries to represent a
body. After impact, the AquaMAV resembles a slender ellipsoid combined with a thin plate. Even though the
wings may contribute less to the added mass than the rest of the body, the interaction between the different
body parts may be significant. However, this effect is also challenging to capture. It has been suggested that
the added mass of bodies consisting of combined elementary shapes can be obtained by summing the added
masses of each sub-component, but that that this approximation sometimes leads to significant errors”” and
hence is not necessarily more reliable than other, simpler approaches.

In view of the above considerations, the equivalent ellipsoid approach was adopted to represent the
added mass forces. As discussed in Ref. 20, the added mass of a slender body (length>width) can be
roughly approximated by the added mass of an ellipsoid with the same volume and the same length. The
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added mass forces are conventionally defined as,

Fame = At (16)
Fap . = Agsw (17)
M,y = As5q (18)

where A;; are the added mass coefficients, representing the added mass in direction ¢ due to an acceleration
in direction j. In view of the assumed symmetry of the vehicle, cross-coupling terms (where i # j) are
considered negligible. In an intuitive sense, the added mass can be viewed as the mass of fluid displaced in
each direction. The added mass coefficients of the equivalent ellipsoid along each relevant axis can then be
obtained according to following approximations:

A1 :=myky1, where kyy = 54 (19)
Asg := msk here kg = ——— (20)
33 = MyfKk33, where 3B=5_0
(a? = A)2(A=C)
20T —a) + (C = A)(@ + )

)\55 = Ifk55, where k55 = (21)

where a and b are, respectively, the long and short semi-axes of the ellipsoid longitudinal cross-section,
A and C are parameters depending on the geometry of the ellipsoid (see Ref. for details), and m; and
Iy are the total virtual mass and inertia. As the MAV body was assumed to be approximately rotationally
symmetric, the minor semi-axes of the ellipsoid were assumed to be equal and both denoted by b. m; and
Iy are thus:

4

my = gpﬂabQ (22)
4
Iy =1 prab?(a® + b?) (23)

C. Air-water transitions

The air-water and water-air transitions constitute the most challenging phase to model, representing highly
complex multi-phase flow problems. During water entry, the violent impact at high velocities further adds
to the complexity: as the body impacts the considerably more dense water, the flow is heavily disrupted and
huge forces act on the body. As the two problems can be formulated in a similar way, we discuss the water
entry case here and only point out the main differences considered in the water exit case.

The impact phase sees considerably large forces acting in a time-varying way over an extremely short
period of time. The moment the vehicle comes into contact with the water surface, the drag forces increase
drastically and buoyancy and added mass forces are introduced into the system. Furthermore, the forces are
influenced by the continual variation in submerged body mass, surface area and volume of the body, as it
transitions from one phase to the other, and by the resulting variation in impact geometry. Moreover, while
the MAV is approximately axissymmetrical, it does not have an ideal shape, as even in a folded arrangement
the wings and tail do not fully conform to the streamlined shape of the rest of the vehicle.

In the literature, the fluid-dynamic problem of water entry has been widely studied since the initial
formulation by Wagner.”" Even now, many studies are based on assumptions, e.g. vertical impact, ideal
symmetric shape, ideal fluid at rest, etc.””> "> ~’ While several more elaborate analytical formulations have
been introduced,”” e.g. accounting for additional effects such as cavitation, or for complex geometries or
kinematics, especially applied studies typically use CFD approaches or significant simplifications to simulate
water entry.”” Given that the intended purpose of the current simulation model was to support the develop-
ment of control systems and to provide a basic idea of the system dynamics, computationally heavy models,
e.g. CFD-based ones, were not considered. Instead, the water entry was modelled in a highly simplified way.
Nonetheless, an additional aim of the current study was to evaluate to what extent a highly simplified model
is acceptable and how realistic the predicted outcomes are.

Thus, in addition to the assumptions introduced in Sec. B for the full submersion case, a number of
additional assumptions were made specifically regarding the water entry process (and exit process, where
relevant). In particular, while the impact was not constrained to the ideal vertical case, the impact surface
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was assumed to be analogous to the surface that would be obtained during a vertical impact — as clarified
in Fig. 5. This allowed for the same simplified geometry to be assumed for the body throughout the impact
phase, with the impacting surface approximated by a circular cross section (with varying width). Moreover,
the instantaneous volume and surface in air/water could be more easily computed. Besides implicitly in the
state and force components, the impact angle was considered in terms of the submerged body length, which
was defined to be aligned with the body axis. All states were computed considering the impact angle.

The buoyancy force was computed as for the underwater case, with the instantaneous submerged vol-
ume replacing the volume of the full body. Similarly, the approximate barycentre position was computed
considering the submerged part of the body.

The added mass forces were based on the same simplifications discussed in Sec. B, extended to the
time-varying case. Comparable semi-empirical approaches have for instance been applied to missiles exiting
water,”” and to conic wedges entering water”’ — while the current study involves more extensive simplifica-
tions, this suggests that the type of approach is in principle applicable to water entry/exit problems. Unlike
in the underwater case, the geometry of the body varies during the transition phases. Assuming the added
mass in air is negligible, the total added mass can be assumed to depend only on the submerged part of
the body. Hence, the added mass coefficients A;; are no longer constant, but depend on the instantaneous
geometry of the current equivalent ellipsoid. Furthermore, the submerged volume of the body changes during
water entry/exit, influencing the virtual mass and inertia terms. Hence, the total added mass (Egs. 16-18)
was reformulated to include an additional term:”*

Fam,x,impact = At + /.\11U (24)
Fam,z,impact = A33U'} + A33U) (25)
Mam,y,impact = )\554 + ).‘55q (26)

Recalling the previous definition of the added mass coefficients given in Egs. 19-21, the derivatives \;;
can be expressed as,

A1 = ifnmf + ki (27)
Az = kazmy + 1igkss (28)
).\55 = i(?55[f + jfk‘55 (29)
where the virtual mass and inertia derivatives are given by
4 .
My = ngbQ (30)
Iy = BﬁprL(?)aQ + b%) (31)

where L is the rate of change of the submerged length. By definition, in the current problem L =1, as the
length is aligned with the body z-axis. The coefficient derivatives were obtained by analytical differentiation
of Egs. 19-21 (which, through the coefficients A and C' depend on the instantaneous length submerged).
Owing to the length of the obtained expressions, these are not reported here.

For the water entry case, the above formulation neglects potential cavitation or air entrainment effects.
The influece of upsurge was also neglected based on preliminary tests which suggested the overall influence on
the impact forces was relatively small. Note that the above approximations break down in the first instants
after impact (and the final instants at water exit), as here the submerged geometry no longer resembles a
slender body, but more closely represents a spheroid. To deal with this phase, the ratio a/b was assumed to
remain constant during these infinitesimal times — implying the submerged part of the body is approximated
as a cone.

Finally, the drag (and potentially lift) forces were modelled. Two different approaches were considered.
Firstly, it is possible, as a rough approximation, to assume — as in Sec. B for the completely submerged case
— that the hydrodynamic forces take the same form as the aerodynamic forces in air, with only the density
changing. Taking a similar approach as in Ref. 10, the submerged part of each component of the vehicle
was determined based on the submersion geometry, and the force produced by each component was scaled
by the submerged area. Thus, for example, the wing forces are given by,

1
Fw7transition = §VQCL,wing(prw (t) + paSa(t)) (32)
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Figure 5. Impact geometry clarification. Note: the terminology is analogous for the water exit case, with the
vehicle being reversed (such that velocity u points upwards).

For the purpose of moment calculations, the force application points for each component were assumed to
remain the same. The above expression may be acceptable for the water exit case. During the impact
phase, however, the flow around the body is likely to be highly chaotic. Furthermore, cavitation or air
entrainment may occur, which for instance may lead to the tail, and potentially parts of the wings, being
ineffective during and shortly after the impact. In this sense, it was considered more realistic to assume that
during and shortly after the impact, the hydrodynamic forces are dominated by skin friction effects, as also
suggested in Ref. 10. Hence, in the alternative formulation we assume — as in Ref. 10 — that the drag force

coeflicient is given by:
0.0307

Rel/7
where the Reynolds number is computed considering the submerged length of the body.
The above formulations provide an estimate of the forces occurring at water entry and exit, nonetheless
they are highly simplified and may not be sufficiently realistic in practice. This will be discussed further
when evaluating the results.

D (33)

IV. Simulation results and system analysis

The developed model allowed us to simulate and analyse the dynamics of the envisaged aquatic MAV in
different phases of operation (cf. Fig. 1), deriving basic insight and requirements for control and effective
overall operation. Particular emphasis was placed on the most relevant and unconventional manoeuvres, i.e.
plunge-diving and air-water-air transitions. This section presents examples of simulation results, illustrating
the full mission cycle and allowing for the plausibility of the model to be evaluated, followed by a brief
appraisal of the system dynamics, with an outlook on control work. Finally, the transition phases are briefly
considered in further detail.

A. Simulation of different phases

Figures 6-8 show a simulation of the different phases of operation of the modelled MAV, covering (i) steady
and manoeuvring flight, (ii) steep dive manoeuvre, (iii) water impact and entry, (iv) steady underwater
operation, (v) return to surface and water exit. The obtained results suggest that the devised model can
effectively represent both the purely aerial aerial and aquatic phases, and the transitions from air to water
and vice versa. The resulting system behaviour is physically plausible and agrees well with experimental
results obtained previously on similar vehicles."" It must be noted that, while all phases are covered, in
order to achieve a continuous, full mission cycle, active stabilisation is needed for some parts of the cycle,
e.g. stable water exit and transition back to flight, and transition from water impact to controlled underwater
operation. The control component will be the subject of future work and is not discussed further here.
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B. System dynamics: aerial and aquatic operation

To obtain more in-depth insight into the behaviour of the MAV, its operational envelope was determined and
its dynamics were evaluated across the aforementioned envelope. Fig. 9 shows examples of numerically a—V
trim curves obtained for the vehicle at a number of different wing sweep angles, in air and in water. In the
interest of completeness, the underwater curve for open (unfolded) wings is also shown, depite the envisaged
vehicle operating with closed wings while underwater. The obtained curves are qualitatively plausible, with
a lower angle of attack being required to stabilise at higher speeds (note that the extensive negative angle of
attack range is a result of the wing aerodynamics, cf. Sec. A). The typical operating speed in air and water
was found to be, respectively, ~ 10m/s and ~ 1m/s. The combination of wing sweep and elevator input
leads to a fairly large envelope especially in flight. It is also interesting to note that the behaviour of the
system is nonlinear with the sweep angle: changes are initially very gradual, then increasingly rapid, with
the flight envelope changing rapidly between A = 60°and A = 90°.

In the underwater phase the operational envelope is in a sense more restricted, as the wings remain
folded. The envisaged epicyclic gearbox ' allows for adequate thrust production underwater: with the
current setup, it was found to be possible to maintain the vehicle at a constant depth at velocities of 1.0-
2.5m/s. Holding a constant horizontal position, on the other hand, is virtually unachievable in practice due
to the relatively limited underwater actuation possibilities. A neutrally buoyant alternative configuration,
or some form of water surface vehicle would be better suited for missions requiring extended periods of time
at an approximately constant position. Alternatively, more elaborate or additional underwater actuation
mechanisms, e.g. a form of buoyancy control, may allow for more effective underwater manoeuvring and/or
horizontal position-keeping. These options will be considered in future work.

To obtain further insight into the system dynamics, stability was evaluated at the trim points defining
the stable operational envelope. This approach can be considered an acceptable first approximation for the
steady aerial and subaqueous phases, though it cannot account for aggressive nonlinear manoeuvres. The
nonlinear model (egs. 1-4) was thus linearised around a set of steady conditions, based on the previously
discussed trim results, and the resulting local linear models, of the form x = Ax + Bu (with x := [q, 0, u, w7,
u = [0g,0r,A]T), were used for stability analysis of the aerial and aquatic phases. Stability during the
transition phases, where the system becomes inherently time-varying, was not considered at this stage.

Fig. 10 shows the eigenvalues computed for a representative number of linearised models, represent-
ing different aerial and aquatic equilibrium conditions. As expected, the system dynamics are consider-
ably influenced by the significant changes in configuration (wing-folding) and, especially, mode of operation
(air/water). Clearly, one of the most significant challenges of the studied system is thus the combination
of very different components, even if the single components may, on their own, be relatively uncompli-
cated. This also suggests that some form of control adaptation or switching may be required to allow for a
fully-functional and autonomous vehicle.
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In the aerial phase (Figs. 10(a)-10(b)), the system dynamics are conventional for the open-wings case,
with two complex pole pairs that approximately correspond to short period and phugoid modes. With
increasing sweep angle, the stability increases, with both pole pairs moving to the left in the complex plane.
The slower mode additionally increases somewhat in damping, moving slowly towards the real axis with
little change in frequency, while the faster mode increases significantly in frequency, with a small decrease in
damping only at very high sweep angles. At low sweep angles, the slow mode is quite poorly damped. It is also
interesting to observe that, echoing the trim curves, changes are gradual until sweep angles of approximately
60°and then more rapid, presumably as a combined effect of the aerodynamics and the folding mechanism,
which affects the wing profile. The underwater phase is shown in Figs. 10(c)-10(d) for the relevant folded-
wings case. All eigenvalues were found to be aperiodic and stable. While the system is therefore stable,
it must be borne in mind that the MAV is slightly positively buoyant and hence requires continual control
inputs to remain underwater.

In addition to steady operation at constant altitude (or depth), an additional phase that is interesting
to consider is the unpowered dive. Technically part of the aerial operation, this manoeuvre is nonetheless
unconventional and constitutes a central element in the envisaged MAV’s mission cycle as it enables the robot
to enter the water. Fig. 11 shows the steady glide conditions achievable with different wing sweep angles.
As already suggested in Ref. for a predecessor robot, the wing-folding considerable affects the resulting
trajectory and can potentially be used as sole mechanism to carry out a dive. Folding back the wings leads
to terminal impact angles of up to ~70°— as the wings still generate lift when folded, the steady-state pitch
attitude cannot be vertical. However, the additional use of conventional control surfaces potentially allows for
larger impact angles to be attained, at slightly lower velocities. Given that steeper entry angles are generally
preferred, as they allow for greater depth to be reached, reduce the potential damage of the impact, and lead
to more predictable underwater trajectories, using conventional actuators in addition to the folding wings
may be desirable. Nonetheless, the dive manoeuvre requires a degree of compromise. Achieving steep entry
angles requires high velocities, which may be damaging to the MAV and furthermore lead to it covering large
distances before reaching the desired attitude. During this time the robot is also less easily controlled due
to the high speed and smaller lifting surfaces. In this sense, it is not advisable to reach terminal speeds, but
rather to use a combination of actuator inputs to attain an acceptable non-steady entry condition.

C. Outlook: analysis of transition phases

The analysis in the previous section focused on the two main phases of operation of the studied MAV,
however the main challenge is given by the far shorter transitions between these phases. Thanks to the full
inclusion of time-varying effects, the developed model can be used to study the transition phases in some
detail, also allowing for a full study of the stability, especially during the slower water exit manoeuvres.
A detailed analysis of the transitions is left for future work, however a brief overview of initial simulation
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results is given in this section as an outlook.

Figs. 12-13 show the changes in the forces and states occurring during and immediately after water
impact, for different entry angles and velocities. It can be observed that while the forces on the vehicle
are huge, i.e. predicted to reach several hundred g, the time scale of the process is very short compared
to the remainder of the system dynamics. This for instance suggests that small changes in the forces (e.g.
due to slightly different impact model formulations) may have a relatively limited overall effect, especially
on the resulting attitude and position. Moreover, given that the test conditions in any realistic scenario
will be unideal and very difficult to predict or characterise, it is likely that the real system will deviate
non-negligibly from the modelled system. In particular, the uncertainty deriving from external disturbances,
as well as manufacturing inaccuracies, flexibility effects, etc., may be larger than the uncertainty in the
model. Another consequence of the small time scale and very large changes occurring in the system is that
even the current highly simplified representation of the transition phases requires a very small integration
step for meaningful simulation results to be obtained, which adversely affects simulation speed and may
limit online applicability. The combination of the above points suggests that aiming for an extremely high
accuracy may not be necessary — instead, it is advisable to develop a controller that can handle a degree of
model uncertainty and disturbance occurring during and immediately after the impact phase. For simulation
purposes, a possible approach may be to represent the impact using a surrogate term acting only at a single
instant, but approximating the time-varying forces of the entire impact process.

In terms of impact conditions, unsurprisingly, steeper impact angles and higher impact velocities allow
for greater depths to be reached, with shallow angles and low velocities eventually leading to failure of the
body to fully penetrate the water surface. The most noticeable effect of the initial impact velocity is on the
depth and on the normal velocity component w (Fig. 12), while the attitude obviously most influences the
trajectory occurring after impact (Fig. 13). The predicted depths (cf. Fig. 13) attained are slightly higher
than previous estimates that neglected unsteady effects, ' but remain in a comparable range.

The water exit phase, driven by a powerful propeller, is somewhat slower and less aggressive than the
impact phase. Here the time-varying evolution of the forces is in a sense more important because it influences
the feasible exit trajectories. While the exit phase will need to be further studied, with particular emphasis
on the stability of the time-varying system, our model provides intial insight, allowing for the time-varying
evolution of the forces and states to be estimated. An example of this is shown in Fig. 14, which presents
the forces and positions obtained for a range of different exit angles, under the assumption that such angles
can be achieved through underwater manoeuvring. As expected (and illustrated by Figs. 14(c)-14(e)), a
more vertical exit angle tends to facilitate the exit process. Nonetheless, considering that the vehicle needs
to transition back to horizontal flight once out of the water, it may be advantageous to exit the water at
an angle. In this sense, it may be interesting, in future work, to consider different exit manoeuvre options,
i.e. exiting from a near-vertical floating condition after passively rising to the surface, or commencing the
exit manoeuvre underwater, hereby potentially exploiting some underwater velocity as well as buoyancy. An
important point to consider in this evaluation is the effect of wetness on the efficiency of the propeller and
the lifting surfaces, which at present was neglected.

Like the impact process, albeit to a lesser extent, the exit process is relatively fast and difficult to model
accurately. Being less rapid and violent, it is however slightly more sensitive to inaccuracies. Furthermore,
given that the exit process requires stabilisation, an accurate representation of the system is of greater
relevance.

Nonetheless, despite significant differences in time scales and force magnitudes, the transitions in both
directions share several characteristics. Considering that a high accuracy is challenging to achieve and the
current model involves a number of simplifications, it is thus important, firstly, to attempt an experimental
validation of the obtained results, and, secondly, to implement a robust control strategy for the exit process
that can handle a degree of model uncertainty.

V. Conclusions

Aquatic micro aerial vehicles (MAVs), capable of transitioning repeatedly between aerial and underwater
operation will allow for useful new applications, such as rapid autonomous water sampling. However, such
vehicles are challenging to develop due to the requirement of operating in extremely different conditions,
hence fully mission-capable and autonomous prototypes are not yet available, especially at small scales. In
this paper, a model was constructed for a bird-inspired aquatic MAV, with the aim of fully characterising its
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dynamics, and providing a detailed simulation framework supporting further control and navigation work
on similar vehicles. The devised model includes aerial, underwater and transition phases of operation, and
hence allows for all parts of the envisaged vehicle behaviour to be simulated. The aerodynamic forces were
modelled using a system identification approach, based on wind tunnel data obtained for a similar robot,
which led to an accurate low-order model accounting for the morphing wings of the vehicle. The remaining
forces were characterised with simplified analytical models. Particular emphasis was placed on the air/water
transitions, which were represented under full consideration of time-varying effects.

The resulting overall model was found to yield a detailed and plausible representation of the MAV, and
retains a relatively simple structure, amenable for practical applications. The model was used to analyse the
behaviour of the (type of) vehicle in different operation phases. The system dynamics were shown to vary
considerably, due to both the wing-folding and the air-water transitioning, however the vehicle was found to
be stable within the flight envelope considered and outside of the transition phases.A basic characterisation
of the transition phases illustrated the forces occurring during water entry and exit and highlighted the
difficulties of modelling and simulating these phases accurately, owing to the very large forces and short
time scales. While a highly accurate representation may be unnecessary due to the short time scales, it
is considered advisable to conduct an in-depth stability analysis of the time-varying components, and to
consider modelling uncertainty when developing controllers for the transitions. This is particularly relevant
for the more gradual water exit phase.

The model represents a useful basis for further simulation, analysis and control work, e.g. providing
an initial testing possibility for an unconventional type of vehicle, and allowing for model-based control
methods to be applied. Further work will focus on more advanced stability analysis and control of the
transition phases. Experimental validation of the transition results would be a useful preliminary step. The
final goal will be to implement and test the proposed system in real-life experiments, and to develop a control
framework allowing for fully autonomous operation.
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