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Abstract—In this paper adopting stochastic geometry we of the theory and several applications in wireless communica-
investigate the system performance in heterogenous networks tions analysis, various aspects of MIMO techniques have been
including multiple tiers of BSs with multiple-input single output extensively investigated. Here we do not present all due to

spatial division multiple access (MISO-SDMA) technique. In the limitati Rel t literat to th ficul biect
related literature on heterogenous systems, ideal cell associationSPace limitations. Relevant literature 1o the particular subjec

(CA) rules are often considered for simplicity, where each user Of this paper—which is the evaluation of the network-wise
equipment (UE) examines a very large number of pilots across performance of spatial division multiple access (SDMA) in
the tiers before choosing its associated base station (BS). HereHetNets—is then provided in the following. The focus in [5]
we consider practical cases where UEs are restricted to examine 45 the single macro cell system overlaid by a number of
Kg > 1 pilots across all tiers before choosing their associated . . .
BS. We then obtain closed-form expressions for the system multl-z_intenna fgmto cells. Work of [6]_conS|dered .the design
performance measured by the coverage probability and UE’s data Of uplink/downlink MIMO SDMA two-tier HetNets in order
rate. Our analytical results provide quantitative insights on the for the optimization of network’s energy efficiency. Traits of
impact of different factors on the system performance including - wireless backhauling was also incorporated in the design. By
the BS’s spatial density, their transmission powers, number of assuming maximum signal-to-interference (SIR) cell associ-

transmit antennas, SIR thresholds, number of UEs served by each Hi CA le in 7 th th ided deri
BS, and K. Interestingly, we observe that increasingk iy always ation (CA) rule in [7] authors then provided some ordering

improves the coverage probability however, it only improves data results on the coverage probability of SDMA systems. The
rate up to a certain point. The data rate is then reduced by evaluations suggested that in many practical regimes SDMA
further increasing of K. Given Ky pilots in practical cases, s inferior to single-user beamforming. Fractional frequency
the issue is how to allocate the pilots among different tiers. We reuse was also investigated in [8] in SDMA system.

address this issue by developing an algorithm and show that by However, in all the above mentioned work likewise many
careful allocation of available pilots, the network performance ! . . . .
is significantly improved even in cases with smallk’y. Our Other relevant work in the field of stochastic geometry in
results also indicate a fundamental tradeoff, as sharing strategies cellular networks, see, e.g., [9], [10], [11], [12], a very limiting
providing the best coverage performance yield very poor capacity assumption is made for modeling CA: in each communication
and vice versa. Such trade-off provides a new degree of freedom frame that the network’s status changes—due for instance
in heterogeneous networks design. . . . .
to mobility, congestions, and fading—user equipments (UEs)

are assumed stayed associated with blest BS, which is
selected out of the entire pool of BSs. Ignoring congestion-

Cellular systems have been under radical design shiftdven CA/handoff, the BS providing the maximum average
in order to handle the occurring traffic demands. Currepilot power (range expansion method) [12], [13], [14], [15] or
perspectives strongly advocate the installation of as manythe BS offering the maximum SIR [10], [7], [8] is regarded
possible small cells in the coverage area of macro cells in ordey the serving BS. But, to find this best BS countably infinite
for efficient traffic offloading [1]. Measurements suggest thatumber of measurements of the emitted pilot signals from all
about 60% of the traffic could conceivably be offloaded simplhthe BSs is required, which is an unrealistic assumption and
by installing a handful number of femto-cells over a macrimposes staggering complexities and ultimately depletes the
cell. An immediate consequence is then the substantial growésources. In effect, the entire frame time must be designated
of the networks spectral efficiency and/or energy efficiencfor merely the CA mechanism, and unfortunately nothing will
On the other hand, backed with extensive researches in tia® left for actual data transmission—zero spectral efficiency.
previous decades, more capacity growth is expecting to ben practice however, UEs are advocated to check the feasi-
realized by gearing up BSs with multiple antennas [2], [3hility of a number of adjacent BSs for associatigkccord-
which has sparked broad researches in academia and industigly, our goal in this paper is to investigate the impact of

The evaluation of the network’s performance of MIMQpractical CA rule on the performance of SDMA in HetNets.
communications in HetNets is an active research trend. E} do this, we derive the coverage probability and per UE data
ploiting benefits of stochastic geometry, see, e.g., [4] for detailste taking into account the maximum number of BSs across
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all tiers that UEs are allowed to assess for associatfofa, reuse factor, and network’s resource constraints. Further, let
It is seen that, the coverage probability improves substantially< n; < Ky be the number of-th tier pilots that the typical

by increasingKy before reaching its stable status. But, byJE measure so thaf_,n; = Ky. We introduce se®? as
increasingK g the data rate linearly diminishes to zero aftethe index of BSs of tie# that UE assesses for CA procedure.
reaching its summit. We further show that the way that is Regarding the fact that in practice pilots corresponding to
shared among the tiers can dramatically improve the coveragesarby BSs have the higher chance of being successfully
and capacity. In fact, adopting our proposed algorithms odetected and network’s configuration advocates handoff to
may achieve almost 90 of the stable coverage (which isadjacent cells rather far cells, séf! is assumed to contain
obtainable whenky; > 1) only when Ky is 2. We further the n; nearest BSs to the typical UE.

observe that methods enhancing coverage probability may

render a very weak capacity performance and vise vera. Ill. PERFORMANCEANALYSIS

A. Coverage Probability
Il. SYSTEM MODEL

) ) ) o The typical UE is in coverage if for somei
Our main focus is on the downlink communicatio rca SIR,, > (3 is valid. We denote the coverage

paradigm in aK-tier HetNet. As in [10], [11], a tractable

network model of HetNets consists @ tiers of randomly Probability byo = P{maxr eU; o SIRa, 2 51}

located BSs. Each tie is specified by tuple\;, P, 3; > Proposition 1: The coverage probablhty of the considered
1, N*, M;), respectively, indicating BS’s spatial density, trans2PMA K-tier HetNets can be lower-bounded by

mission power of BSs, SIR threshold, the number of antennas . -1 3

BSs are equipped with, and the number of UEs served in 0> Z i 3 <F F(?J{m)
each cell by SDMA method. BSs at the tierare spatially (@) Z S(M;) ™= (@1 +m)
distributed via a homogenous Poisson Point Process (PPP) 7=t

®,; € R? with given spatial density\; > 0. The processes are m gm _a
mutually independent. UEs are single-antenna and distributed _= ? o 5 > )
through a homogenous PRR;, independent of set®;, with meoas (1+ C(a) f: ;<;~(Mv)> =t
given spatial density\;. S = R
We focus on narrow-band, block-fading model in which N here F() is the gamma function and;(M;)
fading is constant per frame duration and evolves randomly - & pat;)
according to the specified fading distribution at the start o (17-)%6; @, #;(M;) = A ( ) rarys and C(a) =
each frame. The typical UE is positioned at the origin that isl'(1 — oz).
presumably associated with B§. We hear focus on zero- Proof: See AppendixC
forcing precoding. Let:,, be the small-scale channel power Proposition 1 provides an expression of the coverage prob-
gain between BS; € &, and the typical UE, which according ability that the typical UE experiences in SDMA systems.
to [7], [8] is a chi-squared.v. with 2)7; degrees-of-freedom Impacts of various system parameters including the density of
(DoFs) wherel; = N} — M; + 1. Other BSs all over the BSs, SIR thresholds, and specially are apparent from (2).
network are potential interferers under the premise of universar example, by increasing, the significance of the second
frequency reuse and open access. The experienced signaktm in the summation reduces and the first term dominates
interference ratio (SIR) at the typical UE is the behavior of the coverage performance. As a result, by
P il -2 increasingn; the coverage performance improves. However,
SIR, — Mi Ti Zi, (1) under the constraint of , = K it is in practice impossible
' f:1 I; to increasen;s as freely as it wishes. It is in fact very critical
. to intelligently shareK'; among the tiers according to the
where o > 2 is the path-loss exponenﬂ,xéu stands for anners that tiers affect the coverage probability. For instance,
the Euclldean distance. We further Iét 5 in the rest .o may decide to given a bigger portion &f; to the tier
of this paper. Also,l; = >, .o /z, M ||zl "9z, is the  responsible with smaller values of the second term in (2).
interference contrlbutlon of tief. Fadingg., is a chi- -squared Another approach could be sharifify; among the tiers based
r.v. with DoFs21M; [7]. Note that all involved fading variables on the levels of their transmission powers. We pursue these

in (1) are statistically independent. agendas in the design of the CA procedure with more details
By CA procedure UEs are able to examine pilot signalg section IV.

emitted from BSs and associate themselves with the mosBefore ending this part we provide some corollaries to
suitable one. As [10], [7] maximum SIR association is corproposition 1:

sidered: each UE attaches to the BS that is able to provideCorollary 1: If n; > 1 Vi, then (2) is increased to

the highest SIR. But, here we assume that the network is

designed in the way that the assessment of sdlely> 1 SIR B X TR (M;) ;1 (& +m)
values is permitted before finding the best one. This is inline OKg=co = Z:: K mz:o F r(1+m)
with relevant issues dominating the practical scenarios, pilot's (@) ; '




Note that it is noteworthy to point out that the literature fails if\lgorithm 1 Alg. 1

providing a closed-form expression of the coverage probability:
of SDMA HetNets, see e.g., [7], [14], which is tackled in 3:

Corollary 1.
Corollary 2: For full SDMA, i.e., M; = N} Vi, (2) is
simplified too" ~5PM* > 37 A4, (1 - (14 4) ™), where4; =

-~ kK -
C(a) Zﬁ:l K (IM]')

t=0K =0
while Y°; n; < Ky do

i* = arg max _1;

AéEording to Corollary 2 one may argue that

A;(1+ )™ is the damage that limited CA procedure

imposes on the coverage performance of tiéince function
Ai(l + Ai) is increasing with respect tol;, one may
decide to assign a bigger portion &y to the tier with
smallestA; across tiers.

—n;

B. Per-UE Capacity

The amount of time that the typical UE spends for associ-

ation is proportional to the value dfg. In the following we
consider a very straightforward scenario. l0ekx 7 < 1 be

the fraction of time frame that is devoted for measuring pilot

from a BS. Further, leC = {max, 4= SIR,, > (3;} stand

i€K/K
4: ngx =mngx +1
5. R=rRU{i*}
6: t=1t+1
{: it K =Kthen
8: k=0
9. endif
10: end while
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for the coverage event of the typical UE. The capacity that the

typical UE can achieve is then obtained from

log( )‘C
—(1KHT)+/1P’{ >2t1’C}dt

I r

t>0

R=(1—-Kur)"E 1+ max SIR,,

:ci€<1>fl

max SIR.,

z,G‘PfI

(1 —I(HT)Jr

o

max SIR,, > max{2" — 1,4}

mie<1>{f

_ +
— (1= Kar) " log(1 + Bunin) + @ >

g

e {sngl) > max{2" — 1, @,}} dt,  3)

=1
t>log(14+Bmin)

whereSmin = min; 3; andP {SIRm@ > max{2¢ — 1,@-}} is
calculated in Proposition 1. '

IV. SIMULATION RESULTS AND SYSTEM DESIGN

Fig. 1. Coverage Probabilitys. K for several values oBs (Algl. with
Y = B).

In the rest of this section we evaluate the performance of
Alg. 1 for several choices of;. However, we first study the
accuracy of Propositionl’s bound against simulattorfor
this goal we simply lety); = P; in Fig. 1. As it is seen
from this figure the provided lower-bound in Proposition 1
is adequately accurate. Moreover, it is seen that by increasing
Ky the coverage probability improves and then gets stable.
In fact, as many as 8 BSs are enough for CA procedure from
the coverage perspective.

A plot of per-UE capacity of (3) for several values gf
is shown in Fig. 2vs. Ky under the algorithm Alg. 1. As
it is seen, in contrary to coverage performance (see Fig. 1)
increasingK g has a conflicting impact oR: it first improves
the capacity and then proportionally pushes its value to zero.
In the case of5, = 2 setting Ky = 2 in fact results in the
maximization of the capacity. Nevertheless, Fig. 1 reveals that
for this specific setting the coverage performance is very poor.

We further study the performance of Alg. 1 for several

The way thatKy is shared among tiers has a profounghoices of parametep; in Fig. 3, which shows the coverage
impact on the coverage probability as well as per-UE capaeerformance, and Fig. 4, which shows the per-UE capacity.

ity. While optimizing (2) and/or (3) with respect to;s is

Consider Fig. 3. As it is seen, whely = o; the coverage

mathematically complex, we in the following provide a greederformance is the highest compared to thle'other choices for
algorithm that can be found in Algorithm 1 (referred to as Alggach value of3,. For example, whem, = 2, it is observable

1 in the following). In Alg.1 parametey; shall be interpreted
as the performance reward gained by assigning a new BS
CA procedure to tieri. Pssible choices arep; = o; (the
coverage probability associated with tigy «; = R; (the per-
UE capacity associated with tiéy; andy; = A, ! where4; is
given in Corollary 2. We also consider the case that= P,
meaning that a tier with higher transmission power has t
higher superiority to have higher share i&f;.

that only 3 BSs are required for CA procedure to guarantee
agmost the same coverage thty — oo can provide. This

is also true for the case gf; = 7.5. On the other hand, for
both values ofg, we see that choice of; = R; performs

1For the simulations in this paper we have considered the following
arametersA; = 1072, Ao = 1074, A3 = 5 x 1074, \y = 5 x 1073,
=50, Pp=10,P3 =5, Py =1, (81 =2.5,02=25, 083 =5, M1 =3,
My =5, M3 =7, My =2, andN} = 8 Vi.
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P)).

Per-UE capacitys. Ky for several values o84 (Algl. with ¢; =

Fig. 4. X1 = 1074
and (32 = 5.

a=4,N" =10, P =50 W, P, = 10W, 31 = 2,

.00 -0--0-

o -3 .’-g.;_-gz;.g;.—.b"'

=4 | 4 to realize that these two choices yields their best capacity
] performance—for exampl&'y = 3 for the case ofj, = 2—

with the cost of less thah0% coverage lost (compared to the
coverage that choice; = o; yields). On the other hand, for
this case the capacity lost compared/to= R; (Kyz = 3 and

B4 = 2) is less than 1 nats/sec/Hz. As a result, the conclusion
one may draw here is that to balance between two conflicting
performance metrics of coverage and capacity it is better to
have a moderate number of BSs for CA procedure, which
" could be chosen with accordancewf=1/A;.

obe oo

Coverage Probability

Fig. 3. A\ = 10~ V. CONCLUSIONS

andfBy = 5.

a=4, N" =10, PL =50 W, P, = 10W, 51 = 2,

Adopting tools from stochastic geometry we derived the
coverage probability and capacity of MIMO-SDMA in Het-
very poorly. Finally, if; = 1/A;, the coverage performanceNets. We mainly focused on practically appealing scenarios
improves compared tg;, = P;. For both choices of; = 1/A4; whereby user equipments (UE) were restricted examining
and+; = P; and in both cases of, = 2 and 3, = 7.5 we Kp > 1 pilots across all tiers before choosing the associated
require Ky = 8 to achieve ultimate coverage performanceéiase station (BS) in contrary to the literature that have con-
As a result, a wise choice of parametgr can dramatically sidered idealistic cell association (CA) rules, i.&zy — oo.
reduce the complexity of CA procedure without damaging thdopting our proposed bounds on the coverage probability and
coverage performance. capacity we then concocted a number of greedy algorithms for

Now consider Fig. 4 that depicts the capacity performané8aring Ky among the tiers.
of Alg. 1 for different choices of);. There are a number of
important points deserved to be explained. First, as a general
rule the larger the value oK'y, the smaller the capacity will [1]
be. As a result, though the coverage performance benefj
from higher values ofKy the same can not be claimed
from the perspective of capacity. Second, the choiceg,of [3]
that performs great from the capacity point of view, which 4
is ¢; = Ry, yields a very poor coverage performance (seé]
Fig. 3), while choice ofy; = o; that has the best coverage
performance yields the weakest capacity performance (s&3
Fig. 4). In fact, from capacity view point, see Fig. 4 for
B4 = 7.5, the capacity boost one may gain from changing
the parameter); from o; to R; is more than3 nats/sec/Hz,
while the coverage performance degrades more thiih. [
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APPENDIX: PROOF OFPROPOSITIONl o i C(a) Y k(M)
j=1

(t+1))

Let sort the BSs in tief such thalﬂx || < ||=; | where
o

x; is the position ofl-th closest BS to the origin. Note that . (1 ()
X | 1= (14—

rv. 7| z\"|2 is distributed according tal chi-squared [16].
Under the premise of; > 1, the coverage probability is then
calculated as

K o ThalMe)
~ K 2
0= Z E Z 1(SIRs, > 6i) {@'JH} C(a) Z r;(M;) X2,
i=1 z el J=1
K . Cgl (s)s™¢
v mRi(M;) X3,
S5 S D ORTC T M I o oF: {sR,0 > 6) - : s, (5)
=1 LL‘iECPfI T ~

K - K
i=11=1 C(a) Z:lh‘/j(Mj) 0 <1 + #@”(M) > nj(Mj))
in which we have applied the whole probability formula and - =t

the fact that at most; candidate BSs in tiei are assessable
for CA procedure. We then have

that
Bia®/? &
P4 SIR > B > 1y d _ (d+m
{ zgl)fﬂ /f { 17(7r)\i)5%j2::1j €T /E adS_ZF 1 )
* 2M + m)
% % ol S he other hand
’Sw,ﬁﬁ»: / On the other hand,
~ [ 15,@Eq, / £, e DT s, @ .
0 2 X2NI [e s} ﬁg‘lQ (5)5—0
' X1,
Whereﬁglz (s) is the Laplace transform of CCDF of random / . x mr ds
Xan1; o 0 (1 + % ;;1 Kj(MJ)>
variable x2 . Lz (s) = X 560" (s —1). such that N
Ch T i S ) (5 — 1) 57
- _ — ~ds
f e*hLy L (s)ds=e " Mi:l ke and (™) (t) is the m-th mzo ™ / Cla) & "
X =0 i 0 1+ s r, (M;) Z:: KJ( )
denvatlve of Dirac delta function [17]. Then,
[eS) oo /2 M;i—1 (_l)m dam 87‘5(
/fle /Eﬁlz £Ij (‘Sizmapl> dsdx - Zo m! ds™ - K " le=1
J X531 j=1 (mAi)2 M; m= 1+ 7775,2(;:2M ) Zl K (M;)
=

i

%) oo s B r)‘C‘(r:v) K ri (M) .. .
® [ s ( j> v jg (M By combining (7), (6), and (5) the desired result
/fXSI(m)/EFIzA (s)e M 1 dsdz obtained.

0 0 2M

Following the same procedure developed in [17] we can show

(6)

7

will be



