
INVARIANTS FOR E0-SEMIGROUPS ON II1

FACTORS

OLIVER T. MARGETTS AND R. SRINIVASAN

We humbly dedicate this paper to the memory of Bill Arveson.

Abstract. We introduce four new cocycle conjugacy invari-
ants for E0-semigroups on II1 factors: a coupling index, a di-
mension for the gauge group, a super product system and a C∗-
semiflow. Using noncommutative Itô integrals we show that
the dimension of the gauge group can be computed from the
structure of the additive cocycles. We do this for the Clifford
flows and even Clifford flows on the hyperfinite II1 factor, and
for the free flows on the free group factor L(F∞). In all cases
the index is 0, which implies they have trivial gauge groups.
We compute the super product systems for these families and,
using this, we show they have trivial coupling index. Finally,
using the C∗-semiflow and the boundary representation of Pow-
ers and Alevras, we show that the families of Clifford flows
and even Clifford flows contain infinitely many mutually non-
cocycle-conjugate E0-semigroups.

1. Introduction

A weak-* continuous semigroup of unital ∗-endomorphisms on a
von Neumann algebra is called an E0-semigroup. They arise nat-
urally in the study of open quantum systems ([5], [8]), the theory
of interactions ([2], [3], [4]), and in algebraic quantum field theory
(simply restrict the time evolution to an algebra of observables cor-
responding to the future light cone). For E0-semigroups on type I
factors the subject has grown rapidly since its inception in [21] (see
the monograph [4] for extensive references). Arveson showed that
these E0-semigroups are completely classified by continuous tensor
products of Hilbert spaces, called product systems, and this gives a
rough division into “types” I, II and III. The type I E0-semigroups on
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type I factors are just the CCR flows ([4]), but there are uncountably
many exotic product systems of types II and III ([13], [14] [18], [25]).

By contrast, after their study was initiated by Powers (in the
same 1988 paper [21]), there has been little progress regarding E0-
semigroups on type II1 factors. In [1] Alexis Alevras made develop-
ments for E0-semigroups on II1 factors analogous to the theory on
type I factors. He associated a product system of Hilbert modules to
every E0-semigroup and showed that they form a complete invariant
(product systems of Hilbert modules have also been considered in
[7], [8], but they are slightly different in form and function to the
ones considered here). He also introduced an index using Powers’
boundary representation ([21]) and computed the index for several
important cases.

Still, this does not classify even the simplest examples of E0-
semigroups on the hyperfinite II1 factor. One problem is that Alevras
was unable to show his index is an invariant up to cocycle conjugacy
(see Section 2). For type I factors, Powers showed his index is a co-
cycle conjugacy invariant by proving it equals the Arveson index, an
intrinsic property of the product system ([22], [23]). For II1 factors
there is no known connection between the index of the semigroup
and the product system of Hilbert modules. Directly related to this
is a lack of effective invariants for these objects.

The structure of the paper is as follows. In Section 2 we give the
basic definitions of E0-semigroups, cocycle conjugacy, units and the
gauge group. We introduce three important families of examples:
Clifford flows and even Clifford flows on the hyperfinite II1 factor,
and free flows on the free group factor L(F∞). All three are, in
a generalized sense, second quantizations of unilateral shifts on L2

spaces.

In Section 3, for an E0-semigroup α on M, we use use the antilinear
*-isomorphism j = Ad(J) : M → M′ of Tomita-Takesaki theory to
define a complementary E0-semigroup α′ on M′. We associate a
Hilbert space to the pair (α, α′) and the dimension of this Hilbert
space is a cocycle conjugacy invariant, called the coupling index. If
there exists an E0-semigroup σ on B(H) extending both α and α′

then the coupling index is equal to the usual Powers-Arveson index of
σ. It should be noted that this index is not same as the index defined
by Alevras in [1] (they differ, for instance, on Clifford flows and even
Clifford flows). We finish the section by associating a Hilbert space
H(G(α)) to the gauge group G(α) and showing the dimension of this
Hilbert space is another cocycle conjugacy invariant.
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In section 4 we define super product systems, generalisations of
Arveson’s product systems of Hilbert spaces. These are similar in
spirit to the subproduct systems already studied in [6], [19] and play
a prominent role in the paper. We introduce multiplicative and addi-
tive units for super product systems and, in section 5, we prove that
there is a one to one correspondence between the two. To this end
we develop a noncommutative stochastic calculus for super product
systems, very similar to that of [12]. This gives an explicit formula
for computing the index of a super product system from its additive
units.

In section 6 we study the gauge group from the point of view of
noncommutative probability. It follows from the invariance of the
trace that an element (Ut)t≥0 of the gauge group enjoys the future
independence property τ(Utαt(x)) = τ(Ut)τ(αt(x)) for all x ∈ M,
t ≥ 0, hence G(α) generates a noncommutative white noise, similar
to those of [16], [12]. By recasting the white noise as a super product
system we see the dimension of the gauge group can be computed
using the methods of section 5. Furthermore, dimH(G(α)) is zero
precisely when the gauge group is isomorphic to (R,+).

In section 7 we compute the additive cocycles for the Clifford flows,
even Clifford flows, and free flows explicitly. Using the results of sec-
tion 6 we show that the gauge group is trivial for all these examples.
By a result of Arveson, this shows that a one-parameter group of
automorphisms on B(H) extending one of these semigroups is com-
pletely determined by its “past” and “future” E0-semigroups on M′,
respectively M (see [3], [4]).

The pair (α, α′) gives us a pair of product systems of Hilbert mod-
ules. In Section 8, we show their intersection is a super product sys-
tem. We prove this is an invariant for α and compute it for Clifford
flows and even Clifford flows. This has strong structural implica-
tions. For instance, it precludes the existence of certain extensions
of the Clifford, or even Clifford flows, to B(H) and allows us show
the coupling index is 0 for all the Clifford flows and even Clifford
flows. For free flows we show that the super product system is trivial
and hence free flows also have coupling index 0.

In section 9 we introduce the notion of a τ -semiflow, the natu-
ral counterpart to the C∗-semiflows introduced by Floricel for type
I factors ([10]). We show that the τ -semiflow is a cocycle conju-
gacy invariant and use this to show that, for a certain class of E0-
semigroups, cocycle conjugacy is equivalent to conjugacy. Using this,
together with the computation of Powers-Alevras index for even Clif-
ford flows, we are able to prove that the even Clifford flows are not
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cocycle conjugate among themselves for different ranks. We lift this
result to the Clifford flows with a simple argument.

2. Preliminaries

Definition 2.1. An E0-semigroup on the von Neumann algebra M
is a semigroup (αt)t≥0 of normal, unital *-endomorphisms of M sat-
isfying

(i) α0 = id,
(ii) αt(M) 6= M for all t > 0,
(iii) t 7→ ρ(αt(x)) is continuous for all x ∈ M, ρ ∈ M∗.

Definition 2.2. A cocycle for an E0-semigroup α on M is a strongly
continuous family of unitaries U = (Ut)t≥0 satisfying Usαs(Ut) =
Us+t for all s, t ≥ 0.

For a cocycle U , we automatically have U0 = 1. Furthermore
the family of endomorphisms αUt (x) := Utαt(x)U∗t defines an E0-
semigroup. This leads to the following equivalence relations on E0-
semigroups.

Definition 2.3. Let α and β be E0-semigroups on von Neumann
algebras M and N.

(i) α and β are conjugate if there exists a *-isomorphism θ :
M→ N such that βt = θ ◦ αt ◦ θ−1 for all t ≥ 0.

(ii) α and β are cocycle conjugate if there exists a cocycle U for
α such that β is conjugate to αU .

Let M be a von Neumann algebra acting standardly and π : M→
B(H) a normal representation. Then for an E0-semigroup α on π(M)
there exists a conjugate semigroup π−1 ◦ α ◦ π on M. Thus with out
loss of generality we may restrict to algebras acting standardly.

Let α, β be E0-semigroups acting on II1 factors M and N and
suppose θ : M → N is a *-isomorphism intertwining α and β. By
uniqueness of the trace on M we have τN ◦ θ = τM, hence θ extends
to a unitary U : L2(M)→ L2(N). This unitary satisfies

(i) UΩM = ΩN,
(ii) UMU∗ = N,
(iii) βt(x) = Uαt(U

∗xU)U∗ for all t ≥ 0, x ∈ N,

where ΩM (respectively ΩN ) is unique cyclic and separating vector
(which evaluates the trace), given by the image of 1M (respectively
1N ) in L2(M) (respectively L2(N)). For II1 factors acting standardly
we take this as the definition of conjugacy.
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For the rest of the paper M will denote a II1 factor with trace τ
acting canonically on H := L2(M) with cyclic and separating trace
vector Ω. Let α be an E0-semigroup on M. Associated to α is a
decreasing family of von Neumann algebras

M = α0(M) ⊃ αs(M) ⊃ αt(M) ⊃ C1 for all 0 ≤ s ≤ t.

By taking relative commutants we get a filtration

C1 = M0 ⊂ Ms ⊂ Mt ⊂ M for all 0 ≤ s ≤ t,

where Mt := M ∩ αt(M)′.

Using the cyclic and separating property of Ω we can well-define
a linear operator on the subspace MΩ by

StxΩ := αt(x)Ω for all x ∈ M.

By invariance of the trace under αt, each St extends to an isome-
try and it is easily seen that {St : t ≥ 0} is a strongly continuous
semigroup satisfying Stx = αt(x)St. This motivates the following
definition.

Definition 2.4. A unit for α is a strongly continuous semigroup
T = {Tt : t ≥ 0} of operators in B(H) such that T0 = 1 and Ttx =
αt(x)Tt for all t ≥ 0, x ∈ M. Denote the collection of units by Uα.
We call {St : t ≥ 0} the canonical unit associated to α.

A gauge cocycle for α is a cocycle which satisfies the adaptedness
condition Ut ∈ Mt for all t ≥ 0. Notice that the product of two gauge
cocycles U and V is another gauge cocycle and that the adjoint U∗

of a gauge cocycle is a gauge cocycle. Thus, under the multiplication
(UV )t := UtVt, the collection of all gauge cocycles forms a group,
denoted by G(α), called the gauge group of α.

Proposition 2.5. The multiplication (U, T ) 7→ UT defines an action
of the gauge group on Uα.

Proof. The adaptedness condition ensures that

UtTtx = Utαt(x)Tt = αt(x)UtTt (t ≥ 0, x ∈ M),

and it follows from the cocycle identity that

UsTsUtTt = Usαs(Ut)TsTt = Us+tTs+t (s, t ≥ 0).

Moreover, for ξ ∈ H, we have

‖(UtTt − I)ξ‖2 = ‖UtTtξ‖2 + ‖ξ‖2 − 2< 〈ξ, UtTtξ〉
= ‖Ttξ‖2 + ‖ξ‖2 − 2< 〈U∗t ξ, Ttξ〉 → 0

as t→ 0. Thus, since U0 = 1, UT is a unit. �
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By Proposition 2.5, the canonical unit induces a map

G(α)→ Uα, U 7→ US.

If US = V S for two gauge cocycles U, V then (Ut − Vt)St = 0 for all
t ≥ 0, so that (Ut − Vt)Ω = 0. As τ is faithful we obtain Ut − Vt = 0
for all t ≥ 0, so the canonical map G(α)→ Uα is an injection.

We end this section with some examples and by fixing some nota-
tion. These examples are already discussed in [1].

Throughout this paper, we denote by k an arbitrary separable real
Hilbert space with dimension equal to n ∈ {1, 2 · · ·∞}, and by kC be
the complexification of k.

Let L2(R+; k) or L2(R+; kC) be the Hilbert space of square inte-
grable functions taking values in k or kC respectively. Let {Tt} be
the shift semigroup of L2(R+; kC) defined by

(Ttf)(s) = 0, s < t,

= f(s− t), s ≥ t,

for f ∈ L2(R+; kC). They are semigroups of isometries and we denote
their restriction to L2(R+; k) also by {Tt}.

The full Fock space is defined by

Γf (L2(R+; kC)) =
∞⊕
n=0

L2(R+; kC)⊗n,

where L2(R+; kC)⊗0 = CΩ, and Ω will be called as vacuum vector.

Example 2.6. Clifford flows Let H be a real Hilbert space and HC
its complexification. Write Γa(HC) for the antisymmetric Fock space
over HC, i.e. the subspace of Γf (HC) generated by antisymmetric
tensors. For any f ∈ HC the Fermionic creation operator a∗(f) is
the bounded operator defined by the linear extension of

a∗(f)ξ =

{
f if ξ = Ω
f ∧ ξ if ξ ⊥ Ω,

where f∧ξ is the image of f⊗ξ ∈ Γf (HC) under orthogonal projection
onto Γa(HC). The annihilation operator is defined by a(f) = a∗(f)∗.
The unital C∗-algebra Cl(H) generated by the self-adjoint elements

{u(f) = (a(f) + a∗(f))/
√

2 : f ∈ H}

is the Clifford algebra over H. The vacuum Ω is cyclic and defines
a tracial state for Cl(H), so the weak completion yields a II1 factor;
in fact it is the hyperfinite II1 factor R [26].

If H = L2(R+; k), where k is a separable Hilbert space with dimen-
sion n ∈ {1, 2, · · ·∞} as mentioned before, then T the unilateral shift



INVARIANTS FOR E0-SEMIGROUPS ON II1 FACTORS 7

on L2(R+; k) defines an E0-semigroup on R by extension of

αnt (u(f1) · · ·u(fk)) = u(Ttf1) · · ·u(Ttfk)

called the Clifford flow of rank n.

Example 2.7. Even Clifford flows The von Neumann algebra
generated by the even products

Re = {u(f1)u(f2) · · ·u(f2n) : fi ∈ L2((0,∞), k), n ∈ N}

is also isomorphic to the hyperfinite II1 factor. The restriction of the
Clifford flow αn of rank n to this subfactor is called the even Clifford
flow of rank n. We denote it by βn.

Example 2.8. Free flows

Let k be a real Hilbert space of dimension n ∈ {1, 2, · · ·∞} and

for every f ∈ L2(R+; k) define the operator s(f) = l(f)+l(f)∗

2 on

Γf (L2(R+; kC)) where

l(f)ξ =

{
f if ξ = Ω,
f ⊗ ξ if 〈ξ,Ω〉 = 0.

The von Neumann algebra Φ(k) = {s(f) : f ∈ L2(R+; k)}′′, is iso-
morphic to the free group factor L(F∞) and the vacuum is cyclic and
separating with 〈Ω, xΩ〉 = τ(x) (see [26]).

Let T be the unilateral shift on L2(R+; k). Then there exists a
unique E0-semigroup γn on Φ(k) satisfying

γnt (s(f)) := s(Ttf) (f ∈ k, t ≥ 0)

(see [1]), this is called the free flow of multiplicity dim k.

Notation: Throughout this paper, for E ⊂ B(H), we shall write
[E] for the closure, in the weak operator topology, of the linear sub-
space of B(H) spanned by E. Similarly, if S ⊂ H is a subset of vec-
tors, we shall write [S] for the norm-closed subspace of H spanned
by S. N denotes the set of natural numbers and N0 = N ∪ {0}.

3. Multi-units, index and gauge dimension

We begin this section by defining a complementary, or dual E0-
semigroup. Let J be the modular conjugation associated to the vec-
tor Ω by the Tomita-Takesaki theory. We can define a complemen-
tary E0-semigroup on M′ by setting

α′t(x
′) = Jαt(Jx

′J)J (x′ ∈ M′).
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Then we define a semigroup of maps on M ∪M′ by setting

µt(x) =

{
αt(x), x ∈ M,
α′t(x), x ∈ M′.

Proposition 3.1. If the E0-semigroups α and β on M are cocycle
conjugate, the complementary E0-semigroups are also cocycle conju-
gate.

Proof. It is easy to see conjugacy is preserved under complementa-
tion. Suppose {Ut} is an α−cocycle and βt(·) = Utα(·)U∗t . For any
t ≥ 0, let vt = JUtJ , then vt ∈ M′ and vt satisfies

vs+t = Jus+tJ = JUsJJαs(Ut)J = JUsJα
′
s(JUtJ) = vsα

′
s(vt).

So {vt} forms an α′-cocycle. We also have

β′t(m
′) = Jβt(Jm

′J)J

= JUtα(Jm′J)U∗t J

= (JUtJ)(Jα(Jm′J)J)(JU∗t J)

= vtα
′
t(m

′)v∗t ,

for all m′ ∈ M′. �

Definition 3.2. A µnit or multi-unit for the E0-semigroup α is a
stongly continuous semigroup of bounded operators (Tt)t≥0 satisfying

Ttx = µt(x)Tt for all x ∈ M ∪M′

together with T0 = 1. That is, a multi-unit is a unit for both α and
α′. Denote the collection of µnits for α by Uα,α′.

We have already noticed {St : t ≥ 0} is a unit for α. Since the
E0-semigroup α is ∗−preserving, the modular conjugation operator
commutes with St for each t ≥ 0. This implies

α′t(m
′)St = Jαt(Jm

′J)JSt = JSt(Jm
′J)J = Stm

′

for all m′ ∈ M′, t ≥ 0, and S ∈ Uα,α′ . So the collection of multi-units
for any E0-semigroup in a II1 factor is always non-empty.

Lemma 3.3. If U is a gauge cocycle for α then US is a µnit for α.
Thus U 7→ US defines an injection G(α)→ Uα,α′.

Proof. Since US is a unit for α, we need only show that it is also a
unit for α′. For all t ≥ 0, x ∈ M′ and y ∈ M we have

α′t(x)UtStyΩ = α′t(x)Utαt(y)Ω = Utαt(y)α′t(x)Ω

= Utαt(y)Jαt(JxJ)JΩ = Utαt(y)αt(Jx
∗J)Ω

= UtStyJx
∗JΩ = UtStyxΩ = UtStxyΩ.
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�

Lemma 3.4. Let X and Y be µnits for α. Then X∗t Yt = eλt1 for
some constant λ ∈ C.

Proof. For any x ∈ M ∪M′ we have

X∗t Ytx = X∗t µt(x)Yt = (µt(x
∗)Xt)

∗Yt = (Xtx
∗)∗Yt = xX∗t Yt,

hence X∗t Yt ∈ (M ∪M′)′ = C1. We note that

X∗sYsX
∗
t Yt = X∗tX

∗
sYsYt = X∗s+tYs+t

and hence the complex valued function f(t) = 〈Ω, X∗t YtΩ〉 is con-
tinuous and satisfies f(s + t) = f(s)f(t). Since f(0) = 1 we have
f(t) = eλt for some λ ∈ C. �

Thus we can define a covariance function c : Uα,α′ × Uα,α′ → C
by X∗t Yt = ec(X,Y )t1 for all t ∈ R+. Since the covariance function
is conditionally positive definite (see Proposition 2.5.2 of [4]) the
asignment

〈f, g〉 7→
∑

X,Y ∈Uα,α′

c(X,Y )f(X)g(Y )

defines a positive semidefinite form on the space of finitely supported
functions f : Uα,α′ → C satisfying

∑
X∈Uα,α′

f(X) = 0. Hence we

may quotient and complete to obtain a Hilbert space H(Uα,α′).

Definition 3.5. Define the coupling index Indc(α) of the E0-semigroup
α as the cardinal dimH(Uα,α′).

Proposition 3.6. If α and β are cocycle conjugate E0-semigroups
then they have the same coupling index. Furthermore, if γ is an
E0-semigroup on the II1 factor W then

Indc(α⊗ γ) ≥ Indc(α) + Indc(γ).

Proof. For the first statement it is enough to give a bijection Uα,α′ →
Uβ,β′ preserving the covariance. For conjugate semigroups with inter-

twining unitary V , AdV clearly does the job. So assume α = βU , for
an α-cocycle U . Then the map T 7→ JUJUT suffices (see Theorem
8.11).

For the inequality note that every pair of µnits Xα, Xγ for α and
γ respectively give a µnit Xα ⊗Xγ for α⊗ γ. As

(Xα
t ⊗X

γ
t )∗(Yt

α ⊗ Y γ
t ) = e(c(Xα,Y α)+c(Xγ ,Y γ))t1

there exists an isometry

H(Uα,α′)⊕H(Uγ,γ′) ↪→ H(Uα⊗γ,(α⊗γ)′)

(see [4] Lemma 3.7.5). �
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Proposition 3.7. Let α be an E0-semigroup on the II1 factor M. If
there exists an E0-semigroup σ on B(L2(M)) satisfying

σt(x) =

{
αt(x) if x ∈ M,
α′t(x) if x ∈ M′,

for all t ≥ 0,

then Indc(α) is equal to the Powers-Arveson index of σ.

Proof. Clearly if T is a unit for σ then it is a µnit for α. Conversely
if T is a µnit for α and x ∈ B(H) we may pick nets (yi)i∈I ⊂ M and
(zi)i∈I ⊂ M′ satisfying yizi → x in the ultraweak topology. Then by
ultraweak continuity of σ, σt(x)Tt = limi∈I σt(yizi)Tt, but

σt(yizi)Tt = αt(yi)α
′
t(zi)Tt = Ttyizi → Ttx,

that is, T is a unit for σ. Thus Uα,α′ = Uσ and the induced covariance
function on Uσ is precisely that of [4], section 2.5. �

Remark 3.8. All our known examples of E0-semigroups on II1 fac-
tors do not admit an extension as described in Proposition 3.7. This
follows from our computations on the super product systems associ-
ated to these examples, in section 8. It is an interesting open question
to construct an E0-semigroup on a II1 factor which admits such an
extension to B(L2(·)).

The gauge group also forms a cocycle conjugacy invariant for α.
Conjugate E0-semigroups clearly have isomorphic gauge groups, and
if U is a unitary cocycle for α and β = αU then we have the group
isomorphism AdU : G(α)→ G(β).

Lemma 3.9. If U, V ∈ G(α) then there exists λ ∈ C such that
τ(U∗t Vt) = eλt for all t ≥ 0. In particular we have the identity

(1) τ(U∗s+tVs+t) = τ(U∗s Vs)τ(U∗t Vt) (s, t ≥ 0).

Proof. As Ω is invariant under S we have

τ(U∗t Vt) = 〈Ω, U∗t VtΩ〉 = 〈Ω, S∗t U∗t VtStΩ〉 = ec(US,V S)t(2)

as required. Equation (1) follows immediately. �

For a pair of gauge cocycles U, V , we will write the correspond-
ing covariance function on G(α) as c∗(U, V ) := c(US, V S). It is
clear that c∗(·, ·) is just the pullback of c(·, ·) along the injective map
G(α) → Uα,α′ induced by the canoncial unit. Equation (2) thus

reduces to τ(U∗t Vt) = ec∗(U,V )t. We can now repeat the above con-
struction with (G(α), c∗(·, ·)) in place of (Uα,α′ , c(·, ·)) to obtain a
Hilbert space H(G(α)).
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Definition 3.10. The dimension of the gauge group G(α) is defined
to be the cardinal dimG(α) := dimH(G(α)). We will also refer to
this as the gauge index of the E0-semigroup α.

Theorem 3.11. The gauge index is a cocycle conjugacy invariant.
Furthermore, it satisfies

dimG(α⊗ β) ≥ dimG(α) + dimG(β)

for any E0-semgiroup β on a second II1 factor.

Proof. If U is a unitary cocycle for α then for V,W ∈ G(α),

τ(UsV
∗
s U
∗
sUsWsU

∗
s ) = τ(UsV

∗
s WsU

∗
s ) = τ(V ∗s Ws),

so dimH(G(α)) = dimH(G(αU )). If β is conjugate to αU , then as
the intertwining *-isomorphism also preserves the trace dimH(G(αU ))
is equal to dimH(G(β)). The inequality follows as in Proposition
3.6. �

4. Super product systems

In this section and following section we develop tools to analyse
semigroups on II1 factors. Here we introduce the notion of a super
product system of Hilbert spaces, which is a generalization of the
product systems introduced by Arveson. The second named author
heard this notion from C. Köstler during a conversation, but we could
not find any literature dealing with ‘super product systems’.

Definition 4.1. A super product system of Hilbert spaces is a one
parameter family of separable Hilbert spaces {Ht : t ≥ 0}, together
with isometries

Us,t : Hs ⊗Ht 7→ Hs+t for s, t ∈ (0,∞),

satisfying the following two axioms of associativity and measurability.

(i) (Associativity) For any s1, s2, s3 ∈ (0,∞)

Us1,s2+s3(1Hs1 ⊗ Us2,s3) = Us1+s2,s3(Us1,s2 ⊗ 1Hs3 ).

(ii) (Measurability) The space H = {(t, ξt) : t ∈ (0,∞), ξt ∈ Ht} is
equipped with a structure of standard Borel space that is compatible
with the projection p : H 7→ (0,∞) given by p((t, ξt) = t, tensor
products and the inner products as in the definition of a product
system (see 3.1.2, [4]).

Remarks 4.2. The theory of subproduct systems or inclusion sys-
tems is studied in [6] and [19], where the embedding map is reversed,
that is the operator Us,t : Hs ⊗ Ht 7→ Hs+t is assumed to be a co-
isometry. But unlike subproduct systems, which can possibly be finite
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dimensional, super product systems are either all one-dimensional
or all infinite dimensional. If d(t) is the dimension of the separable
Hilbert space Ht, then, since Hs⊗Ht embeds isometrically into Hs+t,
the relation d(s)d(t) ≤ d(s+ t) is satisfied for all s, t > 0. The only
possibility is d(t) = 1 for all t > 0 or d(t) =∞ for all t > 0.

Definition 4.3. By an isomorphism between super product systems
(H1

t , U
1
s,t) and (H2

t , U
2
s,t) we mean an isomorphism of Borel spaces

V : H1 7→ H2 whose restriction to each fiber provides an unitary
operator Vt : H1

t 7→ H2
t satisfying

(3) Vs+tU
1
s,t = U2

s,t(Vs ⊗ Vt).

Definition 4.4. A unit for a super product system (Ht, Us,t) is a
measurable section {ut : ut ∈ Ht} satisfying

Us,t(us ⊗ ut) = us+t ∀ s, t ∈ (0,∞).

Similar to product systems, a super product system is called spa-
tial if it admits a unit. From here onwards we assume all our super
product systems admit a unit, since that is the kind of super prod-
uct system we will encounter while dealing with II1 factors. We fix
a unit denoted by {Ωt ∈ Ht} and call that the canonical unit. We
set H0 = CΩ0.

Definition 4.5. Let (Ht, Us,t) be a spatial super product system with
the canonical unit {Ωt}. A unital unit is a unit {ut}t≥0 satisfying
‖ut‖ = 1. An exponential unit is a unit {ut}t≥0 satisfying 〈ut,Ωt〉 =
1. We denote the set of unital units by U(H) and the collection of
exponential units by UΩ(H).

Remarks 4.6. Every unit {ut} satisfies

‖us+t‖ = ‖us ⊗ ut‖ = ‖us‖ ‖ut‖ ∀ s, t ≥ 0.

So ‖ut‖ = eλt for some λ ∈ R. On the other hand every unit also
satisfies

〈us+t,Ωs+t〉 = 〈us ⊗ ut,Ωs ⊗ Ωt〉 = 〈us,Ωs〉 〈ut,Ωt〉 ∀s, t ≥ 0.

So 〈ut,Ωt〉 = eµt for some µ ∈ R. Thus given an exponential unit
{ut} the unit {e−λtut} is unital, and given a unital unit {ut} the unit
{e−µtut} is exponential. It is easily seen that this defines a bijection
UΩ(H)→ U(H).

Definition 4.7. An addit for a spatial super product system (Ht, Us,t),
with canonical unit {Ωt}, is a measurable family of vectors {bt : t ≥
0} satisfying

(i) bt ∈ Ht for all t ≥ 0,
(ii) Us,t(bs ⊗ Ωt) + Us,t(Ωs ⊗ bt) = bs+t for all s, t ≥ 0.
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We say an addit is centred if 〈Ωt, bt〉 = 0 for all t ≥ 0. Denote the
set of all addits by A(H).

Since Ωt is a unit, every addit b can be written as bt = ct + λtΩt

such that c is a centered addit and λt ∈ C. Since t 7→ λt is measurable
and λs+t = λs + λt, we have λt = λt for some λ ∈ C.

Lemma 4.8. Let b and c be centered addits. Then

(4) 〈bt, ct〉 = t 〈b1, c1〉 .

Proof. The function t 7→ 〈bt, ct〉 is measurable, and 〈bs+t, cs+t〉 equals

= 〈Us,t(bs ⊗ Ωt) + Us,t(Ωs ⊗ bt), Us,t(cs ⊗ Ωt) + Us,t(Ωs ⊗ ct)〉 ,
but this is 〈bs, cs〉+ 〈bt, ct〉, since the addits are centered. �

5. Noncommutative Itô Integrals

In this section we develop Itô Integrals on spatial super product
systems, with respect to a centered addit. Using Itô Integrals, we
provide a bijection between centered addits and exponential units.
Throughout this section we fix a spatial super product system (Ht, Us,t)
with the canonical unit {Ωt : t ≥ 0}.

Definition 5.1. An adapted process is a family x = {xt : t ≥ 0}
satisfying xt ∈ Ht for all t ≥ 0.

An adapted process is simple if there exists a partition 0 ≤ s0 <
s1 < . . . of R+ into a countable family of intervals so that

xt = Usi,t−si(xi ⊗ Ωt−si) if t ∈ [si, si+1),

where xi ∈ Hsi for each i ≥ 0, and infn∈N(sn − sn−1) > 0.

Let x be a simple adapted process, b a centred addit and 0 ≤ t0 ≤
t1. Extend and redefine the partition for x so that t0 = sm, t1 = sn
and define∫ t1

t0

xsdbs =
n−1∑
i=m

Usi,si+1−si,t1−si+1(xi ⊗ bsi+1−si ⊗ Ωt1−si+1),

where Ur,s,t : Hr ⊗Hs ⊗Ht 7→ Hr+s+t is the canonical unitary oper-
ator well-defined by the associativity axiom (here for instance take

Ur,s,t = Ur+s,t(Ur,s⊗1Ht)) Clearly the new process {
∫ t

0 xsdbs : t ≥ 0}
is adapted.

The definition of the above integral is well-defined. The fact that
it does not depend on the partition with respect to which x is simple,
follows from the additive property of the addit b and the multiplica-
tive property of the unit {Ωt : t ≥ 0}
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Here is our version of Itô’s identity.

Lemma 5.2. Let x, y be two simple adapted processes. Then〈∫ t1

t0

xsdbs,

∫ t1

t0

ysdbs

〉
= ‖b1‖2

∫ t1

t0

〈xs, ys〉 ds.

Proof. We may assume that the partitions for x and y are the same.
For i 6= j and i < j, note that〈

xi ⊗ bsi+1−si ⊗ Ωt1−si+1 , yj ⊗ bsj+1−sj ⊗ Ωt1−sj+1

〉
=
〈
xi ⊗ bsi+1−si ⊗ Ωsj−si+1 , yj

〉 〈
Ωsj+1−sj , bsj+1−sj

〉
= 0.

Similarly, same is the case when j < i.

Thus we have〈∫ t1

t0

xsdbs,

∫ t1

t0

ysdbs

〉
=

n−1∑
i=m

〈
xi ⊗ bsi+1−si , yi ⊗ bsi+1−si

〉
=

n−1∑
i=m

〈xi, yi〉
∥∥bsi+1−si

∥∥2

=
n−1∑
i=m

〈xi, yi〉 (si+1 − si) ‖b1‖2

= ‖b1‖2
∫ t1

t0

〈xs, ys〉 ds.

�

Definition 5.3. An adapted process x is said to be a continuous pro-
cess if the function t 7→ ‖xt‖2 is continuous. For a simple adapted
process x and centred addit b, the noncommutative Itô integral

∫
xsdbs

of x with respect to b is the continuous process t 7→
∫ t

0 xsdbs.

We say a sequence of adapted process {xn : n ∈ N} converges to

x in L2 on any finite interval [a, b], if
∫ b
a ‖x

n
t − xt‖2dt converges to 0.

Proposition 5.4. Let x be a continuous adapted process such that
there exists F : R+ → C analytic with F (0) = 0 and, for all s, t ≥ 0,

〈xs+t, Us,t(xs ⊗ Ωt)〉 = ‖xs‖2 F ′(t). Then on any finite interval we
can approximate x in the L2 norm by adapted step functions.

Proof. Pick an interval I = [r, s] and set rn0 = r, rni+1 = rni +(s−r)n−1

for i = 0, . . . , n− 1. Then define a simple adapted process

xnt = Urni ,t−rni (xrni ⊗ Ωt−rni ) if x ∈ [rni , r
n
i+1), for i = 0, . . . , n− 1;

= 0 if t ≥ s.
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Then ‖x− xn‖2L2(I) is

n−1∑
i=0

∫ rni+1

rni

∥∥xt − Urni ,t−rni (xrni ⊗ Ωt−rni )
∥∥ dt

=

n−1∑
i=0

∫ rni+1

rni

‖xt‖2 +
∥∥xrni ∥∥2 − 2Re

〈
xt, Urni ,t−rni (xrni ⊗ Ωt−rni )

〉
dt

=

∫ s

r
‖xt‖2 dt−

n−1∑
i=0

∥∥xrni ∥∥2
∫ rni+1

rni

2Re F ′(t− rni )− 1dt

=

∫ s

r
‖xt‖2 dt−

n−1∑
i=0

(
2Re F

(
s− r
n

)
− s− r

n

)∥∥xrni ∥∥2
.

(5)

Since t 7→ ‖xt‖2 is continuous and F is analytic the sum in (5) tends

to the Riemann integral (2Re F ′(0) − 1)
∫ s
r ‖xt‖

2 dt as n → ∞, and
since F ′(0) = 1, we get the desired equality. �

Thus, if x is a process satisfying the hypotheses of Proposition 5.4
we may define the Itô integral of x with respect to b as follows. Take
a sequence of adapted step functions {xn} converging to x in the L2

norm on [t0, t1]. Then, by Itô’s identity∥∥∥∥∫ t1

t0

(xns − xms )dbs

∥∥∥∥2

= ‖b1‖2
∫ t1

t0

‖xns − xms ‖
2 ds→ 0

as n,m→∞, so the limit∫ t1

t0

xsdbs := lim
n→∞

∫ t1

t0

xns dbs

exists. Moreover, if yn is another sequence of adapted step functions
with yn → x in L2 norm on [t0, t1], then∥∥∥∥∫ t1

t0

(xns − yns )dbs

∥∥∥∥2

= ‖b1‖2
∫ t1

t0

‖xns − yns ‖
2 ds→ 0,

so the limit is independent of the chosen sequence of approximating
functions. We call processes satisfying the hypotheses of Proposition
5.4 Itô integrands.

The following general version of Itô’s lemma follows immediately
from the very definition of Itô integral.

Lemma 5.5. Let x, y be two Itô integrands, then〈∫ t1

t0

xsdbs,

∫ t1

t0

ysdbs

〉
= ‖b1‖2

∫ t1

t0

〈xs, ys〉 ds.
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For later use we record other properties of the Itô integrals as a
proposition below.

Proposition 5.6. Let x and y be Itô integrands.

(i)
〈∫ t

s xsdbs,Ωt

〉
= 0 ∀ s ≤ t.

(ii)
∫ s+t
t0

xsdbs =
∫ s
t0
xsdbs⊗ Ωt +

∫ s+t
s xsdbs ∀ t0 ≤ s, t.

(iii)
∫ s+t
s Us,r(xs ⊗ yr)dbr = Us,t(xs ⊗

∫ t
0 ysdbs) ∀ s, t.

(iv)
〈∫ s+t

s+t0
xsdbs,

∫ s
s0
xrdbr ⊗ Ωt

〉
= 0 ∀s0 ≤ s, t0 ≤ t.

(v)
∫ s+t
s Ωtdbs = bs+t − (bs ⊗ Ωt) ∀ s, t.

Proof. All statements follow immediately, first by verifying for the
simple adapted processes, and then by taking limits. For (iii) we
need to use the associativity axiom of the super product system in
addition. �

Remarks 5.7. (i) Notice that, if b is an addit then

〈bs+t, Us,t(bs ⊗ Ωt)〉 = 〈bs ⊗ Ωt + Ωs ⊗ bt, bs ⊗ Ωt〉 = ‖bs‖2 ,

so b satisfies the hypotheses of Proposition 5.4 with F (t) = t.

(ii) If xt =
∫ t

0 ysdbs for some adapted process y, then t 7→ ‖xt‖ is
continuous and

〈xs+t, Us,t(xs ⊗ Ωt)〉 = ‖b1‖2
∫ s

0
‖yr‖2dr = ‖xs‖2 .

Moreover xt is a limit of elements in Ht, so x is an adapted process.
x satisfies the hypotheses of Proposition 5.4 with F (t) = t, hence is
an Itô integrand.

Proposition 5.8. The non-commutative stochastic differential equa-
tion

(6) ut = Ωt +

∫ t

0
usdbs

has a unique continuous solution. Moreover the solution is an expo-
nential unit.

Proof. Existence is given by Picard iteration. Set

(7) x1
t = bt and xn+1

t =

∫ t

0
xns dbs,
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for all n ∈ N, t ≥ 0. Note that (7) well-defines xn+1 since each xn

satisfies the hypotheses of Proposition 5.4. Then, thanks to Itô’s
identity ∥∥∥∥∥

m∑
k=n

xkt

∥∥∥∥∥
2

≤
m∑
k=n

‖b1‖2k
tk

k!

tends to 0 as m,n→∞, so the series

ut = Ωt +

∞∑
n=1

xnt

converges. The measurability of the unit (in fact the continuity)
follows from

‖ut − (us ⊗ Ωt−s)‖2 ≤
∞∑
n=1

‖xnt − (xns ⊗ Ωt−s)‖2

=

∞∑
n=1

‖b1‖2n (t− s)n/n!

= e‖b1‖
2(t−s) − 1 ∀ 0 ≤ s ≤ t.

Here we have used (ii) of Proposition 5.6 and Itô’s identity.

For m > 0, the iterated integrals satisfy〈
xns , x

n+m
t

〉
= ‖b1‖n

∫ s∧t

0

∫ t1

0
· · ·
∫ tn

0

〈
Ωrn+1 , x

m
rn+1

〉
drn+1drn · · · dr1

so we have the orthogonality relations
〈
xns , x

n+m
t

〉
= 0. It follows

that u is an Itô integrand with F = t, and a solution to 6, since∫ t

0
usdbs = lim

n→∞

(∫ t

0
Ωtdbs +

n∑
k=1

∫ t

0
xksdbs

)

= lim
n→∞

(
bt +

n∑
k=2

xk+1
t

)
= ut − Ωt.

Now suppose that u and v are two continuous solutions of the
QSDE. By iteration, we have

ut − vt =

∫ t

0

∫ t1

0
· · ·
∫ tn−1

0
(utn − vtn) dbtndbtn−1 · · · dbt1

for each n ∈ N. By continuity Mt = sup0≤s≤t ‖us − vs‖ <∞ for each
t ≥ 0 and thus

‖ut − vt‖2 ≤ ‖b1‖2n
M2
t t
n

n!
→ 0

as n→∞, thus u = v.
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Now we verify that ut is a unit for the super product system. Fix
s, t and define

vr = ur if r ∈ (0, s)

= Us,r(us ⊗ ur) if r ≥ s.

Then, using Proposition 5.6, Ωs+t +
∫ s+t

0 vrdbr is equal to

Us,t(Ωs ⊗ Ωt) + Us,t(

∫ s

0
urdbr ⊗ Ωt) +

∫ s+t

s
Us,r(us ⊗ ur)dbr

=Us,t(us ⊗ Ωt) + Us,t(us ⊗
∫ t

0
urdbr) = Us,t(us ⊗ ut) = vs+t.

Here we have used the fact that u satisfies the stochastic differential
equation. By the uniqueness of the solution to the equation 6, we
get Us,t(us ⊗ ut) = us+t. Hence {ut} is a unit.

Finally, since
∫ t

0 u
n
s dbs is orthogonal to Ωt for each t ≥ 0, we have

〈ut,Ωt〉 = 1 for all t ≥ 0, and {ut} is an exponential unit. �

For a centred addit b define ExpΩ(b) to be the solution to the SDE
(6). Note that

‖ExpΩ(b)t‖2 =

〈
Ωt +

∞∑
n=1

xnt ,Ωt +
∞∑
n=1

xnt

〉
= e‖b1‖

2t.

Moreover if c is another centred addit satisfying

ExpΩ(c) = u = ExpΩ(d)

then

0 =

∥∥∥∥∫ t

0
usd(bs − cs)

∥∥∥∥2

= ‖b1 − c1‖2
∫ t

0
‖us‖2 ds,

so b1 = c1 and hence b = c. Thus ExpΩ defines an injective map
AΩ(H)→ UΩ(H). In order to prove that ExpΩ is indeed a bijection,
we explicitly provide the inverse in the following proposition.

We require the following observation on continuity. Every product
system has a representation under which the units are semigroups
of bounded operators (see [4]) and since they are measurable the
semigroups must be strongly continuous. It follows (for instance from
the proof of Proposition 8.13) that the units of a product system are
continuous in the following sense. Fix an arbitrary T > 0 and for a
unit {ut : t ≥ 0} define

u′t = Ut,T−t(ut ⊗ ΩT−t);

u′s,s+t = Us+t,T−(s+t)(Us,t(Ωs ⊗ ut)⊗ ΩT−(s+t)),
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for 0 ≤ s, t ≤ T . Then the map (s, t) 7→ u′s,t is continuous in s, t, for
all s, t ∈ [0, T ]. This also applies to super product systems, since the
units of a super product system generate a product system.

Proposition 5.9. For t ≥ 0 and for a continuous exponential unit
u, set

yi,nt = U2n

t (Ω t
2n
⊗ · · · ⊗ (u t

2n
− Ω t

2n
)⊗ · · · ⊗ Ω t

2n
),

with (u t
2n
−Ω t

2n
) at the i−th tensor and U2n

t is the canonical unitary

operator H t
2n
⊗ · · · ⊗H t

2n
7→ Ht well-defined by the associativity of

the super product system. Define

ynt =
2n∑
i=1

yi,nt ,

then LogΩ(u)t = limn→∞ y
n
t exists and {LogΩ(u)t : t ≥ 0} defines a

centered addit.

Proof. Set ‖us‖2 = eλs for some λ ∈ R. For any s ≥ 0, we have

〈us − Ωs,Ωs〉 = 0; ‖us − Ωs‖2 = eλs − 1.

So we have ‖yi,nt ‖2 = e
λt
2n − 1 and

〈
yi,nt , yi

′,n
t

〉
= 0 if i 6= i′.

For arbitrarily fixed m > n and i = 1, 2, . . . , 2n let

Ji = {2m−n(i− 1) + 1, 2m−n(i− 1) + 2, . . . , 2m−ni}.

Let J(i, j) denote the j-th element of Ji, then〈
yi,nt , y

J(i′,j),m
t

〉
= 0 if i 6= i′;〈

yi,nt , y
J(i,j),m
t

〉
= e

λt
2m − 1 (1 ≤ i ≤ 2n, j ∈ Ji).

Now for m > n, after computations we find

‖ynt − ymt ‖2 = 2n(e
λt
2n − 1) + 2m(e

λt
2m − 1)− 2× 2n2m−n(e

λt
2m − 1)

= 2n(e
λt
2n − 1)− 2m(e

λt
2m − 1)

=

∞∑
k=2

(λt)k

k!(2n)k−1
−
∞∑
k=2

(λt)k

k!(2m)k−1
,

which converges to 0 as n,m→∞, hence ynt converges, and we write
LogΩ(u)t for the limit.
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Further

Ut,t(y
n
t ⊗ Ωt + Ωt ⊗ ynt ) = Ut,t(

2n∑
i=1

yi,nt ⊗ Ωt + Ωt ⊗
2n∑
i=1

yi,nt )

=
2n+1∑
j=1

yj,n+1
2t = yn+1

2t ,

where we have used the associativity axiom. This consequently im-
plies that

(8) Ut,t(bt ⊗ Ωt + Ωt ⊗ bt) = b2t, ∀ t ≥ 0.

Let us fix an arbitrary T ≥ 0, and to make notation easier, embed
{LogΩ(u)t : 0 ≤ t ≤ T} into HT . Denote

b′t = Ut,T−t(LogΩ(u)t ⊗ ΩT−t);

b′s,s+t = Us+t,T−(s+t)(Us,t(Ωs ⊗ LogΩ(u)t)⊗ ΩT−(s+t)),

for 0 ≤ s, t ≤ T . Clearly to prove LogΩ(u) is an addit, we only need
to verify that b′s + b′s,s+t = b′s+t for all s, t ≥ 0.

Using (8) and induction we have

b′s,s+nt = b′s,s+t + b′s+t,s+2t + · · ·+ b′s+(n−1)t,s+nt ∀s+ nt ≤ T.
Manipulations lead to

(9) b′s,s+m
n
t = b′s,s+t + b′

s+t,s+n+1
n
t
+ · · ·+ b′

s+m−1
n

t,s+m
n
t

for all s+ m
n t ≤ T, n ≤ m. Now let s = p1

q1
, t = p2

q2
be rationals. Then

b′s+t = b′( p1q2+p2q1
p1q2

)
s

= b′s + b′
s,
p1q2+1
p1q2

s
+ · · ·+ b′p1q2+p2q1−1

p1q2
s,
p1q2+p2q1

p1q2
s

= b′s + b′
s,s+ 1

p1q2
s

+ · · ·+ b′
s+

p2q1−1
p1q2

s,s+
p2q1
p1q2

s

= b′s + b′s,t.

Here we have used relation 9 twice.

Notice that b′s,t is the limit of
∑2n

i=1

(
u′i−1

2n
, i
2n
− ΩT

)
and that the

convergence is uniform in [0, T ]. Now the continuity of {b′s,t} implies
the relation b′s+t = b′s + b′s,t for all real s, t such that s+ t ≤ T . Since
T is arbitrary we conclude that LogΩ(u) is indeed an addit. Finally,
since 〈ynt ,Ωt〉 = 0 for all n ∈ N, we have 〈LogΩ(u)t,Ωt〉 = 0 for all
t ≥ 0. Hence LogΩ(u) is a centered addit. �

Theorem 5.10. LogΩ and ExpΩ are mutually inverse maps between
UΩ(H) and AΩ(H).



INVARIANTS FOR E0-SEMIGROUPS ON II1 FACTORS 21

Proof. Since ExpΩ : AΩ(H)→ UΩ(H) is injective we need only show
that ExpΩ(LogΩ(u)) = u for all exponential units u. It suffices to
show that

‖ut‖2 − 2Re 〈ut,ExpΩ(LogΩ(u))t〉+ ‖ExpΩ(LogΩ(u))t‖2 = 0.

Set ‖ut‖2 = eλt, and let yi,nt be as defined in proposition 5.9. Then

‖LogΩ(u)t‖2 = lim
n→∞

2n∑
i=1

‖yi,nt ‖2 = lim
n→∞

2n
(
e
λt
2n − 1

)
= λt,

and hence ‖ExpΩ(LogΩ(u))t‖2 = eλt. Similarly

〈ut,LogΩ(u)t〉 = lim
n→∞

2n∑
i=1

〈
ut, y

i,n
t

〉
= lim

n→∞
2n
(
e
λt
2n − 1

)
= λt.

For any integrand x,
〈
ut,
∫ t

0 xsdLogΩ(u)s

〉
is equal to

lim
n→∞

n−1∑
k=0

〈
ut, U kt

n
, t
n
,t− (k+1)t

n

(
x kt
n
⊗ LogΩ(u) t

n
⊗ Ω

t− (k+1)t
n

)〉
= lim
n→∞

n−1∑
k=0

〈
ukt/n, xkt/n

〉 〈
ut/n,LogΩ(u)t/n

〉
= lim
n→∞

n−1∑
k=0

〈
ukt/n, xkt/n

〉
λt/n = λ

∫ t

0
〈us, xs〉 ds

Thus in the notation of Proposition 5.8,

〈ut,ExpΩ(LogΩ(u))t〉 = 1 +
∞∑
k=1

〈
ut, x

k
t

〉
=
∞∑
k=0

λntn/n! = eλt

as required. �

Remark 5.11. Units in a super product system gives rise to the
covariance function, and we can associate an index, an isomorphic
invariant, in precisely the same way as for product systems. AΩ(H)
forms a Hilbert space with respect to the inner product 〈b, b′〉 =
〈b1, b′1〉. The dimension of AΩ(H) is equal to the index of the su-
per product system, since we have〈

ExpΩ(b)t,ExpΩ(b′)t
〉

= e〈b1,b′1〉t ∀ b, b′ ∈ AΩ(H).

Remark 5.12. In particular the index of a (spatial) product system
is equal to the dimension of the centered addits with respect to any
fixed unit. In some examples of E0-semigroups on type I factors it
is difficult to describe the units, but it may be easier to compute the
addits.
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This is the case for the CAR flow on B(Γa(L
2((0,∞), kC) of rank

dim(k). The CAR flow of rank dim(k) is the E0-semigroup satisfying

θt(a(f))) = a(Ttf) ∀f ∈ L2((0,∞), kC),

where T is the unilateral shift (see Example 2.6). It is well-known
that CAR flow of rank dim(k) is conjugate to the CCR flow of the
same rank, hence completely spatial with index dim(k). Still, the
units for the CAR flows are not known except the vacuum unit.

We can compute the addits for CAR flow easily. Setting H =
Γa(L

2((0,∞), kC), Ht = Γa(L
2((0, t), kC). Define unitary operators

Ut : Ht ⊗H 7→ H by

Ut(ξ
t
1 ∧ ξt2 · · · ∧ ξtn)⊗ (ξ1 ∧ ξ2 · · · ∧ ξm))

= Ttξ1 ∧ Ttξ2 · · · ∧ Ttξm ∧ ξt1 ∧ ξt2 · · · ∧ ξtn.

Then we have θt(X) = Ut (1Ht ⊗X)U∗t . Hence the space of inter-
twiners for γt is given by {Tξt : ξt ∈ Ht} with

(10) Tξt(ξ) = Ut(ξt ⊗ ξ), ∀ξ ∈ H.

The product system of γt is isomorphic to (Ht, Us,t) with

Us,t(ξ
s
1 ∧ ξs2 · · · ∧ ξsn)⊗ (ξt1 ∧ ξt2 · · · ∧ ξtm))

= Tsξ
t
1 ∧ Tsξt2 · · · ∧ Tsξtm ∧ ξs1 ∧ ξs2 · · · ∧ ξsn.

The space of centered addits AΩ(H) is given by {x10,t : x ∈ kC} (see
Corollary 7.4). This proves that the index of γt is dim(k).

6. The noncommutative white noise

In this section we show that every E0-semigroup {αt; t ≥ 0} on
a II1 factor M has an associated noncommutative white noise. We
define unital and additive cocycles for the noise and collect some
facts which will be useful in the sequel.

Definition 6.1. Let A1,A2 ⊆ B be *-algebras and suppose ϕ is a pos-
itive linear functional on B. A1 and A2 are said to be ϕ-independent
if

ϕ(xy) = ϕ(x)ϕ(y) for all x ∈ A1, y ∈ A2.

Proposition 6.2. Let U be a gauge cocycle for α. Then Ut is inde-
pendent of αt(M) in the sense that

τ(Utαt(x)) = τ(Ut)τ(αt(x)) for all x ∈ M, t ≥ 0.
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Proof. We simply compute

τ(Utαt(x)) = 〈Ω, Utαt(x)Ω〉 = 〈Ω, UtStxΩ〉

= 〈Ω, S∗t UtStxΩ〉 =
〈

Ω, etc∗(1,U)xΩ
〉

= etc∗(1,U)τ(x) = τ(Ut)τ(αt(x))

for all t ≥ 0, x ∈ M. �

This property will be called the future independence property of
gauge cocycles. Let At be the *-algebra generated by elements

{Us : U ∈ G(α), 0 ≤ s ≤ t}.

A simple induction argument shows that At is the linear span of
elements of the form

U1
s1αs1(U2

s2αs2(· · ·αsn−1(Unsn) · · · ))

where n ∈ N, U1, . . . Un ∈ G(α), s1, . . . , sn ∈ R+ and s1+. . .+sn ≤ t.
Let A0,t be the ultraweak closure of At and set As,s+t := αs(A0,t).

Proposition 6.3. (As,t)0≤s≤t is a covariant filtration of von Neu-
mann algebras for α. Moreover, when t1 ≤ s2 the algebras As1,t1 and
As2,t2 are independent.

Proof. The covariance easily follows as

αr(As,t) = αr ◦ αs(A0,t−s) = Ar+s,r+t.

We need to show that if [s1, t1] ⊆ [s2, t2] then As1,t1 ⊆ As2,t2 , i.e.
that αs1−s2A0,t1−s1 ⊆ A0,t2−s2 . For this we note that when 0 ≤ p ≤
t1 − s1 we have αs1−s2(Up) = U∗s1−s2Up+s1−s2 and this is in A0,t2−s2
as 0 ≤ s1− s2 ≤ t2− s2 and 0 ≤ p+ s1− s2 ≤ t1− s2 ≤ t2− s2. Since
these elements generate αs1−s2(A0,t1−s1) the inclusion follows.

Now let t1 ≤ s2. By ultraweak continuity of τ , the final part of the
theorem follows if αs1(At1−s1) and As2,t2 are independent. Hence it
suffices to show that if x ∈ M, n ∈ N, U1, . . . , Un ∈ G(α) and
u1, . . . , un ∈ R+ with u1 + . . .+ un ≤ t1 − s1, the elements

αs1(U1
u1αu1(U2

u2αu2(· · ·αun−1(Unun) · · · ))) and αs2(x)

are independent. Since u1 ≤ t1−s1 ≤ s2−s1 the future independence
property of gauge cocycles gives us

τ(αs1(U1
u1αu1(U2

u2αu2(· · ·αun−1(Unun) · · · )))αs2(x))

= τ(U1
u1αu1(U2

u2αu2(· · ·αun−1(Unun) · · · ))αs2−s1(x))

= τ(U1
u1)τ(αu1(U2

u2αu2(· · ·αun−1(Unun) · · · ))αs2−s1(x)).
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Moreover, as uk ≤ s2 − s1 −
∑k−1

j=1 uj for each 1 ≤ k ≤ n, we can
continue inductively to obtain

τ(αs1(U1
u1αu1(U2

u2αu2(· · ·αun−1(Unun) · · · )))αs2(x))

= τ(U1
u1)τ(U2

u2) · · · τ(Unun)τ(αs2−s1−
∑n−1
j=1 uj

(x)).

Finally, we may use the future independence property and invariance
of τ under α to note that τ(U1

u1)τ(U2
u2) · · · τ(Unun)

= τ(αs1(U1
u1αu1(U2

u2αu2(· · ·αun−1(Unun) · · · ))))
and τ(αs2−s1−

∑n−1
j=1 uj

(x)) = τ(αs2(x)). �

Remark 6.4. In practice, when we define an E0-semigroup, other,
quite natural filtrations present themselves. By design, the collection
of cocycles adapted to (As,t)0≤s≤t is the gauge group G(α). On the
other hand it is not clear if the collection of cocycles adapted to an-
other filtration carries any meaningful information about the cocycle
conjugacy class of α.

Definition 6.5. Set A =
∨

0≤t A0,t, ϕ = τ |A and σ = α|A, then

we call the quintuple (A, ϕ, σ, (As,t)0≤s≤t) the noncommutative white
noise associated to the E0-semigroup α.

Define Gαt to be the subspace of H generated by A0,t. We denote
the projection onto Gαt by Pt. Finally, let Ht := StH, the subspace
generated by αt(M).

Remark 6.6. Similar forms of noncommutative white noise have
been well studied - see the review article [16], or section 6.5 of [12].
The key difference being the use of a group of automorphisms. This
gives good continuity properties for the family of conditional expec-
tations Es,t : A → As,t (see Lemma 3.1.5 in [12]), allowing the de-
velopment of noncommutative Itô integrals.

Lemma 6.7. The multiplication A0,t×Ht → H, (x, ξ) 7→ xξ extends
to a continuous bilinear map

Gαt ×Ht → H, (ξ, η) 7→ ξη.

Moreover for ξ1, ξ2 ∈ Gαt and η1, η2 ∈ Ht we have

〈ξ1η1, ξ2η2〉 = 〈ξ1, ξ2〉 〈η1, η2〉 .

Proof. We first show that, for any η ∈ Ht and x ∈ A0,t, we have

‖xη‖2H = τ(x∗x) ‖η‖2H .
indeed, pick yi ∈ αt(M) with yi → η. Then as x is an operator on
H, we have ‖xη − xyi‖H ≤ ‖x‖ ‖η − yi‖H → 0, so xyi → xη. Hence

‖xη‖2H = lim
i→∞

τ(x∗y∗i yix) = τ(x∗x) ‖η‖2H
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by independence.

Now pick an arbitrary ξ ∈ Gαt and η ∈ Ht. Since Gαt is the norm
closure of A0,t in H there is a sequence xi ∈ A0,t tending to ξ. The
sequence xiη is Cauchy, since

‖(xi − xj)η‖2H = τ((xi − xj)∗(xi − xj)) ‖ξ‖2H → 0.

We call the limit ξη. By continuity of addition and scalar multipli-
cation the map (ξ, η) 7→ ξη is bilinear and by definition it extends
the usual multiplication on A0,t ×Ht. The norm of the element ξη
is given by

‖ξη‖2H = lim
i→∞
‖xiη‖2H = lim

i→∞
τ(x∗ixi) ‖η‖

2
H = ‖ξ‖2H ‖η‖

2
H ,

hence the multiplication is continuous.

If x1, x2 ∈ A0,t and y1, y2 ∈ αt(M) then we have

〈x1y1, x2y2〉H = τ(y∗1x
∗
1x2y2) = τ(x∗1x2)τ(y∗1y2) = 〈x1, x2〉H 〈y1, y2〉H .

The final claim of the lemma now follows from standard limiting
arguments. �

As a consequence to the above lemma we have, for ξ ∈ Gαt and
η ∈ Ht, 〈ξ, η〉 = 〈ξ,Ω〉 〈Ω, η〉. The following corollary follows imme-
diately.

Corollary 6.8. (Gαt , Us,t) forms a completely spatial product system
with

Us,t(ξs ⊗ ξt) = ξsSsξt, ∀ ξs ∈ Gαs , ξt ∈ Gαt ,
and Ωt = Ω for all t ≥ 0.

The units in the product system (Gαt , Us,t) are multiplicative co-
cycles, that is {ut : ut ∈ Gαt } ⊆ H satisfying usSsut = us+t. Sim-
ilarly addits are additive cocycles {bt : bt ∈ Gαt } ⊆ H satisfying
bs + Ssbt = bs+t. We denote the unital cocycles and the exponential
cocycles by U(α) and UΩ(α) respectively. Also we denote by A(α)
the space of all additive cocycles and denote by A0(α) the subset of
A(α) satisfying the structure equation

(11) 〈bt − P0bt, bt − P0bt〉+ P0bt + P0Jbt = 0.

where P0 is the projection onto CΩt. Let ct = bt + λtΩ, where b is a
centred additive cocycle. Using Lemma 4.8, the structure equation
(11) can be rewritten as

(12) ‖b1‖2 + λ+ λ = 0.
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Let ct = bt + λtΩ, where b ∈ AΩ. Then we define Exp(c)t :=
eλtExpΩ(b)t for all t ≥ 0. Since

‖Exp(c)t‖2 = e(‖b1‖2+λ+λ)t

we see that Exp(c) is a unital cocycle precisely when c satisfies the
structure equation (12). Conversely, given a unital cocycle u there
exists λ ∈ C such that 〈Ω, ut〉 = eλt. Since vt = e−λtut is an expo-
nential cocycle the assignment Log(u)t = LogΩ(v)t + λtΩ gives an
inverse for Exp : A0(α)→ U(α).

Corollary 6.9. There exists an isometry D from H(G(α)) into the
subspace

Span{b1 : b ∈ A0 centred}.

Proof. If U and V are gauge cocycles, and u, v their corresponding
unital cocycles there exist centred addits b and c and constants λ, µ ∈
C such that Log(u)t = bt + λtΩ and Log(v)t = ct + µtΩ. Moreover

〈ut, vt〉 = e(λ+µ+〈b1,c1〉)t,

i.e. c∗(U, V ) = λ + µ + 〈b1, c1〉. The result now follows from [4],
Proposition 2.6.9. �

Corollary 6.10. The gauge index dimG(α) is zero if and only if the
gauge group is trivial, i.e. G(α) ∼= R.

Proof. Recall that H(G(α)) is the completion of a quotient space of
functions and denote the equivalence class of a function f by [f ].
The proof of Corollary 6.9 shows that

D(
∑

U∈G(α)

aU [δU ]) =
∑

U∈G(α)

aU (1− P0)Log(UΩ)1,

whenever finitely many of the aU ∈ C are nonzero and we have that∑
U∈G(α) aU = 0.

If the gauge group is trivial every gauge cocycle is of the form Ut =
eiθt1 for some θ ∈ R. Thus Log(UΩ)t ∈ P0H, so D(

∑
G(α) aU [δU ]) =

0, hence H(G(α)) ∼= {0}. Conversely, let dimG(α) = 0 and pick
U ∈ G(α). We must have D([δU − δ1]) = (1− P0)Log(UΩ)1 = 0, so
there exists λ ∈ C with Log(UΩ)t = λtΩ. Writing Ut = eλt1 we see
that λ = iθ for some θ ∈ R. �

Remark 6.11. There is a natural action of G(α) as automorphisms
of the product system (Gαt , Us,t) via (U ·ξ)t = Utξt for any measurable
section ξ. It follows that the gauge group of an E0-semigroup on a
II1 factor is always a subgroup of one of the groups GH in [4], Section
3.8.
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7. Computation of Gauge index

Let α be an E0-semigroup on a II1 factor M ⊆ B(L2(M)) = H and
S = {St : t ≥ 0} be the canonical unit for α.

Definition 7.1. An additive cocycle for S is a continuous map b :
R+ → H satisfying bs + Ssbt = bs+t for all s, t ≥ 0, for any ξ ∈ H.

Remark 7.2. If we define a centred additive cocycle for the unit
T as a continuous family (bt) ∈ H satisfying bs + Tsbt = bs+t and
〈bt, Ttξ〉 = 0 for all s, t ≥ 0, ξ ∈ H then, as in the proof of Lemma
4.8, centred additive cocycles satisfy 〈bs, cs〉 = s 〈b1, c1〉 for all s ≥ 0.
Hence additive cocycles form a Hilbert space via the inner product
〈b, c〉 := 〈b1, c1〉H . It is easily seen that if α and β are conjugate
E0-semigroups then the spaces of centred additive cocycles for their
respective canonical units are isomorphic. But they need not be in-
variant under cocycle conjugacy.

Lemma 7.3. Let γn be the free flow of index n on the II1 factor
L(F∞) ⊆ B(Γf ((L2(0,∞), kC)). Every additive cocycle {bt : t ≥ 0}
for S, satisfying an additional condition bt ∈ Γf (L2((0, t), kC) is of

the form bt = λt+ v1[0,t] where λ ∈ C, v ∈ kC.

Proof. Note that

St(f1 ⊗ · · · ⊗ fn) = Ttf1 ⊗ · · · ⊗ Ttfn.

As S leaves each of the spaces L2(R+; kC)⊗n invariant each addit
decomposes as b =

∑⊕
n≥0 b

n, where bn is an addit in L2(R+; kC)⊗n.

Since b0s+t = b0s + Ssb
0
t = b0s + b0t , we have b0t = λt for some λ ∈ C.

Pick an orthonormal basis {ei : i ∈ I} for k. Since b1s ∈ L2([0, s]; kC)
and since r 7→ 1[0,r] ⊗ ei is a centred addit we have for all 0 ≤ r ≤ s
and i ∈ I∫ r

0

〈
ei, b

1
s(t)
〉
dt =

〈
1[0,r] ⊗ ei, b1s

〉
=
〈
1[0,r] ⊗ ei, b1r + Srb

1
s−r
〉

=
〈
1[0,r] ⊗ ei, b1r

〉
= µir

for some µi ∈ C. Thus b1s = 1[0,s] ⊗ v, where v =
∑
µiei ∈ kC.

Fix n ≥ 2 and set Fs := bns ∈ L2(R+; kC)⊗n ' L2(Rn+; (kC)⊗n) for
each s ≥ 0. Then by induction we have, for any k ∈ N,

Fs =
2k−1∑
i=0

S2−kisF2−ks.
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Thus, modulo a null set,

suppFs ⊂
2k−1⋃
i=0

[2−kis, 2−k(i+ 1)s]×n

and since this holds for every k ≥ 0 we get

suppFs ⊂ {x ∈ Rn+ : x1 = x2 = . . . = xn},
which has measure zero. �

For Clifford flow on the hyperfinite II1 factor R the canonical
unit is the second quantized shift on the antisymmetric Fock space
Γa(L

2((0,∞), k)). But this is the restriction of the second quantized
shift on free Fock space to subspace generated by the antisymmetric
tensors. So the following corollary to lemma 7.3 follows immediately.

Corollary 7.4. Let αn be the Clifford flow of index n on the hyper-
finite II1 factor R ⊆ B(Γa((L

2(0,∞), kC)). Every additive cocycle
{bt : t ≥ 0} for the canonical unit S, satisfying bt ∈ Γa(L

2((0, t), kC)),
is of the form bt = λt+ v1[0,t] where λ ∈ C, v ∈ kC.

Lemma 7.5. Let N be a von Neumann subalgebra of a II1 factor M
and Ω a cyclic and separating trace vector for M. If ξ = xΩ for some
x ∈ M, x /∈ N then ξ /∈ NΩ.

Proof. Suppose we have a sequence of vectors xnΩ with xn ∈ N for
all n and xnΩ → ξ. Then, using the cyclic property of the trace,
x∗nΩ→ x∗Ω and, for all y ∈ M′, z ∈ N′,

〈yΩ, zxΩ〉 = lim
n→∞

〈yΩ, zxnΩ〉 = lim
n→∞

〈yx∗n, zΩ〉

= 〈yx∗Ω, zΩ〉 = 〈yΩ, xzΩ〉 .
Using density of M′Ω and faithfulness of the trace this implies x ∈ N,
a contradiction. �

Proposition 7.6. If αn is the Clifford flow of rank n then the gauge
index dimG(αn) = 0.

Proof. By [1], Proposition 2.9, the relative commutantRt = αt(R)′∩
R is the von Neumann algebra generated by even polynomials in
the elements {u(f) : suppf ⊂ [0, t]}. Note that RtΩ = Gαt ⊆
Γa(L

2((0, t), kC)), and that any addit for {Gαt : t ≥ 0} is an additive
cocycle for {St : t ≥ 0}. Now it follows from corollary 7.4 and lemma
7.5 that the only centred addit is thus the zero addit. Thanks to 6.9
we have

dimG(α) ≤ dim Span {b1 : b ∈ A0 centred} = 0.

�
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Thus it follows from Corollary 6.10 that for Clifford flows on R
we have G(α) ∼= R.

Proposition 7.7. If βn is the even Clifford flow of rank n then the
gauge index dimG(βn) = 0.

Proof. The GNS Hilbert space for even Clifford flows of rank n is
the subspace of the antisymmetric Fock space generated by the even
particle spaces, that is

He := [ξ1 ∧ ξ2 ∧ · · · ∧ ξ2m; ξ1, ξ2 · · · ξ2m ∈ L2(0,∞), kC), m ∈ N0],

where k is a Hilbert space with dimension n. Again the canonical unit
for this even Clifford flow is the restriction of the second quantized
shift to this space. Also the relative commutant Rt = αt(R)′ ∩ R
is again the von Neumann algebra generated by even polynomials in
the elements {u(f) : suppf ⊂ [0, t]}, as in the case of Clifford flows,
and Gαt ⊆ He

t , where

He
t := [ξ1 ∧ ξ2 ∧ · · · ∧ ξ2m; ξ1, ξ2 · · · ξ2m ∈ L2(0, t), kC), m ∈ N0].

By our earlier analysis the canonical unit does not admit any non-
trivial additive cocycle (apart from {λtΩ}) in this space. �

The following lemma (and its proof) was pointed out to the first
named author by Jesse Peterson on the discussion site mathover-
flow.net.

Lemma 7.8. Let M1 and M2 be II1 factors acting standardly with
traces τ1 and τ2 and set M = M1 ∗M2, τ = τ1 ∗ τ2. Then the relative
commutant M′1 ∩M in L2(M, τ) is trivial.

Proof. Recall that L2(M, τ) decomposes as

(13) C⊕
⊕
n∈N

⊕
i1 6=i2 6=...in

L2
0(Mi1 , τi1)⊗ · · · ⊗ L2

0(Min , τin)

where L2
0(Mij , τij ) is the orthogonal complement of the identity in the

respective L2 space (see [26]). L2(M, τ) is naturally an M1-bimodule
and under this decomposition the left action of M1 is given by

x · ξ1 ⊗ · · · ⊗ ξn =

{
xξ1 ⊗ · · · ⊗ ξn if ξ1 ∈ L2(M1, τ1),
x⊗ ξ1 ⊗ · · · ⊗ ξn if ξ1 ∈ L2

0(M2, τ2),

with the right action being defined similarly.

Picking any vector ξ = ξ1 ⊗ · · · ⊗ ξn beginning and ending with
nontrivial elements of L2

0(M2, τ2) we see that it generates an M1-
sub-bimodule L2(M1, τ1)⊗ ξ ⊗ L2(M1, τ1). From the decomposition
(13) it follows easily that, as an M1-bimodule, L2(M, τ) decomposes
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into a direct sum of the standard bimodule L2(M1, τ1) and a count-
able number of these. Moreover each L2(M1, τ1)⊗ ξ ⊗ L2(M1, τ1) is
canonically isomorphic to the bimodule L2(M1, τ1)⊗L2(M1, τ1) with
action x · (a⊗ b) · y = xa⊗ by (the coarse bimodule).

Any element of M′1∩(M1∗M2) corresponds to a vector ξ ∈ L2(M, τ)
satisfying x · ξ = ξ ·x. Since M1 is a factor we are left to characterise
the central vectors in the coarse bimodules. Endowing the space
of Hilbert-Schmidt operators HS(L2(M1, τ1)) with the standard M1-
bimodule structure coming from left and right multiplication one gets
an isomorphism L2(M1, τ1) ⊗ L2(M1, τ1) ∼= HS(L2(M1, τ1)). Thus
a central vector in the coarse bimodule corresponds to a Hilbert-
Schmidt operator in B(L2(M1, τ1)) which lies in the commutant M′1
of M1 in L2(M1, τ1). For any such operator, upon taking a spectral
projection, we get a finite dimensional projection living in M′1. But
this is a II1 factor, hence the coarse bimodule contains no central
vectors. �

The following Corollary to the above lemma also follows from
Proposition 8.23 in Section 8.

Proposition 7.9. Let γn be the free flow on Φ(k) of rank n. Then
we have dimG(γn) = 0.

Proof. If Φt(k) = {s(ft) : ft ∈ L2(0, t)}′′ and Φ[t(k) = {s(f[t) : f[t ∈
L2(t,∞)}′′, then Φ(k) = Φt(k) ∗Φ[t(k). It follows that (αt(Φ(k)))′ ∩
Φ(k) = C. �

Triviality of the gauge group implies the following rigidity con-
dition for the semigroup. A history (γ,M) on B(H) consists of a
group of automorphisms on B(H) and an invariant von Neumann
subalgebra M ⊂ B(H) (see [3] or [4]). Any history induces a pair of
E0-semigroups via αt := γt|M and βt := γ−t|M′ (t ≥ 0). Conversely,
given a pair of E0-semigroups α, β on M and M′ respectively the ques-
tion of whether they extend to a history on B(H) is still unsolved.
Arveson showed that when they do exist, the number of distinct his-
tories inducing the pair is exactly parametrised by the gauge group
of α ([4], Proposition 2.8.4). Hence if α is a Clifford, even Clifford,
or free flow on M and β is any E0-semigroup on M′, then a history
extending α and β must be unique. Physically, it is completely deter-
mined by its “past” and “future” dynamics. Whether this rigidity
problem always holds, or if there exist examples of E0-semigroups
on II1 factors with nontrivial gauge groups, is an interesting open
question.
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8. Computation of coupling index

Let α = {αt} be an E0-semigroup on a type II1 factor M with trace
τ , acting standardly on L2(M), and Ω be the cyclic and separating
vector. For every t > 0, denote

Eαt = {T ∈ B(L2(M)) : αt(m)T = Tm ∀ m ∈ M},

the set of all intertwining operators for αt. It is proved in [1] that the
family {Eαt : t ∈ (0,∞)} forms a product system of Hilbert modules
over M′. Since our tools are not product system of Hilbert modules
in this paper, we do not recall this theory and results from [1] in full
detail. We reproduce the following theorem from [1], and make a few
definitions and remarks about product systems of Hilbert modules.
All our modules are von Neumann modules, which may be defined
as weakly closed (equivalently, strongly closed) subspaces E ⊆ B(H)
satisfying EE∗E ⊆ E. E∗E is the von Neumann algebra acting on
the right and EE∗ is the collection of adjointable operators. The
inner product is 〈x, y〉 = x∗y (see [24], Part I, Chapter 3 or [9] for
details).

Theorem 8.1. Eαt is full, self-dual M′ −M′ Hilbert bimodule. Its
natural w∗−topology coincides with the relative σ−weak topology.

We can also define

Eα
′

t = {T ∈ B(L2(M)) : α′t(m
′)T = Tm′ ∀m′ ∈ M′},

the complementary product system or the product system corre-
sponding to the complementary E0-semigroup α′. Eα

′
t satisfies all

the properties of Eαt with α replaced with α′. In fact

Eα
′

t = JEαt J ∀ t > 0.

Self-dual bimodules are von Neumann modules. Again we do not
require the theory of von Neumann bimodules in full detail here.
We only use the following lemma on von Neumann modules in this
section. The reader can refer either to [24] or to [9] (Proposition 1.7)
for a proof. In this lemma E1, E can be considered as only right von
Neumann modules.

Lemma 8.2. If E1 is a (strongly closed) M-submodule of a Hilbert
von Neumann M−module E and E1 6= E. Then there exists a non-
zero y ∈ E such that y∗x = 0 for all x ∈ E1.

The bimodules Eαt and Eα
′

t for Clifford flows may be described as
follows. This description is used in our computation of Indc(·). Let
Ht = Γa(L

2((0, t), kC)). Since the Clifford flow {αt : t ≥ 0} is the
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restriction of the CAR flow on B(Γa(L
2((0,∞), kC))) = B(H) to the

hyperfinite II1 factor R, it satisfies

αt(m) = Ut (1Ht ⊗m)U∗t ∀ m ∈ R.
Hence we have {Tξt : ξt ∈ Ht} ⊆ Eαt . (Here Ut and Tξt are as defined
in Remark 5.12.)

Suppose Xt ∈ Eαt and X∗t Tξt = 0 for all ξt ∈ Ht, then

X∗t Tξtξ = X∗t (Ut(ξt ⊗ ξ)) = 0, ∀ ξ ∈ H, ξt ∈ Ht.

This implies that Xt = 0, thanks to the totality of the set {Ut(ξt⊗ξ) :
ξ ∈ H, ξt ∈ Ht} in H. So by Lemma 8.2 we conclude that Eαt is the
Von Neumann (right) M′−Module generated by {Tξt : ξt ∈ Ht}.
This is the weak operator closure of right M-linear combinations of
{Tξt : ξt ∈ Ht}.

We can also define unitary operator U ′t : Ht ⊗H 7→ H by

U ′t(ξ
t
1 ∧ ξt2 · · · ∧ ξtn)⊗ (ξ1 ∧ ξ2 · · · ∧ ξm))

= ξt1 ∧ ξt2 · · · ∧ ξtn ∧ Ttξ1 ∧ Ttξ2 · · · ∧ Ttξm.
Then it is easy to verify that

α′t(m
′) = U ′t

(
1Ht ⊗m′

)
U ′t
∗
,

and it follows that {T ′ξt : ξt ∈ Ht} ⊆ Eα
′

t , where

(14) T ′ξt(ξ) = U ′t(ξt ⊗ ξ), ∀ ξ ∈ H.

Using an argument similar to Eαt , thanks to Lemma 8.2, we find Eα
′

t

is the (right) Von Neumann M−Module generated by {T ′ξt : ξt ∈ Ht}.
This can be generalized to any E0-semigroup on a type II1 factor

M, which is obtained by restricting an E0-semigroup on B(L2(M).
In particular the product system of Hilbert modules associated with
free flows on Φ(k) are described by the product system of Hilbert
spaces of the free flow on B(Γf (L2(R+; kC)).

As before {St ∈ Eαt : t ≥ 0} denotes the canonical unit for {αt :
t ≥ 0}. We prove the following useful lemma, which will be used
in many instances, including our computations of the coupling index
for Clifford flows, even Clifford flows and free flows.

Lemma 8.3. Eαt = [M′St] = αt(M)′St, where [M′St] denotes the
weak operator closure of M′St.

Proof. Theorem 8.1 assures us that Eαt is a M′ − M′ Hilbert von
Neumann bimodule. Since St ∈ Eαt it follows that [M′St] ⊆ Eαt . We
first verify that Ft = [M′St] is a M′-Hilbert von Neumann submodule
of Eαt . Notice that F ∗t Ft = [S∗t M′St]. We only need to verify F ∗t Ft =
M′ (see [9] for details).
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For any m′ ∈ M′ we have

S∗tm
′Stm = S∗tm

′αt(m)St = mS∗tm
′St,

and hence S∗t M′St ⊆ M′. On the other hand

m′ = S∗t Stm
′ = S∗t α

′
t(m

′)St,

where {α′t} is the complementary E0-semigroup on M′ corresponding
to {αt}. So it also follows that

M′ ⊂ S∗t α′t(M′)St ⊂ S∗t M′St.

We have verified that M′ = F ∗t Ft and that Ft is a von Neumann
submodule of Eαt .

Now suppose there exists a T ∈ Eαt and T ⊥ M′St with respect to
the M′ valued inner product of Eαt , i.e., T ∗m′St = 0 for all m′ ∈ M′.
Then T ∗m′StΩ = T ∗m′Ω = 0. Since T ∗ vanishes on a total set,
we conclude that T = 0. Now we deduce from Lemma 8.2 that
Eαt = [M′St].

To prove the the second equality, we refer to [1](see Proposition
3.4), where it is proved that the space of all adjointable operators
B(Eαt ) on the Hilbert von Neumann module Eαt is equal to αt(M)′.
This in particular implies that Eαt = αt(M)′St. �

It is proved in [1] that {Eαt : t ≥ 0} forms a product system
of M′ −M′ modules with respect to the tensor product defined by
operator multiplication, and that it is a complete invariant for the
E0-semigroup α. That is two E0-semigroups α and β are cocycle
conjugate if and only if the corresponding product system of Hilbert

modules {Eαt : t ≥ 0} and {Eβt :≥ 0} are isomorphic. An isomor-
phism between product system of Hilbert modules is a family of
M′−M′−linear module isomorphisms, satisfying some measurability
conditions, which respects the tensor products structure induced by
operator multiplication.

For a single fixed E0-semigroup α, automorphisms of Eα are given
by the gauge cocycles of α. In fact, for every gauge cocycle U of α, Ut
acts on the left of Eαt as an adjointable operator since it is contained
in αt(M)′ (see [1]) and it is left M′−linear since {Ut : t ≥ 0} ⊆ M.
This gives rise to an automorphism of Eα. Conversely, for any given
automorphism φt : Eαt 7→ Eαt , the proof of 3.12 of [1] implies that
there is a unique α-cocycle {Ut : t ≥ 0} satisfying UtT = φt(T ).
Further

Utαt(m)T = UtTm = φt(T )m = αt(m)φt(T ) = αt(m)UtT,

for all T ∈ Eαt ,m ∈ M and t ≥ 0. Now Lemma 8.3 implies that
Ut ∈ αt(M)′, hence is a gauge cocycle.
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Remark 8.4. Our computations in Section 7 imply that the prod-
uct systems of Hilbert modules associated with Clifford flows, even
Clifford flows and free flows do not admit any non-trivial automor-
phisms.

Proposition 8.5. If α and β E0-semigroups are on II1 factors M1

and M2 respectively, then

Eα⊗βt = Eαt ⊗ E
β
t ∀ t > 0.

Proof. Clearly for T ∈ Eαt and S ∈ Eβt T ⊗ S ∈ E
α⊗β
t . So it follows

that Eαt ⊗E
β
t ⊆ E

α⊗β
t for all t > 0. On the other hand suppose there

exists a X ∈ Eα⊗βt such that X∗(T ⊗ S) = 0 for all T ∈ Eαt and

S ∈ Eβt , then X∗(m′1 ⊗m′2)Ω = 0 for any m′1 ∈ M′1 and m′2 ∈ M′2,
thanks to Lemma 8.3. Hence X = 0. Now the rest of the proof
follows from Lemma 8.2. �

Due to the existence of the canonical unit all E0-semigroups on a
type II1 factor are spatial, that is they admit a unit. We can define
complete spatiality as follows.

Definition 8.6. An E0-semigroup is said to be type I, or completely
spatial, if there exists a subset S ⊂ Uα
Eαt = [ut1m

′
1ut2 · · ·utnm′n : uti ∈ S,m′i ∈ M′, t1 + · · ·+ tn = t, n ∈ N],

where [·] denotes the weak operator closure of the span. Otherwise it
is said to be type II.

We know that the CAR flow on B(Γa(L
2((0,∞), kC))) is type I, so

we do have enough units in the associated product system of Hilbert
spaces {Ht}. Since the product system of Hilbert modules associated
with the Clifford flow, are the (right) M′−modules generated by {Tξt :
ξt ∈ Ht}, it is easy to see that the condition in Definition 8.6 is
satisfied, with S being the set of all units of the CAR flow. This
show that Clifford flows are of type I.

It is shown in [11], that the free flows on B(Γf (L2((0,∞), kC)) are
type I, for any dim(k). Arguing as for Clifford flows, we get that free
flows of any rank on Φ(k) are of type I. In fact, the above argument
can be extended to prove that any E0-semigroup on a II1 factor M,
which is the restriction of a type I E0-semigroup on B(L2(M)), is
type I.

Proposition 8.7. Let α be a E0-semigroup on a II1 factor M, which
is not an automorphism of M. Then

Eαt ∩M = ∅.
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Proof. Fix t > 0. Suppose mt ∈ Eαt ∩ M is an intertwiner for αt
then m∗tmt ∈ M ∩M′. Without loss of generality, after dividing by
a scalar if needed, we assume that m∗tmt = 1. If mt is unitary, we
would have αt(m) = mtmm

∗
t for all m ∈ m. Since mt ∈ M, this

means αt is an (inner) automorphism, contradicting our assumption.
So mt is a isometry in M, which is not a unitary. But this is not
possible since M is a finite factor. �

Remark 8.8. Here we have defined type I using right M′-linear com-
binations of products of units, and we expect our definition to accom-
modate a rich theory with both type I and type II examples. The other
possible definition of type I, using left M′-linear combinations of ten-
sor products of units, is vacuous. Under this definition, all product
systems of Hilbert modules associated to E0-semigroups on II1 factors
are of type I. This follows immediately from lemma 8.3.

In [7] a different definition of type I is given. Namely, that the
product system is generated by “continuous units” (see [7] for pre-
cise definitions). Under this condition no product system of Hilbert
modules associated to an E0-semigroup on a II1 factor is type I. This
follows from the fact that type I product systems in [7] admit a central
unital unit, whereas the product systems associated to E0-semigroups
on II1 factors contain no central elements, by Proposition 8.7. In fact
the associated CP semigroup of any unit in Eαt cannot be uniformly
continuous, as defined and assumed in the main results of [7].

Now we describe the super product system for an E0-semigroup
α on a II1-factor M. For every t > 0, let Hα

t = Eαt ∩ Eα
′

t . Then
the operator norm on Hα

t arises from an inner product and Hα
t is a

Hilbert space with respect to that inner product. In fact, for S, T ∈
Hα
t and m ∈M,m′ ∈M ′, we have:

T ∗Sm = T ∗αt(m)S = (αt(m
∗)T )∗S = (Tm∗)∗S = mT ∗S,

since S, T ∈ Eαt ; on the other hand we also have

T ∗Sm′ = T ∗α′t(m
′)S = (α′t(m

′∗)T )∗S = (Tm′∗)∗S = m′T ∗S,

since S, T ∈ Eα′t . Since M is factor, T ∗S commutes with all operators
in B(L2(M)). So T ∗S is a scalar multiple of the identity and we define
〈S, T 〉t by T ∗S = 〈S, T 〉t 1. The operator norm norm on Hα

t coincides
with the norm given by this inner product since

‖T‖2 = ‖T ∗T‖ = ‖ 〈T, T 〉t 1‖ = 〈T, T 〉t .

Since both Eαt and Eα
′

t are closed under operator norm, Hα
t is also

closed under operator norm. Hence Hα
t is Hilbert space with respect

to this inner product.
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The fact that both Eαs and Eα
′

t are product systems of Hilbert
modules, imply for Xs ∈ Hα

s and Xt ∈ Hα
t , that XsXt ∈ Hα

s+t, that
is Hα

s H
α
t ⊆ Hα

s+t. Further for Xs, Ys ∈ Hα
s and Xt, Yt ∈ Hα

t ,

〈XsXt, YsYt〉s+t 1 = X∗t (X∗sYs)Yt

= 〈Xs, Ys〉sX
∗
t Yt

= 〈Xs, Ys〉s 〈Xt, Yt〉t 1.

We have verified that the map Us,t : Ht ⊗Hs 7→ Hs+t, given by

Us,t(Ys ⊗ Yt) = YsYt, Ys ∈ Hs, Yt ∈ Ht

is an isometry. We have the following theorem.

Theorem 8.9. Let α = {αt : t ≥ 0} be an E0-semigroup on a II1

factor M, then {Hα
t , Us,t}s,t∈(0,∞) is a super product system.

Proof. The associativity axiom follows immediately from the associa-
tivity of multiplication of operators. The measurability axiom can
be proved in an exactly similar manner to product systems, as given
in [4] (see Theorem 2.4.7, page 37). �

Remarks 8.10. {Ut : t ≥ 0} is a multi-unit for an E0-semigroup
αt on II1 factor if and only if {Ut : t ≥ 0 forms a unit for the
super product system (Hα

t , Us,t). (For semigroups measurability is
equivalent to strong continuity.)

The above described concrete super product systems forms an in-
variant for E0-semigroups on II1 factors.

Theorem 8.11. If two E0-semigroups α and β acting on a II1 fac-
tor M are cocycle conjugate, then the corresponding super product

systems {Hα
t : t ≥ 0} and {Hβ

t : t ≥ 0} are isomorphic.

Proof. If β is replaced with a conjugate version, we get an isomorphic
super product system given by the isomorphism T 7→ AdU (T ), where
U is the unitary operator which implements the conjugacy (see Sec-
tion 2). So without loss of generality we assume M acts standardly
on L2(M) and α and β are cocycle perturbations of each other. Let
Ut be an α-cocycle such that βt(·) = Utαt(·)U∗t . Then JUtJ is an

α′−cocycle. Now define Vt : Hα
t 7→ Hβ

t by

Vt(T ) = UtJUtJT, ∀ T ∈ Hα
t .

Vt provides the required isomorphism. Indeed for T ∈ Hα
t ,

βt(m)Vt(T ) = Utαt(m)U∗t UtJUtJT = UtJUtJαt(m)T = Vt(T )m,

β′t(m
′)Vt(T ) = JUtJα

′
t(m

′)JU∗t JJUtJUtT

= JUtJUtα
′
t(m

′)T = Vt(T )m′,
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for all m ∈ M,m′ ∈ M′. This implies VtH
α
t ⊆ Hβ

t . By reversing
role of α and β with V ∗t the opposite inclusion also follows. It is
easy to verify Vt is unitary and provides a Borel map between the
super product systems. The equation 3 can be checked as follows.

For Ts ∈ Hα
s , Tt ∈ H

β
t ,

Vs+tU
α
s,t(Ts ⊗ Tt) = Vs+tTsTt

= Us+tJUs+tJTsTt

= Usαs(Ut)JUsJα
′
s(JUtJ)TsTt

= UsJUsJTsUtJUtJTt

= Uβs,t(UsJUsJTs ⊗ UtJUtJTt)

= Uβs,t(Vs ⊗ Vt)(Ts ⊗ Tt)

So we do have (Hα, Uαs,t)
∼= (Hβ, Uβs,t)). �

Recall that the ∗−preserving property of αt implies that J and St
commute for all t ≥ 0. Now Lemma 8.3 implies

(15) Hα
t =

(
αt(M)′ ∩ Jαt(M)′J

)
St.

Proposition 8.12. If α and β are two E0-semigroups on II1 factors
M1 and M2 respectively. Then

Hα
t ⊗H

β
t = Hα⊗β

t ∀ t > 0.

Proof. Clearly the canonical units satisfy Sα⊗βt = Sαt ⊗ Sβt for all
t > 0. If J1 and J2 are modular conjugation with respect to M1

and M2 respectively, then the modular conjugation J for M1⊗M2 is

given by J1 ⊗ J2. Now, thanks to the relation 15, we have Hα⊗β
t

=
(
((αt ⊗ βt)(M1 ⊗M2))′ ∩ J((αt ⊗ βt)(M1 ⊗M2))′J

)
Sα⊗βt

=
(
(αt(M1)′ ⊗ βt(M2)′) ∩ (J1αt(M1)′J1 ⊗ J2βt(M2)′J2)

)
Sα⊗βt

= (αt(M1)′ ∩ J1αt(M1)′J1)Sαt ⊗ (βt(M2)′ ∩ Jβt(M2)′J)Sβt

= Hα
t ⊗H

β
t ∀ t > 0.

�

To facilitate neat computations, we record a simple observation as
the following proposition, which realizes the super product systems
(Hα

t , U
α
s,t) as concrete Hilbert subspaces of H = L2(M).

Proposition 8.13. Let α be an E0-semigroup on a II1 factor M
acting standardly on H = L2(M), with cyclic and separating vector
Ω. Then (Hα

t Ω, Us,t) forms a super product system, where

Us,t(XΩ⊗ Y Ω) = XY Ω, ∀ X ∈ Hα
s , Y ∈ Hα

t .
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Further (Hα
t Ω, Us,t) is isomorphic to (Hα

t , U
α
s,t) as a super product

system.

Proof. The association Hα
t 3 X 7→ XΩ ∈ Hα

t Ω preserves inner prod-
ucts and is onto, hence provides a unitary operator. In fact

〈XΩ, Y Ω〉 = 〈Ω, X∗Y Ω〉 = 〈Ω, 〈X,Y 〉Ω〉 = 〈X,Y 〉 .

�

Since the following useful assertion will be repeatedly used, we
separate it as a lemma. Here and elsewhere, ρm0(= Jm∗0J) denotes
the bounded operator determined by right multiplication by m0, that
is

ρm0(mΩ) = mm0Ω, ∀ m ∈ M.

From Proposition 8.3, we have

Hα
t = Eαt ∩ Eα

′
t = [MSt] ∩ αt(M)′St.

Hence for any A ∈ Hα
t there exists a T ∈ αt(M)′ such that A = TSt.

Lemma 8.14. Let α be an E0-semigroup on a II1 factor M. Then
for any A = TSt ∈ Hα

t we have

ραt(m)(TΩ) = Tαt(m)Ω, ∀ m ∈ M.

Proof. Since TSt ∈ [MStΩ], there exists a net {mλ}λ∈Λ ⊆ M such
that mλSt converges strongly to TSt. Thus the net {mλStmΩ =
mλαt(m)Ω} converges in norm to TStmΩ = Tαt(m)Ω for all m ∈
R. Since mλΩ converges to TΩ, we conclude that {ραt(m)(mλΩ) =
mλαt(m)Ω} converges also to ραt(m)(TΩ). The result follows. �

Now we turn our attention to Clifford flows, our basic examples of
E0-semigroups on the hyperfine II1 factor R. Set

He,n
t = [ξ1 ∧ ξ2 ∧ · · · ∧ ξ2m; ξ1, ξ2 · · · ξ2m ∈ L2((0, t), kC), m ∈ N0],

for all t ≥ 0, and dim(k) = n ∈ N ∪ {∞}. We may write just He
t in

many instances when n is arbitrary but fixed.

We fix the following notations, when we work with antisymmetric
Fock spaces. Pick distinct posets Λ1, Λ2 order isomorphic to N.
Fix an orthonormal basis {fi}i∈Λ1 for L2((0, t), k) and {gj}j∈Λ2 for
L2((t,∞), k) so that {fi}i∈Λ1 ∪ {gj}j∈Λ2 forms an orthonormal basis
for L2((0,∞), k). Let

P = {I = (i1, i2 · · · im) ∈ Λm1 : 1 ≤ i1 < i2 < · · · < im,m ∈ N0};

F = {F = (j1, j2 · · · jm) ∈ Λm2 : 1 ≤ j1 < j2 < · · · < jm,m ∈ N0}.
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For I = (i1, i2 · · · im) ∈ P, F = (j1, j2 · · · jm) ∈ F , define

u(I) = u(fi1)u(fi2) · · ·u(fim);

u(F ) = u(gj1)u(gj2) · · ·u(gjm).

Then it is well known that {u(I)u(F )Ω : I ∈ P, F ∈ F} forms an or-
thonormal basis for the antisymmetric Fock space Γa(L

2((0,∞), kC))
(see for instance [20]).

The following proposition describes the super product system for
Clifford flows. In the following proposition and elsewhere, an empty
wedge product is interpreted as the vacuum vector Ω.

Proposition 8.15. Let αn be the Clifford flow of rank n. Then
Hαn
t Ω = He,n

t for all t ≥ 0.

Further the unitary map Us,t : Hαn
s Ω ⊗ Hαn

t Ω 7→ Hαn
s+tΩ, imple-

menting the tensor products in the super product system, is given
by

Us,t((ξ1 ∧ ξ2 ∧ · · · ∧ ξ2m)⊗ (η1 ∧ η2 ∧ · · · ∧ η2m′))

= ξ1 ∧ ξ2 ∧ · · · ∧ ξ2m ∧ Ssη1 ∧ Ssη2 ∧ · · · ∧ Ssη2m′

where ξ1, ξ2 · · · ξ2m ∈ L2(0, s), η1, η2 · · · η2m ∈ L2(0, t).

Proof. Let the operators Tξt , T
′
ξt

be as defined in 10, 14. Through our
earlier discussion at the beginning of this section, it is easy to see,
we have Tξt = T ′ξt whenever ξt ∈ He

t . Consequently Tξt ∈ Hα
t , for all

ξt ∈ He
t . We need to prove that Hα

t contains only these elements.
Observe TξtΩ = ξt.

Fix t > 0. Let Hαn
t 3 A = TSt, with T ∈ αnt (M)′ be an arbitrary

element, then AΩ = TStΩ = TΩ. There exists a unique expansion

(16) TΩ =
∑

I∈P,J∈F
λ(I, F )u(I)u(F )Ω, λ(I, F ) ∈ C.

Notice that αnt (R) = {u(F ′) : F ′ ∈ F}′′. So by lemma 8.14 we have

(17) ρu(F ′)(TΩ) = Tu(F ′)Ω, ∀ F ′ ∈ F .
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Since T ∈ αnt (R)′, we now we use the relation u(F ′)Tu(F ′) = T for
all F ′ ∈ F as follows.

TΩ = u(F ′)Tu(F ′)∗Ω

= u(F ′)ρu(F ′)∗(TΩ) (using relation 17)

= u(F ′)ρu(F ′)∗

 ∑
I∈P,F∈F

λ(I, F )u(I)u(F )Ω

 (using 16)

= u(F ′)
∑

I∈P,F∈F
λ(I, F )ρu(F ′)∗ (u(I)u(F )Ω)

=
∑

I∈P,F∈F
λ(I, F )u(F ′)u(I)u(F )u(F ′)∗Ω

=
∑

I∈P,F∈F
µF ′(I, F )λ(I, F )u(I)u(F )Ω,

where µF ′(I, F ) = (−1)σF ′ (I,F ) with

σF ′(I, F ) = |I||F ′|+ |F ||F ′| − |F ∩ F ′|.
Since the expansion 16 is unique we must have σF ′(I, F ) is even for
all F ′ ∈ F . So we conclude, in the expansion 16 of TΩ, λ(I, F ) = 0
except for the terms indexed by (I, F ) satisfying |I| is even and F
is empty. Since we started with an arbitrary element of Hαn

t Ω, we
have

Hαn

t Ω = [u(ξ1)u(ξ2) · · ·u(ξ2m)Ω : ξ1, ξ2 · · · ξ2m ∈ L2((0, t), kC),m ∈ N0]

= [ξ1 ∧ ξ2 ∧ · · · ∧ ξ2m; ξ1, ξ2 · · · ξ2m ∈ L2(0, t), kC), m ∈ N0].

To prove the remaining assertion, notice, for Hαn
t 3 A = TSt,

with T ∈ αnt (M)′, that

AmΩ = TStmΩ = αnt (m)TΩ = αnt (m)AΩ.

Suppose Hαn
s Ω 3 Asω = u(ξ1)u(ξ2) · · ·u(ξ2n)Ω and Hαn

t Ω 3 Atω =
u(η1)u(η2) · · ·u(η2m′)Ω, then

AsAtΩ = Asu(η1)u(η2) · · ·u(η2m′)Ω

= αns (u(η1)u(η2) · · ·u(η2m′))AsΩ

= u(Ssη1)u(Ssη2) · · ·u(Ssη2m′)u(ξ1)u(ξ2) · · ·u(ξ2n)Ω

The above computation shows that

Us,t ((u(ξ1)u(ξ2) · · ·u(ξ2n)Ω)⊗ (u(η1)u(η2) · · ·u(η2m′)Ω))

= u(Ssη1)u(Ssη2) · · ·u(Ssη2m′)u(ξ1)u(ξ2) · · ·u(ξ2n)Ω,

which consequently implies the remaining assertion of the proposi-
tion. The proposition is proved. �
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Proposition 8.16. The even Clifford flow of rank n has the same
super product system as the Clifford flow of index n.

Proof. Observe that the GNS Hilbert space for even Clifford flow of
rank n is the subspace of the antisymmetric Fock space generated by
the even particle spaces, which is He,n. Let βn be the even Clifford
flow of rank n with n ∈ {1, 2, 3 · · ·∞}.

We have the isometry U et : He
t ⊗He 7→ He defined by

U et (ξt1 ∧ ξt2 · · · ∧ ξt2n)⊗ (ξ1 ∧ ξ2 · · · ∧ ξ2m))

= Ttξ1 ∧ Ttξ2 · · · ∧ Ttξ2m ∧ ξt1 ∧ ξt2 · · · ∧ ξt2n.

Direct verification shows, for ξet ∈ He
t , the operator

T eξet ξ
e = U et (ξet ⊗ ξe)

defines an intertwiner for βnt . Hence He
t ⊆ H

β
t Ω.

To show the other way, fix t > 0 and an arbitrary Hβn

t 3 A = TSt,
with T ∈ βnt (M)′. Then AΩ = TStΩ = TΩ. Let Pe (respectively
Fe) consist of the tuples in P (respectively F) with even length, and
Po (respectively Fo) the tuples with odd length. Then

{u(Ie)u(Fe)Ω : Ie ∈ Pe, Fe ∈ Fe} ∪ {u(Io)u(Fo)Ω : Io ∈ Po, Fo ∈ Fo}

forms an orthonormal basis for He. Therefore there exists a unique
expansion of TΩ as
(18)∑
Ie∈Pe,F∈Fe

λ(Ie, Fe)u(Ie)u(Fe)Ω +
∑

Io∈Po,Fo∈Fo

λ(Io, Fo)u(Io)u(Fo)Ω,

with λ(Ie, Fe), λ(Io, Fo) ∈ C.
Thanks to lemma 8.14 and 18, using the relation u(F ′e)Tu(F ′e) = T

for all F ′e ∈ Fe,

TΩ = u(F ′e)Tu(F ′e)
∗Ω

= u(F ′e)ρu(F ′e)
∗(TΩ)

=
∑

Ie∈Pe,Fe∈Fe

λ(Ie, Fe)u(F ′e)u(Ie)u(Fe)u(F ′e)
∗Ω

+
∑

Io∈Po,Fo∈Fo

λ(Io, Fo)u(F ′e)u(Io)u(Fo)u(F ′e)
∗Ω

=
∑

Ie∈Pe,Fe∈Fe

µ′F ′e(Fe)λ(Ie, Fe)u(Ie)u(Fe)Ω

+
∑

Io∈Po,Fo∈Fo

µ′F ′e(F0)λ(Io, Fo)u(Io)u(Fo)Ω,
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where µF ′e(Fe/o) = (−1)
σ′
F ′e

(Fe/o) with

σF ′e(Fe/o) = |Fe/o||F ′e| − |Fe/o ∩ F ′e|.

Here we have used the fact that u(F ′e) and u(Ie/o) commute. Again
using the uniqueness of the expansion, forces σ′F ′e(Fe/o) is even for all

F ′e ∈ F . So we conclude, in the expansion 16 of TΩ, λ(Ie, Fe) = 0
except for the terms indexed by (Ie, Fe) with Fe empty, and that
λ(Io, Fo) = 0 for all (Io, Fo). Since we started with an arbitrary

element of Hβn

t Ω, we have Hβn

t Ω = He,n
t . The remaining assertion

about the unitary Us,t can be verified in an exactly similar manner
as in Proposition 8.15. �

Remark 8.17. Note that the above super product systems for Clif-
ford flows and even Clifford flows are not product systems.

From Remark 5.12 and Corollary 7.4 the following corollary is
immediate.

Corollary 8.18. The coupling index of Clifford flows and even Clif-
ford flows is zero for any rank.

Now we turn our attention to free flows. We fix the following
notations for free Fock space. Let {ei}i∈N be an orthonormal basis
for L2((0,∞), k). Let

I = {I = (i1, i2 · · · im) : il ∈ N, 0 ≤ l ≤ m,m ∈ N0}.

(When m = 0 the tuple is empty.) For I = (i1, i2 · · · im) ∈ I, define

l(I) = l(fi1)l(fi2) · · · l(fim);

s(I) = s(fi1)s(fi2) · · · s(fim).

Then {l(I)Ω : I ∈ I} forms an orthonormal basis for the free Fock
space H = Γf (L2(R+; kC)). (We assume l(I)Ω = Ω = s(I)Ω for
the empty tuple I.) We call a tuple I = (i1, i2 · · · im) as reduced if
il 6= il+1 for all 1 ≤ l ≤ m − 1. Using induction, it is easy to verify,
for any reduced tuple I = (i1, i2 · · · im) ∈ I, i1 6= i ∈ N, we have

s(I)Ω = l(I)Ω; s(iI)Ω = l(iI)Ω; s(i2I)Ω = l(i2I)Ω + l(I)Ω.

(By (irI) we denote the concatenated tuple (i, i, · · · i, i1, · · · in).) Fur-
ther

s(i2m+1I)Ω =
m∑
r=0

k2r+1
2m+1l(i

2r+1I)Ω;

s(i2m+2I)Ω =

m∑
r=0

k2r
2ml(i

2rI)Ω



INVARIANTS FOR E0-SEMIGROUPS ON II1 FACTORS 43

for all n ∈ N. krm are positive integers satisfying relations krm = 0 if
r > n or r < 0, and k2r

2m+1 = 0 = k2r−1
2m for all r. Further k2

2 = 1 = k1
2

and the following recursive relation hold

k2r+1
2m+1 = k2r+2

2m + k2r
2m; k2r

2m = k2r+1
2m+1 + k2r−1

2m , ∀ 0 ≤ r ≤ m.
These relations can be extended to a tuple of the form (ir1I1i

r2I2 · · · irpIl),
where Il ∈ I are reduced tuples for rl ∈ N0 1 ≤ l ≤ p. So we have
positive integers k(I, I ′) such that

(19) s(I)Ω =
∑
I′∈I

k(I, I ′)l(I ′)Ω, ∀ I ∈ I

and k(I, I ′) is zero except for finitely many I ′ for any fixed I ∈ I.

For any reduced tuple I = (i1, i2 · · · im) ∈ I, i1 6= i ∈ N, we
have l(i2I)Ω = s(i2I)Ω − s(I)Ω. Using induction, generalizing to a
recursive relation for l(·) in terms of s(·) similarly as above, we can
conclude there exists integers k′(I, I ′) satisfying

(20) l(I ′)Ω =
∑
I∈I

k′(I ′, I)s(I)Ω, ∀ I ′ ∈ I.

Again this decomposition is unique and finite. We have

(21)
∑
I∈I

k′(I ′, I)k(I, I ′′) = δI′I′′ ∀ I ′, I ′′ ∈ I.

(22)
∑
I′∈I

k(I, I ′)k′(I ′, I ′′) = δI,I′′ ∀ I, I ′′ ∈ I

Let Γ0
f (L2((0,∞), kC)) is the finite linear span of all finite particle

vectors.

Lemma 8.19. Every ξ ∈ Γ0
f (L2((0,∞), kC)) has a unique expansion

as

ξ =
∑
I∈I

µ(I)s(I)Ω.

Proof. Existence of the expansion follows, since {l(I)Ω : I ∈ I} is an
orthogonal basis and from equation 20. For any ξ ∈ Γ0

f (L2((0,∞), kC))

with ξ =
∑

I′∈I λ(I ′)l(I ′)Ω we have the decomposition

ξ =
∑
I∈I

(∑
I′∈I

λ(I ′)k′(I ′, I)

)
s(I)Ω.

Since ξ ∈ Γ0
f (L2((0,∞), k)), the length of I ′ is bounded, and hence

any fixed I can future in k(I ′, I) for only finitely many I ′. This
implies that, in the above expression,

∑
I′∈I λ(I ′)k′(I ′, I) is a finite

sum.
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Now suppose ξ =
∑

I∈I µ(I)s(I)Ω be any other expansion, then
we have

ξ =
∑
I∈I

µ(I)

(∑
I′∈I

k(I, I ′)l(I ′)Ω

)

=
∑
I′∈I

(∑
I∈I

µ(I)k(I, I ′)

)
l(I ′)Ω.

This implies
∑

I∈I µ(I)k(I, I ′) = λ(I ′) for all I ′ ∈ I. (Again note
that this is a finite sum.) Now using relation 22, we have∑

I′∈I
λ(I ′)k′(I ′, I) =

∑
I′∈I

∑
I′′∈I

µ(I ′′)k(I, I ′)k′(I ′, I ′′)

= µ(I) ∀ I ∈ I.
Hence the expansion is unique. �

Let Pn be the projection onto the closed subspace of free Fock
space [l(I)Ω : I ∈ I, |I| ≤ n].

Lemma 8.20. For every m ∈ Φ(k) there exists an mn ∈ Φ(k) such
that Pn(mΩ) = mnΩ.

Proof. Any s(f1)s(f2) · · · s(fn)Ω can be expanded as linear combi-
nation of l(fi1)l(fi2) · · · l(fil)Ω with i1, i2 · · · il ⊆ {1, 2 · · ·n} and vice
versa for l(g1)l(g2) · · · l(gn)Ω. This implies that the lemma holds true
for elements of the form m = s(f1)s(f2) · · · s(fn), and for their linear
combinations. Since

Φ(k) = {s(f1)s(f2) · · · s(fn) : f1, f2 · · · fn ∈ L2((0,∞), k), n ∈ N}′′

to prove the remaining assertions, it is enough if we prove, for any net
{mλ : λ ∈ Λ} satisfying PnmλΩ = (mλ)nΩ and mλ → m strongly, it
follows that (mλ)n also converges strongly to some mn ∈ Φ(k) and
PnmΩ = mnΩ.

Clearly (mλ)nΩ converges to PnmΩ. Consequently for any ar-
bitrary m0 ∈ Φ(k) mn

λm0Ω = ρm0((mλ)nΩ) is convergent. This
means, since {(mλ)n : λ ∈ Λ} is a bounded net, it is strongly
convergent. Finally if (mλ)n → mn ∈ Φ(k) strongly, then clearly
PnmΩ = mnΩ. �

We can replace Φ(k) by its commutant, s(.) by the right multipli-
cation ρs(.) and by exactly imitating the proof we can arrive at the
following Corollary.

Corollary 8.21. For every m′ ∈ Φ(k)′ there exists an m′n ∈ Φ(k)′

such that Pn(m′Ω) = m′nΩ.
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Lemma 8.22. Let γ be the free flow on Φ(k). Then for every ξ ∈
Hγ
t Ω Pnξ ∈ Hγ

t Ω for all n ∈ N and t ≥ 0.

Proof. We have Hγ
t = [Φ(k)St] ∩ [Φ(k)′St]. So, for TSt ∈ Hα

t , there
exists nets {mλ : λ ∈ Λ} ⊆ Φ(k) {m′λ′ : λ′ ∈ Λ′} ⊆ Φ(k)′ satisfying

mλSt → TSt and m′λ′St → TSt strongly.

Then both {(mλ)nΩ} and {(m′λ′)nΩ} converges to TΩ. This implies
for any m0 ∈ Φ(k), that (mλ)nStm0Ω = ργt(m0)((mλ)nΩ) converges
to ργt(m0)(TΩ). But by Lemma 8.14 we have

ργt(m0)(TΩ) = Tγt(m0)Ω = TStm0Ω.

So we conclude that (mλ)nSt converges strongly to TSt. Replacing
appropriately with primes and left action of Φ(k)′, and by exactly
the same reasoning, we get (m′λ′)nSt converges strongly to TSt. So
Pnξ ∈ [Φ(k)St] ∩ [Φ(k)′St] = Hγ

t Ω. �

Proposition 8.23. Let γ be free flow on Φ(k) of any rank. Then
Hγ
t = CSt for all t ≥ 0.

Proof. Clearly St ∈ Hγ
t for all t ≥ 0. For any ξ ∈ Hγ

t Pnξ → ξ
as n → ∞. So, thanks to Lemma 8.22, it is enough if we prove
that Hγ

t Ω ∩ Γ0(L2((0,∞), kC)) = C. Let TSt ∈ Hγ
t such that TΩ ∈

Γ0(L2(R+; kC)) with T ∈ γt(Φ(k))′ be any arbitrary element. As
before let {ei}i∈N be an orthonormal basis for L2((0,∞), k) and also
let {hj}j∈N ⊆ {ei}i∈N be an orthonormal basis for L2((t,∞), k). By
Lemma 8.19, there exists a unique expansion

(23) TΩ =
∑
I∈I

λ(I)s(I)Ω, λ(I) ∈ C.

Note that s(hj) ∈ αt(Φ(k)). So by lemma 8.14 we have

(24) ρs(hj)(TΩ) = Ts(hj)Ω, ∀ j ∈ N.

Since T ∈ γt(Φ(k))′, we have s(hj)TΩ = Ts(hj)Ω for all j ∈ N.

Using equations 23 and 24 we have∑
I∈I

λ(I)s(fj)s(I)Ω =
∑
I∈I

λ(I)s(I)s(fj)Ω ∀ j ∈ N.

Since this expansion is unique, λ(I) = 0 for any non-empty tuple
not ending with j. But this is true for all j, so λ(I) = 0 for any
non-empty I ∈ I. So TΩ = λΩ for some λ ∈ C and proof of the
proposition is over. �
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9. Non cocycle conjugacy

Even though both the Gauge dimension and coupling index are
zero for Clifford flows and even Clifford flows of any index, we still
show in this section that both these families contain mutually non
cocycle conjugate E0-semigroups. We use the index defined through
boundary representation by Alevras (see [21] and [1]) and analogues
of the C∗−semiflows introduced by Remus Floricel in [10].

We briefly recall the definition of boundary representation as de-
fined by R. Powers and the index defined by Alveras, which is a con-
jugacy invariant. Let α be an E0-semigroup on a II1 factor M with
generator δ, whose domain we denote by Dom(δ). The generator
−d of the canonical unit {St : t ≥ 0} is a maximal skew-symmetric
operator whose deficiency space can be identified with the Hilbert
space K = Dom(d∗)/Dom(d), with respect to the inner product
〈·, ·〉0 defined by

〈[ξ], [η]〉0 =
1

2
〈d∗ξ, η〉+

1

2
〈ξ, d∗η〉 .

It is shown in [21] that elements m ∈ Dom(δ) leave both Dom(d∗)
and Dom(d) invariant, and that the map

πα(m) : Dom(δ) 7→ B(K), πα(m)[ξ] = [mξ]

is a norm continuous ∗−representation of Dom(δ).

If p ∈ πα(Dom(δ))′ is the largest projection such that the subrep-
resentation πα(m)|pK is normal, then by extending we get a normal
representation of M on pK. The Powers-Alevras index is defined as
the M-dimension of this representation, that is Ind(α) = dimM(pK).

For Clifford flows p = 1 and the boundary representation extends
to a normal representation ofR onK = Dom(d∗)/Dom(d) (see [21] ).
Since the Clifford flow of rank n is a restriction of the corresponding
CAR flow of rank n, and the antisymmetric Fock space is the GNS
Hilbert space for R, it follows from [21] that the Powers-Alevras
index for Clifford flow of rank n is also n. It is mentioned in [1] that
the index for even Clifford flow of rank 1 is 1. We give a proof for
general rank n.

For a fixed multiplicity n, denote the generators of the Clifford
flow and even Clifford flow of rank n by δ and δe, and denote the
generators of their respective canonical units by −d and −de. We
will denote the boundary representation of the Clifford flow by π
and of the even Clifford flow by πe. For definiteness we write R ⊃
Re for the factor/subfactor pair given by the Hyperfinite II1 factor
generated by even products of {u(f) : f ∈ L2(R+; k)} embedded
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inside the Hyperfinite II1 factor generated by all products of {u(f) :
f ∈ L2(R+; k)}.

Lemma 9.1. There is a canonical inclusion of Dom(d∗e)/Dom(de)
inside Dom(d∗)/Dom(d) under which the restriction of π to Re has
invariant subspace Dom(d∗e)/Dom(de).

Proof. Since the canonical unit for the Clifford flow respects the de-
composition Γa(L

2(R+; k)) = Ho ⊕ He into odd and even compo-
nents, its generator splits into a direct sum d = d0 ⊕ de, so there
is a canonical inclusion Dom(d∗e) → Dom(d∗). This well-defines an
inclusion of quotient spaces because Dom(de) = Dom(d) ∩He, so if
ξ1, ξ2 ∈ Dom(d∗e) with ξ1 − ξ2 ∈ Dom(d), then ξ1 − ξ2 ∈ Dom(de).
The rest of the Lemma is immediate. �

Note that if V is the inclusion of Lemma 9.1 then πe(x) = V ∗π(x)V,
so πe extends to a normal representation of Re.

Proposition 9.2. For the even Clifford flow of multiplicity n the
Powers-Alevras index is n.

Proof. Pick an orthonormal basis e1, . . . , en for k and write e(j) =√
2e−x ⊗ ej for each j = 1, . . . , n. Recall from [21] and [1] that

the boundary representation of the Clifford flow decomposes into an
orthogonal sum of n standard R-modules, each with an [e(j)] as its
cyclic and separating vector.

Pick a unit vector f ∈ Dom(d), then under the inclusion of Lemma
9.1

(25) V πe(Re)[f ∧ e(j)] = π(R)[e(j)] ∩ VDom(d∗e)/Dom(de)

for each j = 1, . . . , n. Indeed, the left hand side is clearly contained
in the right, whereas

π(u(f1) · · ·u(f2n−1))[e(j)] = π(u(f1) · · ·u(f2n−1)u(f))[f ∧ e(j)],

which gives the reverse inclusion. It follows from (25) that the
[f ∧ e(j)] generate pairwise orthogonal Re-modules and these span
Dom(d∗e)/Dom(de). Finally, if

πe(x)[f ∧ e(j)] = πe(y)[f ∧ e(j)],

for some x, y ∈ Re then

π(xu(f))[e(j)] = π(yu(f))[e(j)].

So we have xu(f) = yu(f) by the separating property of [e(j)]. It
follows that x = y and hence Dom(d∗e)/Dom(de) decomposes into n
standard Re-modules. �
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For each t ≥ 0 let Aα(t) := αt(M)′ ∩M. Since these algebras form
an increasing filtration, we follow [10], and define the inductive limit

C∗-algebra Aα :=
⋃
t≥0Aα(t)

‖·‖
, together with a semigroup of *-

endomorphisms α|Aα . This is called the C∗-semiflow corresponding
to α. Since this is a subalgebra of M there is a canonical trace on
Aα which we denote by τα.

Proposition 9.3. If α and β are cocycle conjugate E0-semigroups
then their C∗-semiflows are conjugate. Moreover, the intertwining
*-isomorphism γ : Aα → Aβ is implemented by a unitary Uγ :
L2(Aα, τα)→ L2(Aβ, τβ) between the corresponding GNS spaces.

Proof. Without loss of generality we may assume that α is a co-
cycle perturbation of β. If βt = AdUt ◦ αt, for some α−cocycle
{Ut : t ≥ 0}, then the *-isomorpism γ : Aα → Aβ is constructed
precisely as in [10], Proposition 1.3, by taking the inductive limit
of the maps AdUt |Aα(t) → Aβ(t). Further γ intertwines α|Aα and
β|Aβ . Since each AdUt intertwines the corresponding induced traces,
the inductive limit γ satisfies τβ ◦γ = τα. The rest of the proposition
follows immediately. �

We call the triple (Aα, α|Aα , τα) the τ -semiflow for α. The above
lemma shows that two cocycle conjugate E0-semigroups have isomor-
phic (in the obvious sense of the word) τ -semiflows. For the free flows,
the τ -semiflow is trivial, Aα = C1. However, the following propo-
sition shows that, when it is large enough, the triple (Aα, α|Aα , τα)
says quite a lot about α.

Proposition 9.4. Let α, β be E0-semigroups on the II1 factor M
and suppose that Aα is ultraweakly dense in M. If the τ -semiflow
for α is isomorphic to the τ -semiflow of β then α is conjugate to a
restriction of β.

Proof. The isomorphism between the semiflows is implemented by a
unitary Uγ between the respective GNS spaces, as in Proposition 9.3.
Since Aα is ultraweakly dense in M we have

L2(M, τ) = L2(Aα, τα).

Now we see that AdUγ induces an injective ∗−homomorphism γ̃ :

M→ B(L2(Aβ, τβ)). It is clear that γ̃ intertwines α with the restric-
tion of β to the ultraweak closure of Aβ, as required. �

Corollary 9.5. Let α and β be E0-semigroups on the II1 factor M
such that both Aα and Aβ are ultraweakly dense in M. Then α is
cocycle conjugate to β if and only if α is conjugate to β.



INVARIANTS FOR E0-SEMIGROUPS ON II1 FACTORS 49

Proof. If α and β are cocycle conjugate then their τ -semiflows are
isomorphic. Hence it follows from the proof of Proposition 9.4 that
α is conjugate to β. �

Theorem 9.6. Even Clifford flows with different rank are not cocycle
conjugate. Furthermore Clifford flows with different rank are not
cocycle conjugate.

Proof. Pick a real Hilbert space k of dimension n and construct the
corresponding even Clifford flow βn. If f and g are functions in
L2([0, t]; k) then u(f)u(g) belongs to βnt (M)′∩M, hence to Aβn . But
the compactly supported functions are dense in L2(R+; k), so these
elements generate the even Clifford algebra in the strong topology.
Thus if βn and βm are cocycle conjugate even Clifford flows, then
they satisfy the conditions of Corollary 9.5, so are conjugate. In
particular this implies they have the same boundary index, as defined
in [1], and hence by Proposition 9.2 they have the same rank, that
is n = m.

If Clifford flows of rank n and m are cocycle conjugate, then their
τ -semiflows are isomorphic. It is easily seen that the Clifford flow of
rank n (respectively m) has the same τ -semiflow as the even Clifford
flow of rank n (respectively m). Since the τ -semiflows are isomorphic,
the corresponding even Clifford flows are conjugate, hence by the first
part of the theorem n = m. �

Remarks 9.7. 1. The result in Theorem 9.6 is in sharp contrast to
the case of reversible flows on the hyperfinite II1 factor arising from
second quantization of bilateral shifts. These are all cocycle conjugate
by a result of Kawahigashi ([15]).

2. If a Clifford flow is cocycle conjugate to an even Clifford flow
then they have isomorphic τ -flows, hence it follows that they have
the same rank. However, we cannot yet show that the Clifford flow
of rank n is not cocycle conjugate to the even Clifford flow of rank n.
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