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Abstract—The amount of coke deposition on catalyst is one of the most important indexes of catalytic 

property and service life. As a result, it is essential to measure the amount of coke deposition and analyze 

the active state of catalyst during the continuous production process. This paper proposes a new method to 

predict the amount of coke deposition on catalyst based on image analysis and soft computing. An image 

acquisition system consisting of a flatbed scanner and an opaque cover is used to obtain catalyst images. 

After imaging processing and feature extraction, twelve effective features are selected and two best feature 

sets are determined by the prediction tests. A Neural Network optimized by particle swarm optimization 

algorithm is used to establish the prediction model of the coke amount based on various datasets. The root 

mean square error (RMSE) of the prediction values are all below 0.021 and the coefficient of determination 

R2, for the model are all above 78.71%. Therefore, a feasible, effective and precise method is demonstrated, 

which may be applied to realize the real-time measurement of coke deposition based on on-line sampling 

and fast image analysis. 

Keywords—coke deposition; catalyst; image analysis; feature extraction; PSO-BP 

1. Introduction 
In the catalyst based continuous production process, one of the key issues to be addressed is the 

automatic control of the multiphase flow reactor. The selectivity and efficiency of the catalytic system 
have been improved significantly through the effective control of the multiphase flow reactors [1]. 
Furthermore, the real-time monitoring of catalyst activity has a significant effect on the control of the 
reactor. 

Catalyst deactivation is mainly due to coke deposition in response of high temperature, e.g. in the 
processes of FCC (fluid catalytic cracking), MTO (methanol to olefins), GTO (natural gas to olefins) 
and MTG (methanol to gasoline) [2-4]. Catalyst pellets suffer from the accumulation of coke on their 
surfaces and mostly in the pore space as the reaction progresses. When the coke gradually grows inside 
the pore, the active sites of the catalyst are blocked and the mass transfer into the pore is damaged. 
Finally, it leads to coking deactivation of the catalyst. As a result, the activity and selectivity of the 
catalyst will be inhibited due to the growing coke deposition, and in the same time the product yield 
will decrease. However, the coke deposition on the catalyst is often a reversible process and the coked 
catalyst can be regenerated by burning-off with oxygen in the regenerator. Besides, the coke deposition 
will also affect the residence time of the reaction, the regenerator temperature and so on [5-7]. 
Therefore, it is important to measure the amount of coke deposition on catalyst. 

The term coke deposition on catalyst is referred to a variety of carbonaceous deposition, mainly 
hydrocarbon in industry. In general, samples analysis and model-based estimation are the two dominant 
methods for the measurement of coke deposition [8]. The method of samples analysis quantifies coke 
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deposition by sampling catalyst from the reactors and analyzing carbon-element contents of the 
samples. Among them, TGA (Thermogravimetric Analysis) is a traditional method for chemical 
analysis based on the evaluation of the samples’ thermal behavior. The carbon content of the catalyst 
samples is determined by the weight or mass ratios before and after heating [9]. As a well-established 
method, TGA is usually applied in laboratory-scale measurement. However, the processes of sampling, 
heating and weighing often take a lot of time, leading to a lag between the state of coke deposition and 
the control of the reactor. In addition, there are systematic errors in the TGA method which may be 
caused by the complex operations, e.g. the judgment of the initial weightlessness position of the TG 
curves. The existence of these problems has seriously affected its efficient applications in industrial 
production processes. 

Combustion-infrared detection can also be used to quantify carbon formation regarding the coke 
deposition on catalyst. By feeding oxygen and burning catalyst samples under high temperature, the 
carbon in the coke deposition is converted into carbon dioxide. As carbon dioxide is a strong absorber 
of the infrared wave with 4260 nm wavelength, the carbon content can be determined using an infrared 
gas analyzer which measures the intensity of the infrared spectra of carbon dioxide evolved from the 
samples [10]. Similarly, TPO (Temperature-programmed oxidation) method obtains the amount of 
coke deposition based on samples by burning and elementary analysis of effluent gases. Furthermore, 
there are other methods like TPO combined with either gas chromatography or gravimetric gas analysis 
to measure coke deposition by determining the carbon content of catalyst samples. These methods 
require contact with the samples and cannot meet the demands of real-time measurement for industrial 
applications [11, 12]. 

Model-based estimation method is a kind of ‘soft’ measurement method. Through feature analysis, 
a predicting model is developed between the features and the amount of coke deposition on catalyst to 
realize real-time measurement. A new acoustic measurement method has been proposed by Tang et al 
[13, 14]. In the process of catalytic reaction, catalyst pellets in the fluidized bed reactor hit the internal 
wall of the reactor and generate acoustic emission signals. In combination with the analysis of the 
power spectrum of the signals, the amount of coke deposition on catalyst can be predicted using the 
characteristic parameters of the acoustic emission signals. This on-line measurement method can 
overcome the shortcomings of traditional sampling analysis which entails the delay in the control of the 
reactor. However, this method does not work in a fixed bed reactor where catalyst pellets usually stay 
still.  

On account of the limitations on all existing methods mentioned above, the aim of this paper is to 
propose a novel method to measure the amount of coke deposition on catalyst through image analysis. 
Some preliminary results of this method was reported at the 2015 IEEE International Conference on 
Imaging Systems & Techniques [15]. In this paper, we present in detail the image acquisition and 
processing system, extract the effective features from the images of the catalyst pellets and establish a 
model to predict the coke amount through soft computing. Finally, the prediction model based on Back 
Propagation neural network with Particle Swarm Optimization (PSO-BP) algorithm is established and 
validated using various datasets. 

2. Methodology  
2.1 Image acquisition system 

In order to ensure the stability of the shooting angle, exposure time and visual field area for each set 
of images, a flatbed scanner with a matrix CCD image sensor is used instead of ordinary CCD cameras. 
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In addition, the light source of an image acquisition system should be uniform and stable. A shading 
system based on a flatbed scanner and an opaque cover, as shown in Fig. 1, is developed to provide a 
invariable background illumination that can avoid the different lighting conditions for each set of 
images. The scanner can scan the A4 format area (216mm×311mm) during which substantial catalyst 
pellets were scanned in one go to meet the statistical significance of the acquired data. At the same time, 
the height of the opaque cover from the scan platform is adjusted to 5cm so as to easily distinguish the 
catalyst pellets from the background. Besides, the colour of the cover is white in order to make a 
relatively bright background in contrast with dark catalyst pellets. In our research, the resolution of the 
scanner is selected as 4800dpi×4800dpi and each pixel size is approximately 45µm×65µm after taking 
the size and the gray value of the catalyst pellets into account.  

opaque cover

catalyst sample

scanner
 

Fig. 1. Image acquisition system. 

2.2 Sample preparation 
A kind of molecular sieve solid catalyst in MTO (methanol to olefins) process was used in this 

study. The samples were collected sequentially from the coked catalyst over a period of time in the same 
MTO reaction process. As a result, eight types of coked catalyst pellets were obtained from the same 
reactor with the deepening coke deposition corresponding to different coking periods. The samples 
were divided into two sets. One set was measured as the standard coke deposition amount of the catalyst 
by TGA. As for the other set, the catalyst images were taken using the scanner. In view of the fact that the 
coking process of catalyst mainly takes place in the internal pores, simple physical treatment of the 
samples was conducted. The samples were cut into smaller pellets in order to get more internal 
information about the catalyst. After the treatment, the majority of the catalyst pellets were in the range 
from 1mm to 5mm in size. Table 1 gives the actual coke amount of eight types of catalyst pellets by TGA 
method.  

TABLE 1    Coke Amount of Eight Types of Catalyst by TGA Method 

Category #1 #2 #3 #4 #5 #6 #7 #8 

Coke amount (%) 30.316 29.622 28.038 27.157 22.549 20.067 0.448 0.418 

 
2.3 Image processing 

Fig. 2(a) is the image of seriously coked catalyst with a high level of coke deposition and its gray 
scale histogram is shown in Fig. 2(b) with two distinct peaks . One of the peak is below 50 owing to the 
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seriously coked catalyst regions and the other peak is around 100 corresponding to the background 
area. Fig. 2(c) shows the image of slightly coked catalyst with a small amount of coke deposition and 
the corresponding gray scale histogram is shown in Fig. 2(d). Similar to Fig. 2(b), there are also two 
peaks in Fig. 2(d). One above 200 is generated from slightly coked catalyst regions and the other one 
around 100 corresponds to the background area. The obvious difference between the foreground 
(catalyst pellets) and the background regions, with the stability of the lighting conditions, indicates the 
image acquisition system is feasible for the intended application.  

    

   (a) Image of seriously coked catalyst.                        (b) Normalized histogram of image (a). 

    

   (c) Image of slightly coked catalyst.                         (d) Normalized histogram of image (c). 

Fig. 2. Catalyst images and their gray-scale histograms. 

 

Fig. 3. Flow chart of the proposed method. 
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The main logical steps of the proposed method, including the key image processing procedure, are 
shown in Fig.3. Since sometimes there may be dirt or dust on the scan platform, area thresholding and 
morphological filtering are used to remove the unwanted artifacts in the image. After denoising, the task 
of image processing is to segment catalyst pellets by dividing the image into foreground region (catalyst 
pellets) and background. According to the different gray values between the catalyst pellets and the 
background based on the gray scale histograms, the Otsu method [16] is used to convert the colour 
images into binary images. The optimal threshold is selected on the basis of maximizing inter-class 
variance. As shown in Fig. 4(c) and 4(d), some small interior holes appear in the results of the 
binarization after the application of Otsu method. These holes originate from the direct contact of the 
samples with the scan platform, corresponding to the highlight regions of catalyst pellets. Therefore, the 
next step is to fill these small interior holes by using a series of dilation. The binary images after region 
growing are shown in Fig. 4(e) and 4(f), in which “1” (logical value) stands for the catalyst pellets and 
“0” (logical value) denotes the background. Finally, the segmentations of catalyst pellets are 
accomplished after multiplying the original images by the binary images. In view of the fact that the 
gray values of some seriously coked regions are approximately equal to 0 (black), they are presented in 
white background, while the slightly coked catalyst pellets are presented in black background, as shown 
in Fig. 4(g) and 4(h). 

             
 
 

             
 

Fig. 4. Original and processed catalyst images. 

2.4 Extraction of colour features 
It was observed that very often the catalyst pellets change from creamy white to black due to the 

accumulation of coke deposition on them in many reaction processes. Besides, it has been proved that 
the size of catalyst pellets remains roughly unchanged as the coke is gradually deposited [14]. 
Therefore, effective colour features should be used to reflect the state of the catalyst and measure the 

(a) Original image of 

seriously coked catalyst. 

(b) Original image of 

slightly coked catalyst. 

(c) Segmented image of seriously 

coked catalyst using Otsu method. 

(e) Binary image of seriously 

coked catalyst after dilation. 

(f) Binary image of slightly 

coked catalyst after dilation. 

(g) Final segmented image 

of seriously coked catalyst. 

 

(h) Final segmented image 

of slightly coked catalyst. 

(d) Segmented image of slightly 

coked catalyst using Otsu method. 
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amount of coke deposition based on the analysis of catalyst pellets images during different periods of 
the reaction. 

Colour features play an important part in the application of image classification. Stricker and 
Orengo [15] proposed that the effective color features were the low moments of the colour components 
derived from a colour image. The first moment is the mean value of the image. The second moment 
stores the variance of the image whilst the third moment stands for the skewness of the image [17, 18]. 
They are calculated from the following mathematical expressions: 
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where m , σ  and µ  are the three low moments of the colour image, respectively. xi denotes the ith 

intensity levels in the colour distribution of the image and p(xi), i=0, 1, 2, ... , L-1, represents the 
corresponding probability histogram in which L is the number of distinct intensity levels. 

In addition, for the randomness of the colour components, other two features, entropy and energy, 
are also calculated, respectively, from the following equations: 
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where Et denotes entropy and En stands for energy. 

In general, the analysis of the image intensity layer by calculating the image gray value is regarded 
as a simple method for colour features extraction. However, in this case, the image colour information 
is completely ignored. Another common approach is to separate the red, green, and blue (RGB) layers 
from the colour image and then analyze them as three independent ones. Such an approach considers 
some colour information, but the relationships between different colour layers, containing more color 
details, are overlooked [19, 20].  

Considered to be more fit for human perception, the HSI colour model consisting of hue, saturation, 
intensity is applied to show the correlations between different colour layers in order to make up for this 
deficiency. The normalization of the three RGB components is achieved by dividing RGB colour 
values by 255 and  all values are subsequently changed from [0, 255] to [0, 1] with MAX denoting the 
maximum and MIN the minimum of the colour values. The transformation of the colour components 
from the RGB colour model to the HSI colour model is achieved as follows: 
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Typical results of colour features extraction from the segmented images of the eight types of 
catalyst samples are shown in Fig. 5. The standard amount of coke deposition on catalyst is measured 
by TGA. Fig. 5(a) shows the changes of R, G, B and gray mean features with the accumulation of coke 
deposition on catalyst. Fig. 5(b) depicts the trends of the three low moments (mean, variance, skewness) 
of the gray component as the coke deposition deepens. 
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(a) R, G, B and gray mean. 
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(b) Gray mean, gray variance and gray skewness. 

Fig. 5. Comparison of some colour features and the coke amount. 

As mentioned above, the extraction of colour features can be conducted in different layers including 
R, G, B and gray layers. Note that the values of R, G, B and gray components are almost the same in 
the segmented catalyst images, as their mean values are shown in Fig. 5(a). It is necessary to determine 
the colour features from which of the R, G, B and gray layers are more effective. In addition, in view of 
the similar trends of the three low gray moments (mean, variance, skewness) as shown in Fig. 5(b), the 
mean values of the colour components are calculated for evaluating the discriminability in different 
layers as representative. As a result, three features, including the mean value, entropy and energy, are 
calculated in the R, G, B and gray layers to evaluate the discriminability of colour features in different 
colour layers. In this research the ratio of the inter-class distance to the intra-class distance represented 
by the data variance is used to define a discriminability index:  
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where Vi
k is the kth colour components of the ith image of the eight types of catalyst samples and 

mean(Vi
k) is the average of Vi

k , and S2 stands for the variance of the respective variable. Besides, 
Dinter

k and Dintra
k are  the inter-class and intra-class distances of kth colour components, respectively, 

for the eight types of catalyst samples. Dk is referred to as discriminability of the kth colour 
components. All data should be normalized before Dk is calculated from Eq. (9). The larger the value of 
D is, the greater discriminability denotes. 

TABLE 2     Discriminability Index of Three Colour Features in Different Colour Layers 

Colour feature D 
Different colour layers 

R G B Gray 

Mean D1 0.616 0.589 0.736 0.762 

Entropy D2 0.341 0.338 0.394 0.406 

Energy D3 0.347 0.288 0.446 0.440 

Sum   of   Dk 1.304 1.215 1.576 1.608 

Table 2 summarizes the results of discriminability analysis. By comparing the sum of Dk (k=1,2,3) 
corresponding to the three colour features (mean, entropy, energy) in R, G, B and gray layers 
respectively, the maximum one belongs to the most effective layer. Since the sum of Dk (k=1,2,3) in 
gray layer is the maximum of all results, the gray layer is regarded as the most effective one. 
Furthermore, the values of D1 in all layers are significantly greater than D2 and D3 as shown in Table 2. 
It means the mean feature is more effective than entropy and energy. Therefore, it can be concluded 
that the extraction of colour features should be conducted in gray layer and the gray mean feature is 
most effective to predict the coke amount with the greatest discriminability. 

As a result, five gray features (mean, variance, skewness, entropy and energy) were extracted from 
the gray layer. In total six features (R, G, B, H, S, I) were obtained from the RGB and HSI colour 
models, with the results of feature extraction from the eight types of catalyst samples shown in Fig. 5 
and Fig. 6. Some results of colour features extraction are also shown in Fig. 5. The relationships 
between the other five features (H, S, I, gray entropy and gray energy) and the coke amount are plotted 
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in Fig. 6. The strongest similarities between the curve of H value and the level of coke deposition are 
evident. In summary, H and gray mean values are regarded as indicators of the coke amount.  
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Fig. 6. Comparisons of H, S, I, gray entropy and gray energy features and the coke amount. 

2.5 Extraction of texture features 
As one of the important characteristics, textural information is useful for in image classification by 

analyzing the objects or the regions of interest in an image [21]. Considering all the above eleven 
colour features are extracted from the colour components based on statistical moments of intensity 
histograms regardless of the spatial distribution of pixels with respect to each other, texture features are 
also extracted from the catalyst images in our study. Texture features can help to find more 
characteristics, for instance the smoothness of coked catalyst pellets, and improve the prediction results 
of the coke amount. 

In order to describe texture variations, one way to compute the relative positions of pixels in an image 
or region is to use the Gray Level Co-occurrence Matrix (GLCM). Haralick, Shanmugam and Dinstein 
[21] put forward the views of the image texture features for image classification in 1973. As a classical 
texture analysis approach, GLCM reflect the gray spatial correlation of pixels in the segmented catalyst 
pellets regions. In this research, six texture features of GLCM were extracted: maxprobability, contrast, 
correlation, energy, homogeneity and entropy. Maxprobability feature describes the strongest response 
in the GLCM matrix. Contrast is an important feature to characterize the local variations by calculating 
the gray intensity contrast between the pixels of relative positions. The linear dependencies of gray 
values between the pixels in relative positions are computed by correlation feature. Energy is an index of 
uniformity which measures the constancy of gray values distribution in an image or a region. By 
comparing the gray values distribution of the pixels on the diagonal direction and off the diagonal 
direction of the GLCM, homogeneity feature is determined. Entropy is used to detect the disorder or 
textural irregularity of an image or a region. Detailed information about the calculation of GLCM and the 
mathematical expressions of these texture features can be found in the references [22, 23]. As a result, 
seventeen features including colour and texture features could be obtained from each catalyst pellet 
region, which are R, G, B, H, S, I, Gray features (gray mean, gray variance, gray skewness, gray energy 
and gray entropy) and GLCM features (maxprobability, contrast, correlation, energy, homogeneity, 
entropy). 
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3. Results and discussion 
3.1 Image database  

The image database was collected by scanning the eight types of coked catalyst samples mentioned 
in Part 2.2. The images of twenty-five catalyst pellets were segmented to extract seventeen features as 
mentioned above for each type of catalyst sample. As a result, 3400 (25*8*17) features were obtained 
from the total of 200 (25*8) catalyst pellets. 

3.2 Feature selection  
After feature extraction, the next step is to select the effective features which obtain the useful 

information to predict the coke amount. In order to find the best feature sets to establish the prediction 
model, testing method was used to train the model and select the features according to the prediction 
results. The inputs of the prediction model were different combinations of features extracted from 
catalyst pellets images, and the outputs were the actual coke amount of catalyst pellets measured by TGA 
method given by Table 1. In detail, seventeen features as mentioned above were extracted from the 
image database and then the corresponding feature datasets which were divided into two parts, the 
training dataset and the testing dataset, could be obtained from different combinations of these features. 
Before the model training, all features should be normalized to [0, 1]. And then, the training dataset was 
used to establish the prediction model of the image features and actual coke amount based on PSO-BP 
algorithm. Finally, the testing dataset was inputted to the model, RMSE (Root Mean Square Error) and 
the coefficient of determination R2 of prediction results could be obtained to evaluate the prediction 
performance of the model. The calculation formulas of RMSE and R2 are given as follows, and when 
RMSE is smaller and R2 is closer to 1, the prediction model performs better. 
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where iy is the actual coke amount of the ith catalyst pellet, ˆiy is the predicted coke amount of the ith 
catalyst pellet, y  is the average actual coke amount of all catalyst pellets and i=1, 2, 3, ... , m, in which 
m  denotes the number of catalyst pellets.  

In machine learning 30%-50% of a database is usually chosen as the testing dataset while the 
remaining data is used for training. In this section, two datasets named Random 7 and Random 10 were 
selected and chosen as datasets. Random 7 dataset consists of 56 (7*8) catalyst pellets composed by 
randomly selected 7 pellets of each type as the testing dataset and the left 144 (18*8) pellets as the 
training dataset. Besides, Random 10 dataset consists of 80 (10*8) catalyst pellets composed by 
randomly selected 10 pellets of each type as the testing dataset and the left 120 (15*8) pellets as the 
training dataset. 

The conclusion in Part 2.4 illustrates that among all colour features, H and gray mean value own the 
good ability to predict coke amount. The results of RMSE and R2 of A1, A2, A3, where gray mean, H 
and their combination were selected as feature sets correspondingly are shown in Table 3. The 
prediction effects demonstrate the availability of these two features in predicting the coke amount. And 
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then on the basis of gray mean and H features, other fifteen features were added to the feature sets one 
at a time and the features were inputted to the prediction model established by PSO-BP algorithm 
respectively in order to test prediction effects. The effective ones could be selected by judging the 
RMSE and R2 of the prediction results as shown in Table 3. Compared with the prediction effects of the 
combination of gray mean and H features, those feature sets with worse prediction performance than 
A3 should be eliminated. That is to say A11, A13, A14, A16 and A17 should be excluded. Accordingly, 
five features, namely gray skewness, gray entropy, maxprobability, correlation and energy, were 
eliminated. 

As a result, nine colour features and three texture features were picked out as effective features, 
which are R, G, B, H, S, I, gray mean, gray variance, gray energy, contrast, homogeneity and entropy. 

TABLE 3   Predicting Results of H, Gray Mean and Other Feature Sets 

 Feature set 
Random 7 Random 10 

RMSE R2 RMSE R2 

A1 gray mean 0.0278 94.40% 0.0261 95.04% 

A2 H 0.0327 92.45% 0.0355 91.55% 

A3 gray mean, H 0.0284 93.99% 0.0273 94.52% 

A4 gray mean, H, R 0.0220 96.51% 0.0224 96.37% 

A5 gray mean, H, G 0.0228 96.24% 0.0209 96.85% 

A6 gray mean, H, B 0.0249 95.53% 0.0193 97.36% 

A7 gray mean, H, S 0.0263 94.97% 0.0192 97.38% 

A8 gray mean, H, I 0.0242 95.73% 0.0218 96.59% 

A9 gray mean, H, entropy 0.0213 96.69% 0.0233 96.00% 

A10 gray mean, H, gray variance 0.0258 95.22% 0.0205 97.00% 

A11 gray mean, H, gray skewness 0.0327 92.47% 0.0289 94.11% 

A12 gray mean, H, gray energy 0.0223 96.41% 0.0213 96.69% 

A13 gray mean, H, gray entropy 0.0322 92.56% 0.0364 91.28% 

A14 gray mean, H, maxprobability 0.0285 93.93% 0.0313 92.83% 

A15 gray mean, H, contrast 0.0247 95.61% 0.0227 96.26% 

A16 gray mean, H, correlation 0.0464 84.24% 0.0327 92.47% 

A17 gray mean, H, energy 0.0382 89.47% 0.0358 91.41% 

A18 gray mean, H, homogeneity 0.0220 96.51% 0.0234 96.04% 

It is a usual phenomenon that some correlations lie in the different features, for instance in the R, G, 
B, H, S and I features. In order to reduce the redundancy of data and improve the prediction results, 
more simulation tests were conducted to determine which one performs the best among various feature 
sets. A total of 1586 groups of feature sets were tested by the prediction model, consisting of the 
different combinations of the randomly selected seven, eight, nine, ten, eleven and twelve features from 
the twelve effective ones mentioned above. Table 4 gives some excellent feature sets of which the 
RMSE are below 0.03 and R2 are above 94% in the simulation tests. Among them, the F1 and F2 
feature sets outstand due to the best prediction effect and the less feature number. 

TABLE 4   Predicting Effects of Some Excellent Feature Sets 

 Feature set 
Random 7 Random 10 

RMSE R2 RMSE R2 
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F1 
  H, S, I, gray mean, gray variance, gray 

energy, contrast 
0.0172 97.85% 0.0211 96.77% 

F2 
B, H, S, I, gray mean, gray variance, gray 

energy, homogeneity, entropy 
0.0218 96.57% 0.0209 96.85% 

F3 
   R, G, H, S, gray mean, gray variance,       
    gray energy, homogeneity, entropy 

0.0283 94.25% 0.02 97.08% 

F4 
R, G, B, H, S, I, gray mean, gray variance, gray 

energy, contrast, homogeneity, entropy 0.0271 94.69% 0.0221 96.49% 

F5 
 R, G, B, H, I, gray mean, gray variance,             

gray energy, homogeneity 
0.0283 94.25% 0.0284 94.21% 

F6 
G, B, S, I, gray mean, gray variance,               

gray energy, contrast, entropy 
0.0242 95.71% 0.0280 94.30% 

F7 
B, H, S, I, gray mean, gray variance, gray 
energy, contrast, homogeneity, entropy 

0.0210 96.88% 0.0249 95.47% 

Finally, according to the prediction results of different feature sets, two best feature sets have been 
identified as follows： 

F1 ：H, S, I, gray mean, gray variance, gray energy, contrast; 
F2 ：B, H, S, I, gray mean, gray variance, gray energy, homogeneity, entropy; 

3.3 Prediction model training 
Two popular artificial intelligence algorithms, Neural Network (NN) and Support Vector Machine 

(SVM), were used to establish the prediction model of the coke amount and the features of catalyst 
images. A BP neural network is a kind of multilayer feed forward network trained by the error back 
propagation algorithm. The method calculates the gradient of a loss function with respect to all the 
weights in the network. The gradient is stored for the optimization method which in turn uses it to update 
the weights [24, 25]. In order to improve the prediction results of the model, the particle swarm 
optimization (PSO) algorithm was applied to optimize BP neural network in this paper. In the 
implementation of the PSO algorithm, each particle represents a potential solution to an optimization 
problem and is defined by three parameters to realize the optimization, i.e. position, velocity and fitness 
values. The velocity determines the direction and distance of the particles’ movement whilst the fitness 
value of each particle is used to evaluate the merits of the particles. PSO is valid for the application to 
optimize the weights and thresholds of BP network, where each particle represents one weight or 
threshold. After the PSO optimization, the optimized initial weight and threshold obtained from PSO are 
assigned to BP network [26]. In this research, the node number of the input layer in the BP network is 
kept the same as that of the input features and the node number of the output layer is 1. With respect to 
the node number of the hidden layer, the learning ability of the BP network will be poor when the node 
number is too few, but an excessively high number of nodes will increase the training time. In this 
research, the node number of the hidden layer is set as 35. Moreover, the training times of the BP 
network are 100 according to the performance of the prediction model. As for the PSO algorithm, the 
population size of particles is set to 30. The evolution number is 50, which is set based on experience and 
the particle dimension is determined by the number of nodes in each layer in the BP network. After the 
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PSO optimization, the optimized initial weight and threshold obtained from PSO are assigned to BP. 
After datasets training, the output can be acquired as the predicted values. Besides, Support Vector 
Machine (SVM), which is a supervised learning model in the field of machine learning, typically used for 
pattern recognition, classification, and regression analysis, was also used to establish the prediction 
model. In this paper, Lib-SVM toolbox developed by Chih Jen of Taiwan University was used and the 
best set of two main parameters, penalty parameter (c) and kernel function parameter (g), was 
ascertained by K-fold Cross Validation (K-CV) method [27]. 

Comparing the prediction results of these two algorithms shown in Table 5, it comes to the 
conclusion that both of them show good predicting ability, but the PSO-BP algorithm performs better. 

TABLE 5    Comparison of Predicting Effects of PSO-BP and SVM 

 
Random 7 Random 10 

F1 F2 F1 F2 

PSO-BP 

RMSE 0.0172 0.0218 0.0211 0.0209 

R2 98.92% 98.27% 98.37% 98.41% 

Time/s 29.37 31.53 26.89 28.37 

SVM 

RMSE 0.0238 0.0242 0.0254 0.0224 

R2 97.90% 97.83% 97.6% 98.12% 

Time/s 21.29 26.99 12.06 14.42 

3.4 Experimental results 
Fig. 7(a)-(d) shows the comparison of actual coke amount and predicted values based on the PSO-BP 

algorithm when Random 7 and Random 10 were chose as datasets. It demonstrates that the selected 
feature sets and the established model can accurately predict the coke amount. 
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(a) Prediction results for Random 7 regarding F1.           (b) Prediction results for Random 7 regarding F2. 
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(c) Prediction results for Random 10 regarding F1.         (d) Prediction results for Random 10 regarding F2. 

Fig. 7. Comparison of the actual coke amount and predicted value of catalyst samples by PSO-BP with datasets of Random 7 and 

Random 10. 

Furthermore, a set of validation experiments were conducted to verify the predicting ability of the 
prediction model to unknown samples based on various datasets. Three new datasets are obtained as 
follows: Class 0.448/20/28 consists of three types of pellets whose coke amount are 0.448%, 20.067% 
and 28.038%, and there are 75 (25*3) pellets to be selected as the testing dataset, the left 125 (25*5) 
ones as training dataset. Class 20/28 contains two types of pellets whose coke amount are 20.067% and 
28.038% and there are 50 (25*2) pellets chose as the testing dataset, the left 150 (25*6) ones as training 
dataset. Class 27/0.448 is two types of pellets whose coke amount are 27.157% and 0.448%. Fig. 
8(a)-(f) display the prediction results of catalyst samples based on the PSO-BP algorithm, whose 
datasets are Class 0.448/20/28, Class 20/28, Class 27/0.448  and feature sets are F1 or F2 
respectively. The results prove the PSO-BP prediction model is able to classify unknown types of 
catalyst samples and predict the coke amount successfully.  
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(a) Prediction results for Class 0.448/20/28 regarding F1.    (b) Prediction results for Class 0.448/20/28 regarding F2. 
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  (c)Prediction results for Class 20/28 regarding F1.         (d) Prediction results for Class 20/28 regarding F2. 
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(e) Prediction results for Class 27/0.448 regarding F1.       (f) Prediction results for Class 27/0.448regarding F2. 

Fig. 8. Comparison of the actual coke amount and predicted value of catalyst samples by PSO-BP with datasets of Class 

0.448/20/28, Class 20/28 and Class 27/0.448. 

TABLE 6   Prediction Results for Different Datasets Regarding F1/F2 Based on PSO-BP 

 
Class 0.448/20/28 Class 20/28 Class 27/0.448 

F1 F2 F1 F2 F1 F2 

RMSE 0.0157 0.018 0.0142 0.021 0.0167 0.0128 

R2 98.19% 97.63% 87.48% 78.71% 98.47% 99.10% 

Table 6 shows the prediction results for different datasets regarding F1/F2 based on PSO-BP 
algorithm. The RMSE of prediction values are all below 0.021 and the coefficient of determination R2 
for the model are all above 78.71%. The results indicate that the PSO-BP prediction model is precise for 
measuring the amount of coke deposition from different datasets. Thus the feasibility and effectiveness 
of this method based on image analysis and BP neural network to measure the amount of coke deposition 
on catalyst can be demonstrated.  

4. Conclusions 
This paper has proposed a new method through image analysis and soft computing to predict the 

amount of coke deposition on catalyst. A prediction model has been built based on the features from the 
image analysis using PSO-BP algorithm. The performance of the prediction model has been validated 
using various datasets. It may take some time to sample and handle the catalyst, depending on the 
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actual process system. However, the data processing requires only about 1 to 2 minutes in this research, 
including image processing, model establishment and prediction. In future applications the data 
processing time will depend on the number of samples and performance of the computing processor. 
Although the current research is static, i.e. the data were collected and processed off-line, a potential 
application of this method is to achieve real-time measurement of coke deposition based on on-line 
sampling and continuous image analysis. The following conclusions are drawn from the results 
presented: 

a) A flatbed scanner with an opaque cover has been found to be a simple and effective means to acquire 
high-quality images of catalyst samples. 

b) The image processing algorithms developed are effective to identify correctly the regions of catalyst 
pellets. 

c) The gray layer has been found to be the most effective colour layer for extraction of the colour 
features. Eleven colour features and six GLCM texture features are extracted from the processed 
images of catalyst pellets. Finally, twelve features are selected as the effective features and two best 
feature sets F1, F2 are obtained from the test results. 

d) PSO-BP and SVM are used to establish the prediction model of coke amount when F1, F2 are taken 
as the feature sets respectively. The comparison results have shown that the PSO-BP algorithm 
outperformed the SVM algorithm. The prediction results have demonstrated that the PSO-BP model 
is precise for measuring the coke deposition amount for the datasets. The RMSE of prediction values 
are all below 0.021 and the R2 of the model are all above 78.71%.  
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