## Accepted Manuscript

On a tensor cross product based formulation of large strain solid mechanics

Javier Bonet, Antonio J. Gil, Rogelio Ortigosa


To appear in: International Journal of Solids and Structures
Received date: 30 December 2014
Revised date: 21 October 2015
Accepted date: 27 December 2015

Please cite this article as: Javier Bonet, Antonio J. Gil, Rogelio Ortigosa, On a tensor cross product based formulation of large strain solid mechanics, International Journal of Solids and Structures (2016), doi: 10.1016/j.ijsolstr.2015.12.030

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please note that during the production process errors may be discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.

# On a tensor cross product based formulation of large strain solid mechanics 

Javier Bonet ${ }^{1}$, Antonio J. Gil ${ }^{2}$, Rogelio Ortigosa<br>Zienkiewicz Centre for Computational Engineering, College of Engineering Swansea University, Bay Campus, SA1 8EN, United Kingdom


#### Abstract

This paper describes in detail the formulation of large strain solid mechanics based on the tensor cross product, originally presented by de Boer [1], page 76, and recently re-introduced by Bonet et al. in [2] and [3]. The paper shows how the tensor cross product facilitates the algebra associated with the area and volume maps between reference and final configurations. These maps, together with the fibre map, make up the fundamental kinematic variables in polyconvex elasticity. The algebra propesed leads to novel expressions for the tangent elastic operator which neatly separates material from geometrical dependencies. The paper derives new formulas for the spatial and material stress and their corresponding elasticity tensors. These are applied to the simple case of a Mooney-Rivlin material model. The extension to transversely isotropic material models is also considered.
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## 1. Introduction

Large strain elastic and inelastic analysis by finite elements or other computational techniques is now well established for many engineering applications [4-16]. Often elasticity is described by means of a hyperelastic model

[^0]defined in terms of a stored energy functional which depends on the deformation gradient of the mapping between initial and final configurations [4, 17-25]. It has also been shown that for the model to be well defined in a mathematical sense, this dependency with respect to the deformation gradient has to satisfy certain convexity criteria [4, 20, 21]. The most wellestablished of these criteria is the concept of polyconvexity [22-28] whereby the strain energy function must be expressed as a convex function of the components of the deformation gradient, its determinant and the components of its adjoint or co-factor. Numerous authors have previously incorporated this concept into computational models for both isotropic and non-isotropic materials for a variety of applications [29-34].

The classical approach consists of ensuring that the stored energy function satisfies the polyconvexity condition first but then proceed towards an evaluation of stresses and elasticity tensors by re-expressing the energy function in terms of the deformation gradient alone. This inevitably leads to the differentiation of inverse functions of the deformation gradient, its transpose or the inverse of the right Cauchy-Green tensor. These derivatives are readily obtained using standard algebra but can lead to lengthy expressions. An alternative approach has recently been proposed by Bonet et al. in [2] and [3] by recovering the concept of the tensor cross-product originally introduced by de Boer [1] but not previously used in continuum mechanics. This tensor cross product allows for simpler expressions to be obtained for the area and volume maps and their derivatives. The resulting formulas for the elasticity tensors provide useful physical insights by separating positive definite material components from geometrical components.

The paper explores the proposed formulation both in the reference setting, using Piola-Kirchhoff stress tensors and in the spatial setting using Kirchhoff and Cauchy stress tensors. Some formulas derived with the tensor cross product formulation are compared against their classical equivalent versions in order to demonstrate the advantages of the proposed methodology. Both isotropic and anisotropic cases are considered, in the latter case anisotropy is restricted to the simple transversely isotropic case. The paper illustrates the proposed concepts using the well established model of a Mooney-Rivlin material.

The paper is organised as follows. Section 2 introduces the novel tensor cross product notation in the context of large strain deformation. Whilst this product had already been proposed by de Boer in [1] (in German), it has not previously been described in the English literature or used in the context of
solid mechanics, so most readers will be unfamiliar with it. This product is used to re-express the adjoint of the deformation gradient and its directional derivatives in a novel, simple and convenient manner. Section 3 reviews the definition of polyconvex elastic strain energy functions and defines a new set of stresses conjugate to the main kinematic variables. The relationships between these stresses and the standard first Piola-Kirchhoff stresses are provided. The section also derives complementary strain energy functions in terms of the new conjugate stresses. The algebra is greatly simplified via the tensor cross product. The fourth order elasticity tensors are derived in this section taking advantage of the tensor cross product operation leading to interesting insights into the consequences of convexity. Both compressible and nearly incompressible cases are discussed in the context of Mooney-Rivlin models, although the extension to more general strain energy functions is straight forward. Section 4 derives similar equations using entirely material tensors such as the right Cauchy-Green tensor and the second Piola-Kirchhoff tensor or spatial tensors such as the Kirchhoff or Cauchy stresses. Expressions for both material and spatial elasticity tensor are given in the context of the new proposed notation. Section 5 particularises the above expressions for the case of isotropic and transversely isotropic materials. A number of mixed and complementary energy variational principles are presented in Section 6. Several of these have been used in [2] for the purpose of constructing novel finite element approximations. Finally, Section 7 provides some concluding remarks and a summary of the key contributions of this paper.

## 2. Definitions and notation

### 2.1. Motion and deformation

Consider the three dimensional deformation of an elastic body from its initial configuration occupying a volume $V$, of boundary $\partial V$, into a final configuration at volume $v$, of boundary $\partial v$ (see Figure 1). The standard nomenclature for the deformation gradient tensor $\boldsymbol{F}$ and the Jacobian $J$ of the deformation are used

$$
\begin{align*}
d \boldsymbol{x} & =\boldsymbol{F} d \boldsymbol{X} ; & \boldsymbol{F} & =\boldsymbol{\nabla}_{0} \boldsymbol{x} ;  \tag{1a}\\
d v & =J d V ; & J & =\operatorname{det}\left(\boldsymbol{\nabla}_{0} \boldsymbol{x}\right), \tag{1b}
\end{align*}
$$

where $\boldsymbol{x}$ represents the current position of a particle originally at $\boldsymbol{X}$ and $\nabla_{0}:=\frac{\partial}{\partial \boldsymbol{X}}$ denotes the gradient with respect to material coordinates. Virtual
or linear incremental variations of $\boldsymbol{x}$ will be denoted $\delta \boldsymbol{v}$ and $\boldsymbol{u}$, respectively. It will be assumed that $\boldsymbol{x}$ satisfy appropriate prescribed displacement based boundary conditions in $\partial_{u} V$, and that $\delta \boldsymbol{v}$ and $\boldsymbol{u}$ will satisfy the equivalent homogeneous conditions in this section of the boundary. Additionally, the body is under the action of certain body forces per unit undeformed volume $\boldsymbol{f}_{0}$ and traction per unit undeformed area $\boldsymbol{t}_{0}$ in $\partial_{t} V$, where $\partial_{t} V \cup \partial_{u} V \Rightarrow \partial V$ and $\partial_{t} V \cap \partial_{u} V=\emptyset$.


Figure 1: Deformation mapping of a continuum and associated kinematics magnitudes: $\boldsymbol{F}, \boldsymbol{H}, J$.

The element area vector is mapped from initial $d \boldsymbol{A}$ to final $d \boldsymbol{a}$ configuration by means of the two-point tensor $\boldsymbol{H}$, which is related to the deformation gradient via Nanson's rule [4]:

$$
d \boldsymbol{a}=\boldsymbol{H} d \boldsymbol{A} ; \quad \boldsymbol{H}=\operatorname{det}\left(\boldsymbol{\nabla}_{0} \boldsymbol{x}\right)\left(\boldsymbol{\nabla}_{0} \boldsymbol{x}\right)^{-T} .
$$

Clearly, the components of this tensor are the order 2 minors of the deformation gradient and it is often referred to as the co-factor or adjoint tensor, that is $\boldsymbol{H}=\operatorname{Cof}\left(\boldsymbol{\nabla}_{0} \boldsymbol{x}\right)$. This tensor and its derivatives will feature heavily in the formulation that follows as it is a key variable for polyconvex elastic models. Its evaluation and, more importantly, the evaluation of its derivatives using equation (2) is not ideal, and a more convenient formula can be derived for three dimensional applications. This relies on the use of a tensor
cross product operation, presented from the first time in Reference [1], page 76, but included in 2.2 for completeness.

The relationships between $\{\boldsymbol{F}, \boldsymbol{H}, J\}$ and the geometry $\boldsymbol{x}$ via equations (1)-(2) represent three geometric compatibility conditions, which can be reexpressed in a more helpful manner via the tensor cross product defined below.

### 2.2. Tensor cross product

The key elements of the framework proposed is the extension of the standard vector cross product to define the cross product between second order tensors and between tensors and vectors. This rediscovers the work of de Boer [1] which, to the best knowledge of the authors, does not appear in any English language publication. The original nomenclature in [1] is "Das äußere Tensorprodukt von Tensoren" which has been translated here as tensor cross product.

The left cross product of a vector $\boldsymbol{v}$ and a second order tensor $\boldsymbol{A}$ to give a second order tensor denoted $\boldsymbol{v} \times \boldsymbol{A}$ is defined so that when applied to a general vector $\boldsymbol{w}$ gives:

$$
\begin{equation*}
(\boldsymbol{v} \times \boldsymbol{A}) \boldsymbol{w}=\boldsymbol{v} \times\langle\boldsymbol{A} \boldsymbol{w}) ; \quad(\boldsymbol{v} \times \boldsymbol{A})_{i j}=\mathcal{E}_{i k l} v_{k} A_{l j}, \tag{3}
\end{equation*}
$$

where $\mathcal{E}_{i k l}$ denote the standard third order alternating tensor components, repeated indices indicate summation and $\times$ is the standard vector cross product. Note that the notation $x$ instead of $\times$ is used if the outcome of the operation is a second order tensor rather than a vector. The effect of the above operation is to replace the columns of $\boldsymbol{A}$ by the cross products between $\boldsymbol{v}$ and the original columns of $\boldsymbol{A}$. Similarly, the right cross product of a second order tensor $\boldsymbol{A}$ by a vector $\boldsymbol{v}$ to give a second order tensor denoted $\boldsymbol{A} \times \boldsymbol{v}$ is defined so that for every vector $\boldsymbol{w}$ the following relationship applies:

$$
\begin{equation*}
(\boldsymbol{A} \times \boldsymbol{v}) \boldsymbol{w}=\boldsymbol{A}(\boldsymbol{v} \times \boldsymbol{w}) ; \quad(\boldsymbol{A} \times \boldsymbol{v})_{i j}=\mathcal{E}_{j k l} A_{i k} v_{l} . \tag{4}
\end{equation*}
$$

The effect is now to replace the rows of $\boldsymbol{A}$ by the cross products of its original rows by $\boldsymbol{v}$.

Finally, the cross product of two second order tensors $\boldsymbol{A}$ and $\boldsymbol{B}$ to give a new second order tensor denoted $\boldsymbol{A} \times \boldsymbol{B}$ is defined so that for any arbitrary vectors $\boldsymbol{v}$ and $\boldsymbol{w}$ gives:

$$
\begin{equation*}
\boldsymbol{v} \cdot(\boldsymbol{A} \times \boldsymbol{B}) \boldsymbol{w}=(\boldsymbol{v} \times \boldsymbol{A}):(\boldsymbol{B} \times \boldsymbol{w}) ; \quad(\boldsymbol{A} \times \boldsymbol{B})_{i j}=\mathcal{E}_{i k l} \mathcal{E}_{j m n} A_{k m} B_{l n} \tag{5}
\end{equation*}
$$

In this paper, the tensor cross product will be mostly applied between twopoint tensors. For this purpose, the above definition can be particularised to second order two-point tensors or material tensors as,

$$
\begin{equation*}
(\boldsymbol{A} \times \boldsymbol{B})_{i I}=\mathcal{E}_{i j k} \mathcal{E}_{I J K} A_{j J} B_{k K} ; \quad(\boldsymbol{A} \times \boldsymbol{B})_{I J}=\mathcal{E}_{I K L} \mathcal{E}_{J M N} A_{K M} B_{L N} \tag{6}
\end{equation*}
$$

Box 1 shows the practical evaluation of these products.
Finally, the cross vector product of two two-point tensors to give a spatial vector is also defined by a cross product operation with respect to the first indices and a contraction with respect to the second set of indices, so that,
$\boldsymbol{v} \cdot(\boldsymbol{A} \times \boldsymbol{B})=\boldsymbol{v} \cdot \mathcal{E}:\left(\boldsymbol{A} \boldsymbol{B}^{T}\right)=\operatorname{tr}\left(\boldsymbol{v} \times\left(\boldsymbol{A} \boldsymbol{B}^{T}\right)\right) ; \quad(\boldsymbol{A} \times \boldsymbol{B})_{i} \neq \mathcal{E}_{i j k} A_{j I} B_{k I}$.

Remark 1: It is easy to show using simply algebraic manipulations based on the permutation properties of $\mathcal{E}$ or the fact that $\mathcal{E}_{i j k} \mathcal{E}_{k l n}=\delta_{i l} \delta_{j n}-\delta_{i n} \delta_{j l}$, that the above tensor cross products satisfy the following properties (note that $\boldsymbol{v}$, $\boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \boldsymbol{w}, \boldsymbol{w}_{1}$ and $\boldsymbol{w}_{2}$ denote arbitrary vectors and $\boldsymbol{A}, \boldsymbol{A}_{1}, \boldsymbol{A}_{2}, \boldsymbol{B}, \boldsymbol{B}_{1}, \boldsymbol{B}_{2}$ and $\boldsymbol{C}$ are second order tensors):

$$
\begin{gather*}
\boldsymbol{A} \times \boldsymbol{B}=\boldsymbol{B} \times \boldsymbol{A}  \tag{8}\\
(\boldsymbol{A} \times \boldsymbol{B})^{T}=\boldsymbol{A}^{T} \times \boldsymbol{B}^{T}  \tag{9}\\
\left.\boldsymbol{A} \times \boldsymbol{B}_{1}+\boldsymbol{B}_{2}\right)=\boldsymbol{A} \times \boldsymbol{B}_{1}+\boldsymbol{A} \times \boldsymbol{B}_{2}  \tag{10}\\
\boldsymbol{a}(\boldsymbol{A} \times \boldsymbol{B})=(\alpha \boldsymbol{A}) \times \boldsymbol{B}=\boldsymbol{A} \times(\alpha \boldsymbol{B})  \tag{11}\\
\boldsymbol{A} \times \boldsymbol{B}): \boldsymbol{C}=(\boldsymbol{B} \times \boldsymbol{C}): \boldsymbol{A}=(\boldsymbol{A} \times \boldsymbol{C}): \boldsymbol{B}  \tag{12}\\
\boldsymbol{A} \times \boldsymbol{I}=(\operatorname{tr} \boldsymbol{A}) \boldsymbol{I}-\boldsymbol{A}^{T}  \tag{13}\\
\boldsymbol{I} \times \boldsymbol{I}=2 \boldsymbol{I}  \tag{14}\\
(\boldsymbol{A} \times \boldsymbol{A}): \boldsymbol{A}=6 \operatorname{det} \boldsymbol{A}  \tag{15}\\
\operatorname{Cof} \boldsymbol{A}=\frac{1}{2} \boldsymbol{A} \times \boldsymbol{A}  \tag{16}\\
\left(\boldsymbol{v}_{1} \otimes \boldsymbol{v}_{2}\right) \times\left(\boldsymbol{w}_{1} \otimes \boldsymbol{w}_{2}\right)=\left(\boldsymbol{v}_{1} \times \boldsymbol{w}_{1}\right) \otimes\left(\boldsymbol{v}_{2} \times \boldsymbol{w}_{2}\right)  \tag{17}\\
\boldsymbol{v} \times(\boldsymbol{A} \times \boldsymbol{w})=(\boldsymbol{v} \times \boldsymbol{A}) \times \boldsymbol{w}=\boldsymbol{v} \times \boldsymbol{A} \times \boldsymbol{w}  \tag{18}\\
\boldsymbol{A} \times(\boldsymbol{v} \otimes \boldsymbol{w})=-\boldsymbol{v} \times \boldsymbol{A} \times \boldsymbol{w}  \tag{19}\\
(\boldsymbol{A} \times \boldsymbol{B})(\boldsymbol{v} \times \boldsymbol{w})=(\boldsymbol{A} \boldsymbol{v}) \times(\boldsymbol{B} \boldsymbol{w})+(\boldsymbol{B} \boldsymbol{v}) \times(\boldsymbol{A} \boldsymbol{w}) \tag{20}
\end{gather*}
$$

$$
\begin{gather*}
\left(\boldsymbol{A}_{1} \times \boldsymbol{A}_{2}\right)\left(\boldsymbol{B}_{1} \times \boldsymbol{B}_{2}\right)=\left(\boldsymbol{A}_{1} \boldsymbol{B}_{1}\right) \times\left(\boldsymbol{A}_{2} \boldsymbol{B}_{2}\right)+\left(\boldsymbol{A}_{1} \boldsymbol{B}_{2}\right) \times\left(\boldsymbol{A}_{2} \boldsymbol{B}_{1}\right)  \tag{21}\\
\left(\boldsymbol{A}_{1} \boldsymbol{B}\right) \times\left(\boldsymbol{A}_{2} \boldsymbol{B}\right)=\left(\boldsymbol{A}_{1} \times \boldsymbol{A}_{2}\right) \operatorname{Cof} \boldsymbol{B} \tag{22}
\end{gather*}
$$

Box 1. Enumeration of tensor cross products:

$$
\begin{aligned}
& {[\boldsymbol{v} \times \boldsymbol{A}]=\left[\begin{array}{lll}
v_{y} A_{z x}-v_{z} A_{y x} & v_{y} A_{z y}-v_{z} A_{y y} & v_{y} A_{z z}-v_{z} A_{y z} \\
v_{z} A_{x x}-v_{x} A_{z x} & v_{z} A_{x y}-v_{x} A_{z y} & v_{z} A_{x z}-v_{x} A_{z z} \\
v_{x} A_{y x}-v_{y} A_{x x} & v_{x} A_{y y}-v_{y} A_{x y} & v_{x} A_{y z}-v_{y} A_{x z}
\end{array}\right]} \\
& {[\boldsymbol{A} \times \boldsymbol{w}]=\left[\begin{array}{lll}
A_{x y} v_{z}-A_{x z} v_{y} & A_{x z} v_{x}-A_{x x} v_{z} & A_{x x} v_{y}-A_{x y} v_{x} \\
A_{y y} v_{z}-A_{y z} v_{y} & A_{y z} v_{x}-A_{y x} v_{z} & A_{y x} v_{y}-A_{y y} v_{x} \\
A_{z y} v_{z}-A_{z z} v_{y} & A_{z z} v_{x}-A_{z x} v_{z} & A_{z x} v_{y}-A_{z y} v_{x}
\end{array}\right]} \\
& {[\boldsymbol{A} \times \boldsymbol{B}]=\left[\begin{array}{ll}
{[\boldsymbol{A} \times \boldsymbol{B}]_{x x}} & {[\boldsymbol{A} \times \boldsymbol{B}]_{x y}} \\
{[\boldsymbol{A} \times \boldsymbol{A} \times \boldsymbol{B}]_{y x}} & {[\boldsymbol{A} \times \boldsymbol{B}]_{y y}} \\
{[\boldsymbol{A} \times \boldsymbol{B}]_{z x}} & {[\boldsymbol{A} \times \boldsymbol{B}]_{y z}} \\
{[\boldsymbol{A} \times \boldsymbol{B}]_{z z}}
\end{array}\right]} \\
& {[\boldsymbol{A} \times \boldsymbol{B}]_{x x}=A_{y y} B_{z z}-A_{y z} B_{z y}+A_{z z} B_{y y}-A_{z y} B_{y z}} \\
& {[\boldsymbol{A} \times \boldsymbol{B}]_{x y}=A_{y z} B_{z y}-A_{y x} B B_{z}+A_{z x} B_{y z}-A_{z z} B_{y x}} \\
& {[\boldsymbol{A} \times \boldsymbol{B}]_{x z}=A_{y x} B_{z y}-A_{y y} B_{z x}+A_{z y} B_{y x}-A_{z x} B_{y y}} \\
& {[\boldsymbol{A} \times \boldsymbol{B}]_{y x}=A_{x z} B_{z y}-A_{x y} B_{z z}+A_{z y} B_{x z}-A_{z z} B_{x y}} \\
& {[\boldsymbol{A} \times \boldsymbol{B}]_{y y}=A_{z z} B_{x x}-A_{z x} B_{x z}+A_{x x} B_{z z}-A_{x z} B_{z x}} \\
& {[\boldsymbol{A} \times \boldsymbol{B}]_{y z}=\boldsymbol{A}_{z x} B_{x y}-A_{z y} B_{x x}+A_{x y} B_{z x}-A_{x x} B_{z y}} \\
& {[\boldsymbol{A} \times \boldsymbol{B}]_{z x}=A_{x y} B_{y z}-A_{x z} B_{y y}+A_{y z} B_{x y}-A_{y y} B_{x z}} \\
& {[\boldsymbol{A} \times \boldsymbol{B}]_{z y}=A_{x z} B_{y x}-A_{x x} B_{y z}+A_{y x} B_{x z}-A_{y z} B_{x x}} \\
& {[\boldsymbol{A} \times \boldsymbol{B}]_{z z}=A_{x x} B_{y y}-A_{x y} B_{y x}+A_{y y} B_{x x}-A_{y x} B_{x y}}
\end{aligned}
$$

2.3. Alternative expressions for the geometric compatibility conditions Using equation (16) it is possible to express the area map tensor $\boldsymbol{H}$ as

$$
\begin{equation*}
\boldsymbol{H}=\frac{1}{2}\left(\boldsymbol{\nabla}_{0} \boldsymbol{x}\right) \times\left(\nabla_{0} \boldsymbol{x}\right) . \tag{23}
\end{equation*}
$$

Analogousy, equation (15) leads to an alternative expression for the volume map $J$ as

$$
\begin{equation*}
J=\frac{1}{6}\left(\left(\boldsymbol{\nabla}_{0} x\right) \times\left(\nabla_{0} x\right)\right): \nabla_{0} x \tag{24}
\end{equation*}
$$

In order to simplify the notation in what follows, we define $(:=)$ the geometrically exact deformation terms $\left\{\boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H}_{\boldsymbol{x}}, J_{\boldsymbol{x}}\right\}$ as

$$
\begin{align*}
\boldsymbol{F}_{\boldsymbol{x}} & :=\boldsymbol{\nabla}_{0} \boldsymbol{x} ;  \tag{25a}\\
\boldsymbol{H}_{\boldsymbol{x}} & :=\frac{1}{2} \boldsymbol{F}_{\boldsymbol{x}} \times \boldsymbol{F}_{\boldsymbol{x}} ;  \tag{25b}\\
J_{\boldsymbol{x}} & :=\frac{1}{3} \boldsymbol{H}_{\boldsymbol{x}}: \boldsymbol{F}_{\boldsymbol{x}}, \tag{25c}
\end{align*}
$$

so that the geometric compatibility conditions (1)-(2) can be re-written as


Remark 2: Note that in the exact continuum mechanics context, the geometric compatibility conditions (26) are satisfied strongly, namely $\boldsymbol{F} \equiv$ $\boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H} \equiv \boldsymbol{H}_{\boldsymbol{x}}$ and $\mathcal{J} \equiv \boldsymbol{J}_{x}$ at each material point. However, in the context of approximate solutions, such as in computational mechanics, this is not necessarily true in general (i.e. $\boldsymbol{F} \not \equiv \boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H} \not \equiv \boldsymbol{H}_{\boldsymbol{x}}$ and $J \not \equiv J_{x}$ in a pointwise manner). In the latter case, the geometric compatibility equations can be weakly enforced via, for instance, a mixed variational principle (refer to Section 6). In this case, the three deformation measures $\{\boldsymbol{F}, \boldsymbol{H}, J\}$ are in effect independent from each other and only indirectly related through their relationship to the geometry $\boldsymbol{x}$ via the enforcement of the geometric compatibility conditions. Hence, direct relationships between $J, \boldsymbol{H}$ and $\boldsymbol{F}$, such as $J=\operatorname{det} \boldsymbol{F}$ or $\boldsymbol{H}=\frac{1}{2} \boldsymbol{F} \times \boldsymbol{F}$ will not be considered in this paper to be valid outside the continuum context. In contrast, the geometrically exact deformation maps $\boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H}_{\boldsymbol{x}}$ and $J_{x}$ do satisfy relationships like $\boldsymbol{H}_{\boldsymbol{x}} \equiv \frac{1}{2} \boldsymbol{F}_{\boldsymbol{x}} \times \boldsymbol{F}_{\boldsymbol{x}}$ and $J_{\boldsymbol{x}} \equiv \operatorname{det} \boldsymbol{F}_{\boldsymbol{x}}$, as these are simply a consequence of definitions (25).

It is also possible to derive alternative geometric compatibility equations for $\boldsymbol{H}$ and $J$. For instance, combining equations (25b) with (26b) and noting that the derivatives of $\boldsymbol{F}_{\boldsymbol{x}}$ are second derivatives of $\boldsymbol{x}$ and therefore symmetric, gives, after simple use of the product rule

$$
\begin{equation*}
\boldsymbol{H}=\boldsymbol{H}_{\boldsymbol{x}} ; \quad \boldsymbol{H}_{\boldsymbol{x}} \equiv \frac{1}{2} \operatorname{CURL}\left(\boldsymbol{x} \times \boldsymbol{F}_{\boldsymbol{x}}\right) \tag{27}
\end{equation*}
$$

where the material CURL of a second order two point tensor is defined in the usual fashion by

$$
\begin{equation*}
(\operatorname{CURL} \boldsymbol{A})_{i I}=\mathcal{E}_{I J K} \frac{\partial A_{i K}}{\partial X_{J}} \tag{28}
\end{equation*}
$$

Similarly, combining equations (25c) with (26c), an alternative equation for the volume map $J$ emerges as:

$$
\begin{equation*}
J=J_{\boldsymbol{x}} ; \quad J_{\boldsymbol{x}} \equiv \frac{1}{3} \operatorname{DIV}\left(\boldsymbol{H}_{x}^{T} \boldsymbol{x}\right), \tag{29}
\end{equation*}
$$

where the material divergence is defined by the contraction

$$
\begin{equation*}
(\operatorname{DIV} \boldsymbol{A})_{i}=\frac{\partial A_{i I}}{\partial X_{I}} \tag{30}
\end{equation*}
$$

It is clear from equations (25a) and (27) that the following identities are fulfilled, namely $\operatorname{CURL}\left(\boldsymbol{F}_{\boldsymbol{x}}\right) \equiv 0$ and $\operatorname{DIV}\left(\boldsymbol{H}_{\boldsymbol{x}}\right) \equiv 0$. As a result of these identities, it is then possible to show that $\boldsymbol{F}$ and $\boldsymbol{H}$ should satisfy the following additionat compatíbility conditions, namely

$$
\begin{equation*}
\operatorname{CURL} \boldsymbol{F}=\mathbf{0} ; \quad \text { DIV } \boldsymbol{H}=\mathbf{0} . \tag{31}
\end{equation*}
$$

### 2.4. Differentiation of the deformation measures $\{\boldsymbol{F}, \boldsymbol{H}, J\}$

Combining equations (25a) and (26a), the first and second directional derivatives of $\boldsymbol{F}$ with respect to geometry changes are

$$
\begin{equation*}
D \boldsymbol{F}[\delta \boldsymbol{v}]=\nabla_{0} \delta \boldsymbol{v} ; \quad D^{2} \boldsymbol{F}[\delta \boldsymbol{v} ; \boldsymbol{u}]=\mathbf{0} \tag{32}
\end{equation*}
$$

Combining equations (25b) and (26b), the first and second directional derivatives of $\boldsymbol{H}$ with respect to geometry changes are easily evaluated as

$$
\begin{equation*}
D \boldsymbol{H}[\delta \boldsymbol{v}]=\boldsymbol{F}_{\boldsymbol{x}} \times D \boldsymbol{F}_{\boldsymbol{x}}[\delta \boldsymbol{v}]=\boldsymbol{F}_{\boldsymbol{x}} \times \nabla_{0} \delta \boldsymbol{v} \tag{33}
\end{equation*}
$$

$$
\begin{equation*}
D^{2} \boldsymbol{H}[\delta \boldsymbol{v} ; \boldsymbol{u}]=D \boldsymbol{F}_{\boldsymbol{x}}[\boldsymbol{u}] \times D \boldsymbol{F}_{\boldsymbol{x}}[\delta \boldsymbol{v}]=\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u} \tag{34}
\end{equation*}
$$

Similarly, the derivatives of the volume ratio $J$ are easily expressed with the help of equation (12), the geometric compatibility condition (26e) and the identities (25c) and (25b) as


The above formulas simplify greatly the manipulation of the derivatives of $\boldsymbol{H}$ and $J$ by avoiding differentiating the inverse of the deformation gradient. They will be key to the development of the framework presented below.

Alternatively, the classical approach to compute the first directional derivative of $\boldsymbol{H}$ and $J[4]$ is:

$$
\begin{align*}
D \boldsymbol{H}[\delta \boldsymbol{v}] & =J_{x} G_{\delta v} \boldsymbol{F}_{\boldsymbol{x}}-T-J_{\boldsymbol{x}} \boldsymbol{G}_{\delta \boldsymbol{v}} \boldsymbol{F}_{\boldsymbol{x}}^{-T}  \tag{37a}\\
D J[\delta \boldsymbol{v}] & =J_{x} G_{\delta v}, \tag{37b}
\end{align*}
$$

where

$$
\begin{equation*}
G_{\delta v} \equiv \boldsymbol{F}_{\boldsymbol{x}}^{-\boldsymbol{T}}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} ; \quad \boldsymbol{G}_{\delta \boldsymbol{v}} \equiv \boldsymbol{F}_{\boldsymbol{x}}^{-T}\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right)^{T} \tag{38}
\end{equation*}
$$

The second directional derivatives of $\boldsymbol{H}$ and $J[4]$ are:

$$
\begin{align*}
D^{2} \boldsymbol{H}[\delta \boldsymbol{v}, \boldsymbol{u}] & =J_{\boldsymbol{x}} \boldsymbol{G}_{\delta \boldsymbol{v}} \boldsymbol{G}_{\boldsymbol{u}} \boldsymbol{F}_{\boldsymbol{x}}^{-T}+J_{\boldsymbol{x}} \boldsymbol{G}_{\boldsymbol{u}} \boldsymbol{G}_{\delta \boldsymbol{v}} \boldsymbol{F}_{\boldsymbol{x}}^{-T} \\
& -J_{\boldsymbol{x}} G_{\delta \boldsymbol{v}} \boldsymbol{G}_{\boldsymbol{u}} \boldsymbol{F}_{\boldsymbol{x}}^{-T}-J_{\boldsymbol{x}} G_{\boldsymbol{u}} \boldsymbol{G}_{\delta \boldsymbol{v}} \boldsymbol{F}_{\boldsymbol{x}}^{-T} \\
& +J_{\boldsymbol{x}} G_{\delta v} G_{\boldsymbol{u}} \boldsymbol{F}_{\boldsymbol{x}}^{-T}-J_{\boldsymbol{x}} \operatorname{tr}\left(\boldsymbol{G}_{\delta \boldsymbol{v}} \boldsymbol{G}_{\boldsymbol{u}}\right) \boldsymbol{F}_{\boldsymbol{x}}^{-T}  \tag{39a}\\
D^{2} J[\delta \boldsymbol{v} ; \boldsymbol{u}] & =J_{\boldsymbol{x}} G_{\delta \boldsymbol{v}} G_{\boldsymbol{u}}-J_{\boldsymbol{x}} \operatorname{tr}\left(\boldsymbol{G}_{\delta \boldsymbol{v}} \boldsymbol{G}_{\boldsymbol{u}}\right) \tag{39b}
\end{align*}
$$

where

$$
\begin{equation*}
G_{\boldsymbol{u}}=\boldsymbol{F}_{\boldsymbol{x}}^{-T}: \boldsymbol{\nabla}_{0} \boldsymbol{u} ; \quad \boldsymbol{G}_{\boldsymbol{u}}=\boldsymbol{F}_{\boldsymbol{x}}^{-T}\left(\boldsymbol{\nabla}_{0} \boldsymbol{u}\right)^{T} \tag{40}
\end{equation*}
$$

Comparison of (33) vs. (37a), (34) vs. (39a), (35) vs. (37b) and (39b) demonstrates very clearly the simplification introduced as a result of using the new tensor cross product algebra.

## 3. Polyconvex elasticity

### 3.1. The strain energy

Polyconvexity is now well accepted as a useful mathematical requirement that must be satisfied by admissible strain energy functions used to describe elastic materials in the large strain regime. Essentially, the strain energy $\Psi$ per unit undeformed volume must be a function of the deformation gradient $\boldsymbol{F}_{\boldsymbol{x}}(25 \mathrm{a})$ via a convex multi-variable function $W$ as:

$$
\begin{equation*}
\Psi\left(\boldsymbol{F}_{\boldsymbol{x}}\right)=W(\boldsymbol{F}, \boldsymbol{H}, J) \tag{41}
\end{equation*}
$$

where $W$ is convex with respect to its 19 independent variables, namely, $J$ and the $3 \times 3$ components of $\boldsymbol{F}$ and $\boldsymbol{H}$, which are related to $\boldsymbol{F}_{\boldsymbol{x}}$ via the geometric compatibility equations (see equations (25)-(26)). Moreover, invariance with respect to rotations in the material configuration implies that $W$ must be independent of the rotational components of $\boldsymbol{F}$ and $\boldsymbol{H}$. This is typically achieved by ensuring that $W$ depends on $\boldsymbol{F}$ and $\boldsymbol{H}$ via the symmetric tensors $\boldsymbol{F}^{T} \boldsymbol{F}$ and $\boldsymbol{H}^{T} \boldsymbol{H}$, respectively. For example, a general compressible Mooney-Rivlin material can be described by an energy function of the type:

$$
\begin{equation*}
W_{M R}(\boldsymbol{F}, \boldsymbol{H}, J) \neq \alpha \boldsymbol{F}: \boldsymbol{F}+\beta \boldsymbol{H}: \boldsymbol{H}+f(J), \tag{42}
\end{equation*}
$$

where $\alpha$ and $\beta$ are positive material parameters and $f$ denotes a convex function of $J$. It is clear therefore that $W_{M R}$ is convex with respect to all of its variables. The condition of vanishing energy at the initial reference configuration can be established by ensuring that $f(1)=-(3 \alpha+3 \beta)$ or by adding an appropriate constant to $W_{M R}$. Doing this, however, has no practical effect on the resulting formulation as this will be driven by derivatives of the strain energy. Appropriate values for $\alpha$ and $\beta$ and suitable functions $f$ will be found in the sections below.

In the classical manner, the strain energy function $W_{M R}(42)$ can also be re-written in terms of the invariants $\left\{I_{1}, I_{2}, I_{3}\right\}$ of the right Cauchy-Green deformation tensor $\boldsymbol{C}_{\boldsymbol{x}}:=\boldsymbol{F}_{\boldsymbol{x}}{ }^{T} \boldsymbol{F}_{\boldsymbol{x}}$ as

$$
\begin{equation*}
\widetilde{\Psi}_{M R}\left(\boldsymbol{C}_{\boldsymbol{x}}\right)=\alpha I_{1}+\beta I_{2}+g\left(I_{3}\right), \tag{43}
\end{equation*}
$$

with

$$
\begin{equation*}
I_{1}:=\operatorname{tr} \boldsymbol{C}_{\boldsymbol{x}} ; \quad I_{2}:=\left(\operatorname{det} \boldsymbol{C}_{\boldsymbol{x}}\right)\left(\operatorname{tr} \boldsymbol{C}_{\boldsymbol{x}}^{-1}\right) ; \quad I_{3}:=\operatorname{det} \boldsymbol{C}_{\boldsymbol{x}} \tag{44}
\end{equation*}
$$

where $g$ is not necessarily a convex function of $\operatorname{det}\left(\boldsymbol{C}_{\boldsymbol{x}}\right)$, unlike its counterpart $f(J)$, convex in J .

### 3.2. Conjugate stresses and the first Piola-Kirchhoff tensor

The three 'independent' (see Remark 2) strain measures $\boldsymbol{F}, \boldsymbol{H}$ and $J$ have conjugate stresses $\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}$ and $\Sigma_{J}$ defined by:

$$
\begin{align*}
\boldsymbol{\Sigma}_{\boldsymbol{F}}(\boldsymbol{F}, \boldsymbol{H}, J) & :=\frac{\partial W}{\partial \boldsymbol{F}} ; \\
\boldsymbol{\Sigma}_{\boldsymbol{H}}(\boldsymbol{F}, \boldsymbol{H}, J) & :=\frac{\partial W}{\partial \boldsymbol{H}} ; \\
\Sigma_{J}(\boldsymbol{F}, \boldsymbol{H}, J) & :=\frac{\partial W}{\partial J} . \tag{45c}
\end{align*}
$$

For instance, for the case of a Mooney-Rivlin material (42)

$$
\boldsymbol{\Sigma}_{\boldsymbol{F}}=2 \alpha \boldsymbol{F} ; \quad \boldsymbol{\Sigma}_{\boldsymbol{H}}=2 \beta \boldsymbol{H} ; \quad \Sigma_{J}=f^{\prime}(J)
$$

The set of conjugate stresses defined in (45) enables the directional derivative of the stain energy to be expressed as

$$
\begin{equation*}
D W[\delta \boldsymbol{F}, \delta \boldsymbol{H}, \delta J]=\boldsymbol{\Sigma}_{\boldsymbol{F}}: \delta \boldsymbol{F}+\boldsymbol{\Sigma}_{\boldsymbol{H}}: \delta \boldsymbol{H}+\Sigma_{J} \delta J \tag{47}
\end{equation*}
$$

In order to develop a relationship between these conjugate stresses and the more standard first Piola-Kirchhoff stress tensor $\boldsymbol{P}$, recall that:

$$
\begin{equation*}
D \Psi[\delta \boldsymbol{v}]=\boldsymbol{P}: \nabla_{0} \delta \boldsymbol{v} ; \quad \boldsymbol{P}=\frac{\partial \Psi\left(\boldsymbol{F}_{\boldsymbol{x}}\right)}{\partial \boldsymbol{F}_{\boldsymbol{x}}} \tag{48}
\end{equation*}
$$

With the help of equations (45) and (47), the chain rule and equations (33) and (35) it is possible to express the virtual internal work as

$$
\begin{align*}
\boldsymbol{P}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} & =D \Psi[\delta \boldsymbol{v}] \\
& =D W[D \boldsymbol{F}[\delta \boldsymbol{v}], D \boldsymbol{H}[\delta \boldsymbol{v}], D J[\delta \boldsymbol{v}]] \\
& =\boldsymbol{\Sigma}_{\boldsymbol{F}}: D \boldsymbol{F}[\delta \boldsymbol{v}]+\boldsymbol{\Sigma}_{\boldsymbol{H}}: D \boldsymbol{H}[\delta \boldsymbol{v}]+\Sigma_{J} D J[\delta \boldsymbol{v}]  \tag{49}\\
& =\boldsymbol{\Sigma}_{\boldsymbol{F}}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}+\boldsymbol{\Sigma}_{\boldsymbol{H}}:\left(\boldsymbol{F}_{\boldsymbol{x}} \times \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right)+\Sigma_{J}\left(\boldsymbol{H}_{\boldsymbol{x}}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right) \\
& =\left(\boldsymbol{\Sigma}_{\boldsymbol{F}}+\boldsymbol{\Sigma}_{\boldsymbol{H}} \times \boldsymbol{F}_{\boldsymbol{x}}+\Sigma_{J} \boldsymbol{H}_{\boldsymbol{x}}\right): \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}
\end{align*}
$$

which leads to the evaluation of the first Piola-Kirchhoff tensor as

$$
\begin{equation*}
\boldsymbol{P}=\boldsymbol{\Sigma}_{\boldsymbol{F}}+\boldsymbol{\Sigma}_{\boldsymbol{H}} \times \boldsymbol{F}_{\boldsymbol{x}}+\Sigma_{J} \boldsymbol{H}_{\boldsymbol{x}} \tag{50}
\end{equation*}
$$

In the continuum context where the geometric compatibility conditions are exactly enforced, namely, $\boldsymbol{F} \equiv \boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H} \equiv \boldsymbol{H}_{\boldsymbol{x}}$ and $J \equiv J_{\boldsymbol{x}}$ (see Remark 2), the above equation becomes

$$
\boldsymbol{P}=\boldsymbol{\Sigma}_{\boldsymbol{F}}+\boldsymbol{\Sigma}_{\boldsymbol{H}} \times \boldsymbol{F}+\Sigma_{J} \boldsymbol{H}
$$

By using equation (50) for the simple compressible Mooney-Rivlin material

$$
\begin{equation*}
\boldsymbol{P}=2 \alpha \boldsymbol{F}+2 \beta \boldsymbol{H} \times \boldsymbol{F}_{\boldsymbol{x}}+f^{\prime}(J) \boldsymbol{H}_{\boldsymbol{x}} \tag{52}
\end{equation*}
$$

The condition of a stress-free initial configuration, where $\boldsymbol{F}=\boldsymbol{H}=\boldsymbol{I}$ and $J=1$, together with property (14) of the tensor cross product, leads to the following constraint on the material parameters $\alpha, \beta$ and $f(J)$

$$
\begin{equation*}
f^{\prime}(1)=-2 \alpha-4 \beta \tag{53}
\end{equation*}
$$

Alternatively, for the strain energy in equation (43), the associated second Piola-Kirchhoff $\boldsymbol{S}$ can be obtained in the classical sense $\left(S=2 \frac{\partial \widetilde{\Psi}\left(\boldsymbol{C}_{x}\right)}{\partial \boldsymbol{C}_{\boldsymbol{x}}}\right)$ [4] as

$$
\begin{equation*}
\boldsymbol{S}=2 \alpha \boldsymbol{I}+2 \beta I_{3}\left[\left(\operatorname{tr} \boldsymbol{C}_{\boldsymbol{x}}^{-1}\right) \boldsymbol{C}_{\boldsymbol{x}}^{-1}-\boldsymbol{C}_{\boldsymbol{x}}^{-1} \boldsymbol{C}_{\boldsymbol{x}}^{-1}\right]+2 g^{\prime}\left(I_{3}\right) I_{3} \boldsymbol{C}_{\boldsymbol{x}}^{-1} \tag{54}
\end{equation*}
$$

Finally, the first Piola-Kirchhoff stress tensor can now be obtained via the classical push forward operation, $\boldsymbol{P}=\boldsymbol{F}_{\boldsymbol{x}} \boldsymbol{S}$

$$
\begin{equation*}
\boldsymbol{P}=2 \alpha \boldsymbol{F}_{\boldsymbol{x}}+2 \beta I_{3}\left[\left(\operatorname{tr} \boldsymbol{C}_{\boldsymbol{x}}^{-1}\right) \boldsymbol{F}_{\boldsymbol{x}}^{-T}-\boldsymbol{F}_{\boldsymbol{x}}^{-T} \boldsymbol{C}_{\boldsymbol{x}}^{-1}\right]+2 g^{\prime}\left(I_{3}\right) I_{3} \boldsymbol{F}_{\boldsymbol{x}}^{-T} \tag{55}
\end{equation*}
$$

which leads to a lengthier expression in comparison with (52).

### 3.3. Complementary energy

The convexity of the function $W(\boldsymbol{F}, \boldsymbol{H}, J)$ with respect to its variables ensures that the relationship between $\{\boldsymbol{F}, \boldsymbol{H}, J\}$ and $\left\{\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}, \Sigma_{J}\right\}$ is one to one and invertible. Using the reverse relationships, it is therefore possible to define a convex complementary energy function by means of a Legendre transform as

$$
\begin{equation*}
\Upsilon\left(\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}, \Sigma_{J}\right)=\boldsymbol{\Sigma}_{\boldsymbol{F}}: \boldsymbol{F}+\boldsymbol{\Sigma}_{\boldsymbol{H}}: \boldsymbol{H}+\Sigma_{J} J-W(\boldsymbol{F}, \boldsymbol{H}, J) \tag{56}
\end{equation*}
$$

so that the reverse constitutive equations are derived as

$$
\begin{equation*}
\boldsymbol{F}=\frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{F}}} ; \quad \boldsymbol{H}=\frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{H}}} ; \quad J=\frac{\partial \Upsilon}{\partial \Sigma_{J}} . \tag{57}
\end{equation*}
$$

Note that in contrast to the geometric compatibility conditions (26) for $\boldsymbol{F}$, $\boldsymbol{H}$ and $J$, above equations (57) represent the constitutive equations for these deformation terms. For instance, in the particular case of a Mooney-Riylin material

$$
\begin{equation*}
\Upsilon_{M R}\left(\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}, \Sigma_{J}\right)=\frac{1}{4 \alpha} \boldsymbol{\Sigma}_{\boldsymbol{F}}: \boldsymbol{\Sigma}_{\boldsymbol{F}}+\frac{1}{4 \beta} \boldsymbol{\Sigma}_{\boldsymbol{H}}: \boldsymbol{\Sigma}_{\boldsymbol{H}}+g\left(\Sigma_{j}\right), \tag{58}
\end{equation*}
$$

where the complementary function $g$ is defined by the Legendre transform

$$
\begin{equation*}
g\left(\Sigma_{J}\right)=\Sigma_{J} J\left(\Sigma_{J}\right)-f\left(\left(J\left(\Sigma_{J}\right)\right)\right. \tag{59}
\end{equation*}
$$

and the relationship $J\left(\Sigma_{J}\right)$ is obtained inverting equation (46c), that is, $J\left(f^{\prime}(x)\right)=x$. Note that if either $\alpha$ or $\beta$ is zero, the corresponding term in the complementary energy also tanishes. For instance, the case $\beta=0$ corresponds to a compressible neo-Hookean material, for which

$$
\begin{equation*}
\Upsilon_{N H}\left(\boldsymbol{\Sigma}_{\boldsymbol{F}}, J\right)=\frac{1}{4 \alpha} \boldsymbol{\Sigma}_{\boldsymbol{F}}: \boldsymbol{\Sigma}_{\boldsymbol{F}}+g\left(\Sigma_{J}\right) ; \quad \boldsymbol{\Sigma}_{\boldsymbol{H}}=\mathbf{0} \tag{60}
\end{equation*}
$$

Remark 3: The complementary energy defined above does not coincide with the more traditional definition of complementary energy $\Psi^{*}(\boldsymbol{P})=\boldsymbol{P}: \boldsymbol{F}_{\boldsymbol{x}}-$ $\Psi\left(\boldsymbol{F}_{\boldsymbol{x}}\right)$. It is in fact easy to show that

$$
\begin{align*}
\boldsymbol{P}: \boldsymbol{F}_{\boldsymbol{x}} & =\left(\boldsymbol{\Sigma}_{\boldsymbol{F}}+\boldsymbol{\Sigma}_{\boldsymbol{H}} \times \boldsymbol{F}_{\boldsymbol{x}}+\Sigma_{J} \boldsymbol{H}_{\boldsymbol{x}}\right): \boldsymbol{F}_{\boldsymbol{x}} \\
& =\boldsymbol{\Sigma}_{\boldsymbol{F}}: \boldsymbol{F}_{\boldsymbol{x}}+\boldsymbol{\Sigma}_{\boldsymbol{H}}:\left(\boldsymbol{F}_{\boldsymbol{x}} \times \boldsymbol{F}_{\boldsymbol{x}}\right)+\Sigma_{J} \boldsymbol{H}_{\boldsymbol{x}}: \boldsymbol{F}_{\boldsymbol{x}} \\
& =\boldsymbol{\Sigma}_{\boldsymbol{F}}: \boldsymbol{F}_{\boldsymbol{x}}+2 \boldsymbol{\Sigma}_{\boldsymbol{H}}: \boldsymbol{H}_{\boldsymbol{x}}+3 \Sigma_{J} J_{\boldsymbol{x}}  \tag{61}\\
& \neq \boldsymbol{\Sigma}_{\boldsymbol{F}}: \boldsymbol{F}+\boldsymbol{\Sigma}_{\boldsymbol{H}}: \boldsymbol{H}+\Sigma_{J} J
\end{align*}
$$

and therefore $\Upsilon\left(\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}, \Sigma_{J}\right) \neq \Psi^{*}(\boldsymbol{P})$ even in the continuum context when $\boldsymbol{F} \equiv \boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H} \equiv \boldsymbol{H}_{\boldsymbol{x}}$ and $J \equiv J_{\boldsymbol{x}}$. Note that only in the exceptional cases where the relation $\boldsymbol{P}\left(\boldsymbol{F}_{\boldsymbol{x}}\right)$ is invertible, it is possible to carry out the Legendre transform in order to obtain $\Psi^{*}(\boldsymbol{P})$ (see [35], [36]).

Remark 4: In the case of thermoelasticity, the strain energy is also a convex function of the entropy $\eta$, and the temperature $\theta$ is given by

$$
\begin{equation*}
\theta=\frac{\partial W(\boldsymbol{F}, \boldsymbol{H}, J, \eta)}{\partial \eta} \tag{62}
\end{equation*}
$$

and the complementary energy function which will now depend on the temperature can be interpreted as a generalised Gibbs energy function defined as

$$
\begin{equation*}
\Upsilon\left(\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}, \Sigma_{J}, \theta\right)=\boldsymbol{\Sigma}_{\boldsymbol{F}}: \boldsymbol{F}+\boldsymbol{\Sigma}_{\boldsymbol{H}}: \boldsymbol{H}+\Sigma_{J} J+\eta \theta-W(\boldsymbol{F}, \boldsymbol{H}, J, \eta) \tag{63}
\end{equation*}
$$

### 3.4. Stress based compatibility conditions and equilibrium

In linear elasticity it is well known that the stress tensor field must satisfy a set of differential compatibility conditions usually known as BeltramiMitchell equations [37]. These conditions ensure that the stress tensor can be derived from a displacement field. In the large strain case, it is also possible to derive a set of relationships that the above conjugate stresses have to satisfy in order to ensure that they correspond to an actual deformation process, that there exist a mapping $\boldsymbol{x}=\boldsymbol{\phi}(\boldsymbol{X})$ such that

$$
\begin{equation*}
\frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{F}}}=\boldsymbol{F}_{\boldsymbol{x}} ; \quad \frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{H}}}=\boldsymbol{H}_{\boldsymbol{x}} ; \quad \frac{\partial \Upsilon}{\partial \Sigma_{J}}=J_{\boldsymbol{x}} \tag{64}
\end{equation*}
$$

These conditions can be enforced weakly in the context of a mixed computational formulation using appropriate variational principles as described below in Section 6. Alternatively, an equivalent set of constraints for the conjugate stresses can be derived as


$$
\begin{align*}
\operatorname{CURL}\left(\frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{F}}}\right) & =\mathbf{0} \\
2 \frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{H}}}-\left(\frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{F}}} \times \frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{F}}}\right) & =\mathbf{0}  \tag{65}\\
3 \frac{\partial \Upsilon}{\partial \Sigma_{J}}-\left(\frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{F}}}: \frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{H}}}\right) & =0
\end{align*}
$$

These constraints together with the equilibrium equations provide a full set of equations for the augmented set of stresses $\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}, \Sigma_{J}$. Equilibrium
can be enforced in the conventional manner in a Lagrangian setting by means of the divergence of the first Piola-Kirchhoff tensor as [4]

$$
\begin{equation*}
\boldsymbol{f}_{0}+\operatorname{DIV} \boldsymbol{P}=\mathbf{0} \tag{66}
\end{equation*}
$$

Simple algebra using equation (51) and the vector cross product defined by equation (7) gives an expression in terms of the conjugate stresses as

$$
\begin{equation*}
\boldsymbol{f}_{0}+\operatorname{DIV} \boldsymbol{\Sigma}_{\boldsymbol{F}}+\left(\operatorname{CURL} \boldsymbol{\Sigma}_{\boldsymbol{H}}\right) \times \frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{F}}}+\boldsymbol{\nabla}_{0} \Sigma_{J}: \frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{H}}}=\mathbf{0} . \tag{67}
\end{equation*}
$$

This differential equilibrium equation must be complemented by appropriate boundary conditions. Traction boundary conditions on $\partial_{t} V$ imply

$$
\begin{equation*}
\boldsymbol{P} \boldsymbol{N}=\boldsymbol{\Sigma}_{\boldsymbol{F}} \boldsymbol{N}+\left(\boldsymbol{\Sigma}_{\boldsymbol{H}} \times \frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{F}}}\right) \boldsymbol{N}+\Sigma_{J} \frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{H}}} \boldsymbol{N}=\boldsymbol{t}_{0} \tag{68}
\end{equation*}
$$

### 3.5. Tangent elasticity operator

A tangent elasticity operator will be required in order to ensure quadratic convergence of a Newton-Raphson type of solution process. This is typically evaluated in terms of a fourth order tangent elasticity tensor defined by

$$
\begin{equation*}
D^{2} \Psi[\delta \boldsymbol{v} ; \boldsymbol{u}]=\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: D \boldsymbol{P}[\boldsymbol{u}]=\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: \mathcal{C}: \boldsymbol{\nabla}_{0} \boldsymbol{u} ; \quad \mathcal{C}=\frac{\partial \boldsymbol{P}}{\partial \boldsymbol{F}_{\boldsymbol{x}}}=\frac{\partial^{2} \Psi}{\partial \boldsymbol{F}_{x} \partial \boldsymbol{F}_{\boldsymbol{x}}} \tag{69}
\end{equation*}
$$

Use of equation (50), following a chain rule derivation similar to that of equation (49) and making use of equations (33) and (34) for the derivatives of $\boldsymbol{H}$, yields after simple algebra

$$
\begin{align*}
D^{2} \Psi[\delta \boldsymbol{v} ; \boldsymbol{u}] & =\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: D \boldsymbol{P}[\boldsymbol{u}] \\
& =\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: D \boldsymbol{\Sigma}_{\boldsymbol{F}}[\boldsymbol{u}]+\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{F}_{\boldsymbol{x}}\right): D \boldsymbol{\Sigma}_{\boldsymbol{H}}[\boldsymbol{u}]+\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: \boldsymbol{H}_{\boldsymbol{x}}\right) D \Sigma_{J}[\boldsymbol{u}] \\
& +\left(\boldsymbol{\Sigma}_{\boldsymbol{H}}+\Sigma_{J} \boldsymbol{F}_{\boldsymbol{x}}\right):\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right) . \tag{70}
\end{align*}
$$

In general, conjugate stresses $\left\{\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}, \Sigma_{J}\right\}$ will be functions of the strain variables $\{\boldsymbol{F}, \boldsymbol{H}, J\}$ and the resulting tangent operator can be written as

$$
\begin{align*}
D^{2} \Psi[\delta \boldsymbol{v} ; \boldsymbol{u}] & =\left[\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right):\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{F}_{\boldsymbol{x}}\right):\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: \boldsymbol{H}_{x}\right)\right]\left[\mathbb{H}_{W}\right]\left[\begin{array}{c}
:\left(\boldsymbol{\nabla}_{0} \boldsymbol{u}\right) \\
:\left(\boldsymbol{\nabla}_{0} \boldsymbol{u} \times \boldsymbol{F}_{\boldsymbol{x}}\right) \\
\left(\boldsymbol{\nabla}_{0} \boldsymbol{u}: \boldsymbol{H}_{\boldsymbol{x}}\right)
\end{array}\right] \\
& +\left(\boldsymbol{\Sigma}_{\boldsymbol{H}}+\Sigma_{J} \boldsymbol{F}_{\boldsymbol{x}}\right):\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right) \tag{71}
\end{align*}
$$

where the Hessian operator $\mathbb{H}_{W}$ denotes the symmetric positive definite operator containing the second derivatives of $W(\boldsymbol{F}, \boldsymbol{H}, J)$

$$
\left[\mathbb{H}_{W}\right]=\left[\begin{array}{ccc}
\frac{\partial^{2} W}{\partial \boldsymbol{F} \partial \boldsymbol{F}} & \frac{\partial^{2} W}{\partial \boldsymbol{F} \partial \boldsymbol{H}} & \frac{\partial^{2} W}{\partial \boldsymbol{F} \partial J}  \tag{72}\\
\frac{\partial^{2} W}{\partial \boldsymbol{H} \partial \boldsymbol{F}} & \frac{\partial^{2} W}{\partial \boldsymbol{H} \partial \boldsymbol{H}} & \frac{\partial^{2} W}{\partial \boldsymbol{H} \partial J} \\
\frac{\partial^{2} W}{\partial J \partial \boldsymbol{F}} & \frac{\partial^{2} W}{\partial J \partial \boldsymbol{H}} & \frac{\partial^{2} W}{\partial J \partial J}
\end{array}\right] .
$$

Once again, in the context of strong enforcement of the geometric compatibility conditions (26), the terms $\boldsymbol{F}_{\boldsymbol{x}}$ and $\boldsymbol{H}_{\boldsymbol{x}}$ in above equation (71) can be replaced by $\boldsymbol{F}$ and $\boldsymbol{H}$, respectively.

Note that the first term in equation (71) is necessarily positive for $\delta \boldsymbol{v}=\boldsymbol{u}$ and therefore buckling can only be induced by the "initial stress" term $\left(\boldsymbol{\Sigma}_{\boldsymbol{H}}+\Sigma_{J} \boldsymbol{F}_{\boldsymbol{x}}\right):\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right)$. In effect, the above expression for the elasticity tensor separates the material dependencies or physics of the problem (encapsulated in the Hessian tensor) from the geometry dependencies included via the initial stress term.

Remark 5: Equation (71) makes it easy to highlight the relationship between policonvexity and ellipticity. Ellipticity is equivalent to rank-one convexity and requires that the double contraction of the elasticity tensor by an arbitrary rank-one tensor $\boldsymbol{v} \otimes \boldsymbol{V}$ should be positive, that is,

$$
\begin{equation*}
(\boldsymbol{v} \otimes \boldsymbol{V}): \mathcal{C}:(\boldsymbol{v} \otimes \boldsymbol{V})>0 \tag{73}
\end{equation*}
$$

Taking $\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}=\boldsymbol{\nabla}_{0} \boldsymbol{u}=\boldsymbol{v} \otimes \boldsymbol{V}$ in equation (71) makes the initial stress term vanish since,

$$
\begin{equation*}
\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}=(\boldsymbol{v} \otimes \boldsymbol{V}) \times(\boldsymbol{v} \otimes \boldsymbol{V})=(\boldsymbol{v} \times \boldsymbol{v}) \otimes(\boldsymbol{V} \times \boldsymbol{V})=\mathbf{0} . \tag{74}
\end{equation*}
$$

This leaves only the contribution from the first positive definite term in equation (71). It is therefore easy to note that polyconvexity implies ellipticity [21].

It is helpful to consider the simple case of a compressible Mooney-Rivlin material for which the off-diagonal terms of the Hessian operator vanish and the tangent elastic operator becomes

$$
\begin{align*}
D^{2} \Psi_{M R}[\delta \boldsymbol{v} ; \boldsymbol{u}] & =2 \alpha \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: \boldsymbol{\nabla}_{0} \boldsymbol{u}+2 \beta\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{F}_{\boldsymbol{x}}\right):\left(\boldsymbol{\nabla}_{0} \boldsymbol{u} \times \boldsymbol{F}_{\boldsymbol{x}}\right) \\
& +f^{\prime \prime}\left(J_{\boldsymbol{x}}\right)\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: \boldsymbol{H}_{\boldsymbol{x}}\right)\left(\boldsymbol{\nabla}_{0} \boldsymbol{u}: \boldsymbol{H}_{\boldsymbol{x}}\right)+\left(\boldsymbol{\Sigma}_{\boldsymbol{H}}+\Sigma_{J} \boldsymbol{F}_{\boldsymbol{x}}\right):\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right) . \tag{75}
\end{align*}
$$

It is now possible to derive appropriate values for the material parameters $\alpha, \beta$ and the function $f\left(J_{\boldsymbol{x}}\right)$ by ensuring that at the reference configuration the above operator coincides with the classic linear elasticity operator, which is typically expressed in terms of the Lamé coefficients $\{\lambda, \mu\}$ as

$$
\begin{equation*}
D^{2} \Psi_{L I N}[\delta \boldsymbol{v} ; \boldsymbol{u}]=\lambda\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: \boldsymbol{I}\right)\left(\boldsymbol{\nabla}_{0} \boldsymbol{u}: \boldsymbol{I}\right)+\mu\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: \boldsymbol{\nabla}_{0} \boldsymbol{u}+\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right)^{T}: \boldsymbol{\nabla}_{0} \boldsymbol{u}\right) \tag{76}
\end{equation*}
$$

Substituting $\boldsymbol{F}_{\boldsymbol{x}}=\boldsymbol{H}_{\boldsymbol{x}}=\boldsymbol{I} ; J_{\boldsymbol{x}}=1$ into equation (75), making repeated use of property (13) for the tensor cross product and taking into account the zero initial stress condition (53), gives after lengthy but simple algebra

$$
\begin{align*}
\left.D^{2} \Psi_{M R}[\delta \boldsymbol{v} ; \boldsymbol{u}]\right|_{I} & =(2 \alpha+2 \beta)\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: \boldsymbol{\nabla}_{0} \boldsymbol{u}+\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right)^{T}: \boldsymbol{\nabla}_{0} \boldsymbol{u}\right)  \tag{77}\\
& +\left(f^{\prime \prime}(1)-2 \alpha\right)\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: \boldsymbol{I}\right)\left(\boldsymbol{\nabla}_{0} \boldsymbol{u}: \boldsymbol{I}\right) .
\end{align*}
$$

Identifying coefficients leads to the condition relating $\alpha, \beta$ to $\mu$

$$
\begin{equation*}
\alpha+\beta=\frac{\mu}{2} \tag{78}
\end{equation*}
$$

and the condition for the second derivative of $f$ at the origin

$$
\begin{equation*}
f^{\prime \prime}(1)=\lambda+2 \alpha . \tag{79}
\end{equation*}
$$

commonly used expression for $f$ that satisfies these requirements is

$$
\begin{equation*}
f(J)=-4 \beta J-2 \alpha \ln J+\frac{\lambda}{2 \varepsilon^{2}}\left(J^{\varepsilon}+J^{-\varepsilon}\right) ; \quad \varepsilon \geq 1 \tag{80}
\end{equation*}
$$

3.6. A modified Mooney-Rivlin material model

It is interesting to observe that the strain energy expressed in terms of the full set of kinematic variables $\boldsymbol{F}, \boldsymbol{H}$ and $J$ is not a unique function. That is, the same physical strain energy $\Psi\left(\boldsymbol{F}_{\boldsymbol{x}}\right)$ can be expressed by a set of different
functions $W(\boldsymbol{F}, \boldsymbol{H}, J)$. For instance, the addition of multiples of the function $\boldsymbol{F}: \boldsymbol{H}-3 J$, which vanishes for geometrically compatible variables, has no effect on the actual physical strain energy described and therefore

$$
\begin{equation*}
\Psi\left(\boldsymbol{F}_{\boldsymbol{x}}\right)=W(\boldsymbol{F}, \boldsymbol{H}, J)+\xi(\boldsymbol{F}: \boldsymbol{H}-3 J)=W_{\xi}(\boldsymbol{F}, \boldsymbol{H}, J), \tag{81}
\end{equation*}
$$

where $\xi$ can be an arbitrary constant provided that the resulting function $W_{\xi}$ is still convex in its variables. For instance, in the case of Mooney-Rivlin materials (see (42)), it is easy to show that convexity is still maintained for values of $\xi$ such that $\alpha \beta \geq \frac{\xi^{2}}{4}$. Is is easy to show that the addition of the above term does no alter the first Piola Kirchhoff stress tensor /but leads to modified conjugate stresses as

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\boldsymbol{F}}^{\xi}=\boldsymbol{\Sigma}_{\boldsymbol{F}}+\xi \boldsymbol{H} ; \quad \boldsymbol{\Sigma}_{\boldsymbol{H}}^{\xi}=\boldsymbol{\Sigma}_{\boldsymbol{H}}+\xi \boldsymbol{F} ; \quad \Sigma_{J}^{\delta}=\boldsymbol{\Sigma}_{J}-3 \xi \tag{82}
\end{equation*}
$$

It is now possible to adjust the value of $\xi$ so that some or all the conjugate stresses at the initial configuration vanish. As an interesting example, consider the case of a Mooney-Rivlin material for which $\alpha=\beta=\mu / 4$. Choosing $\xi=-\mu / 2$ leads to the following polyconvex strain energy function

$$
\begin{equation*}
W_{M R}^{\xi}(\boldsymbol{F}, \boldsymbol{H}, J)=\frac{\mu}{4}(\boldsymbol{F}-\boldsymbol{H}):(\boldsymbol{F}-\boldsymbol{H})+\frac{\mu}{2}(J-\ln J)+\frac{\lambda}{2 \epsilon^{2}}\left(J^{\epsilon}+J^{-\epsilon}\right) . \tag{83}
\end{equation*}
$$

It is easy to show that all the conjugate stresses in this model vanish at the initial configuration. In addition, the term $(\boldsymbol{F}-\boldsymbol{H})$ has a clear physical interpretation as distortion given that when applied to a reference vector, it measures the difference between the mapped fibre and area vectors.

### 3.7. Nearly incompressible Mooney-Rivlin material

Very often it is convenient or even necessary to separate the distortional component from the volumetric response of the material. This is invariably the case when attempting to model either nearly-incompressible or truly incompressible solids. Typically, this is achieved by separating the strain energy/ into isochoric and volumetric components [38], $\hat{\Psi}$ and $U$, respectively, as

$$
\begin{equation*}
\Psi\left(\boldsymbol{F}_{\boldsymbol{x}}\right)=\hat{\Psi}\left(\boldsymbol{F}_{\boldsymbol{x}}\right)+U\left(J_{\boldsymbol{x}}\right) ; \quad \hat{\Psi}\left(\boldsymbol{F}_{\boldsymbol{x}}\right)=\Psi\left(J_{\boldsymbol{x}}^{-1 / 3} \boldsymbol{F}_{\boldsymbol{x}}\right) . \tag{84}
\end{equation*}
$$

The first term in this energy expression leads to the deviatoric component of the Piola-Kirchhoff tensor and the derivative of the function $U$ accounts
for the pressure $p$. In the context of polyconvex elasticity, it is also possible to construct a similar decomposition in the form

$$
\begin{equation*}
W(\boldsymbol{F}, \boldsymbol{H}, J)=\hat{W}(\boldsymbol{F}, \boldsymbol{H}, J)+U(J) . \tag{85}
\end{equation*}
$$

For the purpose of deriving the conditions that need to be satisfied in order to ensure that the $U$-term alone accounts for the pressure $p$, it is necessary to restrict the derivation to the exact continuum context where geometrically compatibility conditions are enforced exactly. Recall first that the pressure itself is obtained from the first Piola-kirchhoff tensor via the contraction

$$
\begin{equation*}
p=\frac{1}{3} J^{-1} \boldsymbol{P}: \boldsymbol{F} . \tag{86}
\end{equation*}
$$

Note that the sign convention used above is positive pressure in tension, negative in compression. Substituting the relationship between the PiolaKirchhoff stress tensor and the conjugate stresses given by equation (51), yields a relationship between the pressure and the conjugate stresses as

$$
\begin{align*}
p & =\frac{1}{3} J^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{F}}+\boldsymbol{\Sigma}_{\boldsymbol{H}} \times \boldsymbol{F}+\Sigma_{J} \boldsymbol{H}\right): \boldsymbol{F} \\
& =\frac{1}{3} J^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{F}}: \boldsymbol{F}+2 \boldsymbol{\Sigma}_{\boldsymbol{H}}: \boldsymbol{H}+3 \Sigma_{J} J\right), \tag{87}
\end{align*}
$$

where property (15) has been made use of. Substituting the constitutive relationships (45) and decomposition (85) into this equation for the pressure gives

$$
\begin{equation*}
p=\frac{1}{3} J^{-1}\left(\frac{\partial \hat{W}}{\partial \boldsymbol{F}}: \boldsymbol{F}+2 \frac{\partial \hat{W}}{\partial \boldsymbol{H}}: \boldsymbol{H}+3 J \frac{\partial \hat{W}}{\partial J}\right)+U^{\prime}(J) . \tag{88}
\end{equation*}
$$

Therefore the condition that $\hat{W}$ needs to satisfy in order to ensure a correct decomposition into volumetric and deviatoric components is

$$
\begin{equation*}
\frac{\partial \hat{W}}{\partial \boldsymbol{F}}: \boldsymbol{F}+2 \frac{\partial \hat{W}}{\partial \boldsymbol{H}}: \boldsymbol{H}+3 J \frac{\partial \hat{W}}{\partial J}=0 . \tag{89}
\end{equation*}
$$

In order to fulfil this requirement, it is sufficient for $\hat{W}$ to satisfy the following mixed homogeneous condition (refer to [4], page 168)

$$
\begin{equation*}
\hat{W}\left(\alpha \boldsymbol{F}, \alpha^{2} \boldsymbol{H}, \alpha^{3} J\right)=\hat{W}(\boldsymbol{F}, \boldsymbol{H}, J) . \tag{90}
\end{equation*}
$$

Differentiating this equation with respect to $\alpha$ at $\alpha=1$, quickly leads to condition (89). A simple way to ensure that this requirement is satisfied would be to construct $\hat{W}$ in terms of the isochoric components of $\boldsymbol{F}$ and $\boldsymbol{H}$

$$
\begin{equation*}
\hat{W}(\boldsymbol{F}, \boldsymbol{H})=W(\hat{\boldsymbol{F}}, \hat{\boldsymbol{H}}, 1), \tag{91}
\end{equation*}
$$

where the isochoric components could be defined in the usual fashion [4]

$$
\begin{equation*}
\hat{\boldsymbol{F}}=(\operatorname{det} \boldsymbol{F})^{-1 / 3} \boldsymbol{F} ; \quad \hat{\boldsymbol{H}}=(\operatorname{det} \boldsymbol{H})^{-1 / 3} \boldsymbol{H} \tag{92}
\end{equation*}
$$

Unfortunately, the resulting strain energy function constructed in this manner will not be convex with respect to $\boldsymbol{F}$ and $\boldsymbol{H}$. Alternative expressions can be derived by re-defining the isochoric components of $\boldsymbol{F}$ and $\boldsymbol{H}$ as

$$
\begin{equation*}
\hat{\boldsymbol{F}}=J^{-1 / 3} \boldsymbol{F} ; \quad \hat{\boldsymbol{H}}=J^{-2 / 3} \boldsymbol{H} \tag{93}
\end{equation*}
$$

Or, alternatively, noting that $\boldsymbol{F}: \boldsymbol{H}=3 \mathrm{~K}$ (refer to property (15))

$$
\begin{equation*}
\hat{\boldsymbol{F}}=\left(\frac{1}{3} \boldsymbol{F}: \boldsymbol{H}\right)^{-1 / 3} \boldsymbol{F} ; \quad \hat{\boldsymbol{H}}=\left(\frac{1}{3} \boldsymbol{F}: \boldsymbol{H}\right)^{-2 / 3} \boldsymbol{H} \tag{94}
\end{equation*}
$$

For instance, in the case of the Mooney-Rivlin material, an equivalent polyconvex isochoric energy function is obtained as [32]

$$
\begin{equation*}
\hat{W}(\boldsymbol{F}, \boldsymbol{H}, \gamma)=\eta J^{-2 / 3}(\boldsymbol{F}: \boldsymbol{F})+\gamma J^{-2}(\boldsymbol{H}: \boldsymbol{H})^{3 / 2} \tag{95}
\end{equation*}
$$

where $\eta$ and $\gamma$ are two positive material parameters of a similar nature to parameters $\alpha$ and $\beta$ appearing in equation (42). The most commonly used expression for the volumetric strain energy component $U(J)$ is given by

$$
\begin{equation*}
U(J)=\frac{1}{2} \kappa(J-1)^{2} . \tag{96}
\end{equation*}
$$

Note that the dependency of the isochoric strain energy function $\hat{W}$ with respect to $J$ implies that the pressure $p$ and the conjugate stress $\Sigma_{J}$ are not identical. They are in fact related by

$$
\begin{equation*}
\Sigma_{J}=\hat{\Sigma}_{J}+p ; \quad \hat{\Sigma}_{J}=\frac{\partial \hat{W}}{\partial J} ; \quad p=U^{\prime}(J) \tag{97}
\end{equation*}
$$

Finally, the tangent elastic operator of this nearly incompressible model can be derived in a manner similar to equation (71) to give

(98)

## 4. Material and Spatial Descriptions

### 4.1. The Second Piola-Kirchhoff tensor

The formulation developed so far has been expressed in terms of the main kinematic variables $\boldsymbol{F}, \boldsymbol{H}$ and $J$. However, material frame indifference implies that the dependency of the strain energy with respect to $\boldsymbol{F}, \boldsymbol{H}$ must be via the right Cauchy-Green tensor $\boldsymbol{C}=\boldsymbol{F}^{T} \boldsymbol{F}$ and its co-factor $\boldsymbol{G}=$ $\boldsymbol{H}^{T} \boldsymbol{H}$. Similarly to the definition of $\left\{\boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H}_{\boldsymbol{x}}, J_{\boldsymbol{x}}\right\}$ (25), it is possible to define analogous strain measures

$$
\begin{align*}
\boldsymbol{C}_{\boldsymbol{x}} & :=\left(\boldsymbol{\nabla}_{0} \boldsymbol{x}\right)^{T}\left(\boldsymbol{\nabla}_{0} \boldsymbol{x}\right)  \tag{99a}\\
\boldsymbol{G}_{\boldsymbol{x}} & :=\frac{1}{2} \boldsymbol{C}_{\boldsymbol{x}} \times \boldsymbol{C}_{\boldsymbol{x}}  \tag{99b}\\
\boldsymbol{C}_{\boldsymbol{x}} & :=\frac{1}{3} \boldsymbol{G}_{\boldsymbol{x}}: \boldsymbol{C}_{\boldsymbol{x}}=\operatorname{det} \boldsymbol{C}_{\boldsymbol{x}} \tag{99c}
\end{align*}
$$

where a similar set of geometric compatibility conditions to (26) would be

$$
\begin{align*}
C & =C_{x}  \tag{100a}\\
G & =G_{x}  \tag{100b}\\
C & =C_{\boldsymbol{x}} \tag{100c}
\end{align*}
$$

where, for consistency, $C=J^{2}$ is being used instead of $J$ as the variable describing the volumetric change. Re-expressing first the strain energy $\Psi$ in terms of the right Cauchy-Green tensor, $\Psi\left(\boldsymbol{F}_{\boldsymbol{x}}\right) \equiv \tilde{\Psi}\left(\boldsymbol{C}_{\boldsymbol{x}}\right)$ (see equation (43)), it is possible to re-write the strain energy as a multi-variable function $\tilde{W}$ as

$$
\begin{equation*}
\tilde{\Psi}\left(\boldsymbol{C}_{\boldsymbol{x}}\right)=\tilde{W}(\boldsymbol{C}, \boldsymbol{G}, C) \tag{101}
\end{equation*}
$$

Notice that in above equation (101), $\tilde{W}$ is expressed in terms of 13 independent variables, namely, $C$ and the six independent components of $\boldsymbol{C}$ and $\boldsymbol{G}$, which are related to $\boldsymbol{C}_{\boldsymbol{x}}$ via the geometric compatibility equations (see equations (99)-(100)). Note, however, that the function $\tilde{W}$ need not to be strictly convex with respect to its variables. For instance, in the case of a Mooney-Rivlin material, $\tilde{W}$ is linear with respect to both $\boldsymbol{C}$ and $\boldsymbol{G}$ as,

$$
\begin{equation*}
\tilde{W}_{M R}(\boldsymbol{C}, \boldsymbol{G}, C)=\alpha \boldsymbol{C}: \boldsymbol{I}+\beta \boldsymbol{G}: \boldsymbol{I}+\tilde{f}(C) ; \quad \tilde{f}(C)=f(\sqrt{C}) . \tag{102}
\end{equation*}
$$

Using the work conjugacy expression between the second Piola-Kirchhoff $\boldsymbol{S}$ and the right Cauchy-Green tensor $\boldsymbol{C}$ given by

$$
\begin{equation*}
D \tilde{\Psi}[\delta \boldsymbol{v}]=\boldsymbol{S}: \frac{1}{2} D \boldsymbol{C}_{\boldsymbol{x}}[\delta \boldsymbol{v}] ; \quad \boldsymbol{S}=2 \frac{\partial \tilde{\Psi}\left(\boldsymbol{C}_{\boldsymbol{x}}\right)}{\partial \boldsymbol{C}_{\boldsymbol{x}}} \tag{103}
\end{equation*}
$$

and defining the conjugate stresses to $\boldsymbol{C}, \boldsymbol{G}$ and $\boldsymbol{C}$ as

$$
\begin{align*}
& \Sigma_{C}:=2 \frac{\partial \tilde{W}}{\partial C}  \tag{104a}\\
& \Sigma_{G}:=2 \frac{\partial \tilde{W}}{\partial \boldsymbol{G}}  \tag{104b}\\
& \Sigma_{C} \tag{104c}
\end{align*},=2 \frac{\partial \tilde{W}}{\partial C},
$$

enables an expression for the second Piola-Kirchhoff tensor to be derived using the same steps employed in equation (49) for the derivation of the first Piola-Kirchhoff tensor to, give

$$
\begin{equation*}
S=\Sigma_{C}+\Sigma_{G} \times C_{x}+\Sigma_{C} \boldsymbol{G}_{x} \tag{105}
\end{equation*}
$$

where in the continuum context, where the geometric compatibility conditions (100) are satisfied strongly, the above equations can be re-expressed as

$$
\begin{equation*}
S=\Sigma_{C}+\Sigma_{G} \times C+\Sigma_{C} G \tag{106}
\end{equation*}
$$

Comparing equation (51) and (106), using the chain rule to relate derivatives with respect to $\boldsymbol{F}, \boldsymbol{H}$ and $J$ to derivatives with respect to $\boldsymbol{C}, \boldsymbol{G}$ and $C$ it is possible to establish the relationships

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\boldsymbol{F}}=\boldsymbol{F} \boldsymbol{\Sigma}_{\boldsymbol{C}} ; \quad \boldsymbol{\Sigma}_{\boldsymbol{H}}=\boldsymbol{H} \boldsymbol{\Sigma}_{\boldsymbol{G}} ; \quad \Sigma_{J}=J \Sigma_{C} \tag{107}
\end{equation*}
$$

For the particular case of a Mooney-Rivlin material, expression (105) becomes

$$
\begin{equation*}
\boldsymbol{S}=2 \alpha \boldsymbol{I}+2 \beta \boldsymbol{I} \times \boldsymbol{C}_{\boldsymbol{x}}+\tilde{f}^{\prime}(C) \boldsymbol{G}_{\boldsymbol{x}} \tag{108}
\end{equation*}
$$

### 4.2. The material elasticity tensor

It is also possible to derive the total Lagrangian elasticity tensor in terms of the Hessian matrix of $\tilde{W}$ following similar steps to those employed in previous sections. For this purpose, note first that the Lagrangian elasticity tensor $\mathcal{C}_{M}$ is usually defined via the second directional derivative of the strain energy expressed in terms of the right Cauchy-Green tensor as.

$$
\begin{align*}
D^{2} \tilde{\Psi}\left(\boldsymbol{C}_{\boldsymbol{x}}\right)[\delta \boldsymbol{v} ; \delta \boldsymbol{u}] & =\frac{1}{2} D \boldsymbol{C}_{\boldsymbol{x}}[\delta \boldsymbol{v}]: \boldsymbol{C}_{M}: \frac{1}{2} D \boldsymbol{C}_{\boldsymbol{x}}[\boldsymbol{u}]+\boldsymbol{S}: \frac{1}{2} D^{2} \boldsymbol{C}_{\boldsymbol{x}}[\delta \boldsymbol{v} ; \boldsymbol{u}] \\
& =\left(\boldsymbol{F}_{\boldsymbol{x}}{ }^{T} \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right): 2 \frac{\partial \boldsymbol{S}}{\partial \boldsymbol{C}_{\boldsymbol{x}}}:\left(\boldsymbol{F}_{\boldsymbol{x}}{ }^{T} \boldsymbol{\nabla}_{0} \boldsymbol{u}\right)+\boldsymbol{S}_{\boldsymbol{x}}:\left[\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right)^{T}\left(\boldsymbol{\nabla}_{0} \boldsymbol{u}\right)\right] \tag{109}
\end{align*}
$$

Note that due to the symmetry of both $\boldsymbol{S}$ and $\boldsymbol{C}$, it is only necessary to consider one of the two terms making up the differential of the right Cauchy-Green tensor. The first term in the above equation can be related to the Hessian of the strain energy functional $\tilde{W}$ using similar steps to those employed above to derive equation (71). Similar algebra eventually leads to

$$
\begin{align*}
& D^{2} \Psi[\delta \boldsymbol{v} ; \boldsymbol{u}]= {[\delta \boldsymbol{C}: \delta \boldsymbol{G}: \delta C]\left[\mathbb{H}_{\tilde{W}}\right]\left[\begin{array}{c}
: \Delta \boldsymbol{C} \\
: \Delta \boldsymbol{G} \\
\Delta C
\end{array}\right]+\boldsymbol{S}:\left[\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right)^{T}\left(\boldsymbol{\nabla}_{0} \boldsymbol{u}\right)\right] } \\
&+\left(\boldsymbol{\Sigma}_{\boldsymbol{G}}+\Sigma_{C} \boldsymbol{C}_{\boldsymbol{x}}\right):\left[\left(\boldsymbol{F}_{\boldsymbol{x}}{ }^{T} \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right) \times\left(\boldsymbol{F}_{\boldsymbol{x}}{ }^{T} \boldsymbol{\nabla}_{0} \boldsymbol{u}\right)\right], \tag{110}
\end{align*}
$$

where the derivatives of $\boldsymbol{C}, \boldsymbol{G}$ and $C$ are (refer to equations (99)-(100))
$\delta \boldsymbol{C}=\boldsymbol{F}_{\boldsymbol{x}}{ }^{T} \nabla_{0} \delta \boldsymbol{v} ; \quad \delta \boldsymbol{G}=\boldsymbol{C}_{\boldsymbol{x}} \times\left(\boldsymbol{F}_{\boldsymbol{x}}{ }^{T} \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right) ; \quad \delta C=\boldsymbol{G}_{\boldsymbol{x}}:\left(\boldsymbol{F}_{\boldsymbol{x}}{ }^{T} \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right)$
and similarly,
$\Delta \boldsymbol{C}=\boldsymbol{F}_{\boldsymbol{x}}{ }^{T} \nabla_{0} \boldsymbol{u} ; \quad \Delta \boldsymbol{G}=\boldsymbol{C}_{\boldsymbol{x}} \times\left(\boldsymbol{F}_{\boldsymbol{x}}{ }^{T} \nabla_{0} \boldsymbol{u}\right) ; \quad \Delta C=\boldsymbol{G}_{\boldsymbol{x}}:\left(\boldsymbol{F}_{\boldsymbol{x}}{ }^{T} \nabla_{0} \boldsymbol{u}\right)$.

Note that since these expressions multiply symmetric tensors only one component of these derivatives, rather than the full symmetric expression, has been used. Note also that for the Mooney-Rivlin material model most of the terms of the Hessian matrix vanish:

$$
\left[\mathbb{H}_{\tilde{W}_{M R}}\right]=\left[\begin{array}{ccc}
\mathbf{0} & \mathbf{0} & \mathbf{0}  \tag{113}\\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \tilde{f}^{\prime \prime}(C)
\end{array}\right] .
$$

In the classical manner, it is possible to obtain the Lagrangian elasticity tensor $\mathcal{C}_{M}$ [4] via differentiation of equation (54) as:

$$
\begin{align*}
\mathcal{C}_{M} & =\left[4 \beta I_{3} \operatorname{tr} \boldsymbol{C}_{\boldsymbol{x}}^{-1}+4 g^{\prime \prime}\left(I_{3}\right) I_{3}^{2}+4 g^{\prime}\left(I_{3}\right) I_{3}\right] \boldsymbol{C}_{\boldsymbol{x}}^{-1} \otimes \boldsymbol{C}_{\boldsymbol{x}}^{-1} \\
& -4 \beta I_{3}\left[\boldsymbol{C}_{\boldsymbol{x}}^{-1} \otimes\left(\boldsymbol{C}_{\boldsymbol{x}}^{-1} \boldsymbol{C}_{\boldsymbol{x}}^{-1}\right)+\left(\boldsymbol{C}_{\boldsymbol{x}}-1 \boldsymbol{C}_{\boldsymbol{x}}^{\boldsymbol{1}}\right) \otimes \boldsymbol{C}_{\boldsymbol{x}}^{-1}\right]  \tag{114}\\
& -4\left[\beta \operatorname{tr} \boldsymbol{C}_{\boldsymbol{x}}^{-1}+g^{\prime}\left(I_{3}\right)\right] I_{3} \boldsymbol{I}-4 \beta I_{3} \boldsymbol{\mathcal { J }}
\end{align*}
$$

where

$$
\begin{equation*}
\boldsymbol{I}=-\frac{\partial \boldsymbol{C}_{x}^{-1}}{\partial \boldsymbol{C}_{x}} ; \quad \mathcal{J}=\frac{\partial\left(\boldsymbol{C}_{x}^{-1} \boldsymbol{C}_{\boldsymbol{x}}^{-1}\right)}{\partial \boldsymbol{C}_{\boldsymbol{x}}} \tag{115}
\end{equation*}
$$

with components given for a symmetric tensor $\boldsymbol{C}_{\boldsymbol{x}}$ [4] as

$$
\begin{equation*}
(\mathcal{I})_{I J K L}=\frac{1}{2}\left[\left(C_{x}\right)_{I K}^{-1}\left(C_{x}\right)_{J L}^{-1}+\left(C_{x}\right)_{I L}^{-1}\left(C_{x}\right)_{J K}^{-1}\right] \tag{116}
\end{equation*}
$$

and

$$
\begin{align*}
(\mathcal{J})_{I J K L}=- & -\frac{1}{2}\left[\left(\boldsymbol{C}_{\boldsymbol{x}}^{-1} \boldsymbol{C}_{\boldsymbol{x}}^{-1}\right)_{I K}\left(\boldsymbol{C}_{\boldsymbol{x}}\right)_{J L}^{-1}+\left(\boldsymbol{C}_{\boldsymbol{x}}^{-1} \boldsymbol{C}_{\boldsymbol{x}}^{-1}\right)_{I L}\left(\boldsymbol{C}_{\boldsymbol{x}}\right)_{J K}^{-1}\right.  \tag{117}\\
& \left.+\left(\boldsymbol{C}_{\boldsymbol{x}}\right)_{I K}^{-1}\left(\boldsymbol{C}_{\boldsymbol{x}}{ }^{-1} \boldsymbol{C}_{\boldsymbol{x}}{ }^{-1}\right)_{J L}+\left(\boldsymbol{C}_{\boldsymbol{x}}\right)_{I L}^{-1}\left(\boldsymbol{C}_{\boldsymbol{x}}^{-1} \boldsymbol{C}_{\boldsymbol{x}}^{-1}\right)_{J K}\right] .
\end{align*}
$$

### 4.3. The Kirchhoff and Cauchy stress tensors

In addition to the first and second Piola-Kirchhoff stresses, it is necessary to derive expressions for the Cauchy and Kirchhoff stresses as often these tensors are needed in order to express plasticity models or simply to display solution results. Such expressions can be relatively easily derived from the standard relationship between these tensors [4]

$$
\begin{equation*}
J_{x} \boldsymbol{\sigma}: \boldsymbol{\nabla} \delta \boldsymbol{v}=\boldsymbol{P}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}=\boldsymbol{P}:\left[(\boldsymbol{\nabla} \delta \boldsymbol{v}) \boldsymbol{F}_{\boldsymbol{x}}\right] \tag{118}
\end{equation*}
$$

with $\boldsymbol{\nabla}:=\frac{\partial}{\partial x}$. Substituting equation (50) for the first Piola-Kirchhoff tensor and recalling that $\boldsymbol{H}_{\boldsymbol{x}} \boldsymbol{F}_{\boldsymbol{x}}{ }^{T} \equiv J_{\boldsymbol{x}} \boldsymbol{I}$ gives,

$$
\begin{equation*}
J_{\boldsymbol{x}} \boldsymbol{\sigma}=\boldsymbol{\tau}=\boldsymbol{\Sigma}_{\boldsymbol{F}} \boldsymbol{F}_{\boldsymbol{x}}{ }^{T}+\left(\boldsymbol{\Sigma}_{\boldsymbol{H}} \times \boldsymbol{F}_{\boldsymbol{x}}\right) \boldsymbol{F}_{\boldsymbol{x}}^{T}+J_{\boldsymbol{x}} \Sigma_{J} \boldsymbol{I} . \tag{119}
\end{equation*}
$$

The second term in the right hand side of above expression can be transformed with the help of property (22) of the tensor cross product by taking $\boldsymbol{B}:=\boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{A}_{1}:=J_{\boldsymbol{x}}^{-1} \boldsymbol{\Sigma}_{\boldsymbol{H}} \boldsymbol{H}_{\boldsymbol{x}}{ }^{T}$ and $\boldsymbol{A}_{2}:=\boldsymbol{I}$ as follows,

$$
\begin{equation*}
\left(\boldsymbol{A}_{1} \boldsymbol{B}\right) \times\left(\boldsymbol{A}_{2} \boldsymbol{B}\right)=\left(J_{\boldsymbol{x}}^{-1} \boldsymbol{\Sigma}_{\boldsymbol{H}} \boldsymbol{H}_{\boldsymbol{x}}{ }^{T} \boldsymbol{F}_{\boldsymbol{x}}\right) \times \boldsymbol{F}_{\boldsymbol{x}}=\boldsymbol{\Sigma}_{\boldsymbol{H}} \times \boldsymbol{F}_{\boldsymbol{x}} \tag{120a}
\end{equation*}
$$

$$
\begin{equation*}
\left(\boldsymbol{A}_{1} \times \boldsymbol{A}_{2}\right) \operatorname{Cof} \boldsymbol{B}=\left[\left(J_{\boldsymbol{x}}^{-1} \boldsymbol{\Sigma}_{\boldsymbol{H}} \boldsymbol{H}_{\boldsymbol{x}}^{T}\right) \times \boldsymbol{I}\right] \boldsymbol{H}_{\boldsymbol{x}}=\left[\left(\boldsymbol{\Sigma}_{\boldsymbol{H}} \boldsymbol{H}_{\boldsymbol{x}}^{T}\right) \times \boldsymbol{I}\right] \boldsymbol{F}_{x}^{-T}, \tag{120b}
\end{equation*}
$$

where equation (2) has been used for the last step in both equations (120a)(120b). Multiplication by $\boldsymbol{F}_{\boldsymbol{x}}{ }^{T}$ on (120a)-(120b) renders:

$$
\begin{equation*}
\left(\boldsymbol{\Sigma}_{\boldsymbol{H}} \times \boldsymbol{F}_{\boldsymbol{x}}\right) \boldsymbol{F}_{\boldsymbol{x}}^{T}=\left(\boldsymbol{\Sigma}_{\boldsymbol{H}} \boldsymbol{H}_{\boldsymbol{x}}^{T}\right) \times \boldsymbol{I} \tag{121}
\end{equation*}
$$

thus giving an expression for the Kirchhoff stresses as:

$$
\begin{equation*}
J_{\boldsymbol{x}} \boldsymbol{\sigma}=\boldsymbol{\tau}=\boldsymbol{\Sigma}_{\boldsymbol{F}} \boldsymbol{F}_{\boldsymbol{x}}^{T}+\left(\boldsymbol{\Sigma}_{\boldsymbol{H}} \boldsymbol{H}_{\boldsymbol{x}}^{T}\right) \times \boldsymbol{I}+J_{\boldsymbol{x}} \Sigma_{J} \boldsymbol{I} \tag{122}
\end{equation*}
$$

or introducing the notation:

$$
\begin{equation*}
\boldsymbol{\tau}_{\boldsymbol{F}}=\boldsymbol{\Sigma}_{\boldsymbol{F}} \boldsymbol{F}_{\boldsymbol{x}}^{T} ; \quad \boldsymbol{\tau}_{\boldsymbol{H}}=\boldsymbol{\Sigma}_{\boldsymbol{H}} \boldsymbol{H}_{\boldsymbol{x}}{ }^{T} ; \quad \tau_{J}=J_{\boldsymbol{x}} \Sigma_{J} \tag{123}
\end{equation*}
$$

gives,

$$
\begin{equation*}
J_{\boldsymbol{x}} \boldsymbol{\sigma}=\boldsymbol{\tau}=\boldsymbol{\tau}_{\boldsymbol{F}}+\boldsymbol{\tau}_{\boldsymbol{H}} \times \boldsymbol{I}+\tau_{J} \boldsymbol{I} . \tag{124}
\end{equation*}
$$

In the continuum context, where geometric compatibility is satisfied exactly,

$$
\begin{equation*}
\boldsymbol{\tau}_{\boldsymbol{F}}=\boldsymbol{\Sigma}_{\boldsymbol{F}} \boldsymbol{F}^{T} ; \quad \boldsymbol{\tau}_{\boldsymbol{H}}=\boldsymbol{\Sigma}_{\boldsymbol{H}} \boldsymbol{H}^{T} ; \quad \tau_{J}=J \Sigma_{J} \tag{125}
\end{equation*}
$$

above equation (124) becomes

$$
\begin{equation*}
J \boldsymbol{\sigma}=\boldsymbol{\tau}=\boldsymbol{\tau}_{\boldsymbol{F}}+\boldsymbol{\tau}_{\boldsymbol{H}} \times \boldsymbol{I}+\tau_{J} \boldsymbol{I} \tag{126}
\end{equation*}
$$

and given that $W$ is a function $\boldsymbol{F}$ and $\boldsymbol{H}$ via $\boldsymbol{F}^{T} \boldsymbol{F}$ and $\boldsymbol{H}^{T} \boldsymbol{H}$ the above Kirchhoff stress components will be symmetric. Note that, if geometric compatibility is not exactly satisfied, this will not be the case and may lead to non-symmetric Cauchy and Kirchhoff stress tensors.

For the particular case of the Mooney-Rivlin model under consideration, above equation (124) leads after simple algebra to:

$$
\begin{equation*}
J_{\boldsymbol{x}} \boldsymbol{\sigma}=\boldsymbol{\tau}=2 \alpha \boldsymbol{b}+2 \beta \boldsymbol{g} \times \boldsymbol{I}+J_{\boldsymbol{x}} f^{\prime}(J) \boldsymbol{I} ; \quad \boldsymbol{b}=\boldsymbol{F}_{\boldsymbol{x}} \boldsymbol{F}_{\boldsymbol{x}}^{T} ; \quad \boldsymbol{g}=\boldsymbol{H}_{\boldsymbol{x}} \boldsymbol{H}_{\boldsymbol{x}}^{T}, \tag{127}
\end{equation*}
$$

Alternatively, in the standard manner [4], postmultiplication of equation (55) by $\boldsymbol{F}_{\boldsymbol{x}}{ }^{T}$ leads to the following expression for the Kirchhoff stress tensor:

$$
\begin{equation*}
\boldsymbol{\tau}=2 \alpha \boldsymbol{b}+2 \beta\left[I_{3}\left(\operatorname{tr} \boldsymbol{b}^{-1}\right) \boldsymbol{I}-I_{3} \boldsymbol{b}^{-1}\right]+2 \boldsymbol{g}^{\prime}\left(I_{3}\right) I_{3} \boldsymbol{I} \tag{128}
\end{equation*}
$$

### 4.4. The spatial elasticity tensor

In the context of a spatial description, it is usually necessary to derive a spatial or Eulerian elasticity tensor which relates the second derivative of the strain energy to the spatial gradients of virtual velocities and displacements. For this purpose, equation ( 71 ) for the tangent elasticity operator is transformed with the help of the chain rule, which provides a relationship between material and spatial gradients, namely $\boldsymbol{\nabla}_{0} \boldsymbol{a}=(\boldsymbol{\nabla} \boldsymbol{a}) \boldsymbol{F}_{\boldsymbol{x}}$ for any field $\boldsymbol{a}$, and the repeated use of property (22). After simple algebra this leads to:

$$
\begin{align*}
D^{2} \Psi[\delta \boldsymbol{v} ; \boldsymbol{u}]= & {\left[(\boldsymbol{\nabla} \delta \boldsymbol{v}) \boldsymbol{F}_{\boldsymbol{x}}:(\boldsymbol{\nabla} \delta \boldsymbol{v} \times \boldsymbol{I}) \boldsymbol{H}_{\boldsymbol{x}}:(\boldsymbol{\nabla} \delta \boldsymbol{v}: \boldsymbol{I}) J_{x}\right]\left[\mathbb{H}_{W}\right]\left[\begin{array}{c}
:(\boldsymbol{\nabla} \boldsymbol{u}) \boldsymbol{F}_{\boldsymbol{x}} \\
:(\boldsymbol{\nabla} \boldsymbol{u} \times \boldsymbol{I}) \boldsymbol{H}_{\boldsymbol{x}} \\
(\boldsymbol{\nabla} \boldsymbol{u}: \boldsymbol{I}) J_{\boldsymbol{x}}
\end{array}\right] } \\
& +\left(\boldsymbol{\Sigma}_{\boldsymbol{H}}+\Sigma_{J} \boldsymbol{F}_{\boldsymbol{x}}\right):\left[(\boldsymbol{\nabla} \delta \boldsymbol{v} \times \boldsymbol{\nabla} \boldsymbol{u}) \boldsymbol{H}_{\boldsymbol{x}}\right] \\
& (\boldsymbol{\nabla} \delta \boldsymbol{v}):(\boldsymbol{\nabla} \delta \boldsymbol{v} \times \boldsymbol{I}): \operatorname{div} \delta \boldsymbol{v}] \boldsymbol{\phi}_{*}\left[\mathbb{H}_{W}\right]\left[\begin{array}{c}
:(\boldsymbol{\nabla} \boldsymbol{u}) \\
:\left(\begin{array}{c}
\boldsymbol{\nabla} \boldsymbol{u} \times \boldsymbol{I}) \\
\operatorname{div} \boldsymbol{u}
\end{array}\right]
\end{array}\right]:(\boldsymbol{\nabla} \delta \boldsymbol{v} \times \boldsymbol{\nabla} \boldsymbol{u}),
\end{align*}
$$

where $\phi_{*}\left[\mathbb{H}_{W}\right]$ denotes the appropriate push forward of the components of the Hessian operator with either $\boldsymbol{F}, \boldsymbol{H}$ or $J$. Specifically, in component form,
this operator is defined for a generic material as:

which for the particular case of Mooney-Rivlin becomes:

$$
\boldsymbol{\phi}_{*}\left[\mathbb{H}_{W}\right]=\left[\begin{array}{ccc}
2 \alpha b_{j l} \delta_{i k} & 0 & 0  \tag{131}\\
0 & 2 \beta g_{j l} \delta_{i k} & 0 \\
0 & 0 & J^{2} f^{\prime \prime}(J)
\end{array}\right]
$$

Substituting this expression into equation (129) gives after simple algebra:

$$
\begin{align*}
D^{2} \Psi_{M R}[\delta \boldsymbol{v} ; \boldsymbol{u}] & =2 \alpha(\boldsymbol{\nabla} \delta \boldsymbol{v}) \boldsymbol{b}: \boldsymbol{\nabla} \boldsymbol{u}+2 \beta(\boldsymbol{\nabla} \delta \boldsymbol{v} \times \boldsymbol{\mathcal { I }}) \boldsymbol{g}:(\boldsymbol{\nabla} \boldsymbol{u} \times \boldsymbol{I}) \\
& \left.+f^{\prime \prime}(J) J^{2} \operatorname{div} \delta \boldsymbol{v} \operatorname{div} \boldsymbol{u}+\left(\boldsymbol{\tau}_{\boldsymbol{H}} \neq \tau_{J} \boldsymbol{I}\right)\right)(\boldsymbol{\nabla} \delta \boldsymbol{v} \times \boldsymbol{\nabla} \boldsymbol{u}) . \tag{132}
\end{align*}
$$

## 5. Isotropic and transversely isotropic elasticity

### 5.1. Isotropic elasticity

In the particular case of isotropic elasticity, the expression for the energy density functional can be established through the invariants $I_{1}, I_{2}$ and $I_{3}$ of the right Cauchy-Green strain tensor (44). A re-definition of the above invariants, more suitable in the case of a isotropic polyconvex energy functional, is given by

$$
\begin{equation*}
I_{1}:=\widehat{\boldsymbol{F}} ; \boldsymbol{F} ; \quad I_{2}:=\boldsymbol{H}: \boldsymbol{H} ; \quad I_{3}:=J^{2}, \tag{133}
\end{equation*}
$$

leading to a representation of the energy density functional as:

$$
\begin{equation*}
W(\boldsymbol{F}, \boldsymbol{H}, J)=w\left(I_{1}, I_{2}, I_{3}\right) . \tag{134}
\end{equation*}
$$

In order to obtain simple expressions for the first Piola-Kirchhoff and elasticity tensors directly in terms of the derivatives of the function $w$ rather than $W$, and making use of the directional derivative equations (32) to (36), note that the first and second derivatives of the invariants are given by

$$
\begin{align*}
& D I_{1}[\delta \boldsymbol{v}]=2 \boldsymbol{F}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} ;  \tag{135}\\
& D I_{2}[\delta \boldsymbol{v}]=2\left(\boldsymbol{F}_{\boldsymbol{x}} \times \boldsymbol{H}\right): \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} ;  \tag{136}\\
& D I_{3}[\delta \boldsymbol{v}]=2 J \boldsymbol{H}_{\boldsymbol{x}}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} ;  \tag{137}\\
& D^{2} I_{1}[\delta \boldsymbol{v} ; \boldsymbol{u}]=2 \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: \boldsymbol{\nabla}_{0} \boldsymbol{u} ;  \tag{138}\\
& D^{2} I_{2}[\delta \boldsymbol{v} ; \boldsymbol{u}]=2\left(\boldsymbol{F}_{\boldsymbol{x}} \times \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right):\left(\boldsymbol{F}_{\boldsymbol{x}} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right)+2 \boldsymbol{H}:\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right)(139)  \tag{:139}\\
& D^{2} I_{3}[\delta \boldsymbol{v} ; \boldsymbol{u}]=2\left(\boldsymbol{H}_{\boldsymbol{x}}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right)\left(\boldsymbol{H}_{\boldsymbol{x}}: \boldsymbol{\nabla}_{0} \boldsymbol{u}\right)+2 J \boldsymbol{F}_{\boldsymbol{x}}:\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right)(130)  \tag{140}\\
& \text { (13) }
\end{align*}
$$

The first Piola-Kirchhoff tensor can be derived either using directly the first three equations above which enable the internal virtual work to be written as

$$
\boldsymbol{P}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}=\left[\mathbb{D}_{w}\right]\left[\begin{array}{c}
2 \boldsymbol{F}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \\
2\left(\boldsymbol{F}_{\boldsymbol{x}} \times \boldsymbol{H}\right): \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \\
2 J \boldsymbol{H}_{\boldsymbol{x}}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}
\end{array}\right] ; \quad\left[\mathbb{D}_{w}\right]=\left[\frac{\partial w}{\partial I_{1}}, \frac{\partial w}{\partial I_{2}}, \frac{\partial w}{\partial I_{3}}\right] \text { (141) }
$$

thereby leading to

$$
\begin{equation*}
\boldsymbol{P}=2 \frac{\partial w}{\partial I_{1}} \boldsymbol{F}+2 \frac{\partial w}{\partial I_{2}} \boldsymbol{H} \times \boldsymbol{F}_{\boldsymbol{x}}+2 \frac{\partial w}{\partial I_{3}} J \boldsymbol{H}_{\boldsymbol{x}} . \tag{142}
\end{equation*}
$$

Alternatively, it is also possible to obtain the same equation for the first Piola-Kirchhoff sress tensor via the work conjugate stresses $\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}$ and $\Sigma_{J}$ and using the chain rule to give

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\boldsymbol{F}}=2 \frac{\partial w}{\partial I_{1}} \boldsymbol{F} ; \quad \boldsymbol{\Sigma}_{\boldsymbol{H}}=2 \frac{\partial w}{\partial I_{2}} \boldsymbol{H} ; \quad \Sigma_{J}=2 \frac{\partial w}{\partial I_{3}} J \tag{143}
\end{equation*}
$$

Introducing these equations into equation (50) leads immediately to equation (142). The tangent elasticity operator can be formulated by differentiating again equation (141), which after simple algebra using the second derivatives of the invariants given above leads to

$$
\begin{gather*}
D^{2} \Psi[\delta \boldsymbol{v} ; \boldsymbol{u}]=\left[\begin{array}{c}
2 \boldsymbol{F}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \\
2\left(\boldsymbol{F}_{x} \times \boldsymbol{H}\right): \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \\
2 J \boldsymbol{H}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}
\end{array}\right]^{T}\left[\mathbb{H}_{w}\right]\left[\begin{array}{c}
2 \boldsymbol{F}: \boldsymbol{\nabla}_{0} \boldsymbol{u} \\
2\left(\boldsymbol{F}_{x} \times \boldsymbol{H}\right): \boldsymbol{\nabla}_{0} \boldsymbol{u} \\
2 J \boldsymbol{H}_{x}: \boldsymbol{\nabla}_{0} \boldsymbol{u}
\end{array}\right] \\
{\left[\begin{array}{c}
2 \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}: \boldsymbol{\nabla}_{0} \boldsymbol{u} \\
2\left(\boldsymbol{F}_{x} \times \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right):\left(\boldsymbol{F}_{x} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right) \\
2\left(\boldsymbol{H}_{x}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right)\left(\boldsymbol{H}_{x}: \boldsymbol{\nabla}_{0} \boldsymbol{u}\right)
\end{array}\right]}  \tag{144}\\
2 \boldsymbol{\mathbb { D } _ { w }}\left[\begin{array}{c}
0 \\
2 \boldsymbol{H}:\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right) \\
2 J \boldsymbol{F}_{\boldsymbol{x}}:\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right)
\end{array}\right], \\
{\left[\mathbb{H}_{w}\right]=\left[\begin{array}{lll}
\frac{\partial^{2} w}{\partial I_{1} \partial I_{1}} & \frac{\partial^{2} w}{\partial I_{1} \partial I_{2}} & \frac{\partial^{2} w}{\partial I_{1} \partial I_{3}} \\
\frac{\partial^{2} w}{\partial I_{2} \partial I_{1}} & \frac{\partial^{2} w}{\partial I_{2} \partial I_{2}} & \frac{\partial^{2} w}{\partial I_{2} \partial I_{3}} \\
\frac{\partial^{2} w}{\partial I_{3} \partial I_{1}} & \frac{\partial^{2} w}{\partial I_{3} \partial I_{2}} & \frac{\partial^{2} w}{\partial I_{3} \partial I_{3}}
\end{array}\right] .}
\end{gather*}
$$

Note that the sum of the first two terms needs to be positive definite for materials with a polyconvex strain energy function, as the last term represents the geometrical term depicted in equation (71).

### 5.2. Transversely isotropic materials

It is possible to derive similar expressions for anisotropic materials by extending the range of invariants taken into account. An example of particular interest in many bioengineering applications is that of transversely isotropic materials [39], [40]. In such cases the strain energy $w_{\text {tr }}\left(I_{1}, I_{2}, I_{3}, I_{4}, I_{5}\right)$ can be expressed as a function of two further invariants, which with the current notation can be defined as

$$
\begin{equation*}
I_{4}:=\boldsymbol{F} \boldsymbol{N} \cdot \boldsymbol{F} \boldsymbol{N} ; \quad I_{5}:=\boldsymbol{H} \boldsymbol{N} \cdot \boldsymbol{H} \boldsymbol{N} \tag{146}
\end{equation*}
$$

where $\boldsymbol{N}$ is a unit material vector defining the direction of transverse isotropy. The first and second derivatives of these two new invariants can be obtained using standard algebra, making use of the directional derivative equations (32) to (34), and the properties of the tensor cross product to give

$$
\begin{align*}
D I_{4}[\delta \boldsymbol{v}] & =2(\boldsymbol{F} \boldsymbol{N} \otimes \boldsymbol{N}): \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} ;  \tag{147}\\
D I_{5}[\delta \boldsymbol{v}] & =2\left[\boldsymbol{F}_{x} \times(\boldsymbol{H} \boldsymbol{N} \otimes \boldsymbol{N})\right]: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} ;  \tag{148}\\
D^{2} I_{4}[\delta \boldsymbol{v} ; \boldsymbol{u}]= & 2\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right) \boldsymbol{N} \cdot\left(\boldsymbol{\nabla}_{0} \boldsymbol{u}\right) \boldsymbol{N} ;  \tag{149}\\
D^{2} I_{5}[\delta \boldsymbol{v} ; \boldsymbol{u}]= & 2\left(\boldsymbol{F}_{x} \times \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right) \boldsymbol{N} \cdot\left(\boldsymbol{F}_{x} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right) \boldsymbol{N}  \tag{150}\\
& +2(\boldsymbol{H} \boldsymbol{N} \otimes \boldsymbol{N}):\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right) . \tag{151}
\end{align*}
$$

The above expressions enable the internal virtual energy to be expressed in terms of the vector $\left[\mathbb{D}_{w_{\mathrm{tr}}}\right]$ containing the derivatives of $w_{\mathrm{tr}}\left(I_{1}, I_{2}, I_{3}, I_{4}, I_{5}\right)$ with respect to the 5 invariants as

$$
\boldsymbol{P}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}=\left[\mathbb{D}_{w_{t r}}\right]\left[\begin{array}{c}
2 \boldsymbol{F}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}  \tag{152}\\
2\left(\boldsymbol{F}_{\boldsymbol{x}} \times \boldsymbol{H}\right): \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \\
2 J \boldsymbol{H}_{x}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \\
2(\boldsymbol{F} \boldsymbol{N} \otimes \boldsymbol{N}): \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \\
2\left[\boldsymbol{F}_{\boldsymbol{x}} \times(\boldsymbol{H} \boldsymbol{N} \otimes \boldsymbol{N})\right]: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}
\end{array}\right]
$$

and therefore the first Piola-Kirchhoff tensor emerges as

$$
\begin{align*}
\boldsymbol{P} & =2 \frac{\partial w}{\partial I_{1}} \boldsymbol{F}+2 \frac{\partial w}{\partial I_{2}} \boldsymbol{H} \times \boldsymbol{F}_{\boldsymbol{x}}+2 \frac{\partial w}{\partial I_{3}} J \boldsymbol{H}_{\boldsymbol{x}}  \tag{153}\\
& +2 \frac{\partial w}{\partial I_{4}}(\boldsymbol{F} \boldsymbol{N} \otimes \boldsymbol{N})+2 \frac{\partial w}{\partial I_{5}}(\boldsymbol{H} \boldsymbol{N} \otimes \boldsymbol{N}) \times \boldsymbol{F}_{\boldsymbol{x}}
\end{align*}
$$

Finally, the tangent elastic operator can be expressed in terms of the $5 \times 5$ Hessian matrix of the function $\left[\mathbb{H}_{w_{t r}}\right]$ using the second derivatives of the two new invariants given in equations (150) and (151). After simple algebra, this leads to

$$
\begin{align*}
& \left.D^{2} \Psi[\delta \boldsymbol{v} ; \boldsymbol{u}]=\left[\begin{array}{c}
2 \boldsymbol{F}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \\
2\left(\boldsymbol{F}_{x} \times \boldsymbol{H}\right): \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \\
2 J \boldsymbol{H}_{\boldsymbol{x}}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \\
2(\boldsymbol{F} \boldsymbol{N} \otimes \boldsymbol{N}): \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \\
2\left[\boldsymbol{F}_{\boldsymbol{x}} \times(\boldsymbol{H} \boldsymbol{N} \otimes \boldsymbol{N})\right]: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}
\end{array}\right] \quad \begin{array}{c}
2 \boldsymbol{F}: \boldsymbol{\nabla}_{0} \boldsymbol{u} \\
2\left(\boldsymbol{F}_{\boldsymbol{x}} \times \boldsymbol{H}\right): \boldsymbol{\nabla}_{0} \boldsymbol{u} \\
2 J \boldsymbol{H}_{\boldsymbol{x}}: \boldsymbol{\nabla}_{0} \boldsymbol{u} \\
2(\boldsymbol{F} \boldsymbol{N} \otimes \boldsymbol{N}): \boldsymbol{\nabla}_{0} \boldsymbol{u} \\
2\left[\boldsymbol{F}_{\boldsymbol{x}} \times(\boldsymbol{H} \boldsymbol{N} \otimes \boldsymbol{N})\right]: \boldsymbol{\nabla}_{0} \boldsymbol{u}
\end{array}\right] \\
& +\left[\mathbb{D}_{w_{t r}}\right]\left[\begin{array}{c}
2 \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \cdot \boldsymbol{\nabla}_{0} \boldsymbol{u} \\
2\left(\boldsymbol{F}_{x} \times \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right):\left(\boldsymbol{F}_{x} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right) \\
2\left(\boldsymbol{H}_{x} \times \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right)\left(\boldsymbol{H}_{x}: \boldsymbol{\nabla}_{0} \boldsymbol{u}\right) \\
2\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right) \boldsymbol{N} \cdot\left(\boldsymbol{\nabla}_{0} \boldsymbol{u}\right) \boldsymbol{N} \\
2\left(\boldsymbol{F}_{x} \times \boldsymbol{\nabla}_{0} \delta \boldsymbol{v}\right) \boldsymbol{N} \cdot\left(\boldsymbol{F}_{x} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right) \boldsymbol{N}
\end{array}\right] \\
& +\left[\mathbb{D}_{\boldsymbol{w}}\left[\begin{array}{c}
0 \\
2 \boldsymbol{H}:\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right) \\
2 J \boldsymbol{F}_{\boldsymbol{x}}:\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right) \\
0 \\
2(\boldsymbol{H} \boldsymbol{N} \otimes \boldsymbol{N}):\left(\boldsymbol{\nabla}_{0} \delta \boldsymbol{v} \times \boldsymbol{\nabla}_{0} \boldsymbol{u}\right)
\end{array}\right] .\right. \tag{154}
\end{align*}
$$

## 6. Variational formulations

This section shows how the proposed tensor cross product algebra can facilitate the formulation of various mixed variational formulations [41, 42] in order to establish the static equilibrium and compatibility equations. The section starts reviewing the standard displacement based variational principle. This provides a useful background for comparison with mixed and complementary energy variational principles presented later in the section.

### 6.1. Standard displacement based variational principle

The solution of large strain elastic problems is often expressed by means of the total energy minimisation variational principle as

$$
\begin{equation*}
\Pi\left(\boldsymbol{x}^{*}\right)=\inf _{\boldsymbol{x} \in \mathcal{X}}\left\{\int_{V} \Psi\left(\boldsymbol{F}_{\boldsymbol{x}}\right) d V-\int_{V} \boldsymbol{f}_{0} \cdot \boldsymbol{x} d V-\int_{\partial_{t} V} \boldsymbol{t}_{0} \cdot \boldsymbol{x} d A\right\} \tag{155}
\end{equation*}
$$

where $\boldsymbol{x}^{*}$ denotes the exact solution and $\mathcal{X}$ the appropriate Sobolev space of functions satisfying the relevant displacement boundary eonditions. The strain energy function in this potential can be replaced by the convex function $W\left(\boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H}_{\boldsymbol{x}}, J_{\boldsymbol{x}}\right)$, where the geometrically compatible strain measures were defined in (25). The stationary condition of this functional leads to the principle of virtual work (or power), commonly written as
$D \Pi[\delta \boldsymbol{v}]=\int_{V} \boldsymbol{P}_{\boldsymbol{x}}: \nabla_{0} \delta \boldsymbol{v} d V-\int_{V} \boldsymbol{f}_{0} \cdot \delta \boldsymbol{v} d V-\int_{\partial_{t} V} \boldsymbol{t}_{0} \cdot \delta \boldsymbol{v} d A=0 ; \quad \forall \delta \boldsymbol{v} \in \mathcal{X}_{0}$.
In this expression, the first Piola-Kirehhoff tensor $\boldsymbol{P}_{\boldsymbol{x}}$ is evaluated in the standard fashion using equation (51) in terms of the gradient of the deformation $\boldsymbol{F}_{\boldsymbol{x}}$ as

$$
\begin{equation*}
\boldsymbol{P}_{\boldsymbol{x}}=\boldsymbol{\Sigma}_{\boldsymbol{F}}^{\boldsymbol{x}}+\boldsymbol{\Sigma}_{\boldsymbol{H}}^{\boldsymbol{x}} \times \boldsymbol{F}_{\boldsymbol{x}}+\Sigma_{J}^{x} \boldsymbol{H}_{\boldsymbol{x}} \tag{157}
\end{equation*}
$$

where the superscript $\boldsymbol{x}$ in the above stresses indicates that they are evaluated in terms of the geometric deformation gradient as

$$
\begin{align*}
\boldsymbol{\Sigma}_{\boldsymbol{F}}^{x} & =\boldsymbol{\Sigma}_{\boldsymbol{F}}\left(\boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H}_{\boldsymbol{x}}, J_{\boldsymbol{x}}\right) ; \\
\boldsymbol{\Sigma}_{\boldsymbol{H}}^{\boldsymbol{x}} & =\boldsymbol{\Sigma}_{\boldsymbol{H}}\left(\boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H}_{\boldsymbol{x}}, J_{\boldsymbol{x}}\right) ;  \tag{158}\\
\Sigma_{J}^{x} & =\Sigma_{J}\left(\boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H}_{\boldsymbol{x}}, J_{\boldsymbol{x}}\right) .
\end{align*}
$$

An iterative Newton-Raphson process to converge towards the solution is usually established by solving a linearized system for the increment $\boldsymbol{u}$ as

$$
\begin{equation*}
D^{2} \Pi[\delta \boldsymbol{v} ; \boldsymbol{u}]=-D \Pi\left(\boldsymbol{x}_{k}\right)[\delta \boldsymbol{v}] ; \quad \boldsymbol{x}_{k+1}=\boldsymbol{x}_{k}+\boldsymbol{u} \tag{159}
\end{equation*}
$$

where in the absence of follower forces, the second derivative of the total energy functional is given by

$$
\begin{equation*}
D^{2} \Pi[\delta \boldsymbol{v} ; \boldsymbol{u}]=\int_{V} D^{2} \Psi\left[\boldsymbol{\nabla}_{0} \delta \boldsymbol{v}, \boldsymbol{\nabla}_{0} \boldsymbol{u}\right] d V \tag{160}
\end{equation*}
$$

where the tangent operator is evaluated using equation (71).

### 6.2. Mixed Variational Principle

An equivalent but alternative expression for the total energy variational principle can be written in terms of the geometry and strain variables as a constrained minimisation problem in the form

$$
\begin{equation*}
\Pi\left(\boldsymbol{x}^{*}\right)=\inf _{\substack{\boldsymbol{x}, \boldsymbol{F}, \boldsymbol{H}, J_{s}, \text { s.t. } \\ \boldsymbol{F}=\boldsymbol{F}_{x}, J=J_{x},}}\left\{\int_{V} W(\boldsymbol{F}, \boldsymbol{H}, J) d V-\int_{V} \boldsymbol{f}_{0} \cdot \boldsymbol{x} d V-\int_{\partial_{t} V} \boldsymbol{t}_{0} \boldsymbol{x} d A\right\} . \tag{161}
\end{equation*}
$$

Using a standard Lagrange multiplier approach to enforce the compatibility constraints gives the following augmented mixed variational principle

$$
\begin{align*}
& \Pi_{M}\left(\boldsymbol{x}^{*}, \boldsymbol{F}^{*}, \boldsymbol{H}^{*}, J^{*}, \boldsymbol{\Sigma}_{\boldsymbol{F}}{ }^{*}, \boldsymbol{\Sigma}_{\boldsymbol{H}}^{*}, \Sigma_{J}^{*}\right)=\inf _{\boldsymbol{x}, \boldsymbol{F}, \boldsymbol{H}, J}\left\{\operatorname { s u p } _ { \boldsymbol { \Sigma } _ { \boldsymbol { F } } , \boldsymbol { \Sigma } _ { \boldsymbol { H } } , \Sigma ) } \left\{_{V} \int_{V} W(\boldsymbol{F}, \boldsymbol{H}, J) d V\right.\right. \\
& +\int_{V} \boldsymbol{\Sigma}_{\boldsymbol{F}}:\left(\boldsymbol{F}_{\boldsymbol{x}}-\boldsymbol{F}\right) d V+\int_{V} \boldsymbol{\Sigma}_{\boldsymbol{H}}:\left(\boldsymbol{H}_{\boldsymbol{x}}-\boldsymbol{H}\right) d V+\int_{V} \Sigma_{J}\left(J_{\boldsymbol{x}}-J\right) d V \\
& \left.-\int_{V} \boldsymbol{f}_{0} \cdot \boldsymbol{x} d V-\int_{\partial_{t} V} \boldsymbol{t}_{0} \cdot \boldsymbol{x} d A\right\} \tag{162}
\end{align*}
$$

This expression belongs to the general class of Hu-Washizu type of mixed variational principles [43] which have been widely used for the development of enhanced finite element formulations [4]. Note that the stress variables $\left\{\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}, \Sigma_{J}\right\}$ in this expression, at this stage, are simply Lagrange multipliers and are as yet unconnected to the strain variables. Both stress and strain variables belong to appropriate Sobolev function spaces, which generally require simple piecewise continuity and are unrestricted on the boundaries.

The stationary condition of the above augmented Lagrangian with respect to the first variable enforces equilibrium in the form of the principle of virtual work as

$$
\begin{equation*}
D_{1} \Pi_{M}[\delta \boldsymbol{v}]=\int_{V} \boldsymbol{P}_{M}: \nabla_{0} \delta \boldsymbol{v} d V-\int_{V} \boldsymbol{f}_{0} \cdot \delta \boldsymbol{v} d V-\int_{\partial_{t} V} \boldsymbol{t}_{0} \cdot \delta \boldsymbol{v} d A=0 \tag{163}
\end{equation*}
$$

where the first Piola-Kirchhoff stress now emerges as

$$
\begin{equation*}
\boldsymbol{P}_{M}=\boldsymbol{\Sigma}_{\boldsymbol{F}}+\boldsymbol{\Sigma}_{\boldsymbol{H}} \times \boldsymbol{F}_{\boldsymbol{x}}+\Sigma_{J} \boldsymbol{H}_{\boldsymbol{x}} \tag{164}
\end{equation*}
$$

which is an identical expression to that of equation (50). The stationary conditions with respect to the three strain variables enforce the constitutive relationships between the stresses and the derivatives of the strain energy in a weak form

$$
\begin{aligned}
D_{2,3,4} \Pi_{M}[\delta \boldsymbol{F}, \delta \boldsymbol{H}, \delta J] & =\int_{V}\left(\frac{\partial W}{\partial \boldsymbol{F}}-\boldsymbol{\Sigma}_{\boldsymbol{F}}\right): \delta \boldsymbol{F} d V+\int_{V}\left(\frac{\partial W}{\partial \boldsymbol{H}}-\boldsymbol{\Sigma}_{\boldsymbol{H}}\right): \delta \boldsymbol{H} d V \\
& +\int_{V}\left(\frac{\partial W}{\partial J}-\Sigma_{J}\right) \delta J d V=0
\end{aligned}
$$

Finally, the stationary conditions with respect to the stress variables enforce the geometric compatibility conditions between strains and geometry

$$
\begin{align*}
D_{5,6,7} \Pi_{M}\left[\delta \boldsymbol{\Sigma}_{\boldsymbol{F}}, \delta \boldsymbol{\Sigma}_{\boldsymbol{H}}, \delta \Sigma_{J}\right] & =\int_{V} \delta \boldsymbol{\Sigma}_{\boldsymbol{F}}:\left(\boldsymbol{F}_{\boldsymbol{x}}-\boldsymbol{\boldsymbol { F }}\right) d V-\int_{V} \delta \boldsymbol{\Sigma}_{\boldsymbol{H}}:\left(\boldsymbol{H}_{\boldsymbol{x}}-\boldsymbol{H}\right) d V \\
& +\int_{V} \delta \Sigma_{J}\left(J_{\boldsymbol{x}}-\delta\right) d V \tag{166}
\end{align*}
$$

The second derivatives of the above functional required for a nonlinear Newton-Raphson solution process are given in Reference [2] in the context of a finite element implementation.

The set of equations deriyed in this section enables the use of different spaces for each of the problem variables. This level of flexibility may be useful but it is costly in a computational context given the large number of unknowns generated in the process. An alternative approach that significantly reduces the number of problem variables is presented in the next section.

### 6.3. Mixed Complementary Energy Principle

In order to derive a variational principle in terms of the complementary energy, recall first the mixed variational principle (162) with a different or-
dering of terms

$$
\begin{align*}
& \Pi_{M}\left(\boldsymbol{x}^{*}, \boldsymbol{F}^{*}, \boldsymbol{H}^{*}, J^{*}, \boldsymbol{\Sigma}_{\boldsymbol{F}}^{*}, \boldsymbol{\Sigma}_{\boldsymbol{H}}^{*}, \Sigma_{J}^{*}\right)=\inf _{\boldsymbol{x}, \boldsymbol{F}, \boldsymbol{H}, J}\left\{\sup _{\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}, \Sigma_{J}}\{ \right. \\
& -\int_{V}\left[\boldsymbol{\Sigma}_{\boldsymbol{F}}: \boldsymbol{F}+\boldsymbol{\Sigma}_{\boldsymbol{H}}: \boldsymbol{H}+\Sigma_{J} J-W(\boldsymbol{F}, \boldsymbol{H}, J)\right] d V-\int_{V} \boldsymbol{f}_{0} \cdot \boldsymbol{x} d V-\boldsymbol{t}_{0} \cdot \boldsymbol{x} d A \\
& \left.\left.+\int_{V} \boldsymbol{\Sigma}_{\boldsymbol{F}}: \boldsymbol{F}_{\boldsymbol{x}} d V+\int_{V} \boldsymbol{\Sigma}_{\boldsymbol{H}}: \boldsymbol{H}_{\boldsymbol{x}} d V+\int_{V} \Sigma_{J} J_{\boldsymbol{x}} d V\right\}\right\} \tag{167}
\end{align*}
$$

Comparing the term in square brackets in the first integral with the definition of the complementary energy given by equation (56), enables a mixed complementary variational principle to be established as ${ }^{3}$

$$
\begin{align*}
& \Pi_{C}\left(\boldsymbol{x}^{*}, \boldsymbol{\Sigma}_{\boldsymbol{F}}{ }^{*}, \boldsymbol{\Sigma}_{\boldsymbol{H}}^{*}, \Sigma_{J}^{*}\right)=\inf _{\boldsymbol{x}}\left\{\operatorname { s u p } _ { \boldsymbol { \Sigma } _ { \boldsymbol { F } } , \boldsymbol { \Sigma } _ { \boldsymbol { H } } , \Sigma _ { J } } \left\{-\int_{V} \Upsilon\left(\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}, \Sigma_{J}\right) d V\right.\right. \\
& \left.\left.+\int_{V} \boldsymbol{\Sigma}_{\boldsymbol{F}}: \boldsymbol{F}_{\boldsymbol{x}} d V+\int_{V} \boldsymbol{\Sigma}_{\boldsymbol{H}}: \boldsymbol{H}_{\boldsymbol{x}} d V+\int_{V} \Sigma_{J} J_{\boldsymbol{x}} d V-\int_{V} \boldsymbol{f}_{0} \cdot \boldsymbol{x} d V-\int_{\partial_{t} V} \boldsymbol{t}_{0} \cdot \boldsymbol{x} d A\right\}\right\} \tag{168}
\end{align*}
$$

This represents a Helinger-Reissner type of variational principle [4]. The stationary condition of this principle with respect to its first variable, the geometry, enforces equilibrium in a manner identical to equations (163) and (164), that is,

$$
\begin{gather*}
D_{1} \Pi_{C}[\delta \boldsymbol{v}] \Rightarrow D_{1} \Pi_{M}[\delta \boldsymbol{v}]=\int_{V} \boldsymbol{P}_{M}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} d V-\int_{V} \boldsymbol{f}_{0} \cdot \delta \boldsymbol{v} d V-\int_{\partial_{t} V} \boldsymbol{t}_{0} \cdot \delta \boldsymbol{v} d A=0 \\
\boldsymbol{P}_{C}=\boldsymbol{P}_{M}=\boldsymbol{\Sigma}_{\boldsymbol{F}}+\boldsymbol{\Sigma}_{\boldsymbol{H}} \times \boldsymbol{F}_{\boldsymbol{x}}+\Sigma_{J} \boldsymbol{H}_{\boldsymbol{x}} \tag{169}
\end{gather*}
$$

Similarly, the stationary conditions with respect to stresses, enforce the

[^1]geometric compatibility conditions, now expressed as,
\[

$$
\begin{align*}
D_{2,3,4} \Pi_{C}\left[\delta \boldsymbol{\Sigma}_{\boldsymbol{F}}, \delta \boldsymbol{\Sigma}_{\boldsymbol{H}}, \delta \Sigma_{J}\right] & =\int_{V} \delta \boldsymbol{\Sigma}_{\boldsymbol{F}}:\left(\boldsymbol{F}_{\boldsymbol{x}}-\frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{F}}}\right) d V \\
& +\int_{V} \delta \boldsymbol{\Sigma}_{\boldsymbol{H}}:\left(\boldsymbol{H}_{\boldsymbol{x}}-\frac{\partial \Upsilon}{\partial \boldsymbol{\Sigma}_{\boldsymbol{H}}}\right) d V  \tag{170}\\
& +\int_{V} \delta \Sigma_{J}\left(J_{\boldsymbol{x}}-\frac{\partial \Upsilon}{\partial \Sigma_{J}}\right) d V
\end{align*}
$$
\]

The second derivatives of this complementary functional and its use in the context of finite element discretisations is discussed in detail in Reference [2].

### 6.4. Variational principles for incompressible and nearly incompressible models

Many applications of practical importance rely on the decomposition of the strain energy into isochoric and volumetric components. For such cases, it is possible to modify the variational formulations above in such a way that different approaches are used for the isochoric and volumetric components. In particular, it is often useful to follow a standard displacement based formulation for the isochoric component and a mixed approach for the volumetric terms [5]. In the present framework, this leads to the following hybrid mixed variational principle

$$
\begin{align*}
\hat{H}_{M}\left(\boldsymbol{x}^{*}, J^{*}, p^{*}\right) & =\inf _{\boldsymbol{x}, J}\left\{\operatorname { s u p } _ { p } \left\{\int_{V} \hat{W}\left(\boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H}_{\boldsymbol{x}}, J_{\boldsymbol{x}}\right) d V\right.\right. \\
& +\int_{V} U(J) d V+\int_{V} p\left(J_{\boldsymbol{x}}-J\right) d V  \tag{171}\\
& \left.\left.-\int_{V} \boldsymbol{f}_{0} \cdot \boldsymbol{x} d V-\int_{\partial_{t} V} \boldsymbol{t}_{0} \cdot \boldsymbol{x} d A\right\}\right\}
\end{align*}
$$

where $\hat{W}$ and $U$ are the isochoric and volumetric components of the strain energy defined in Section 3.7. Note that, in general $\hat{W}$, will be a direct function of the volume ratio. This volume ratio is expressed differently in
the two terms making up the strain energy: it is directly evaluated from the geometry in the iscochoric strain energy, whereas it is expressed as an independent variable $J$ in the volumetric component. The third integral term above enforces the compatibility between these two measures. The particular case of full incompressibility can be obtained by simply taking $J=1$ in the above expression to give

$$
\begin{align*}
\hat{\Pi}_{M}^{I}\left(\boldsymbol{x}^{*}, p^{*}\right) & =\inf _{\boldsymbol{x}, J}\left\{\operatorname { s u p } _ { p } \left\{\int_{V} \hat{W}\left(\boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H}_{\boldsymbol{x}}, J_{\boldsymbol{x}}\right) d V+\int_{V} p\left(J_{\boldsymbol{x}}-1\right) d V\right.\right. \\
& \left.\left.-\int_{V} \boldsymbol{f}_{0} \cdot \boldsymbol{x} d V-\int_{\partial_{t} V} \boldsymbol{t}_{0} \cdot \boldsymbol{x} d A\right\}\right\} \tag{172}
\end{align*}
$$

The stationary conditions of these hybrid functionals are evaluated in the same fashion as above. For instance, the first derivative with respect to geometry gives the principle of virtual work as

$$
\begin{gather*}
D_{1} \hat{\Pi}_{M}[\delta \boldsymbol{v}]=D_{1} \hat{\Pi}_{M}^{I}[\delta \boldsymbol{v}]=\int_{\partial^{1}} \boldsymbol{P}_{I}: \boldsymbol{\nabla}_{0} \delta \boldsymbol{v} d V-\int_{V} \boldsymbol{f}_{0} \cdot \delta \boldsymbol{v} d V \\
\boldsymbol{t}_{0} \cdot \delta \boldsymbol{v} d A=0, \tag{173}
\end{gather*}
$$

where the first Piola-Kirchoff stress tensor is now evaluated as

$$
\begin{equation*}
\boldsymbol{P}_{I}=\boldsymbol{\Sigma}_{\boldsymbol{F}}^{\boldsymbol{x}}+\boldsymbol{\Sigma}_{\boldsymbol{H}}^{x} \times \boldsymbol{F}_{\boldsymbol{x}}+\Sigma_{J} \boldsymbol{H}_{\boldsymbol{x}} ; \quad \Sigma_{J}=\hat{\Sigma}_{J}^{x}+p \tag{174}
\end{equation*}
$$

and the last term in (174) indicates that the volumetric conjugate stress includes a component due to the independent variable $p$ as well as a contribution due to the isochoric strain energy function as

$$
\begin{equation*}
\hat{\Sigma_{J}^{\boldsymbol{x}}}=\frac{\partial \hat{W}\left(\boldsymbol{F}_{\boldsymbol{x}}, \boldsymbol{H}_{\boldsymbol{x}}, J_{\boldsymbol{x}}\right)}{\partial J_{\boldsymbol{x}}} \tag{175}
\end{equation*}
$$

The first derivative with respect to $J$ enforces the volumetric component of the constitutive model as

$$
\begin{equation*}
D_{2} \hat{\Pi}_{M}[\delta J]=\int_{V}\left(U^{\prime}(J)-p\right) \delta J d V=0 \tag{176}
\end{equation*}
$$

Finally, the stationary condition with respect to the pressure enforces geometric compatibility between $J$ and $J_{\boldsymbol{x}}$ as

$$
\begin{aligned}
& D_{3} \hat{\Pi}_{M}[\delta p]=\int_{V}\left(J_{\boldsymbol{x}}-J\right) \delta p d V=0 ; \\
& D_{2} \hat{\Pi}_{M}^{I}[\delta p]=\int_{V}\left(J_{\boldsymbol{x}}-1\right) \delta p d V=0 .
\end{aligned}
$$

### 6.5. Alternative mixed variational principles

The enforcement of the geometrical compatibility constraints/in the mixed principles presented above can be formulated in a variety of forms. For instance, the constraint for the area map $\boldsymbol{H}$ can be expressed directly in terms of $\boldsymbol{F}_{\boldsymbol{x}}$ or indirectly in terms of $\boldsymbol{F}$. Similarly, $\boldsymbol{J}$ can be related to $\operatorname{det} \boldsymbol{F}$ or to $\frac{1}{3} \boldsymbol{H}: \boldsymbol{F}$ or even to $\frac{1}{3} \boldsymbol{H}: \boldsymbol{F}_{\boldsymbol{x}}$. In this way, alternative variational principles may be constructed. As an example of the resulting type of functional consider the expression

$$
\begin{align*}
\tilde{\Pi}_{M}\left(\boldsymbol{x}^{*}, \boldsymbol{F}^{*}, \boldsymbol{H}^{*}, J^{*}, \boldsymbol{\Gamma}_{\boldsymbol{F}}^{*}, \Gamma_{\boldsymbol{H}}^{*}, \Gamma_{J}^{*}\right)= & \inf _{\boldsymbol{x}, \boldsymbol{F}, \boldsymbol{H}, J}\left\{\operatorname { s u p } _ { \boldsymbol { \Gamma } _ { \boldsymbol { F } } , \boldsymbol { \Gamma } _ { \boldsymbol { H } } , \Gamma _ { J } } \left\{\int_{V} W(\boldsymbol{F}, \boldsymbol{H}, J) d V\right.\right. \\
& +\int_{V} \boldsymbol{\Gamma}_{\boldsymbol{F}}:\left(\boldsymbol{F}_{\boldsymbol{x}}-\boldsymbol{F}\right) d V \\
& +\int_{V} \boldsymbol{\Gamma}_{\boldsymbol{H}}:\left(\frac{1}{2} \boldsymbol{F} \times \boldsymbol{F}_{\boldsymbol{x}}-\boldsymbol{H}\right) d V \\
& +\int_{V} \Gamma_{J}\left(\frac{1}{3} \boldsymbol{H}: \boldsymbol{F}_{\boldsymbol{x}}-J\right) d V \\
& \left.\left.-\int_{V} \boldsymbol{f}_{0} \cdot \boldsymbol{x} d V-\int_{\partial_{t} V} \boldsymbol{t}_{0} \cdot \boldsymbol{x} d A\right\}\right\} \tag{178}
\end{align*}
$$

Note that the stress variables $\left\{\boldsymbol{\Gamma}_{\boldsymbol{F}}, \boldsymbol{\Gamma}_{\boldsymbol{H}}, \Gamma_{J}\right\}$ in this expression are simply Lagrange multipliers and will generally not coincide with the conjugate stresses $\left\{\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}, \Sigma_{J}\right\}$ as shown below.

The stationary condition of the above Lagrangian with respect to the first
variable enforces equilibrium in the form of the principle of virtual work as

$$
\begin{equation*}
D_{1} \tilde{\Pi}_{M}[\delta \boldsymbol{v}]=\int_{V} \tilde{\boldsymbol{P}}_{M}: \nabla_{0} \delta \boldsymbol{v} d V-\int_{V} \boldsymbol{f}_{0} \cdot \delta \boldsymbol{v} d V-\int_{\partial_{t} V} \boldsymbol{t}_{0} \cdot \delta \boldsymbol{v} d A=0 \tag{179}
\end{equation*}
$$

where the first Piola-Kirchhoff stress now emerges as

$$
\begin{equation*}
\tilde{\boldsymbol{P}}_{M}=\boldsymbol{\Gamma}_{\boldsymbol{F}}+\frac{1}{2} \boldsymbol{\Gamma}_{\boldsymbol{H}} \times \boldsymbol{F}+\frac{1}{3} \Gamma_{J} \boldsymbol{H} \tag{180}
\end{equation*}
$$

The stationary conditions with respect to the three strain variables enforce the constitute relationships between the stress multiphers and the derivatives of the strain energy in a weak form

$$
\begin{align*}
D_{2,3,4} \tilde{\Pi}_{M}[\delta \boldsymbol{F}, \delta \boldsymbol{H}, \delta J] & =\int_{V}\left(\frac{\partial W}{\partial \boldsymbol{F}}-\boldsymbol{\Gamma}_{\boldsymbol{F}}+\frac{1}{2} \boldsymbol{\Gamma}_{\boldsymbol{H}} \times \boldsymbol{F}_{\boldsymbol{x}}\right): \delta \boldsymbol{F} d V \\
& +\int_{V}\left(\frac{\partial W}{\partial \boldsymbol{H}}-\boldsymbol{\Gamma}_{\boldsymbol{H}}+\frac{1}{3} \Gamma_{J} \boldsymbol{F}_{\boldsymbol{x}}\right): \delta \boldsymbol{H} d V  \tag{181}\\
& +\int_{V}\left(\frac{\partial W}{\partial J}-\Gamma_{J}\right) \delta J d V=0 .
\end{align*}
$$

Note that for sufficiently rich function spaces the above equation gives relationships between the stress Lagrange multipliers and the conjugate stresses as

$$
\begin{align*}
& \Gamma_{J}=\Sigma_{J} ; \quad \Sigma_{J}=\frac{\partial W}{\partial J} ;  \tag{182}\\
& \Gamma_{\boldsymbol{H}}=\boldsymbol{\Sigma}_{\boldsymbol{H}}+\frac{1}{3} \Sigma_{J} \boldsymbol{F}_{\boldsymbol{x}} ; \quad \boldsymbol{\Sigma}_{\boldsymbol{H}}=\frac{\partial W}{\partial \boldsymbol{H}} ;  \tag{183}\\
& \boldsymbol{\Gamma}_{\boldsymbol{F}}=\boldsymbol{\Sigma}_{\boldsymbol{F}}+\frac{1}{2} \boldsymbol{\Sigma}_{\boldsymbol{H}} \times \boldsymbol{F}_{\boldsymbol{x}}+\frac{1}{6} \Sigma_{J} \boldsymbol{F}_{\boldsymbol{x}} \times \boldsymbol{F}_{\boldsymbol{x}} ; \quad \boldsymbol{\Sigma}_{\boldsymbol{F}}=\frac{\partial W}{\partial \boldsymbol{F}} . \tag{184}
\end{align*}
$$

Substituting these relationships into equation (180) gives a hybrid relationship for the first Piola-Kirchhoff stress tensor as:

$$
\begin{equation*}
\tilde{\boldsymbol{P}}_{M}=\boldsymbol{\Gamma}_{\boldsymbol{F}}+\boldsymbol{\Sigma}_{\boldsymbol{H}} \times \overline{\boldsymbol{F}}+\Sigma_{J} \overline{\boldsymbol{H}} \tag{185}
\end{equation*}
$$

where the average fibre and area maps are:

$$
\begin{align*}
\overline{\boldsymbol{F}} & =\frac{1}{2}\left(\boldsymbol{F}+\boldsymbol{F}_{\boldsymbol{x}}\right)  \tag{186}\\
\overline{\boldsymbol{H}} & =\frac{1}{3}\left(\boldsymbol{H}+\boldsymbol{F}_{\boldsymbol{x}} \times \overline{\boldsymbol{F}}\right) \tag{187}
\end{align*}
$$

Finally, the stationary conditions with respect to the stress variables enforce the geometric compatibility conditions between strains and geometry

$$
\left.\begin{array}{rl}
D_{5,6,7} \tilde{\Pi}_{M}\left[\delta \boldsymbol{\Sigma}_{\boldsymbol{F}}, \delta \boldsymbol{\Sigma}_{\boldsymbol{H}}, \delta \Sigma_{J}\right] & =\int_{V} \delta \boldsymbol{\Sigma}_{\boldsymbol{F}}:\left(\boldsymbol{F}_{\boldsymbol{x}}-\boldsymbol{F}\right) d V \\
& +\int_{V} \delta \boldsymbol{\Gamma}_{\boldsymbol{H}}:\left(\frac{1}{2} \boldsymbol{F} \times \boldsymbol{F}_{\boldsymbol{x}}-\boldsymbol{H}\right) d V \\
& +\int_{V} \delta \Gamma_{J}\left(\frac{1}{3} \boldsymbol{H}: \boldsymbol{F}_{\boldsymbol{x}}-J\right) d \mathrm{~V} .
\end{array}\right\}
$$

This paper has provided a novel approach to formulate polyconvex large strain elasticity using a simplified algebra provided by the tensor cross product, originally presented by de Boer [1] and recently re-introduced by Bonet et al. in [2] and [3]. The key novel contributions of the work presented here are:

- The use of the tensor cross product and its properties to define the area map, its derivatives and the derivatives of the volume map, which leads to much simpler algebra to that commonly used in the past for large strain elasticity.
- The definition of stresses $\left\{\boldsymbol{\Sigma}_{\boldsymbol{F}}, \boldsymbol{\Sigma}_{\boldsymbol{H}}, \Sigma_{J}\right\}$ conjugate to the main extended kinematic variable set $\{\boldsymbol{F}, \boldsymbol{H}, J\}$, which are elegantly related to the classical stress tensors, and the introduction of a convex complementary strain energy functional in terms of this new set of conjugate stresses.
- The derivation of compatibility and equilibrium equations for the conjugate set of stresses.
- The development of a new set of formulae for material and spatial elasticity tensor in a manner that clearly separates physical components from geometrical dependencies.
- The application of the proposed methodology for isotropic and transversely isotropic constitutive models where the strain energy can be expressed as functions of a set of invariants
- The development of a series of mixed and complementary variational principles which enforce equilibrium in the form of a principle of virtual work together with the geometric compatibility constraints in a weak form.

Throughout the paper, the simple case of both compressible and nearly incompressible Mooney-Rivlin materials has been used as an example of application of the methodology proposed. Future work will consider the extension of the present framework to electromechanical phenomena.
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