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ABSTRACT
This article offers an overview of a musical performance in-
strument that leverages bimodal muscle sensing for the soni-
fication of motion. Namely, the instrument a) captures the
sound produced by a performer’s muscles and makes it avail-
able for real-time audio processing, and b) enables a per-
former to drive the processing parameters using high-level
features extracted from muscle activity. This enables the
performer to produce and finely shape sound with gestures
that do not need to be specified beforehand as a vocabulary
of a finite number of movements. This allows the performer
and the software to create an open-ended range of sonified
movements which arise from the interplay of bodily mecha-
nisms and software processes.

Categories and Subject Descriptors
H.5.2 [User Interface]: Input devices and strategies; H.5.5
[Sound and Music Computing]: Modeling—Signal anal-
ysis, synthesis, and processing

General Terms
Human Factors, Design, Measurement

1. INTRODUCTION
The instrument that will be described here manipulates

sounds coming from the performer’s body. Namely, the in-
strument uses live sampling to process an acoustic oscillation
produced by the muscle at the onset of a contraction. Also
known as muscle sound or MMG, this is an acoustic biosignal
sitting between 1-50Hz that can be amplified and heard [6]
through headphones and loudspeakers. The muscle sound
is a valuable sound source for its acoustic dynamics reflects
closely the physical dynamics of movement. For instance,
a strong, sudden and fast arm contraction produces a loud
muscle sound with a sharp attack and a very short release.
The live sampling of the muscle sound is driven by a model
of the performer’s muscle activity, which is computed by
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extracting features from the same muscle sound and a dis-
tinct muscle biosignal, the electromyogram or EMG. Thus,
the sonified motion arises from the interplay between corpo-
real mechanisms and software processes. This work builds
upon previous research where single-channel and bimodal
biosignals were used for digital music performance, more
relevantly [7] [3], and [8] [4]. Specifically, the present work
extends those studies by looking at the computational mod-
eling of muscle activity using the MMG and EMG muscle
biosignals in a bimodal configuration.

2. MODELING MUSCLE ACTIVITY
The MMG and EMG are signals produced at different

moments of muscle contraction and thus provide comple-
mentary information on the movement articulation [4]. The
MMG is a low frequency vibration emitted by a muscle at
the onset of a contraction. It is captured in the form of
sound using a contact-less microphone sensor worn on the
skin1. The EMG is an electrical biosignal that arises from
neurons firing to trigger muscle contraction. It is captured
in the form of electrical voltage using electrodes touching the
skin2. By extracting and quantifying selected frequency- and
time-domain features from both the MMG and EMG the in-
strument obtains a model of a performer’s muscular activity.
The features were selected from the related biomedical lit-
erature in virtue of their capability to provide information
on dynamic, whole-body gestures.

Spectral Variance is the standard deviation of the energy
contained in the frequency spectra. It is an indicator
of the strength of the contraction.

Activation is the averaged amount of 1-bin-wide peaks de-
tected in the frequency spectra3. It conveys informa-
tion on the complexity of the contraction.

Change Rate is the second order derivative of the spectral
variance. It provides information on how the muscular
articulation shifts from low to high force over time4.

Mobility is the standard deviation of the first derivative
of the signal over the standard deviation of the signal.
It conveys information on the change in complexity of
the signals.

1The Xth Sense. See http://res.marcodonnarumma.com
2The BioFlex. http://infusioninstruments.com
3Distance between noise floor and peak level is user-defined.
4A constantly decreasing change rate also indicates fatigue.
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The set of high-level features described above is mapped
into a user-defined number of parameters that drive the pro-
cessing of the muscle sound (Figure 1). The muscle sound
is used as the exclusive sound source for the musical com-
position. The resulting sound output is a mix of the natural
muscle sound and its digital counterpart that finely reflect
the dynamics of the performer’s physical movement, without
the need for a pre-determined gesture vocabulary.
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Figure 1: The instrument engine. A model of mus-
cle activity is computed from high-level features of
both MMG and EMG biosignals. The model is then
mapped into parameters that drive the processing
of the muscle sound.

3. PLAYING WITH BIOSIGNALS
For a player, being able to create a specific sonority by

skilfully articulating physical gestures is gratifying. On a
traditional instrument limb coordination is critical to both
the qualities of the music and the pleasure of performing.
This can be a difficult capability to achieve with digital mu-
sical instruments. This is especially true for multimodal
biosignal-based musical instruments like the one described
here, as i) they do not offer haptic feedback and ii) rely on
corporeal processes that are conditioned by the autonomic
system. In this sense, there are some aspects of muscular
activity that increase the playfulness of the instrument.

Strength to loudness. A basic characteristic of the mus-
cle sound is that its loudness increases with the strength
of the contraction [1]. A simple and useful mapping
technique is to extend the relationship between strength
and loudness by adding multiple dimensions to it.

Sympathetic muscle actvity. A limb flexion enacts sym-
pathetic vibrations of the adjacent limbs. The biosig-

nal analysed at the capture point is the sum of interre-
lated limb vibrations. Skilful coordination of multiple
limbs results in fine modulation of biosignal dynamics.

Modulation of the biosignal sound spectrum. As mus-
cular force increases, the biosignal frequency spectrum
becomes broader [5]. Whole-body coordination allows
a player to grade muscular force so to produce specific
and consistent spectral changes in the biosignal.

4. ONGOING WORK
A fascinating perspective that is being investigated is to

make the instrument adapt to different players. Ongoing
work is looking at the application of machine learning meth-
ods. Specifically, one case that is being investigated is the
design of a method whereby the gesture-to-sound mapping
is not pre-programmed, but rather generated by the instru-
ment according to the specific traits of a player’s perfor-
mance style. An adaptive algorithm based on bayesian in-
ference [2] is being used to follow given variations in the
parameters of the current muscle activity model. That in-
formation is then used by the instrument to create person-
alised gesture-to-sound mapping that the player can explore,
evolve, manipulate, and even ‘break’, simply through phys-
ical engagement.
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