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Abstract 
 
 

Inverse simulation is a technique used in the modelling of dynamic systems that allows 
time histories of input variables to be found that generate required model output responses 
and provide inverse solutions in cases where analytical approaches to model inversion can 
present difficulties. This paper describes the application of inverse simulation to a 
nonlinear dynamic model of an underwater vehicle (UUV) and the determination of 
vehicle control inputs for specified manoeuvres. The approach to inverse simulation used 
in this application is based on the principles of feedback. Design issues relating to the 
UUV control surfaces and propeller thrust are highlighted through this procedure. The 
paper includes an outline of the nonlinear model of the UUV and typical sets of 
experimental conditions. Feedback loops are designed around the model for selected 
output variables and the inverse solutions are generated through simulation of this multi-
input multi-output closed-loop system. It is shown that the feedback approach can provide 
inverse solutions for an appropriate choice of loop gain factors and integration time step 
using a fixed-step integration algorithm. Inverse solutions generated in this way are 
shown provide insight concerning issues of vehicle handling and manoeuvrability in a 
more direct fashion than is possible using conventional simulation methods. 
 
 

 
Keywords: Simulation, inverse, nonlinear, model, feedback, underwater vehicle, actuator, 
manoeuvre. 
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1. Introduction  
 
Techniques based on inverse dynamic models allow time histories of input variables to be 
found that correspond to a given set of output time history requirements and are important 
for many dynamic problems, especially for investigation of actuator performance and 
limits. Applications in which inverse modelling has been recognised as particularly 
valuable include aircraft handling qualities investigations and agility studies, both for 
fixed-wing aircraft and for helicopters (see, e.g., [1], [2]). In such cases the inverse solution 
provides vital information about the relative difficulty of performing different manoeuvres, 
the inherent agility of the vehicle and the control margins available to the pilot as actuator 
amplitude or rate limits are approached. 
 
In the nonlinear case the derivation of an analytically-based inverse model can present 
difficulties and, in recent years, increasing use has been made of simulation-based methods 
for the generation of inverse solutions. Several inverse simulation methods have been 
developed which have origins in aircraft handling qualities applications, as mentioned 
above, and a useful review of some techniques developed specifically for aeronautical 
applications has been provided by Thomson and Bradley [3]. The most widely used of 
these methods involves repeated solution of a conventional forward simulation model and 
the first published account of this type of approach was by Hess, Gao and Wang [1]. 
Similar ‘integration based’ methods have been developed by Thomson and Bradley and 
their colleagues (see e.g. [3]). These techniques, which are all iterative in nature, are based 
mainly on gradient methods, although search-based optimisation techniques have also been 
used successfully for a number of different applications (see, e.g. [4]). A second type of 
approach, which also has its origins in aircraft flight mechanics modelling and handling 
qualities studies, is the so-called ‘differentiation method’ in which the ordinary differential 
equations of the given model are transformed into finite difference equations. This 
approach was developed by Thomson and his colleagues at the University of Glasgow in 
the context of helicopter problems (see e.g. [5], [6]) and by Kato and Suguira [7] for fixed-
wing aircraft applications. Methods that involve other forms of optimisation include 
techniques developed by Lee and Kim [8] and by Celi [9]. Rather different methods of 
inverse simulation have been developed in the context of automatic control and robotics 
applications. These include numerical approaches base on techniques involving the 
numerical solution of differential algebraic equations (see e.g. [10], [11]). More detailed 
accounts of these approaches to inverse simulation and discussion of the strengths and 
weaknesses of a number of different methods may be found elsewhere (e.g. [2], [3], [11]).  
 
In addition, it should be noted that the theory of flat systems is also highly relevant for 
inverse simulation since a model that has the property of flatness allows all state variables 
and inputs to be expressed in terms of a “flat output” and a finite number of derivatives of 
that flat output (see e.g. [12]). This systems-theory concept has been linked, for the 
nonlinear case, to the ideas of controllability in linear systems theory and has direct 
relevance for the development of nonlinear inverse simulation models. Approaches to 
inverse modelling and simulation based on flatness have been applied by a number of other 
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researchers  including a study in which a DAE formulation has been compared with a 
flatness-based approach for an application involving crane dynamics and control [13]. In 
the context of control applications based on internal model control (IMC) techniques, 
much use has been made of inverse models and in some cases implementations have 
involved inverse simulations based on artificial neural network methods (see e.g. [14]).         
 
A completely different type of methodology for inverse simulation involves the use of 
feedback principles. Early developments took place at the German DLR aerospace research 
institute at Braunschweig and work relating to this is discussed in a report by Buchholz and 
von Grünhagen [15]. Quite separately, a similar type of approach, termed ‘inverse 
dynamics compensation via simulation of feedback control systems’ (IDCS) was 
developed in Japan by Tagawa and Fukui [16] who have applied the method to a variety of 
nonlinear problems. Use of the IDCS methodology for some specific applications, 
including servo-hydraulic actuators and robotics, is described in two recent papers [17], 
[18].   
 
These feedback-based methods have origins which can be traced to the use of feedback 
principles for operations such as division and inverse function generation in electronic 
analog computers. Recent experience with the feedback approach has shown that it has 
wide applicability [11], [19] and is not restricted to the use of simple proportional feedback 
pathways involving simple gain factors. More complex forms of feedback structure can be 
applied successfully (see e.g. [11], [19]).  
 
While choice of the feedback structures necessary for the feedback-based approach appears 
to introduce some additional complexity to the inverse simulation process, it should be 
noted that the development of an inverse simulation using this approach is much less 
challenging that the design of an equivalent feedback system for control. This is because 
issues of plant uncertainty and external disturbances are not relevant in the inverse 
simulation case (see e.g. [11], [19]). Also, the computational efficiency of the feedback 
approach (once the initial stage involving development of the feedback structure has been 
completed) is usually high compared with some of the iterative approaches outlined above 
which tend to be more numerically intensive. The feedback-based approach can be 
particularly useful for some problems involving hard nonlinearities, such as saturation 
effects, where difficulties associated with calculation of the Jacobian matrix mean that 
gradient-based iterative methods fail to converge and the use of computationally-expensive 
search-based optimisation algorithms has been proposed (see e.g. [4]).  
 
The feedback-based approach adopted in this work also allows parameter sensitivity 
analysis methods to be used to analyse the dependence of inverse solutions on parameters 
of the forward model without the need for parameter perturbation techniques. This is 
achieved through the use of sensitivity models [20]. The sensitivity model approach can 
have advantages, especially in the linear case, in terms of the additional physical insight 
provided when compared with the parameter perturbation method.  
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2. Feedback methods for inverse simulation 
 

The principles of inverse simulation based on the use of feedback properties can be 
illustrated using the block diagram of Fig. 1 for the case of a single-input single-output 
linear model G(s) and a feedback loop involving a cascaded block with transfer function 
K(s). For this simple feedback structure the transfer function relating the variable W(s) to a 
reference input V(s) is given by:    
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If the magnitude of the term 1/K(s) is very small compared with the magnitude of G(s), 
over the range of frequencies of interest, the transfer function may be approximated by: 
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Thus, if K(s) is large, the transfer function W(s)/V(s) is a close approximation to the inverse 
model. It should be noted that the values of gain constants that apply in any specific 
application depend on the units of the input and output variables of the model. In cases 
involving several feedback loops, any comparison of the gain constants used for different 
loops must take account of the units involved.   

 
Although this discussion relates to a linear single-input single-output form of model, the 
same principles may be applied in the case of multi-input multi-output model structures 
and may also be used for nonlinear models. Simple proportional high-gain feedback 
provides acceptable solutions in many cases, but the approach is not limited to proportional 
control methods and the principles of feedback-based model inversion apply also to other 
feedback structures. The approach used in the application described in this paper builds 
upon methods which have been reported previously ([11], [19], [20]).  
 
For an application in which a linearised form of model is available, classical analysis of the 
chosen feedback structure can be carried out using frequency domain or root locus 
methods. Parameters of the controller block can then be adjusted to try to ensure that poles 
of the inverse simulation model are located at points in the s-plane close to the positions of 
the zeros of the forward model. Any branches of the root locus that tend towards infinity in 
the s-plane as the gain factor becomes large can also be identified and their influence on 
the inverse simulation can be established. 
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Fig.1. Block diagram showing the structure of the feedback system used for inversion of a given model G. 
The reference signal for the feedback system is the required output v. For a high gain K, the variable w 
obtained from simulation of this feedback system approximates the model input that would be required to 
produce an output closely matching the reference signal v.  
 
 
3. The underwater vehicle model 

The underwater vehicle model considered in this study was developed by Healey and 
Lienard [21] to describe a specific unmanned underwater vehicle, the NPS AUV II. This 
UUV model has been modified by McGookin, as described by Zenor, Murray-Smith, 
McGookin and Crosbie [22].  

3.1 The basic six-degrees-of-freedom model. 

The model is nonlinear in structure and, applying widely-used notation [23], the general 
body-fixed vector representation has the form: 

 
τηgυυDυυCυM =+++ )()()(&                                                                 (3) 

                     υηJη )(=&                                                                      (4) 
                    

Here the matrix M is the inertia matrix (which includes added mass effects); the matrix 
)(υC is the matrix of Coriolis and centripetal terms and also includes added mass effects; 

the matrix )(υD  is the damping matrix; the vector )(ηg  is the vector of gravitational 
forces and moments; and τ  is the vector of external forces and moments. The matrix )(ηJ  
is a transformation matrix which relates the body-fixed and earth-fixed coordinate systems. 
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Interpretation of (3) and (4) is based on standard conventions used in the modelling of 
underwater vehicles. The body-fixed frame involves the six translational and rotational 
velocities, as defined conventionally for marine vehicle models by the vector 

[ ]Ttrtqtptwtvtut )(),(),(),(),(),()( =υ  relative to a constant velocity coordinate frame 
moving with the ocean current which has a velocity vector uc (see, e.g., [23]). In this 
representation u(t) is the surge velocity,  v(t) is the sway velocity, w(t) is the heave 
velocity, p(t) is the roll rate, q(t) is the pitch rate and r(t) is the yaw rate. The six 
components of the global reference frame are given by the vector 

[ ]Tttttztytxt )(),(),(),(),(),()( ψθφ=η  where x(t),  y(t)  and z(t) define the position of the 
centre of mass of the vehicle and the angles )(tφ , )(tθ  and )(tψ  are related through 
standard Euler transformations to the body roll angle, pitch angle and yaw angle (heading) 
variables. The external forces and moments given by the vector τ involve gravitational, 
buoyancy, hydrodynamic and propulsive components. Control surface deflections of the 
rudder,( ))(trδ , port bow plane( ))(tbpδ , starboard bow plane ( ))(tbsδ  and the stern plane 

( ))(tsδ , provide forces and moments for control of the vehicle together with inputs arising 

from the propeller rotational rate ( ))(tn and buoyancy adjustment ( ))(tB .  

A set of six nonlinear equations for surge, sway, heave, roll, pitch and yaw motion can be 
derived from this representation. Parameters used are as given in [21] but the parameter list 
had to be extended to include changes made to the representation of the propeller, as 
discussed in Section 3.2. Time constants for the control surfaces and associated actuators 
are considered to be negligible compared with the dynamics of the vehicle. 

The model of the UUV may be converted into standard state-space form by rearranging (3) 
and (4) to give the following equation: 
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which has the general nonlinear matrix-vector form: 

 

( )ux,Fx =&                                     (6) 

 

where x is the state vector and u is the  control input vector.  

 

3.2 Modelling of the propellers and associated shaft load 

Some relatively minor changes were found to be necessary in the model presented by 
Healey and Lienard [21] in order to make the simulation model perform in a credible way 
over a wider range of operating conditions for a real-time simulation application [22]. 
Changes were also needed to allow more detailed consideration of the performance in 
complex manoeuvres. 
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The model changes included modifications to the equations representing the propeller in 
order to allow the model to function correctly as the propeller speed dropped to zero. The 
changes also ensured that an undesirable situation involving a divide-by-zero condition that 
could occur with the original representation with zero initial propeller speed was 
eliminated.  

The main change involved replacing the thrust equation within the existing model.  First it 
was assumed that the UUV produces a single propulsive force, although it has two 
propellers. The resulting thrust produced by the equivalent single propeller is calculated 
from the Bilinear Thruster Model [23] as: 

unTnnTT nunn +=      (7) 

The quantity n is the rotational speed of the propeller and the values for the coefficients Tnn 
and Tnu  are given [23] by: 

1
4αρDTnn =        (8) 

2
3αρDTnu =        (9) 

      21 5.012.0 α−=α               (10) 

In these expressions the parameter D represents the diameter of the propellers, which is 
given as 30 cm.  For the surge velocity profile for the NPS AUV II the value for α2 is 
chosen to be -0.16, which gives a value for α of 0.019.  Combining Equations (7) to (10) 
gives the ideal total propeller thrust. However, the propeller does not have perfect 
efficiency and the surge force produced by the propulsion system for a value of 70% 
efficiency (which is regarded as reasonable for this application) is given by: 

TX prop 7.0=       (11) 

It should be noted that only the surge velocity equation is involved since the propellers 
only produce thrust in the direction of the longitudinal axis. It should also be noted that 
rotational effects of the propellers in roll and yaw are taken to be negligible since the 
propellers operate together in a counter-balancing manner.  

As well as representing the propeller thrust, the model has to incorporate an element to 
represent the load on the drive shaft due to rotation of the propeller in the water.  This 
involves approximating the propeller by a rotating disc and must take account of the 
various moments acting on the propeller.  

The input is the torque applied by the shaft, TSHAFT, which is the torque needed to make the 
propeller balance the drag and inertia components. The equation of motion for the propeller 
can be shown to have the form [22]: 

32

2

1
DISCDoSHAFT RnCnIT ρ+= &     (15) 

where RDISC is the radius of the rotating disc in the approximation mentioned above, the 
parameter CD is an associated drag coefficient, ρ is the density of water and n  is the 
rotational speed of the propeller.   It follows that the load moment on the propeller, TLOAD, 
is given by the equation: 
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32

2

1
DISCDoSHAFTLOAD RnCnITT ρ−−=−= &             (16) 

This representation gives the approximate load on the shaft and, within this expression, the 
only parameter that is not readily available is the drag coefficient, CD , However, a disc 
rotating about its longitudinal axis is known to have a drag coefficient of 1.369×10-3 [24] 
and this approximate value has therefore been applied [22]. In this representation no 
account is taken of added mass and of the dynamics of the shaft itself.  

 
4. Inverse simulation of the nonlinear model for required output responses of simple 
form 

The nonlinear state-space simulation model applied in this investigation has involved a 
modified version of a MATLAB model developed by Fossen and his colleagues, which is 
available on-line as part of the Marine Systems Simulator software set [25]. The simulation 
model allows for limits on each of the six input variables and has been modified to include 
the changes detailed in Sections 3.1 and 3.2. The modified version of the simulation 
program includes a separate function that returns the motor load torque from the propeller 
load. The main program allows testing of the simulation model for any set of initial 
conditions in terms of the system state and any prescribed pattern of input activity at the 
actuators. Within this routine the user can set the integration step size, communication 
interval and end time for the simulation. For the cases considered here a fixed-step Runge-
Kutta integration method has been used with an integration step time of 0.01 s and 
communication interval of 0.1 s. 
 
The first, relatively simple, illustrations of the use of the feedback approach to inverse 
simulation for the nonlinear UUV model involve forward diving motion and lateral 
directional motion to determine the propeller, stern-plane and rudder input time histories 
required to achieve desired patterns of surge velocity, pitch rate and yaw rate versus time. 
This involves proportional control of the surge velocity, pitch rate and yaw rate variables 
within the model and generation of a reference input to describe the desired time histories 
for these variables. Output limiting is incorporated but rate limiting is not applied. In the 
first and third cases the manoeuvres do not take input variables to their maximum values 
while the second case involves a more demanding manoeuvre in which propeller speed and 
stern-plane deflection variables transiently reach their output limits.    
 
4.1 A case involving specified patterns of surge velocity and pitch rate while the 
yaw rate is maintained at zero. 

 
The detailed requirements in the example considered here involve finding the propeller and 
stern-plane inputs needed to produce a pattern of surge velocity involving an initial 
constant surge velocity of 5 m/s followed by a ramp-like change of surge-velocity of- 0.01 
m/s2 starting at time t = 20 s, together with an initial pitch-rate of zero followed by a 
constant pitch-rate of -0.01 rad/s from time t = 50 s.   The yaw rate is maintained at a 
required value of zero throughout.  In this case initial conditions of state variables within 
the vehicle model match the required values of surge velocity, pitch rate and yaw rate. 
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The gain factors of the proportional feedback loops were 100,000 for the loop involving 
the surge-velocity and 100 for the loops involving the pitch-rate and yaw-rate variables. 
These gain factors were found from analysis based on a linearised version of the model and 
through the use of simple trial and error methods involving the nonlinear simulation. A 
hard limit of 1500 revolutions per minute (rpm) was also placed on the permitted propeller 
speed and limits of ±20° in terms of the stern-plane and rudder actuator deflections. As can 
be seen from the results in Figs. 2a and 2b, the feedback loop is stable and shows no 
unsatisfactory transient behaviour for these gains. The requirements for both the variables 
shown are satisfied and both the propeller speed and stern-plane time histories make sense 
in simple physical terms for the required manoeuvre. Some coupling is present between the 
controls, as can be seen from the small step that occurs in the propeller speed at the time t 
= 50 s in Fig. 2b, when the stern-plane input is applied.  

 
 

       

 

              
 

 
 
Fig.2a. Plots showing required patterns of surge velocity (Fig. 2a (i) - upper plot) and pitch angle (Fig 2a (ii) 
- lower plot) for the inverse simulation. In this case the inverse simulation has three feedback loops involving 
surge-velocity, pitch-rate and yaw-rate variables. The horizontal axis shows the time (s). 
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Although not included in the graphical results of Figs. 2a and 2b, the yaw rate was found to 
be very close to zero, leading to values of yaw angle which were smaller than 0.001 degree 
over the period of the manoeuvre. Coupling effects in terms of roll angle were also found 
to be very small (again with maxima less than 0.001 degree). As would be expected 
physically, the vertical velocity, w, was found to be influenced by the pitch change 
occurring at time t = 50 s.     
 

 

 
 

Fig. 2b. Plots showing the time histories of propeller speed in rpm ( Fig. 2b (i) - upper plot) and stern-plane 
deflection in degrees (Fig. 2b (ii) - lower plot) that produce the patterns of surge velocity and pitch angle 
shown in Fig. 2a, as found by inverse simulation using three feedback loops involving surge-velocity, pitch-
rate and yaw-rate variables. In both plots the horizontal axis shows the time (s). These results were obtained, 
as in the other cases considered, using a fixed-step Runge-Kutta integration method with integration step time 
of 0.01 s and communication interval of 0.1 s. 
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Although larger values of gain factor could be used, there is a tendency for numerical 
instability to arise in the surge-velocity loop when values much in excess of the chosen 
figure are used. Limit cycle behaviour may also be observed in the pitch-rate and yaw-rate 
loops for gains of 1000 or more. Smaller values of integration step size can be employed to 
overcome the numerical instability, but this is at the cost of increased execution time. As 
would be expected in a feedback system involving proportional control, the effect of 
reducing the loop-gain factors is to increase the error in the controlled variables.  
 
4.2 The case of a manoeuvre which requires the propeller speed to reach its limiting 
value. 
 
Fig. 3 shows results for the second case which involves changes in both the surge velocity 
and the pitch rate variables but with the yaw rate remaining constant, as in the previous 
case. However, in this example the initial surge velocity is only 3.88 m/s and this gives rise 
to an initial transient which causes the propeller speed to reach its limiting value of 1500 
rpm.  

 
 

 
 
Fig. 3. Results for the case involving an initial condition in terms of surge velocity which gives rise to a 
propeller speed transient which reaches the limiting value of 1500 rpm. Fig. 3 (i) (the upper plot) shows the 
surge velocity (m/s) while Fig. 3 (ii) (the lower plot) shows the propeller speed (rpm). In both plots the 
horizontal axis shows the time (s).  
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Applying the propeller speed input found from the inverse simulation (lower plot in Fig. 3) 
to the forward model it is seen that the surge velocity (as shown in the upper plot of Fig. 3) 
increases rapidly over the first 12 s towards the required value of 5.0 m/s. During that 
initial period the propeller speed is at its limiting value, but when the surge velocity 
reaches the desired value of 5 m/s the propeller speed drops to a value of about 1340 rpm. 
This corresponds, as may be seen from Figure 2b, to the initial propeller speed in the first 
case considered. The results thus show very precisely the situations when propeller speed 
limiting occurs. Similar results have been obtained for cases involving limiting of other 
system inputs, such as those involving the rudder or stern-plane actuators. This provides 
important information which could be of value for design decisions in relation to the size 
of control surfaces and the required propulsive force.   
 
From this result it is clear that, although the simple linear analysis of Section 2 does not 
apply in the nonlinear case, additional problems do not necessarily arise with the feedback 
system approach to inverse simulation when input variables, reach their maximum values. 
This supports similar findings in other studies and is important in terms of system design 
for manoeuvrability. It is believed that the ability to handle amplitude limits in a 
straightforward fashion is a potential advantage for the feedback approach compared with 
more conventional iterative methods of inverse simulation.  

 
4.3 Case involving a specified time history for the yaw rate variable together with 
constant surge velocity and zero pitch-rate variables. 
 
This case involves a lateral-directional manoeuvre in which there is an initial demanded 
yaw rate of zero, followed at time t = 50 s by the application of a constant required yaw 
rate of 0.01 rad/s. The required surge velocity is 3.88 m/s. and the required pitch rate is 
zero throughout. The rudder input found from the inverse simulation is displayed in Fig. 4 
(i) (the upper plot of Fig. 4) and this shows a distinctive transient, involving a large 
overshoot in terms of the rudder deflection immediately following the demanded change of 
yaw rate. 
 
The inverse simulation results also show that, in order to maintain the specified constant 
surge velocity and zero pitch rate, there is some coupling to the propeller and stern-plane 
inputs when the lateral-directional manoeuvre begins at time t = 50 s. As shown in Fig. 4 
(ii) (the lower plot of Fig. 4), the change in steady-state propeller speed is of the order of 
0.4%. Although not shown here in graphical form, the change in stern-plane deflection 
over the 50 second period of the manoeuvre was found to be less than 0.02 degree.  
 
When the inputs found from the inverse simulation were applied to the forward model the 
simulation results were found to show a steady-state value of pitch rate which is very close 
to zero, together with a short transient in the pitch rate following the application of the 
demanded change of yaw rate. This pitch-rate transient had a peak magnitude which was of 
the order of 0.06 deg/s. Similarly, the forward simulation results showed a very short surge 
velocity transient, but no detectable steady-state change in surge velocity after the start of 
the lateral manoeuvre.  In general, the magnitudes of errors such as these for the three 
constrained variables depend on the design of the feedback loops.  



D.J. Murray-Smith 
Mathematical and Computer Modelling of Dynamical Systems 

 

 
Coupling to other state variables were detected in the results, but these effects were found 
to be small in the case of the specific manoeuvre being considered. For example, following 
the rudder deflection a lateral velocity v(t) of 0.035 m/s was introduced, together with a 
roll angle change of 0.6 degree (maximum). These coupling effects observed between the 
constrained variables and other state variables of the forward simulation model are 
associated with inherent coupling within the model of the UUV.    
 

 

 
. 
Fig. 4. The upper plot (Fig. 4 (i)) shows the rudder deflection (deg) while the lower plot (Fig. 4 (ii)) shows 
the propeller speed (rpm) found from inverse simulation for the case involving a demanded yaw-rate change. 
The horizontal axis shows the time (s). These results were obtained using a fixed-step Runge-Kutta 
integration method with integration step time of 0.01 s and communication interval of 0.1 s, as in the 
previous cases. 
 
5. Inverse simulation of the nonlinear model for more complex manoeuvres.   

For marine vehicles such as surface ships, the precisely defined manoeuvres that are 
traditionally performed to evaluate the performance, robustness and limitations of heading 
and steering control systems include the zig-zag manoeuvre, the turning circle manoeuvre 
and spiral manoeuvre [23]. As well as evaluating the steering, stability and stopping 
characteristics of the vessel under test, such manoeuvres may also be of value in providing 
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data from which quantitative estimates of ship model parameters may be found.  Although 
similar tests could readily be carried out for an underwater vehicle such as the UUV being 
considered in this investigation, it is believed that manoeuvrability of a vehicle of this type 
can best be investigated through tests of the kind that have been developed for helicopter 
handling qualities and agility studies. Thomson and Bradley [3], include discussion 
concerning the mathematical modelling of manoeuvres based on an output vector 
consisting of predetermined flight-path coordinates and attitude angles represented as 
functions of time. The precise details of the manoeuvre depend on the intended application 
and two simple examples are the pop-up manoeuvre (used in low-level flight involving 
longitudinal controls to simulate avoidance of an obstacle) and the side-step manoeuvre 
(again used in low-level flight to avoid an obstacle, but this time by the use of lateral and 
directional controls). The slalom manoeuvre is a more complex case but is, once again, a 
task dominated by lateral and directional control inputs. The quick-hop provides another 
example and this involves acceleration of the vehicle to move it in a straight line from 
some specified initial condition in terms of position and velocity to some new position and 
velocity in a specified time. Manoeuvres of this kind can also be applied readily to 
underwater vehicles which have many characteristics that are similar in principle to those 
of helicopters and other forms of rotorcraft. It is believed that, for handling qualities and 
control investigations, such manoeuvres may provide more useful information for a UUV 
than the traditional tests applied to surface vessels since they can be used for all three of 
the vehicle axes. 

The basic form of manoeuvre discussed by Thomson and Bradley [3] is based on a 
polynomial type of representation which can be written, in terms of positional variables, in 
the form: 


��� � �6 � �
���

� � 15 � �
���

� � 10 � �
���

��                                              (17) 

where Tm is the time taken to complete the manoeuvre and p(t) is a position variable 
expressed in terms of the inertial reference frame. The quantity h determines the 
displacement from the original line of motion of the vehicle (e.g. lateral displacement in 
the case of a side-step or vertical displacement in the case of a pop-up manoeuvre). By 
differentiation it follows that the corresponding expressions in terms of velocity variables 
involve a similar polynomial form: 

!��� � �30 � �
���

� � 60 � �
���

� � 30 � �
���

#� $
��                                              (18) 

Thomson and Bradley [3] suggest that, in the helicopter application, a fifth order 
polynomial of the form of Equation (17) provides adequate properties in terms of 
smoothness at the entry and exit points of the manoeuvre. The use of polynomial function 
provides a very simple solution to the modelling of flight paths and this form of function 
has also been used for the investigations of a number of manoeuvres using the UUV 
model.  

Although Thomson and Bradley (e.g. [2], [3] and [26]) have worked mostly with 
trajectories defined in terms of inertial variables such as xe, ye and ze, other researchers 
have also made use of attitude displacements as prescribed output variables (e.g. Hess, Gao 
and Wang [1]; Kato and Suguira [7]; Borri et al. [27]) and this latter approach has been 
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adopted in the current work but with profiles defined in terms of the polynomial type of 
representation of Equations (17) and (18).  Several different types of manoeuvre have been 
considered and all involve use of this polynomial representation. 

5.1  Case involving a pop-up type of manoeuvre. 

In the case of the pop-up type of manoeuvre the inverse simulation involves feedback 
loops for surge velocity, heading and pitch attitude. In the case considered the required 
surge velocity is defined as a constant value (2.0 m/s) and the required heading is also held 
constant (at zero degrees). The time for the manoeuvre (Tm) is 40 s. A desired pitch change 
of the form given by Equation (18) is defined, with the factor h chosen to give a maximum 
pitch change (at time Tm/2) of 30 deg. Fig. 5 shows the results, with a maximum stern-
plane deflection of approximately 12 deg producing the required form of pitch change. It 
can be seen that the surge velocity, u, remains close to the desired value and, although not 
shown in Fig. 5, the heading change is negligible, as required. The displacements xe, ye and 
ze (defined in the Earth-fixed axis system) are as expected, with the longitudinal 
displacement consistent with the applied surge velocity (u), negligible lateral displacement 
ye (as would be expected from the required zero value of heading change) and a maximum 
vertical displacement ze of the order of 20m. The lateral (v) and vertical (w) velocity 
components are small, as required for this manoeuvre. Repeating the tests for other values 
of maximum pitch angle leads to results which show that the vertical distance moved 
increases in an approximately linear fashion until the pitch angle maximum reaches 50 deg 
when the stern-plane deflection approaches its limit of 20 deg.  

 
Fig. 5. Results found from inverse simulation with three feedback loops involving surge velocity, u (ms-1, 
gain factor of 105), heading angle ψ  (rad, gain factor 10) and pitch angle θ (rad, gain factor 100) variables. 
Simple proportional control was applied in each feedback loop and the reference inputs for speed and 
heading were constant. The reference input for the pitch feedback loop involved an expression of the form 
given in Equation (18) with a required maximum pitch change of 30 deg in the case shown here. The required 
surge velocity was constant at 2.0 ms-1 and the required heading was constant at 0 rad. 
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Fig. 6 presents the results for a demanded maximum pitch change of 60 deg for the same 
40 s time interval and this shows very clearly that the stern-plane amplitude limit of 20 deg 
is reached at a time about six seconds from the start of the manoeuvre and the stern plane 
remains at its limit for a further period of about ten seconds. The pitch angle response is 
exactly as desired but additional results for other demanded pitch angle values show that 
the relationship between the maximum vertical displacement and maximum defined pitch 
angle has become nonlinear. Hence, under conditions where limiting occurs, definition of 
the trajectory in terms of pitch attitude does not allow the maximum vertical displacement 
of the vehicle to be predicted as easily as in the situation without limiting. 

 
Fig.6. Results which indicate stern-plane limiting found from inverse simulation for the same situation as in 
the case of the results of Fig. 5 but with a demanded maximum pitch change of 60 deg. 

 

5.2  Case involving a side-step type of manoeuvre. 

The side-step manoeuvre again involves three loops with, in this case, surge velocity, 
heading and pitch attitude as the feedback variables. In the specific example considered the 
required surge velocity is defined as a constant value (3.0 m/s for the first case considered) 
and the required pitch attitude is also required to be held constant (at zero degrees). The 
time for the manoeuvre (Tm) is chosen to be 40 s. A desired heading change of the form 
given by Equation (18) is defined, with the factor h chosen to give a maximum heading 
change (at time Tm/2) of -30 deg. Fig. 7 shows the results, with a maximum rudder 
deflection of approximately 4 deg producing the required form of heading angle change 
with a maximum of -30 deg, as demanded from the given reference input. The results show 
that other variables, such as the surge velocity (u), remain close to the required values. 
Examination of the displacements xe, ye and ze (defined in the Earth-fixed axis system) 
show that the longitudinal displacement (x) is, once again, consistent with the applied 
surge velocity and that there is a maximum lateral displacement (y) of the order of 32.5 m, 
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with negligible vertical displacement (z). As in the previous case, repetition of the tests for 
other values of maximum heading angle altered the lateral displacement ye in an 
approximately linear fashion. Thus definition of the maximum heading change effectively 
defines the maximum lateral displacement ye.  

 
Fig. 7. Inverse simulation for the case involving a demanded change of heading angle with a maximum 
heading (ψ (psi)) of -30 deg at time t=20 s and a required constant surge velocity (u) of 3.0 ms-1. The vertical 
velocity (w) is very small while the lateral velocity (v) is consistent with the form of manoeuvre demanded. 
The forward displacement (x) is consistent with the required surge velocity and the lateral displacement (y) is 
consistent with the requirements, while the vertical displacement (z) remains small throughout. The feedback 
variables in this case were surge velocity, u (ms-1, gain factor of 105), heading angle ψ  (rad, gain factor 10) 
and pitch angle θ (rad, gain factor 100).  
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Fig. 8. Inverse simulation for a case similar to that of Fig. 7, but with a forward speed (surge velocity) of 1.0 
ms-1 , showing limiting of the rudder at +20 deg. The feedback loop gains in this case were as specified for 
Fig. 7.  

The effectiveness of the rudder in producing heading changes depends on the surge 
velocity of the vehicle and it has been found that if the required surge velocity value is 
decreased to 1.0 m/s the rudder reaches its limit of 20 deg. The results, shown in Fig. 8, 
indicate clearly that there are interactions between the rudder and propeller feedback loops 
and that the action of the propeller changes during the period when the rudder is at its limit. 
The inverse simulation approach based on feedback does, however, continue to provide the 
required inverse solution and also offers useful physical insight when limiting action 
occurs.   

5.3  Case involving a quick-hop type of manoeuvre. 

The third case considered involving a more complex manoeuvre involved a quick-hop 
situation in which the vehicle is required to accelerate smoothly from a given initial surge 
velocity to a defined maximum and then decelerate smoothly back to the initial speed in a 
defined time (Tm). This case involves feedback loops for surge velocity, heading and pitch 
attitude. The required initial surge velocity was defined as a constant value (1.0 m/s) and a 
surge velocity change of the form given by Equation (18) was defined, to give a maximum 
surge velocity change (at time Tm/2) of 1.1m/s. The feedback variables in this case were 
surge velocity, u (ms-1, gain factor of 105), heading angle ψ  (rad, gain factor 10) and pitch 
angle θ (rad, gain factor 100). The heading and pitch angle feedback loops involved 
constant reference inputs of zero. Fig. 9 shows results for this modified value of surge 
velocity loop gain, indicating a maximum propeller speed change of approximately 700 
rpm, in order to produce the form of surge velocity change demanded from the given 
reference input. It can be seen that other constrained variables remain close to the required 
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reference values and the displacements xe, ye and ze (defined in the Earth-fixed axis system) 
are consistent.  

 
Fig. 9. Inverse simulation results for the quick-hop manoeuvre for a defined surge velocity change (u). The 
feedback loop gain for the surge velocity feedback loop was 105 in this case with heading angle loop gain 
factor of 10 and pitch angle loop gain factor of 100. Other variables shown here are as defined previously 

 

6. Discussion and Conclusions 

The inverse simulation results presented above are encouraging, both for the examples 
involving output responses of simple form and the cases involving more complex 
manoeuvres such as the pop-up, side-step and quick-hop. With feedback loops based on 
proportional control, steady–state errors do exist (as would be expected) but these errors 
are generally predictable and, through appropriate choices of gain factors, we can ensure 
that these errors are of very small magnitude. In principle, errors could be further reduced 
by the introduction of more complex forms of feedback involving a combination of output 
feedback and output rate feedback (or some other form of state-variable feedback). 
However, application of the time histories found from inverse simulation to the 
corresponding forward models shows that, for this application, the levels of accuracy 
achieved with simple proportional control are acceptable and more complex forms of 
feedback structure are not required.  
 
There are six inputs and twelve possible outputs for the UUV model and decisions have to 
be made by the investigator about which actuators should be associated with each output 
variable in forming the feedback loops for the inverse simulations. This was possible 
through simple physical reasoning in the case considered and no difficulties were 
encountered. However, issues of input-output pairing could be a topic for further 
investigation for other applications. 
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Insight obtained from the inverse simulation results could have an important bearing on 
design issues for an underwater vehicle of this kind, especially in terms of the installed 
power, battery capacity and the characteristics of the propeller, actuator and control 
surfaces in relation to the intended role of the vehicle. Inverse simulation results show very 
clearly whether or not the vehicle can perform a specified manoeuvre and, in cases where 
the manoeuvre is possible, the results indicate directly how close the system is to the limits 
on propeller speed and actuator deflection. Interactions between the control inputs required 
to perform a specified manoeuvre also show up very clearly from the inverse simulation 
results. More complex models of actuators could easily be included in inverse simulation 
studies of this kind and these could incorporate rate limits and other dynamic effects such 
as dead-zone, in addition to the amplitude limiting effects considered in this investigation. 
 
The closed-loop system inevitably has a longer execution time for simulation than the 
forward model because the integration interval, generally, has to be shorter. It has been 
found that investigations based on linearised descriptions can provide useful insight 
regarding the optimum choice of integration step size and integration method for this type 
of approach. 
 
One very important point about the feedback approach is that the problem of designing a 
feedback system for an inverse model is, in general terms, significantly less difficult than 
that of designing a feedback system for a control system application involving a model of 
similar complexity. Questions of response to external disturbances, insensitivity to 
measurement noise and robustness in terms of model uncertainties are all irrelevant in the 
inverse simulation case since disturbances and measurement noise are not present. The 
model is also completely known so there are no issues of robustness (other than numerical 
robustness). There may well be uncertainties within the model when compared with the 
corresponding real system but, for the purposes of inverting a given model, no uncertainty 
exists. Relatively simple methods of feedback system design involving high-gain solutions 
and state-variable feedback can therefore be considered for the model inversion 
application. Although problems of numerical stiffness can arise with the feedback 
approach to inverse simulation this need not create major difficulties, for most 
applications, if an appropriate choice of numerical integration algorithm is made. 
 
In conclusion, this application involving the UUV model has shown that inverse simulation 
methods provide insight for engineering investigations that is different from the 
understanding that comes from conventional modelling and simulation studies. Viewing 
the system in terms of the inputs that are needed to achieve a defined pattern of outputs 
provides the investigator with information that is directly relevant for engineering design, 
especially in the context of actuators. It is believed that this understanding could not be 
obtained so readily using traditional modelling and simulation methods. It is also believed 
that this application provides further evidence of the value of the feedback approach to 
inverse simulation. It therefore provides an important alternative to the other numerical and 
iterative methods of inverse simulation mentioned in Section 1 (Introduction). 
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