University
of Glasgow

#I?E i
[y
VIA VERITAS VITA

Murray-Smith, David J. (2014) Inverse simulation and analysis of
underwater vehicle dynamics using feedback principles.Mathematical and
Computer Modelling of Dynamical Systems, 20 (1). pp. 45-65. ISSN 1387-
3954.

Copyright © 2014 Taylor & Francis
A copy can be downloaded for personal non-commercial research or study,

without prior permission or charge

Content must not be changed in any way or reproduced in any format
or medium without the formal permission of the copyright holder(s)

When referring to this work, full bibliographic details must be given

http://eprints.gla.ac.uk/88100/

Deposited on: 31 March 2014

Enlighten — Research publications by members of the University of Glasgow
http://eprints.gla.ac.uk



D.J. Murray-Smith
Mathematical and Computer Modelling of Dynamicast8yns

I nver se Simulation and Analysis of Underwater Vehicle Dynamics
Using Feedback Principles

David J. Murray-Smith

School of Engineering,
University of Glasgow,
Glasgow G12 8QQ,
Scotland,

United Kingdom.

"E-mail: david.murray-smith@glasgow.ac.uk



D.J. Murray-Smith
Mathematical and Computer Modelling of Dynamicast8yns

Abstract

Inverse simulation is a technique used in the miogebf dynamic systems that allows
time histories of input variables to be found thaherate required model output responses
and provide inverse solutions in cases where dnalydpproaches to model inversion can
present difficulties. This paper describes the igppbn of inverse simulation to a
nonlinear dynamic model of an underwater vehicl&JYYy and the determination of
vehicle control inputs for specified manoeuvrese Bpproach to inverse simulation used
in this application is based on the principles @édback. Design issues relating to the
UUV control surfaces and propeller thrust are hgtted through this procedure. The
paper includes an outline of the nonlinear modeltted UUV and typical sets of
experimental conditions. Feedback loops are dedigmmeund the model for selected
output variables and the inverse solutions are rgéee through simulation of this multi-
input multi-output closed-loop system. It is shatlvat the feedback approach can provide
inverse solutions for an appropriate choice of lgan factors and integration time step
using a fixed-step integration algorithm. Invers#usons generated in this way are
shown provide insight concerning issues of vehi@adling and manoeuvrability in a
more direct fashion than is possible using coneeti simulation methods.

Keywords: Simulation, inverse, nonlinear, model, feedbacklarwater vehicle, actuator,
manoeuvre.
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1. Introduction

Techniques based on inverse dynamic models allow histories of input variables to be

found that correspond to a given set of output tmséory requirements and are important
for many dynamic problems, especially for invedima of actuator performance and

limits. Applications in which inverse modelling hdmeen recognised as particularly
valuable include aircraft handling qualities invgations and agility studies, both for

fixed-wing aircraft and for helicopters (see, e[f], [2]). In such cases the inverse solution
provides vital information about the relative diffity of performing different manoeuvres,

the inherent agility of the vehicle and the contr@rgins available to the pilot as actuator
amplitude or rate limits are approached.

In the nonlinear case the derivation of an anajffiebased inverse model can present
difficulties and, in recent years, increasing uae been made of simulation-based methods
for the generation of inverse solutions. Sever&kige simulation methods have been
developed which have origins in aircraft handlingakfies applications, as mentioned
above, and a useful review of some techniques dpedl specifically for aeronautical
applications has been provided by Thomson and Byaf]. The most widely used of
these methods involves repeated solution of a cdioreal forward simulation model and
the first published account of this type of apptoacas by Hess, Gao and Wang [1].
Similar ‘integration based’ methods have been dged by Thomson and Bradley and
their colleagues (see e.g. [3]). These techniqubgsh are all iterative in nature, are based
mainly on gradient methods, although search-bapé@nhization techniques have also been
used successfully for a number of different appioces (see, e.g. [4]). A second type of
approach, which also has its origins in aircrafjifi mechanics modelling and handling
qualities studies, is the so-called ‘differentiatimethod’ in which the ordinary differential
equations of the given model are transformed intatef difference equations. This
approach was developed by Thomson and his collsaguthe University of Glasgow in
the context of helicopter problems (see e.g. ), &nd by Kato and Suguira [7] for fixed-
wing aircraft applications. Methods that involvehet forms of optimisation include
techniques developed by Lee and Kim [8] and by (&li Rather different methods of
inverse simulation have been developed in the gbmteautomatic control and robotics
applications. These include numerical approachese ban techniques involving the
numerical solution of differential algebraic eqoat (see e.g. [10], [11]). More detailed
accounts of these approaches to inverse simulatmohdiscussion of the strengths and
weaknesses of a number of different methods mdgwe elsewhere (e.g. [2], [3], [11]).

In addition, it should be noted that the theoryflat systems is also highly relevant for
inverse simulation since a model that has the ptpmé flatness allows all state variables
and inputs to be expressed in terms of a “flat wtitand a finite number of derivatives of
that flat output (see e.g. [12]). This systems-tlieconcept has been linked, for the
nonlinear case, to the ideas of controllability limear systems theory and has direct
relevance for the development of nonlinear invesseulation models. Approaches to
inverse modelling and simulation based on flaties® been applied by a number of other
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researchers including a study in which a DAE fdahan has been compared with a
flathess-based approach for an application invghdrane dynamics and control [13]. In
the context of control applications based on irgemmodel control (IMC) techniques,

much use has been made of inverse models and ie sases implementations have
involved inverse simulations based on artificialired network methods (see e.g. [14]).

A completely different type of methodology for imge simulation involves the use of
feedback principles. Early developments took pktadtie German DLR aerospace research
institute at Braunschweig and work relating to thigdiscussed in a report by Buchholz and
von Grinhagen [15]. Quite separately, a similaretygf approach, termed ‘inverse
dynamics compensation via simulation of feedbacktrod systems’ (IDCS) was
developed in Japan by Tagawa and Fukui [16] whe lzgoplied the method to a variety of
nonlinear problems. Use of the IDCS methodology $ome specific applications,
including servo-hydraulic actuators and robotissdéscribed in two recent papers [17],
[18].

These feedback-based methods have origins whictbeanaced to the use of feedback
principles for operations such as division and rsgefunction generation in electronic
analog computers. Recent experience with the feddbpproach has shown that it has
wide applicability [11], [19] and is not restrictédl the use of simple proportional feedback
pathways involving simple gain factors. More complerms of feedback structure can be
applied successfully (see e.g. [11], [19]).

While choice of the feedback structures necessarthe feedback-based approach appears
to introduce some additional complexity to the m$eesimulation process, it should be
noted that the development of an inverse simulatisimg this approach is much less
challenging that the design of an equivalent feekllsystem for control. This is because
issues of plant uncertainty and external disturbanare not relevant in the inverse
simulation case (see e.g. [11], [19]). Also, thenpatational efficiency of the feedback
approach (once the initial stage involving develeptof the feedback structure has been
completed) is usually high compared with some efitarative approaches outlined above
which tend to be more numerically intensive. Thedteack-based approach can be
particularly useful for some problems involving thanonlinearities, such as saturation
effects, where difficulties associated with caltiola of the Jacobian matrix mean that
gradient-based iterative methods fail to converggtae use of computationally-expensive
search-based optimisation algorithms has been peap(see e.g. [4]).

The feedback-based approach adopted in this wat allows parameter sensitivity

analysis methods to be used to analyse the depemd¢nnverse solutions on parameters
of the forward model without the need for parameierturbation techniques. This is

achieved through the use of sensitivity models.[2Bje sensitivity model approach can
have advantages, especially in the linear casterms of the additional physical insight

provided when compared with the parameter pertimbabethod.
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2. Feedback methods for inver se ssmulation

The principles of inverse simulation based on tise of feedback properties can be
illustrated using the block diagram of Fig. 1 fbetcase of a single-input single-output
linear modelG(s) and a feedback loop involving a cascaded blodk wansfer function
K(s). For this simple feedback structure the tran&fection relating the variabM/s) to a
reference inpu¥/(s) is given by:

W(s) _ 1
V(s) ﬁ+6(s)

(1)

If the magnitude of the term K(s) is very small compared with the magnitudeGgf),
over the range of frequencies of interest, thesfiearfunction may be approximated by:

we) 1
V(s)  G(s) @)

Thus, ifK(s) is large, the transfer functiof(s)/V(s) is a close approximation to the inverse
model. It should be noted that the values of gainstants that apply in any specific
application depend on the units of the input antpwuvariables of the model. In cases
involving several feedback loops, any comparisothefgain constants used for different
loops must take account of the units involved.

Although this discussion relates to a linear sisigfgit single-output form of model, the
same principles may be applied in the case of Anptit multi-output model structures
and may also be used for nonlinear models. Simptpagstional high-gain feedback
provides acceptable solutions in many cases, leuapiproach is not limited to proportional
control methods and the principles of feedback-thamsedel inversion apply also to other
feedback structures. The approach used in thecapipin described in this paper builds
upon methods which have been reported previousid},([19], [20]).

For an application in which a linearised form ofdebis available, classical analysis of the
chosen feedback structure can be carried out useguency domain or root locus
methods. Parameters of the controller block can Heeadjusted to try to ensure that poles
of the inverse simulation model are located at {gaim thes-plane close to the positions of
the zeros of the forward model. Any branches ofrtwe locus that tend towards infinity in
the s-plane as the gain factor becomes large can alsdengified and their influence on
the inverse simulation can be established.
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Maodel input, from
inverse simulation, w

—
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mput,y

K(s) P Modal Gis) >

Fig.1. Block diagram showing the structure of teedback system used for inversion of a given mGdel
The reference signal for the feedback system isrélqeired outpuv. For a high gairK, the variablew
obtained from simulation of this feedback systerprapimates the model input that would be requied t
produce an outputiosely matching the reference sigmal

3. Theunderwater vehicle model

The underwater vehicle model considered in thiglystwas developed by Healey and
Lienard [21] to describe a specific unmanned undewvehicle, the NPS AUV II. This

UUV model has been modified by McGookin, as desttillby Zenor, Murray-Smith,

McGookin and Crosbie [22].

3.1 The basic six-degrees-of-freedom mode!.

The model is nonlinear in structure and, applyirndely-used notation [23], the general
body-fixed vector representation has the form:

M +C(v)v+D(v)v+9g(n) =7 3)
1=J(m)v 4)

Here the matriXxM is the inertia matrix (which includes added madesat$); the matrix
C(v) is the matrix of Coriolis and centripetal terms aisb includes added mass effects;

the matrix D(v) is the damping matrix; the vectay(n) is the vector of gravitational
forces and moments; andis the vector of external forces and moments. Magix J(n)
is a transformation matrix which relates the boelgd and earth-fixed coordinate systems.
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Interpretation of (3) and (4) is based on standamadventions used in the modelling of
underwater vehicles. The body-fixed frame involdles six translational and rotational
velocities, as defined conventionally for marinehieee models by the vector
n(t):[u(t),v(t),w(t), p(t),q(t),r(t)]T relative to a constant velocity coordinate frame
moving with the ocean current which has a velogigtor u. (see, e.g., [23])In this
representatioru(t) is the surge velocity, v(t) is the sway velocityw(t) is the heave
velocity, p(t) is the roll rate,q(t) is the pitch rate and(t) is the yaw rate. The six
components of the global reference frame are givély the vector
n(t) = [x(1), y(t), z(t), @(t), (1), w (t)]" wherex(t), y(t) andzt) define the position of the
centre of mass of the vehicle and the angté9, 6(t) and g¢(t) are related through
standard Euler transformations to the body roll@ngitch angle and yaw angle (heading)
variables. The external forces and moments giveithbyvectorr involve gravitational,
buoyancy, hydrodynamic and propulsive componenttiGl surface deflections of the
rudder(g, (t)), port bow plané, (t)), starboard bow planés, (t)) and the stern plane

(.(t)), provide forces and moments for control of theiglehtogether with inputs arising
from the propeller rotational raf@(t))and buoyancy adjustme(@(t)).

A set of six nonlinear equations for surge, swague, roll, pitch and yaw motion can be
derived from this representation. Parameters usedsagiven in [21] but the parameter list
had to be extended to include changes made toejmegsentation of the propeller, as

discussed in Section 3.2. Time constants for the#rebsurfaces and associated actuators
are considered to be negligible compared with gheadhics of the vehicle.

The model of the UUV may be converted into standéate-space form by rearranging (3)
and (4) to give the following equation:

ER P B
v |[M™{~(C(v) -D(v))v-g(n) + 1}

which has the general nonlinear matrix-vector form:
X = F(x, u) (6)
wherex is the state vector andis the control input vector.

3.2 Modelling of the propellers and associated shaft load

Some relatively minor changes were found to be ssg in the model presented by
Healey and Lienard [21] in order to make the siiatamodel perform in a credible way
over a wider range of operating conditions for al-teame simulation application [22].
Changes were also needed to allow more detailediadenation of the performance in
complex manoeuvres.
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The model changes included modifications to thea#qos representing the propeller in
order to allow the model to function correctly as propeller speed dropped to zero. The
changes also ensured that an undesirable situatiotving a divide-by-zero condition that
could occur with the original representation witlera initial propeller speed was
eliminated.

The main change involved replacing the thrust eqonatithin the existing model. First it
was assumed that the UUV produces a single prapulfiirce, although it has two
propellers. The resulting thrust produced by theivedent single propeller is calculated
from theBilinear Thruster Mode]23] as:

T =Top| I+ Ty rfu (7)

The quantityn is the rotational speed of the propeller and tHeesfor the coefficient$,,
andT,, are given [23] by:

Tnn = pD4a'1 (8)
Tnu = staz (9)
a, = 012-05a, (10)

In these expressions the paramderepresents the diameter of the propellers, which is
given as 30 cm. For the surge velocity profile fioe NPS AUV Il the value foa; is
chosen to be -0.16, which gives a valuedpof 0.019. Combining Equations (7) to (10)
gives the ideal total propeller thrust. Howevere thropeller does not have perfect
efficiency and the surge force produced by the piapn system for a value of 70%
efficiency (which is regarded as reasonable fag #plication) is given by:

X orop = 0.7T (12)

prop

It should be noted that only the surge velocityatmun is involved since the propellers
only produce thrust in the direction of the longinal axis. It should also be noted that
rotational effects of the propellers in roll andwyare taken to be negligible since the
propellers operate together in a counter-balanciagner.

As well as representing the propeller thrust, thedeh has to incorporate an element to
represent the load on the drive shaft due to tatif the propeller in the water. This
involves approximating the propeller by a rotatidigc and must take account of the
various moments acting on the propeller.

The input is the torque applied by the sh&ét,;arr which is the torque needed to make the
propeller balance the drag and inertia compondifits.equation of motion for the propeller
can be shown to have the form [22]:

1
Tsparr = IoN +§I£EDn2RD|SC3 (15)

whereRpscis the radius of the rotating disc in the approxiora mentioned above, the
parameterCp is an associated drag coefficieptjs the density of water and is the
rotational speed of the propeller. It followstthi@e load moment on the propell@roap,

is given by the equation:
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.1
Tioap = ~Tsparr = ~loN _EIOCD nZRD|sc3 (16)

This representation gives the approximate loadchershaft and, within this expression, the
only parameter that is not readily available is dnag coefficientCp , However, a disc
rotating about its longitudinal axis is known tovhaa drag coefficient of 1.3820° [24]
and this approximate value has therefore been eapg2]. In this representation no
account is taken of added mass and of the dynarhit® shatft itself.

4. Inver se smulation of the nonlinear model for required output responses of smple
form

The nonlinear state-space simulation model apphethis investigation has involved a
modified version of a MATLAB model developed by Bea and his colleagues, which is
available on-line as part of the Marine SystemsuBtor software set [25]. The simulation
model allows for limits on each of the six inputi@bdles and has been modified to include
the changes detailed in Sections 3.1 and 3.2. Todifired version of the simulation
program includes a separate function that returagriotor load torque from the propeller
load. The main program allows testing of the simola model for any set of initial
conditions in terms of the system state and angquiteed pattern of input activity at the
actuators. Within this routine the user can setithegration step size, communication
interval and end time for the simulation. For tlases considered here a fixed-step Runge-
Kutta integration method has been used with angmaten step time of 0.01 s and
communication interval of 0.1 s.

The first, relatively simple, illustrations of these of the feedback approach to inverse
simulation for the nonlinear UUV model involve faavd diving motion and lateral
directional motion to determine the propeller, stplane and rudder input time histories
required to achieve desired patterns of surge itg]qutch rate and yaw rate versus time.
This involves proportional control of the surgeoaty, pitch rate and yaw rate variables
within the model and generation of a reference titpulescribe the desired time histories
for these variables. Output limiting is incorpocateut rate limiting is not applied. In the
first and third cases the manoeuvres do not tafet imariables to their maximum values
while the second case involves a more demandingeusme in which propeller speed and
stern-plane deflection variables transiently retheir output limits.

4.1 A case involving specified patterns of surge velocity and pitch rate while the
yaw rateis maintained at zero.

The detailed requirements in the example consideeeel involve finding the propeller and
stern-plane inputs needed to produce a patternuaesvelocity involving an initial
constant surge velocity of 5 m/s followed by a raikp change of surge-velocity of- 0.01
m/s starting at timet = 20 s, together with an initial pitch-rate of zémlowed by a
constant pitch-rate of -0.01 rad/s from time 50 s. The yaw rate is maintained at a
required value of zero throughout. In this casgainconditions of state variables within
the vehicle model match the required values ofeswejocity, pitch rate and yaw rate.
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The gain factors of the proportional feedback loagse 100,000 for the loop involving
the surge-velocity and 100 for the loops involvihg pitch-rate and yaw-rate variables.
These gain factors were found from analysis basea lmearised version of the model and
through the use of simple trial and error methadlving the nonlinear simulation. A
hard limit of 1500 revolutions per minute (rpm) wadso placed on the permitted propeller
speed and limits of £20° in terms of the stern-pland rudder actuator deflections. As can
be seen from the results in Figs. 2a and 2b, tedbfack loop is stable and shows no
unsatisfactory transient behaviour for these gaihe requirements for both the variables
shown are satisfied and both the propeller speddseen-plane time histories make sense
in simple physical terms for the required manoeu8me coupling is present between the
controls, as can be seen from the small step tt@trse in the propeller speed at the time
= 50 s in Fig. 2b, when the stern-plane input is iaplp!

5 T T T T T

49+

10 20 30 40 A0 B0 YO BO 90 100
tirne [s]

20F

25

a0 1 1 1 1 1 1 | | 1
il 10 20 30 40 50 g0 70 80 S0 100
time [s]

Fig.2a. Plots showing required patterns of surdecity (Fig. 2a (i) - upper plot) and pitch angkd 2a (ii)
- lower plot) for the inverse simulation. In thigse the inverse simulation has three feedback lioeps$ving
surge-velocity, pitch-rate and yaw-rate variabldse horizontal axis shows the time (s).
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Although not included in the graphical results @<= 2a and 2b, the yaw rate was found to
be very close to zero, leading to values of yawendpich were smaller than 0.001 degree
over the period of the manoeuvre. Coupling eff@cterms of roll angle were also found
to be very small (again with maxima less than 0.0@gfree). As would be expected
physically, the vertical velocityw, was found to be influenced by the pitch change
occurring at time = 50 s.

1350 T T T T T T

1300 + E

1280 + E

1200+ 1

propeller speed [rprm]

1180 + E

1100 + B

1
10 20 30 4 50 BD T 80 90 100
tirne [s]

1050 L
0

=
i
T
1

sternplane [deg]

_05 L L 1 1 L 1 1 1 1
0 0 20 30 40 50 60 70 80 90 100

time [s]

Fig. 2b. Plots showing the time histories of prégretpeed in rpm ( Fig. 2b (i) - upper plot) andrstplane
deflection in degrees (Fig. 2b (ii) - lower plobjat produce the patterns of surge velocity anchpéticgle
shown in Fig. 2a, as found by inverse simulatioimgishree feedback loops involving surge-velogitigch-
rate and yaw-rate variables. In both plots theZumtial axis shows the time (s). These results wbtained,
as in the other cases considered, using a fixgdRtege-Kutta integration method with integratitepstime
of 0.01 s and communication interval of 0.1 s.
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Although larger values of gain factor could be yseére is a tendency for numerical
instability to arise in the surge-velocity loop whealues much in excess of the chosen
figure are used. Limit cycle behaviour may alsambeerved in the pitch-rate and yaw-rate
loops for gains of 1000 or more. Smaller valuesgtdgration step size can be employed to
overcome the numerical instability, but this istla cost of increased execution time. As
would be expected in a feedback system involvingpertional control, the effect of
reducing the loop-gain factors is to increase thareén the controlled variables.

4.2 The case of a manoeuvre which requires the propeller speed to reach its limiting
value.

Fig. 3 shows results for the second case whichlwegochanges in both the surge velocity
and the pitch rate variables but with the yaw rat@aining constant, as in the previous
case. However, in this example the initial surgeaigy is only 3.88 m/s and this gives rise
to an initial transient which causes the propedleeed to reach its limiting value of 1500
rpm.

38
1]

. . . . . . . . .
10 20 30 40 50 G0 70 a0 a0 100
tirne [s]

1500

1450

1400

1380

o
=)
=]

r
il
=]

propeller speed [rpm)]

.
=1
=]

a0

Moo

1050

L I I L L I . L L
0 10 20 30 40 a0 =il 70 a0 a0 100
time [s]

Fig. 3. Results for the case involving an initiandition in terms of surge velocity which giveserito a
propeller speed transient which reaches the lignitialue of 1500 rpm. Fig. 3 (i) (the upper plotpsis the
surge velocity (m/s) while Fig. 3 (ii) (the lowetop shows the propeller speed (rpm). In both phbis
horizontal axis shows the time (s).
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Applying the propeller speed input found from thedrse simulation (lower plot in Fig. 3)
to the forward model it is seen that the surgeaigidas shown in the upper plot of Fig. 3)
increases rapidly over the first 12 s towards #guired value of 5.0 m/s. During that
initial period the propeller speed is at its limgi value, but when the surge velocity
reaches the desired value of 5 m/s the propellsedprops to a value of about 1340 rpm.
This corresponds, as may be seen from Figure 2ibetinitial propeller speed in the first
case considered. The results thus show very phedlse situations when propeller speed
limiting occurs. Similar results have been obtaif@dcases involving limiting of other
system inputs, such as those involving the ruddestern-plane actuators. This provides
important information which could be of value fasign decisions in relation to the size
of control surfaces and the required propulsivedor

From this result it is clear that, although the @enlinear analysis of Section 2 does not
apply in the nonlinear case, additional problemsidbnecessarily arise with the feedback
system approach to inverse simulation when inptitlkes, reach their maximum values.
This supports similar findings in other studies admportant in terms of system design
for manoeuvrability. It is believed that the alyilito handle amplitude limits in a
straightforward fashion is a potential advantagetlie feedback approach compared with
more conventional iterative methods of inverse &atinn.

4.3 Case involving a specified time history for the yaw rate variable together with
constant surge velocity and zero pitch-rate variables.

This case involves a lateral-directional manoeurrghich there is an initial demanded
yaw rate of zero, followed at tinte= 50 s by the application of a constant requirad y
rate of 0.01 rad/s. The required surge velocit3.88 m/s. and the required pitch rate is
zero throughout. The rudder input found from theense simulation is displayed in Fig. 4
(i) (the upper plot of Fig. 4) and this shows atididive transient, involving a large
overshoot in terms of the rudder deflection immtlyafollowing the demanded change of
yaw rate.

The inverse simulation results also show that,rolepto maintain the specified constant
surge velocity and zero pitch rate, there is somgling to the propeller and stern-plane
inputs when the lateral-directional manoeuvre begintimet = 50 s. As shown in Fig. 4
(i) (the lower plot of Fig. 4), the change in slgastate propeller speed is of the order of
0.4%. Although not shown here in graphical forng thange in stern-plane deflection
over the 50 second period of the manoeuvre wagiftube less than 0.02 degree.

When the inputs found from the inverse simulati@revapplied to the forward model the
simulation results were found to show a steadyestatue of pitch rate which is very close
to zero, together with a short transient in thetpitate following the application of the
demanded change of yaw rate. This pitch-rate teah$iad a peak magnitude which was of
the order of 0.06 deg/s. Similarly, the forward siation results showed a very short surge
velocity transient, but no detectable steady-stasnge in surge velocity after the start of
the lateral manoeuvre. In general, the magnitwdesrrors such as these for the three
constrained variables depend on the design ofetbabiack loops.
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Coupling to other state variables were detectdtienresults, but these effects were found
to be small in the case of the specific manoeueiedgoconsidered. For example, following
the rudder deflection a lateral velocigft) of 0.035 m/s was introduced, together with a
roll angle change of 0.6 degree (maximum). Thesplony effects observed between the
constrained variables and other state variableshef forward simulation model are
associated with inherent coupling within the maafehe UUV.

04t .

rudder [deq]

0z2r B

-0.2

. . . L . L . . L
a 10 20 30 40 a0 [=in} 70 80 o0 100
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1140 i
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1100 B
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1040
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Fig. 4. The upper plot (Fig. 4 (i)) shows the ruddeflection (deg) while the lower plot (Fig. 4){ishows
the propeller speed (rpm) found from inverse sirtioafor the case involving a demanded yaw-ratengka
The horizontal axis shows the time (s). These teswere obtained using a fixed-step Runge-Kutta
integration method with integration step time 001.s and communication interval of 0.1 s, as in the
previous cases.

5. Inverse ssmulation of the nonlinear model for more complex manoeuvr es.

For marine vehicles such as surface ships, theigetgcdefined manoeuvres that are
traditionally performed to evaluate the performarobustness and limitations of heading
and steering control systems include the zig-zagomavre, the turning circle manoeuvre
and spiral manoeuvre [23]. As well as evaluating #teering, stability and stopping
characteristics of the vessel under test, such ewames may also be of value in providing
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data from which quantitative estimates of ship ni@deameters may be found. Although
similar tests could readily be carried out for aerwater vehicle such as the UUV being
considered in this investigation, it is believedttmanoeuvrability of a vehicle of this type
can best be investigated through tests of the that have been developed for helicopter
handling qualities and agility studies. Thomson d@idley [3], include discussion
concerning the mathematical modelling of manoeuvi@sed on an output vector
consisting of predetermined flight-path coordinatesl attitude angles represented as
functions of time. The precise details of the mavoe depend on the intended application
and two simple examples are the pop-up manoeuwed(in low-level flight involving
longitudinal controls to simulate avoidance of dstacle) and the side-step manoeuvre
(again used in low-level flight to avoid an obs&dbut this time by the use of lateral and
directional controls). The slalom manoeuvre is aemmmplex case but is, once again, a
task dominated by lateral and directional contnpuits. The quick-hop provides another
example and this involves acceleration of the Jehic move it in a straight line from
some specified initial condition in terms of pasitiand velocity to some new position and
velocity in a specified time. Manoeuvres of thisikican also be applied readily to
underwater vehicles which have many characterigiias are similar in principle to those
of helicopters and other forms of rotorcraft. Itbslieved that, for handling qualities and
control investigations, such manoeuvres may proudee useful information for a UUV
than the traditional tests applied to surface Messiace they can be used for all three of
the vehicle axes.

The basic form of manoeuvre discussed by Thomsah Bradley [3] is based on a
polynomial type of representation which can betemt in terms of positional variables, in
the form:

p(t)=[6(Tt - 15(2) 110 ]h (17)

where Ty, is the time taken to complete the manoeuvre pit)dis a position variable
expressed in terms of the inertial reference fraffiee quantityh determines the
displacement from the original line of motion okthehicle (e.g. lateral displacement in
the case of a side-step or vertical displacementhencase of a pop-up manoeuvre). By
differentiation it follows that the correspondingpeessions in terms of velocity variables
involve a similar polynomial form:

4 3 2

q(®) = [30 (é) — 60 (#) +30 (ﬁ) - (18)
Thomson and Bradley [3] suggest that, in the hptieo application, a fifth order
polynomial of the form of Equation (17) providesegdate properties in terms of
smoothness at the entry and exit points of the mane. The use of polynomial function
provides a very simple solution to the modellindflafht paths and this form of function
has also been used for the investigations of a pummb manoeuvres using the UUV
model.

Although Thomson and Bradley (e.g. [2], [3] and ])2®Gave worked mostly with
trajectories defined in terms of inertial variabsch asx, ye andz, other researchers
have also made use of attitude displacements asrfred output variables (e.g. Hess, Gao
and Wang [1]; Kato and Suguira [7]; Borri et al7[Rand this latter approach has been
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adopted in the current work but with profiles definin terms of the polynomial type of
representation of Equations (17) and (18). Sewbffdrent types of manoeuvre have been
considered and all involve use of this polynomédresentation.

51 Case involving a pop-up type of manoeuvre.

In the case of the pop-up type of manoeuvre therses simulation involves feedback
loops for surge velocity, heading and pitch atétuth the case considered the required
surge velocity is defined as a constant value if2€) and the required heading is also held
constant (at zero degrees). The time for the mamed,) is 40 s. A desired pitch change
of the form given by Equation (18) is defined, wilie factorh chosen to give a maximum
pitch change (at tim&,/2) of 30 deg. Fig. 5 shows the results, with a imaxn stern-
plane deflection of approximately 12 deg produdimg required form of pitch change. It
can be seen that the surge veloaityremains close to the desired value and, although no
shown in Fig. 5, the heading change is negligiderequired. The displacemergsy. and

Z (defined in the Earth-fixed axis system) are aseetqd, with the longitudinal
displacement consistent with the applied surgecigi@u), negligible lateral displacement
Ye (as would be expected from the required zero vafudeeading change) and a maximum
vertical displacement, of the order of 20m. The latera¥)(and vertical \{) velocity
components are small, as required for this man@elrepeating the tests for other values
of maximum pitch angle leads to results which shbat the vertical distance moved
increases in an approximately linear fashion uhélpitch angle maximum reaches 50 deg
when the stern-plane deflection approaches its bifri20 deg.

|
/
theta, [deg]
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b
udder, [deg]
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\

Fig. 5. Results found from inverse simulation witiiee feedback loops involving surge velocity{ms®,

gain factor of 18), heading angles (rad, gain factor 10) and pitch angldrad, gain factor 100) variables.
Simple proportional control was applied in eachdfeck loop and the reference inputs for speed and
heading were constant. The reference input forpttah feedback loop involved an expression of thenf
given in Equation (18) with a required maximum pitthange of 30 deg in the case shown here. Thé&eequ
surge velocity was constant at 2.0 hamd the required heading was constant at O rad.
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Fig. 6 presents the results for a demanded maximitch change of 60 deg for the same
40 s time interval and this shows very clearly thatstern-plane amplitude limit of 20 deg
is reached at a time about six seconds from thie gftédhe manoeuvre and the stern plane
remains at its limit for a further period of abdah seconds. The pitch angle response is
exactly as desired but additional results for otthemanded pitch angle values show that
the relationship between the maximum vertical dispment and maximum defined pitch
angle has become nonlinear. Hence, under condititvese limiting occurs, definition of
the trajectory in terms of pitch attitude does alidw the maximum vertical displacement
of the vehicle to be predicted as easily as irstheation without limiting.

Fig.6. Results which indicate stern-plane limitiognd from inverse simulation for the same situai@s in
the case of the results of Fig. 5 but with a deredndaximum pitch change of 60 deg.

52 Case involving a side-step type of manoeuvre.

The side-step manoeuvre again involves three laafls in this case, surge velocity,
heading and pitch attitude as the feedback vagalrethe specific example considered the
required surge velocity is defined as a constahtevg.0 m/s for the first case considered)
and the required pitch attitude is also requiretbe¢oheld constant (at zero degrees). The
time for the manoeuvreTg) is chosen to be 40 s. A desired heading chandbeoform
given by Equation (18) is defined, with the factochosen to give a maximum heading
change (at timery/2) of -30 deg. Fig. 7 shows the results, with aximam rudder
deflection of approximately 4 deg producing theuieegd form of heading angle change
with a maximum of -30 deg, as demanded from thergieference input. The results show
that other variables, such as the surge velocity rémain close to the required values.
Examination of the displacements y. and z. (defined in the Earth-fixed axis system)
show that the longitudinal displacemem) (s, once again, consistent with the applied
surge velocity and that there is a maximum latdigpplacementy) of the order of 32.5 m,
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with negligible vertical displacemers)( As in the previous case, repetition of the tésts
other values of maximum heading angle altered tterdl displacemeny. in an
approximately linear fashion. Thus definition oétmaximum heading change effectively
defines the maximum lateral displacemgnt

.:
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Fig. 7. Inverse simulation for the case involvinglemanded change of heading angle with a maximum
heading ¢ (psi)) of -30 deg at tim&=20 s and a required constant surge velocixyf 3.0 ms-. The vertical
velocity () is very small while the lateral velocity)(is consistent with the form of manoeuvre demanded
The forward displacemenk)(is consistent with the required surge velocityg #ime lateral displacemeny) (is
consistent with the requirements, while the veltitisplacementz) remains small throughout. The feedback
variables in this case were surge veloaityms®, gain factor of 1%), heading angles (rad, gain factor 10)
and pitch angl® (rad, gain factor 100).
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Fig. 8. Inverse simulation for a case similar tattof Fig. 7, but with a forward speed (surge vitdydof 1.0
ms™*, showing limiting of the rudder at +20 deg. Thedback loop gains in this case were as specified fo
Fig. 7.

The effectiveness of the rudder in producing headihanges depends on the surge
velocity of the vehicle and it has been found tifidhe required surge velocity value is
decreased to 1.0 m/s the rudder reaches its lin#Dadeg. The results, shown in Fig. 8,
indicate clearly that there are interactions betwie rudder and propeller feedback loops
and that the action of the propeller changes dutiegoeriod when the rudder is at its limit.
The inverse simulation approach based on feedbaek, dhowever, continue to provide the
required inverse solution and also offers usefwsptal insight when limiting action
occurs.

53 Case involving a quick-hop type of manoeuvre.

The third case considered involving a more comptenoeuvre involved a quick-hop
situation in which the vehicle is required to aecate smoothly from a given initial surge
velocity to a defined maximum and then decelerateathly back to the initial speed in a
defined time [). This case involves feedback loops for surgeacimipheading and pitch
attitude. The required initial surge velocity wasided as a constant value (1.0 m/s) and a
surge velocity change of the form given by Equafit8) was defined, to give a maximum
surge velocity change (at timig/2) of 1.1m/s. The feedback variables in this casee
surge velocityp (ms?, gain factor of 1%), heading angle (rad, gain factor 10) and pitch
angle 9 (rad, gain factor 100). The heading and pitch arfgkedback loops involved
constant reference inputs of zero. Fig. 9 showasltegor this modified value of surge
velocity loop gain, indicating a maximum propeligeed change of approximately 700
rpm, in order to produce the form of surge veloa@hange demanded from the given
reference input. It can be seen that other comgtdavariables remain close to the required
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reference values and the displacemegtg. andz (defined in the Earth-fixed axis system)
are consistent.
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Fig. 9. Inverse simulation results for the quickphnanoeuvre for a defined surge velocity changeThe
feedback loop gain for the surge velocity feedblacp was 18in this case with heading angle loop gain
factor of 10 and pitch angle loop gain factor 001Qther variables shown here are as defined pushjio

6. Discussion and Conclusions

The inverse simulation results presented aboveeao®uraging, both for the examples
involving output responses of simple form and theses involving more complex
manoeuvres such as the pop-up, side-step and QomkWith feedback loops based on
proportional control, steady—state errors do efdstwould be expected) but these errors
are generally predictable and, through appropeatices of gain factors, we can ensure
that these errors are of very small magnitude.rincpple, errors could be further reduced
by the introduction of more complex forms of feedb@volving a combination of output
feedback and output rate feedback (or some othen fof state-variable feedback).
However, application of the time histories foundbnfr inverse simulation to the
corresponding forward models shows that, for tlppliaation, the levels of accuracy
achieved with simple proportional control are atabfe and more complex forms of
feedback structure are not required.

There are six inputs and twelve possible outputshie UUV model and decisions have to
be made by the investigator about which actuatosild be associated with each output
variable in forming the feedback loops for the e simulations. This was possible
through simple physical reasoning in the case demsd and no difficulties were
encountered. However, issues of input-output pagircould be a topic for further
investigation for other applications.
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Insight obtained from the inverse simulation reswould have an important bearing on
design issues for an underwater vehicle of thisl kespecially in terms of the installed
power, battery capacity and the characteristicshef propeller, actuator and control
surfaces in relation to the intended role of thieicle. Inverse simulation results show very
clearly whether or not the vehicle can perform ec#fged manoeuvre and, in cases where
the manoeuvre is possible, the results indicatctyr how close the system is to the limits
on propeller speed and actuator deflection. Intemas between the control inputs required
to perform a specified manoeuvre also show up e&grly from the inverse simulation
results. More complex models of actuators couldlyeag included in inverse simulation
studies of this kind and these could incorporate liaits and other dynamic effects such
as dead-zone, in addition to the amplitude limitfigcts considered in this investigation.

The closed-loop system inevitably has a longer @ac time for simulation than the
forward model because the integration interval,egelty, has to be shorter. It has been
found that investigations based on linearised desans can provide useful insight
regarding the optimum choice of integration stee sind integration method for this type
of approach.

One very important point about the feedback apgraachat the problem of designing a
feedback system for an inverse model is, in gerterats, significantly less difficult than
that of designing a feedback system for a conyslesn application involving a model of
similar complexity. Questions of response to exerdisturbances, insensitivity to
measurement noise and robustness in terms of nuodeltainties are all irrelevant in the
inverse simulation case since disturbances and urezasnt noise are not present. The
model is also completely known so there are ncessi robustness (other than numerical
robustness). There may well be uncertainties withamn model when compared with the
corresponding real system but, for the purposeswveiting a given model, no uncertainty
exists. Relatively simple methods of feedback syslesign involving high-gain solutions
and state-variable feedback can therefore be oeresid for the model inversion
application. Although problems of numerical stiffsecan arise with the feedback
approach to inverse simulation this need not creaigor difficulties, for most
applications, if an appropriate choice of numerioggration algorithm is made.

In conclusion, this application involving the UUVorhel has shown that inverse simulation
methods provide insight for engineering investigasi that is different from the
understanding that comes from conventional modglind simulation studies. Viewing
the system in terms of the inputs that are needeathieve a defined pattern of outputs
provides the investigator with information thatdisectly relevant for engineering design,
especially in the context of actuators. It is bedig that this understanding could not be
obtained so readily using traditional modelling amdulation methods. It is also believed
that this application provides further evidencetlté value of the feedback approach to
inverse simulation. It therefore provides an imanttalternative to the other numerical and
iterative methods of inverse simulation mentiome&ection 1 (Introduction).
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