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Probabilistic political economy and endogenous money

P. Cockshott, A. Cottreill
July 17, 2008

Since the foundational work of Farjoun and Machover [2], artant contributions to the field of
probabilistic economy have been made in [1] and in [6]. Bdtthe latter works assume an economy
with exogenous money. In this context one naturally hasemasion of money as a postulate. However
it is questionable whether a capitalist economy could ewvakwiith entirely exogenous money, and it
is interesting to see to what extent probabilistic argumean illuminate the evolution of the type of
endogenous money system that characterizes contempayatglsm.

We first argue, on probabilistic grounds, that a system wikriat conservation law on money was
historically unsustainable. We then make the case thatgrhena such as the formation of a rate of
interest, periodic commercial crises, and the formatioa #ntier class can be understood using the sort
of reasoning pioneered by Farjoun and Machover.

1 The impossibility of monetary conservation

The most obvious characteristic of capital—one might dathé signature of capital—is its ability to
undergo exponential growth. Marx characterized this digneausing the notatiom —C — M/, where
AM =M’ —M > 0, and attempted to explain how such expansion is possible.

It could not, he argued, come about in the field of commodityhexge, since this was governed
by a law of conservation of values. Echoing Newton’s condbpt to each action there is an equal
and opposite reaction, Marx argued that to the extent thatsat of people sold goods above value
another set must sell below value. Thus, he argued, profitl@mly be explained outside of the realm of
commodity exchange, by the exploitation of labour in thedaadion process. In the capitalist factory—
where Freedom, Equality and Bentham do not prevail—the ingriday is extended beyond the time
required to produce the workers’ means of subsistencedi@rdo provide a surplus that funds profits.

lan Wright [5, 6] has shown that this model can be validatezbimputer simulations, with some very
simple assumptions.

But Marx’s analysis only partly answers the problem of “wdtire money comes from”. He explained
how capitalists obtained a net income from their capital, this was only half the problem. If the
capitalists follow the maxim ascribed to them by Marx—‘Actulate, accumulate! That is Moses and
the prophets!”—then the signature of captal C — M’ extends into

M—-C-M—-C —M'-C'—M"...

which requires exponential growth in the quantity of morieyhe 19th century, the British economy, like
most others, depended on precious metal for its monetasy Basexponential growth in the quantity of
money implies the same sort of growth for gold stock. But ifla@k at historical data for the growth of

*Department of Computing Science, University of Glasgovg Brepartment of Economics, Wake Forest University, respec-
tively. This is a draft paper for presentation at the confeeson Probabilistic Political Economy, Kingston Univéysiuly 14-17,
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the world gold stock, we find that during the 19th century iswgowing at well under 1% per annum.
Given that the British economy grew at over 2% a year, thereavdiscrepancy between the growth of
gold and the growth of commaodity circulation.

Since gold stocks could not grow fast enough to support tipamsion of the economy, capitalists
had to resort to commercial bills. An Iron Master taking detiy of coal would typically write a bill of
exchange, a private certificate of debt, promising to pahiwi80 or 90 days.

Payment of wages would generally have to be done in cash.tdliafs have tried at times to pay
wages in tokens redeemable only at company stores (“sdrug’)egislation by the state, eager to main-
tain its monopoly of coinage if not to defend the interestthd workers, tended to put a stop to this.
Payment in cash represents a transfer from the safes oalisisito the pockets of their employees, with
a corresponding cancellation of wage debts. At the end ofviiek, the wage debt has been cleared to
zero, and there has been an equal and compensating movemasho

Workers then spend their wages on consumer goods. For tee$akmplicity we assume that there
is no net saving by workers so that in the course of the weeakK tle money they have been paid is spent.
This implies that immediately after payday, the money haddiof the workers are equal to one week’s
wages. If these wages were paid in coin this would have seterltimit to the quantity of coin required
for the economy of function.

When workers spend their wages on consumer goods theydranefiey only to those firms who sell
consumer goods—shopkeepers, inn-keepers and so on. Wemeaat éhese firms not only to make up
the money they had paid out in wages, but to retain a conditiesarplus. The final sellers of consumer
goods will thus end up with more money than they paid out inegagrom this extra cash they can afford
to redeem the bills of exchange that they issued to theirlmrpp

In the absence of bank credit, suppliers of manufacturediutoer goods would be entirely dependent
for cash on money arriving when the bills of exchange, in Wwhitey had initially been paid, were
eventually redeemed by shopkeepers and merchants. Theepagituation facing raw materials firms
was even more indirect: they could not be paid unless the faaturers had sufficient cash to redeem
bills of exchange issued for yarn, coal, grain, etc.

Stock Annual growth
Period (million troy 0z.) (percent)
1840-1850 617.9 a7
1851-1875 771.9 .89
1876—-1900 953.9 .85
1901-1925 1430.9 .64
1926-1950 2130.9 61
1951-1975 3115.9 53
1976—-2000 4569.9 54

Table 1: Growth of the world gold stock, 1840 to 2000

The process of trade between capitalists leads to the bpildf inter-firm debt. We suggest that
the total volume of inter-firm debt that could be stably supgdwould have been some multiple of the
coinage available, after allowing for that required to pages. If one takes the aggregate of all firms the
ideal signature of this process can be represented as:

M — [C= (C+AC)] — M +AM

where[C = (C+AC)]| represents the production process that generates a plstsipkus of commodities
after the consumption needs of the present working pouldtas been met. If there is no new issue of



coin by the state then thtsM cannot be “real money”; rather, it must be in the form of bifexchange
and other inter-firm credit.

For the capitalist class considered as a whole this shoultdea problem since théM is secured
against the accumulated commodity surpN@s There is a net accumulation of value as commodities,
and accounting practice allows both the debts owed to a fimnstorks of commodities on hand to be
included in the value of its notional capital. As the proaeflssccumulation proceeds in this way the ratio
of commercial debt to real money will rise. If the period fdnieh commercial credit is extended remains
fixed—say at 90 days—then a growing number of debts will dsnfatlue each day. If these have to be
paid off in money, then a growing number of firms will have diffity meeting their debts in cash.

Consider an individual firm: what is the probability that iilMnot be able to meet its debts?

Let us first normalize the assets liabilities and cash of finitls respect to their turnover. We assume
that, normalized to turnover, a firm's expected gross assetgyross liabilities in terms of commercial
credit will follow a negative exponential distribution \wita probability density of the form:

P(d) = Ke ¢ (1)

whered is debt,K is a normalization constant, amds the firm’s turnovet. The same distribution is
assumed to apply to the debts owed to the firm. There is thuaimensional probability surface
relating assets to liabilities as shown in Figure 1.

Figure 1: Conditional probability surface for assets aabilities normalized to turnover.

We can use this probability surface to estimate the digiobwf firms along the net-creditor/net-
debtor axis as shown in Figure 2. The density peaks whererthédnfis zero net commercial debt, but the

1This is, of course, the Gibbs—Boltzmann distribution dismd in A. Dragulescu and V. M. Yakovenko (2000). The actual
distribution may be either this or a power law but the arguntiestt follows is robust in either case.



probability mass close to this peak is actually very smals imore likely that firms will have either a net
credit or debit balance in their dealings with other capitalhe probability distribution is symmetrical,
since to every commercial debtor there corresponds a coamheebtor. It falls off steeply on either
side.

220 10 10 20

Figure 2: Plot of the probability distribution expected fimims along the net asset/net creditor axis
with respect to commercial debts outstanding. The plotiie-zentered because of the symmetry of the
commercial debt relationship.

We now have to consider two things:
1. How much of the debt will be falling due each month.
2. How likely is it that a firm will have insufficient cash to ntets debts at the end of the month.

It is obvious that the longer the periog, for which commercial credit is extended, the smaller wdl b
the amount of debt falling due each month. If it were the amsto extend 90-day credit, th%’nof the
debt would fall due each month, as opposed to all of it for al@@)-commercial credit rule.

In order to work out how likely it is that a firm will have tootli¢ money to pay its debts we need to
have some model of the distribution of money balances in filWesare provided with this from the data
produced by [6] which shows that in the SA model, the proligtiff a firm having money holding is
given by the Pareto distribution:

P() 0 (=)~ (@+ @

wherea = 1.4 andmdenotes the average money holding of a firm. Using this we ke probability
surfaceC(l, ) relating liabilities| to cashu (Figure 3).
Firms will be unable to meet their bills if

1. They have net liabilitiek

2. The net repayments on these debts, '—p wherep is the period on commercial loans, is greater
than the current cash balance.

Thus the probability of a firm defaulting will be given by

P(defaulb:/_o /()WC(I,u).(lf)+u< 0) dpdi @A)
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Figure 3: Plot ofC(I,m), the probability distribution expected for firms along thet asset/net creditor
axis with respect to cash holdings.
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Figure 4: Plot of the fraction of firms going bankrupt in a tiperiod as a function of the ratio of the
mean money holdingn in equation 2 to the mean turnoviein equation 1. The evaluation assumes a
3-month duration of commercial loans. The steps in the cargdhe result of ‘binning’ as the functions
were evaluated on a discrete grid.



However, the shape of the surfa€d, 1) will depend on the amount of money in circulation. As the
probable amount of money held by each firm rises, the defaaligbility will fall. In Figure 1 we see
how the probability of bankruptcy declines as the ratio aftcep turnover rises.

It is important to note that what is being considered heraiigly stochastic bankruptcy due to cash-
flow fluctuations. It is quite aside from bankruptcies thatyroacur due to economic inefficiencies or
long term increases in costs. We are looking at the bankyuptt can hit perfectly viable firms due to
random fluctuations in indebtedness.

1.1 Conclusion

This basic argument gives, we think, a means of understgrntiincommercial crises of 19th century
capitalism under the gold standard.

The commercial cycle goes through a phase of expansion anohadation during which thé&M
is increasing, sustained by commercial credit. As the velwhcommercial credit relative to the real
cash required to pay wages increases, the probability ofrésfioeing unable to meet obligations due
to random variations in cash flow rises exponentially. Satide significant number of firms become
illiquid. The process cascades as the creditors of theuitifirms in turn run into difficulties. Whereas
previously credit was treated as being as good as money, nlywtee real thing is trusted. The collapse
of commercial credit then throws the whole economy into driesgeriodic crises.

The longer term conclusion is that these crises would begoogressively more severe as the long-
term effects of the discrepancy between the rate of growth@fgold stock and the rate of growth of
turnover make themselves felt. These crises would havedetbthe continued expansion of capitalism
were it not for the invention of bank money, both in its origiiform of privately issued banknofeand
in its later development as chequing accounts.

2 Probability and the formation of a rate of interest

Now let us try applying the sort of argument that we appliefirtas, to banks.

A pre-capitalist banker who made loans out of his own capitalld be sure that he would not face
insolvency since he had no obligations to depositors. Theip feature of capitalist banking, however,
is that it is based on deposit takiAgA deposit-taking banker is in a much more perilous positioce
he accepts cash over and above his own capital which he thds tit. Because he has lent out cash
that was not his own capital, and is under an obligation t@ehaleposits on demand (or after some
fixed warning period), he can easily become insolvent. Thaaieing cash he holds in his safe is never
enough to meet his maximum obligation to his creditors. &hthe day dawn on which too many of
them demand their money back, he is lost, as witness the trdodorous experience of the Northern
Rock in the UK.

Suppose we model this as a stream of customers arriving batiieer’s till at random intervals. Each
customer either makes a deposit or a withdrawal. The cusgmay make a withdrawal of any amount
up to their current credit balance. We further assume thasiieady state customers are as likely to make
a deposit as to make a withdrawal.

The deposits and withdrawals by customers are the resultuitipie independent circumstances.
As such they have a noisy character analogous to the “she¢’hahich sets a limit to the information
capture accuracy of any camera or photo-sensor owing tasheete photon nature of light. Shot noise is
proportional to the square root of the mean number of phatamnsng at each sensor during the exposure
period of the camera. As a result shot noise falls as a priopaot the total signal, the more photons we

2These still exist in Scotland and Northern Ireland.
3See [3] for a sustained argument on this point.
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Figure 5: Plot of the largest fraction of a bank’s deposithdiawn in a single day over a 20-year period
as the number of customers rises. The plot derives from daiionin which it is assumed that customers
are as likely to make deposits as withdrawals, and may watkdmy sum up to their maximum deposit.
The irregular nature of the trace reflects the underlyingtsdstic properties of such a simulation.

can capture. A similar principle applies to banking. The enmustomers that a bank has, the smaller will
be the proportional variation in the withdrawals from daylty.

Look at Figure 5. The horizontal axis shows the number ofausts, and the vertical axis the
highest proportion of the bank’s deposits withdrawn in aeglvover a 20-year period. As the number of
customers rises, the variation in the amount withdrawn invaeek falls, and so too does the maximum
withdrawal that can be expected. A very small bank would haveeep all its deposits in the safe as
an insurance against having to pay them out, but a bank wi@OBOcustomers might never see more
than 3.4% of its cash deposits withdrawn in any week. A bartk wiat number of customers could
safely issue as loans 20 times as much in paper banknotes egiththat it held in its vaults, safe in the
knowledge that the probability of it ever having to pay owtttmuch in one day was vanishingly small.
Thus with a starting capital of 10 million the bank could lend 200 million after building up its network
of customers.

This creation of new paper money by the banks was the hiddeatdeehind the signature of capital
M—=C—M —C — M.

2.1 Importance of number of depositors

The asymptotic decline of the required reserve fraction aAmation of the number of customers also
explains two major features of banking history:

1. The concentration of banking capital from many local tea hational (and more recently, in-
ternational) banks. A large bank with more customers caoréffo keep smaller reserves, thus
generating a greater ‘multiplier’ effect on its initial dgg. This makes it more profitable than a
smaller bank.

2. Inthe early history of banking, failures and runs on bam&se common, but they are now rare. As
the mean size of banks rises, the probability of failure $aiocdecline.



The exception to the second point comes when there is a vemeuarspread in the sizes of deposits
made with the bank. If a large share of the bank’s depositsadenby a small number of customers,
then the likelihood of shot noise causing withdrawals tceextreserves is much higher than with a bank
which has lots of small customers.

Again the experience of the Northern Rock is illustrativanajor portion (around 75%) of its liabili-
ties was not owed to ordinary depositors, but took the fortoarfs (equivalent to deposits in the context
of this argument) made to it by other banks. Since the numtither banks depositing with it was orders
of magnitude smaller than the number of ordinary custontkestisk it faced from random withdrawals
by other banks was far greater than would be expected forlavsiim so many customers overall. It was
effectively in the position of a bank with around 100 custosnesafety would have dictated reserves of
perhaps 25% of its deposits. In fact its cash reserves armsdepvith the Bank of England were much
lower (less than 1% of liabilities in its 2006 consolidatepany accounts).

2.2 Costs of loans

The cost to a bank of making a loan is related to the likelihibwad the reserves left after the loan will be
too small to cover fluctuating withdrawals. If this happdms bank may lose its capital.

From a microeconomic point of view the cost is also deterhimethe amount of interest that a bank
has to pay on the capital that it borrows, but that is the @eaicase. The fixed point or macroeconomic
result is provided by the previous argument since this do¢presuppose the existence of the rate of
interest which it seeks to explain.

Consider a random variabWg which is the maximal excursion of reserves from their measitjgm
during a year, due to random deposits and withdrawals byomests. Figure 6 illustrates this. For the
sake of argument let us normalize the distribution so thatsiandard deviation & is 1,000,000, as
might be the case with a small bank of the 19th century. Wisemees at 3 standard deviationd/éf we
know from the tabulation of the normal distribution that f@bability of bank failure in any one year
would be of the order of 0.0015. If reserves fell to 2,000,00@ standard deviations then the failure
probability in the year would rise to 0.026. Suppose thatiieker had a capital of 5,000,000 and that
he would lose his capital if the bank failed, then, if he stdnvith reserves of 3 million, making a loan of
1 million would have an expected cost ab@6— 0.0015x 5,000,000 or about 125,000. This expected
cost sets a lower limit on the interest it would be rationaltfee banker to charge for the loan, namely
12.5% in this case. For safety’s sake he would be likely togdanore than this.

The lower rational limit to the interest charged would vatijhw

1. The banker’s capital: the more of his own capital is inedsh the bank the more he stands to lose
on failure.

2. The size of the loan, since this determines the reseniggoafter making the loan.

3. The size of the bank reserves measured in standard degafW (ow). The larger the reserves
relative toW the lower the cost of making the loan.

Since the interest charged will be proportionate to the J&@rsmall loans it follows that the rational
floor rate of interest should be proportional to the slopenefiormal curve at the intersection between
the normal curve and the level of reserves measured in tefrmg .0

We cannot go from this to deducing what the actual rate oféstevould be as a function of the ratio
of reserves to deposits. For a start, the preceding argumasrbeen about a rational floor to the rate of
interest on the assumption that the banker is lending hisaasgh. If the marginal loan is made out of
money for which the banker is himself having to pay interdst, interest that the banker himself pays
would have to be added to this floor for him not to expect a loss.



Figure 6: The plot shows the distributigviwhich represents the greatest excursion from the mearveeser
position. The scale is both in standard deviations and itiang. If the bank initially has reserves of 3
million then a loan of 1 million will increase the probabjlithat withdrawals will exceed reserves.



A further factor is that the expected loss, if the marginahldurns out to be the last straw that breaks
the bank at some future date, is proportional to the bankenrscapital. The ratio of the banker’s capital
to the deposits he has accepted will, over the populatiomok$, be another random variable.

Beyond this we have to add the effects of ignorance. It is &ebf economic theory to assume
perfect knowledge (or knowledge of probability distrilmunts in the present case). Nineteenth-century
bankers were probably ignorant of the work of Gauss on thenabdistribution, and even had they
understood it they may not have had good enough records twatety measurey,. We can expect that
the actual rate of interest charged by banks will be randalislyibuted with a mean somewhat above the
rational floor, but with some bankers lending below theitorzl floor. Those that do lend below run the
risk of failure, but this is a risk rather than a certainty. ivght expect, however, that even if the bankers
were not aware of a precise relationship between reserwkfaduare probability, trade folklore would
convey to them the need to get anxious as the ratio of reserv@sposits fell. This anxiety would be
reflected in higher interest rates, and there would thusgtiin inverse relationship between the reserve
to deposit ratio and the interest rate.

If reserves are exogenously determined, the interest riltthen vary as a result of the endogenous
creation of bank money—either negotiable deposits, oessi bearer notes in return for deposits.

3 Genesis of financial crises

Financial crises have been a perennial feature of capitalisd even occurred in highly developed slave
economie$.

We will first explain the basic mechanism generating findroriaes under capitalist banking systems,
and then present a simulation model that demonstrates itheseanisms.

1. In a population of capitals there will be a dispersion affjprates.

2. This dispersion of profit rates will be wider than the disjen of short term interest rates, since
competition equalizes the latter more effectively.

3. In consequence in a population of capitals there will mes¢grouplL) whose rate of profit on
trading operations falls below the prevailing rate of ietdrand others (groug) whose trading
profit rate is above the prevailing interest rate.

4. ltwill pay groupU to take out bank loans to expand their business, while gktoane better served
by leaving their profits in the bank. Grolp are voluntary borrowers. Groupdo not invest in
real capital, but accumulate financial assets instead.

5. There is a further grou@ of firms whose trading profit is insufficient to cover the theenest on
their current debt. These firms are involuntary borroweheyltend to gradually run up bigger and
bigger overdrafts until they either restructure or fail.tdlthat of these three groups only grdup
carry out real investment.

6. Over time the population of capitals polarizes into bawes and lenders.

7. The growth of inter-firm debts mediated by the bankingeyswill, over time, cause the reserve
ratio of the banks to deteriorate.

8. Deteriorating reserve ratios force up the rate of interes

“Tacitus, in theAnnals of Imperial Rompt], recounts a commercial crisis arising in Egypt and ripighreading to the Roman
credit system.
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Table 2: First model

Firm  Inputs Output  Surplus
Consc Labour Varc

1 1 2 1 3 1

2 2 4 2 6 2

Sums 3 6 3 9 3

9. This increases the portion of capitals that fall into greluandC.

10. Everyincrease in groupdepresses real investment, and forces more of the firms piragicapital
goods into groug.

11. This feeds back to step 6, causing an acceleration of tiodewprocess until a commercial crisis
ensues. Too many firms are in groupandC and too few in group) to sustain economic growth.
A recession is triggered.

4 A model illustrating financial crises

We present a model of the dynamics of a ‘gas’ of capitals tafgepolarizes into rentiers and industrial
capitals. The general method followed is derived from langitrs work.

We assume two populations of capitalists: those produciegns of production, and those producing
consumer goods.

In order to simplify calculations we choose the productiangmeters so that the mean production
functions of each section are such that the outputs sellfibvalue. Thus each sector will employ 1 unit
of means of production and 2 units of labour to produce 3 wifighysical output, whose value will also
be 3.

The rate of surplus value is assumed to be 100% so that foy @vanits of labour employed the
workers will get 1 in wages.

A simple system with 6 workers and two firms is as shown in T&ble

The sum of the consumed constant capital in both firms eqghbalsutput of firm 1, and the output
of firm 2 is sufficient to meet the consumption of the workerdath firms plus the consumption of the
capitalists, if they spend all their capital on consumerdgoo

We assume there is one bank and at ttmeach capitalist has sufficient money in the bank to pay
wages. At the outset there are no outstanding loans to thHargasystem, so the total money assets of
the capitalists equal the total liabilities of the bank amelse equal its gold reserves.

If a capitalist purchases a commodity or labour he pays withadt on the bank, so over time his
assets with the bank can be positive or negative. We modsebthan account for each capitalist. A single
collective account is kept for all workers.

The bank sets a rate of interest which is initially zero andciviwill rise as an exponential function
of the liability to reserve ratio thus

r(t) = 0.01e-0/RO-1_1

The current rate of interest determines if a capitalist willest or save the surplus left over after
personal consumption. The reserves (gold) are assumenhrreonstant throughout the simulation.

For firms whose rate of profit is less than the rate of intetbsiy mean rate of gross investment is
equal to half the rate at which their capital is depreciatifiirms have a rate of profit above the rate of
interest their mean gross investment rate is twice the déegiren rate.
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Table 3: Second model

Dept Inputs Output Surplus
Constc Labour Wages

1 2 4 2 6 2

2 2 4 2 6 2

Sums 4 8 4 12 4

Capitalist  expenditure by sector
Investment Consumption

1 1 1
2 1 1
Totals 2 2

Whenever an agent, whether it be a capitalist or a workemgdts to purchase consumer goods or
raw materials they randomly select a supplier and attemptiyctheir target amount from that supplier.
If the supplier has insufficient stocks in hand, the purchbags the remaining stock of the supplier and
then another supplier is chosen at random to supply theualsidf no suppliers have any remaining
stocks, the attempt to purchase fails.

We assume that capitalists always try to consume at a rateadejut to 70% their profit. If the rate of
profit they earn is lower than the rate of interest, they sheeemaining 30% of their surplus. Otherwise
the remainder of their surplus, along with bank loans, fieartbeir new investment.

In order to ensure that the system can be able to expand fr@stdht we set it up with the industries
in the ratios shown in Table 3.

In this configuration all flows balance, and the economy isab&pof following a growth path pro-
vided that the supply of labour is assumed to be arbitraldgtee. It is assumed that technology does not
change over the period of the simulation.

The firms will initially all be the same size and have the sanitéai cash assets but symmetry will be
broken by two means

1. Arandomized purchasing procedure, which means thatritisterminate which firms will be left
with unsold stocks or unmet orders after a purchasing round.

2. Aninitial small random variation in the productivity offis around the mean.

The initial population was set to 500 firms and the simulatiomfor 48 time steps.

4.1 Results

The results of the simulation are shown in Figures 7, 8 and 9.

At first the economy grows exponentially. This entails a pergrowth in the loan to reserve ratio of
the banking system, which in turn produces an increase iretieeof interest. Eventually the increase in
interest causes a downturn in investment, precipitatiregagssion.

The population of firms, all of whom started out with no initkebts, polarizes into two groups. The
polarization process is shown in Figure 9. The main poputetiuster forms around the mean rate of
profit and with gearing ratios in the range.5 to +0.5. A firm with a gearing ratio of & has half of
its employed capital funded by bank loans. A firm with a gegirittio of —0.5 has net deposits with the
bank equal to half its productive capital.

As time goes on the distribution assumes a tadpole shapeingra tail of rentier capitals with very
low (substantially negative) gearing ratios. For thesetaby productive resources represent only a small
part of their assets. Attime step five, the capital with theshextreme rentier traits had a cash to constant

12



capital ratio of about 1/1. By the end of the simulation, hegrethe rentier tail includes firms whose
financial assets are more than 100 times greater than tla¢assets.

The growth of the rentier tail is intimately linked to the clgg in the L/R ratio of the banking system
shown in Figure 8. As the rentier tail becomes more markeds#lving by rentiers grows, pushing up the
L/R ratio, and by the arguments in Section 2 this leads todigiterest rates. But higher interest rates
will in turn accentuate the growth of the rentier tail.

5 Conclusions

We first developed a stochastic model of the likelihood of $igning bankrupt under a purely commodity
money system, extended by commercial credit between firrhs showed that as the level of produc-
tion rises faster than the stocks of gold, a threshold isheg@at which stochastic bankruptcies of still
profitable firms would likely precipitate a commercial csisi

We then extended the analysis to cover firms using bank ats@snmoney. We showed that the
rate of interest charged by banks should, on probabilisbaigds, be an increasing function of the loan
to reserve ratios of the banks. We argued that banks with mus®mmers will be more secure against
random failure, and thus there will be marked advantagesaie $n banking. This, we claimed, was the
driving force behind the merger of small banks into largezsriVe noted that this advantage to scale is
negated where banks rely not on a large number of depositofgtrids, but on credit provided by a small
number of fellow banks. This observation has clear relezdaacthe recent failure of the Northern Rock
bank in Britain.

We then analysed the interaction between a banking systephwheates endogenous money and
a population of firms. We showed that symmetry-breaking wifiult in the precipitation of a class of
rentiers and the polarization of the the population of @pitThis process culminates in financial crisis
as the loan to reserve ratio rises and pushes interest oatbggh to sustain investment.

Such a process arguably lay behind the depression of theshBigh forced the abandonment of
gold as the substance of bank reserves.

In 2008, the same process appears to be operating, excéjg tase the reserve base of the banking
system is provided by fiat money issued by the state. The @aupdin is that once the polarization of
capital has taken hold, only ever-greater injections ofrfianey into the system by central banks can
sustain the viability of the credit system.
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Figure 7: Plot of the evolution of wages, capitalist constiorpand investment in the simulated economy.
The economy at first follows an exponential growth path fottakee indicators. After interval 40 there
is a downturn in investment that feeds into a decline in thewoindicators a few steps later.
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Figure 8: Plot of the evolution of the loan to reserve ratifR), the interest rate paid on bank loans, and
the mean rate of industrial profit. By comparing this with iHig 7 it can be seen that the downturn in
investment follows a rise in the interest rate until it is alpo or greater than the mean rate of profit. This
rise in the interest rate is itself a consequence of thegisiR ratio.
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Figure 9: Plots showing the evolution of the population ahrin the space defined by gearing ratios
against rate of profit. Note how an initially compact distitibn develops a tadpole shape, as it grows
a tail of rentiers. In the final time step the profit distrilmntihas become bimodal, with firms producing
investment goods showing losses. Note the change in sctilexéxis as time progresses. Note also that
while a firm whose gearing ratio rises above 1 is unlikely tovise, firms with negative gearing ratios

have a high survival rate.
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