
Unbounded number of channel uses may be required to detect quantum capacity

Toby Cubitt,1 David Elkouss,2, ∗ William Matthews,1, 3 Maris Ozols,1 David Pérez-Garćıa,2 and Sergii Strelchuk1
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Transmitting data reliably over noisy commu-
nication channels is one of the most important
applications of information theory, and is well
understood for channels modelled by classical
physics. However, when quantum effects are in-
volved, we do not know how to compute chan-
nel capacities. This is because the formula for
the quantum capacity involves maximising the
coherent information over an unbounded num-
ber of channel uses. In fact, entanglement across
channel uses can even increase the coherent in-
formation from zero to non-zero! Here we study
the number of channel uses necessary to detect
positive coherent information. In all previous
known examples, two channel uses already suf-
ficed. Could it be that a finite number of channel
uses is always sufficient? We show that this is not
the case: for any number of uses, there are chan-
nels for which the coherent information is zero,
but which nonetheless have capacity.

In the classical case, not only can we exactly char-
acterise the maximum rate of communication over any
channel – its capacity – we also have practical error-
correcting codes that attain this theoretical limit. It is in-
structive to review why the capacity of classical channels
is a solved problem. Even though optimal communica-
tion over a discrete, memoryless classical channel involves
encoding the information across many uses of the chan-
nel, Shannon showed that a channel’s capacity is given by
optimising an entropic quantity (the mutual information)
over a single use of the channel. This follows immediately
from the fact that mutual information is additive.

It is for this reason that additivity questions for quan-
tum channel capacities took on such importance, and
why the major recent breakthroughs proving that addi-
tivity is violated [1, 2] had such an impact. A regularised
expression for the quantum capacity has been known for
some time [3–5] – the optimisation of an entropic quantity
(the coherent information Icoh) in the limit of arbitrarily
many uses of the channel:

Q(n)(N ) :=
1

n
max
ρ(n)

Icoh(N⊗n, ρ(n)), (1)

Q(N ) := lim
n→∞

Q(n)(N ). (2)
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Here

Icoh(NA→B, ρA) := S
(
N (ρA)

)
− S

(
N (ρAR)

)
(3)

where NA→B is a channel from A to B, ρAR is a purifi-
cation of ρA, and S denotes the von Neumann entropy.
However, the regularisation renders computing the quan-
tum capacity infeasible; it involves an optimisation over
an infinite parameter space.

Were the coherent information additive, so that
Q(n)(N ) = Q(1)(N ), the regularisation could be removed
and the quantum capacity could be computed by a single
optimization, similarly to classical channels. However,
this is not the case. The first explicit examples of su-
peradditivity were given by Di Vincenzo et al. [6], and
extended by Smith et al. [7]. For these examples (where
N is a particular depolarising channel) it was shown (nu-
merically) that 0 ≤ Q(1)(N ) < Q(n)(N ) for small values
of n ≤ 33.

While the classical capacity of quantum channels also
involves a regularised formula [2], we at least know pre-
cisely in which cases it is zero: simply for those chan-
nels whose output is completely independent of the input.
The set of channels with zero quantum capacity is much
richer. Indeed, the complete characterisation of such
channels is unknown. To date, we know of only two kinds
of channels with zero quantum capacity: antidegradable
channels [8, 9] and entanglement-binding channels [10].
The former has the property that the environment can
reproduce the output, thus Q = 0 by the no-cloning the-
orem [11]. The latter can only distribute PPT entangle-
ment, which cannot be distilled by local operations and
classical communication [12], again implying Q = 0.

This has dramatic consequences. It is possible to
take two channels with no quantum capacity whatso-
ever (Q(N1) = Q(N2) = 0), N1 antidegradable and
N2 entanglement-binding, which, when used together, do
have quantum capacity (Q(N1 ⊗ N2) > 0). This “su-
peractivation” phenomenon was discovered recently by
Smith and Yard [1] (and extended in [13]). They also
show that a single channel N , which can be ‘switched’
between acting like N1 or N2, exhibits an extreme form
of superadditivity of the coherent information, where
0 = Q(1)(N ) < Q(2)(N ). Even stronger superactivation
phenomena have been shown in the context of zero-error
communication [14–18].

These recent additivity violation results demonstrate
how much we still do not understand about the behaviour
of information in quantum mechanical systems. On the
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one hand, it means that the known formula for the quan-
tum capacity must be regularised, hence cannot be used
to compute the capacity. On the other hand, since the
coherent information is additive for unentangled input
states, additivity violation also implies that entangle-
ment can protect information from noise in a way that is
not possible classically.

But just how badly can additivity be violated? One
might hope that, at least in determining whether the
quantum capacity is non-zero, one need only consider a fi-
nite number of uses of a channel. Indeed, since the Smith
and Yard construction relies on combining the only two
known types of zero-capacity channels, one might dare to
hope that even two uses suffice. (Similarly, for the classi-
cal capacity of quantum channels the only known method
for constructing examples of additivity violation [2, 19]
cannot give a violation for more than two uses of a chan-
nel, and there is some evidence that this may be more
than just a limitation of the proof techniques [20].) Were
this the case, one could decide if a channel has quantum
capacity by optimising the coherent information over two
uses of the channel, which is not substantially more dif-
ficult than the optimisation over a single channel use.

In this paper, we show for the first time that this is not
the case: additivity violation is essentially as bad as it
could possible be. More precisely (see Fig. 1), we prove
that for any n one can construct a channel N for which
the coherent information of n uses is zero (Q(n)(N ) = 0),
yet for a larger number of uses the coherent information
is strictly positive, implying that the channel has non-
zero quantum capacity (Q(N ) > 0). This is also the first
proof that there can be a gap between Q(n)(N ) and the
quantum capacity for an arbitrarily large number n of
uses of the channel. Our result implies that, in general,
one must consider an arbitrarily large number of uses of
the channel just to determine whether the channel has
any quantum capacity at all!

RESULTS

A channel with zero coherent information but
positive capacity

Perhaps the earliest indication that deciding whether
a channel has quantum capacity may be difficult comes
from the work of Watrous [21], who showed that an
arbitrarily large number of copies of a bipartite quan-
tum state can be required for entanglement distillation
assisted by two-way classical communication. Our re-
sult can be regarded as the counterpart of [21] for the
quantum capacity (which is mathematically equivalent
to entanglement distillation assisted by one-way commu-
nication). However, since the proof ideas and techniques
of [21] assume two-way communication, they do not ap-
ply in our setting. Our result is instead based on the ideas
of Smith and Yard, in particular the intuition provided
by Oppenheim’s commentary thereon [22].

This intuition comes from a class of bipartite quantum
states called pbits (private bits) [23], together with the
standard equivalences between quantum capacity (send-
ing entanglement over a channel) and distilling entan-
glement from the state obtained by sending one half of a
maximally entangled state through the channel (its Choi-
Jamio lkowski state). A pbit ρaAbB is a state shared be-
tween Alice (who holds aA) and Bob (who holds bB),
where the ab part of the system is usually called the
“key”, AB the “shield” (see Fig. 1 for a graphical rep-
resentation and refer to “Channel Construction” in the
Supplementary Note 1 for the mathematical details of
the pbit construction). For concreteness let us consider
a state ρaAbB of the following form:

ρaAbB = 1
2 (|φ+〉〈φ+|ab ⊗ σ+

AB + |φ−〉〈φ−|ab ⊗ σ−AB). (4)

That is, they hold one of the two states |φ±〉〈φ±|ab⊗σ±AB
with equal probability. Here, |φ±〉 are Bell states and
σ± are hiding states [24] encoding the identity of the
Bell state. Hiding states are perfectly distinguishable
globally, but cannot be distinguished locally using local
operations and classical communication (LOCC). If Alice
and Bob knew which Bell state they held, they would
have at least one ebit of shared entanglement. But this
information, and hence the entanglement, is inaccessible
to them unless one party is given the whole shield AB.

Now imagine they have access to a quantum erasure
channel E 1

2
which with probability 1/2 transmits its input

perfectly, but otherwise completely erases it. It is well
known that such a channel cannot be used to transmit
any entanglement [25]. However, if they also share ρaAbB,
Alice can use the erasure channel to send her part A of
the shield to Bob. If the erasure channel transmits, Bob
now holds the entire AB system and can now distinguish
σ±. Thus, with probability 1/2, Alice and Bob can now
extract the entanglement from ρaAbB.

Instead of supplying Alice and Bob with the state ρaAbB
and an erasure channel, we supply them with a switched
channel. This has an auxiliary classical input that con-
trols whether the channel acts as E 1

2
or Γ, where Γ is the

channel with Choi-Jamio lkowski state ρaAbB. The above
argument then implies that no quantum information can
be sent over a single use of the channel, but it can be sent
using two uses, by switching one to E 1

2
and the other to

Γ.
This is the intuition behind the Smith and Yard con-

struction [22]. However, it is constructed out of two
very particular types of quantum channels, so this idea
does not seem to extend to more than two channel uses.
Nonetheless, the intuition behind our result is based on
a refinement of these ideas, which we now sketch.

Sketch of the general construction

We want to achieve two seemingly contradictory goals:
Firstly, to prevent Alive from sending any quantum infor-
mation to Bob over n of uses of the channel, and secondly
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FIG. 1. Positive coherent information can be detected after unbounded uses. Checking the coherent information (Icoh) for
n = 3 uses fails to reveal that channel N has quantum capacity. However, the channel has capacity and this can be shown by
checking some larger number of uses of the channel. We show that for any number of uses of the channel n there are channels
with this behavior.

to permit this when Alice has access to some larger num-
ber of uses N > n. We can achieve the first goal by
increasing the erasure probability of the erasure channel
to something much closer to one, and also adding noise to
the Γ channel; the noise then swamps any entanglement.
The problem is that this seems to render the second goal
impossible. If the channel is so noisy that it destroys all
entanglement sent through it, then no amount of cod-
ing over multiple uses of the channel can transmit any
quantum information.

However, note that the information that Alice needs
to send to Bob in order to extract entanglement from
the pbit ρaAbB is essentially classical. Bob just needs
to know one classical bit of information to distinguish
the two hiding states. This suggests that classical error
correction might help Alice send this information to Bob,
even when the channel is very noisy. The intuition behind
our proof is that a simple classical repetition code suffices.
Instead of the pbit ρaAbB, we use a pbit

1

2

(
|φ+〉〈φ+|ab ⊗ σ+

A1B1
⊗ · · · ⊗ σ+

ANBN

+|φ−〉〈φ−|ab ⊗ σ−A1B1
⊗ · · · ⊗ σ−ANBN

)
(5)

that contains N copies of the shield. For Bob to distin-
guish the hiding states, it suffices for a single copy to
make it through the erasure channel. Alice now tries to
send all of the copies of the shield through many uses
of the erasure channel. However high the erasure proba-
bility, the probability that at least one will get through
becomes arbitrarily close to one for sufficiently many at-
tempts.

Making the above intuition rigorous is non-trivial:
first, we must prove that the coherent information of n
uses of the channel is strictly zero, for any input to the
channel (not just the input states from the above intu-
ition). To this end, we cannot directly use a pbit with

N -copy shield of the form given above, as it would have
distillable entanglement. We must instead adapt an ap-
proximate pbit construction from [23]. However, we must
then take this approximation into account in the proof
that the channel does have capacity. This requires a del-
icate analysis of the various parameters of our channel
to show that both of the desired properties can hold si-
multaneously, which requires a more technical argument
described in the Methods section (with full technical de-
tails in the Supplementary Note 1).

DISCUSSION

A natural question, which we leave open, is whether
a stronger form of the result holds, which gives a con-
stant upper bound on the channel dimension. It is even
conceivable that the presence of quantum capacity is un-
decidable, which would imply the stronger form of result
mentioned. It would also be interesting to see if one can
obtain a result analogous to ours for the private capacity
of quantum channels.

METHODS

Channel description

First, let us give a more precise description of our chan-
nel. The erasure channel with erasure probability p is

EA→FB
p :=(1− p)|0〉〈0|F ⊗ IA→B

+ p|1〉〈1|F ⊗ 1B/dim(B), (6)

where IA→B is the identity channel from A to B, and F
is the erasure flag. The channel ΓaA→bB will belong to
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FIG. 2. Pbit representation. A pbit is a bipartite state with subsystems ab called the “key” and AB called the “shield”. One
party, Alice, holds the subsystems aA and the other party, Bob, holds the subsystems bB.

the class of PPT entanglement-binding channels whose
Choi-Jamio lkowski state is an approximate pbit [23]. We
show that Γ can be constructed with A := A1 . . .AN and
B := B1 . . .BN consisting of N parts, such that even if
Bob only receives part Ai of Alice’s shield for any i, they
obtain close to one ebit of one-way distillable entangle-
ment. With the shorthand Ã := aA, and B̃ := bB, let
Γ̃κ be a noisy version of the channel Γ. More precisely, a
composition of Γ with an erasure channel:

Γ̃Ã→FB̃
κ := E B̃→FB̃

κ ◦ ΓÃ→B̃. (7)

Our construction uses channels of the form

MSÃ→SFB̃ := PS→S
0 ⊗ Γ̃Ã→FB̃

κ + PS→S
1 ⊗ E Ã→FB̃

p . (8)

Here PS→S
i projects onto the i-th computational basis

vector of the qubit system S which thereby acts as a clas-
sical switch allowing Alice to choose whether the channel
acts as Ep or Γ̃κ on the main input Ã. S is retained in
the output, which lets Bob learn which choice was made.

Proof outline

We now state and outline the proof of our main result
– for any number of channel uses there exists a chan-
nel with positive capacity but zero coherent information.
Formally, we prove the following:

Theorem. Let M be the channel defined in Eq. (8).
For any positive integer n, if κ ∈ (0, 1/2) and p ∈ [(1 +
κn)−1/n, 1] then we can choose N and Γ such that:

1. Q(n)(M) = 0 and

2. Q(M) > 0.

The proof is divided in two parts. We first prove that,
given n and κ, for any Γ with zero capacity there is a
range of p that makes the coherent information of M⊗n
zero. In the second part we prove that there exists Γ with
zero capacity such that M has positive capacity.

For the first part we can simplify the analysis ofM⊗n
by showing that it is optimal to make a definite choice
(that is, a computational basis state input) for each of

the n switch registers. For each possible setting of the n
switches, the coherent information is a convex combina-
tion of the coherent information for three cases, weighted
by their probabilities: every channel erases, all of the Ep
erase but not all Γ̃ erase and at least one of the Ep does
not erase (and therefore acts as the identity channel).
The coherent information for second and third cases can
be upper bounded respectively by zero and H(R), where
R is a system that purifies the input. For the first case
it is bounded above by −H(R). Weighting by the prob-
abilities, we find that the total coherent information is
upper-bounded by

(
1− (1 +κn)pn

)
H(R). For any n and

κ we can therefore find p such that this upper-bound is
zero.

To prove the second part, we show that for fixed κ, p
we can find a Γ with an N -copy shield such that the co-
herent information of N + 1 uses of the channel M is
positive for some N + 1 > n. We number the channel
uses 0, . . . , N and label the systems involved in the i-th
use of the channel with superscript i. Consider the fol-
lowing input. The switch registers are set to select Γ̃κ
for use 0 and Ep for the remaining uses 1, . . . , N . We

maximally entangle subsystem A0
i of Ã0 (which is acted

on by Γ̃κ) with subsystem Ai1 of Ãi (acted on by an era-
sure channel). We also maximally entangle subsystem

a0 of Ã0 with a purifying reference system a which is
retained by Alice. The remaining input subsystems are
set to an arbitrary pure state. The resulting coherent
information is a convex combination of cases where Γ̃κ
erases, Γ̃κ does not erase but all the Ep erase, and Γ̃κ
and at least one Ep do not erase. The first case con-
tributes coherent information −1 weighted by its prob-
ability κ. The second case contributes approximately
zero coherent information (due to a standard property of
pbits). In the third case, after channel use 0, Alice and
Bob share the Choi-Jamio lkowski state of Γ on systems
ab0A1

1B
0
1 . . .A

N
1 B0

N , and after the N uses of Ep at least
one of A1

1 . . .A
N
1 reaches Bob unerased. They then share

a state with close to one ebit of one-way distillable entan-
glement (coherent information +1). This contribution is
weighted by the probability (1 − κ)(1 − pN ). We show
that for p ∈ (0, 1), κ ∈ (0, 1/2), we can find a Γ with large
enough N for which the overall coherent information is
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positive, proving that Q(M) > 0. Further mathematical
details are given in the Supplementary Note 1.
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SUPPLEMENTARY NOTE 1

Preliminaries

In the following, each system Q is associated to a Hilbert space of finite dimension dim(Q), and the Hilbert space
has an orthonormal computational basis {|i〉Q : i ∈ {0, . . . ,dim(Q) − 1}}. For any system Q, let τQ := 1Q/ dim(Q)
denote its maximally mixed state.

We write NA→B to denote a channel from A to B. Let ρA be an input state, ρAR its purification, and ρBR :=
NA→B(ρAR). Then the coherent information of NA→B on input ρA is

Icoh(NA→B, ρA) := I(R〉B)ρBR := S(ρB)− S(ρBR), (1)

where S(·) is the von Neumann entropy. I(R〉B)ρBR is the coherent information of the state ρBR. A trivial, but useful,
upper bound for the coherent information is

Icoh(N , ρA) ≤ S(ρA). (2)

Let A and B be two systems of equal dimension, IA→B denote the identity channel between them, and F be
a binary erasure flag. The total erasure channel EA→FB

1 maps any input state to |1〉〈1|F ⊗ τB, while EA→FB
p :=

(1− p)|0〉〈0|F⊗IA→B + pEA→FB
1 denotes the erasure channel with erasure probability p. For any number of uses of E1

and any input state ρ we have

Icoh(E⊗n1 , ρ) = −S(ρ). (3)

For any register F, a flagged channel is of the form NA→FB =
∑dim(F)−1
i=0 pi|i〉〈i|F ⊗ NA→B

i where each Ni is a
quantum channel. An example is EA→FB

p . For any flagged channel we have

Icoh(NA→FB, ρA) =
∑
i

piIcoh(NA→B
i , ρA), (4)

which follows easily from

I(R〉BF)∑
i piρ

RB
i ⊗|i〉〈i|F =

∑
i

piI(R〉B)ρRBi . (5)

For any i ∈ {0, . . . ,dim(S) − 1}, let PS→S
i denote the completely positive map XS 7→ |i〉〈i|SXS|i〉〈i|S. A switched

channel is a channel of the form
∑dim(S)−1
i=0 PS→S

i ⊗NA→B
i where each Ni is a quantum channel. The register S acts

as a classical switch allowing the sender to choose between different channels Ni to be applied on the “main input”
A to produce a state of the “main output” B. We will need the following simple lemma regarding switched channels.
This result had been proved previously in [1].

Lemma 1. For any switched channel,

max
ρSA

Icoh(N SA→SB, ρSA) = max
i

max
ρA

Icoh(NA→B
i , ρA) (6)

where 0 ≤ i ≤ dim(S)− 1.

Proof. To see this, note that any purification ρSAR of ρSA can be written in the form

|ρ〉SAR =
∑
i

√
pi|i〉S ⊗ |ρi〉AR. (7)

Here pi is the probability that the switch is set to i, and |ρi〉AR is a purification of the channel input state ρAi
conditioned on that setting. Conversely, given probabilities pi and states ρAi for each switch value, we can always find
|ρ〉SAR satisfying (7). Given this, we see that

N SA→SB(ρSAR) =
∑
i

pi|i〉〈i|S ⊗NA→B
i (ρARi ) (8)
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where ρARi := |ρi〉〈ρi|AR. Applying (4) to (8) it follows that

Icoh(N SA→SB, ρSA) =
∑
i

piIcoh(NA→B
i , ρAi ) (9)

≤
∑
i

pi max
ρAi

Icoh(NA→B
i , ρAi ) (10)

≤ max
i

max
ρAi

Icoh(NA→B
i , ρAi ) (11)

which completes the proof.

We will also require some basic facts about pbits (“private bits”) [2], which we gather here. Given a bipartite
system ab with dim a = dim b = 2 and a bipartite system AB with dimA = dimB, a perfect pbit with key ab and
shield AB is a state γabAB of the form

γabAB := U abAB
(
φab ⊗ σAB

)
(U†)abAB, (12)

where φab is the projector onto |φ〉ab := 1√
2
(|00〉+ |11〉)ab, σAB is some mixed state, and

U abAB :=

1∑
i,j=0

|i〉〈i|a ⊗ |j〉〈j|b ⊗ UAB
ij (13)

is a twisting unitary controlled by the key ab and acting on the shield AB as some unitary UAB
ij for each i and j. Note

that, due to the form of φab and U abAB, we have

γabAB =
1

2

1∑
k,l=0

|k, k〉ab〈l, l|ab ⊗ UAB
kk σ

AB(U†ll)
AB. (14)

Let us define UbAB :=
∑1
j=0 |j〉〈j|b ⊗ UAB

jj . If Bob has access to b and the whole shield AB then he can apply the

unitary operation (U†)bAB to these systems, yielding a 2-qubit maximally entangled state on ab. Therefore,

I(a〉bAB)γabAB = I(a〉bAB)φab⊗σAB = 1. (15)

We will often use the quantum data processing inequality for coherent information [3]:

Icoh(N1, ρ) ≥ Icoh(N2 ◦ N1, ρ), (16)

where N2 ◦ N1 denotes the channel composed of N1 followed by N2. This implies, in particular, that the coherent
information cannot increase under Bob’s local operations. For example, consider again the scenario when Bob has
the whole shield system AB of γabAB, and assume the following sequence of local maps is applied: first, the system A
is discarded and replaced by the maximally mixed state τA, then the whole shield AB is discarded, and finally Bob
dephases locally his key system in the standard basis. This gives the following sequence of inequalities:

I(a〉bAB)γabAB ≥ I(a〉bAB)γabB⊗τA ≥ I(a〉b)γab ≥ I(a〉b)δab = 0, (17)

obtained by repeated application of (16). Here the final state δab := (|00〉〈00|+|11〉〈11|)ab/2 corresponds to a perfectly
random classical bit shared between Alice and Bob, as can be seen from (14). The final equality in (17) is obtained
by direct calculation and it represents the fact that the value of the shared random bit δab is not private (it can be
recovered from the discarded shield AB possessed by the environment).

Channel construction

Our construction is a switched channel

MSÃ→SFB̃ := PS→S
0 ⊗ Γ̃Ã→FB̃

κ + PS→S
1 ⊗ E Ã→FB̃

p (18)
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where F is a qubit system called the “erasure flag”, and we define Γ̃Ã→FB̃
κ to be the composite channel

Γ̃Ã→FB̃
κ := E B̃→FB̃

κ ◦ ΓÃ→B̃. (19)

We will now describe the input and output systems of our channel M. It depends on parameters N, r,m ∈ N :=
{1, 2, . . .} and p, κ, q ∈ [0, 1], where q is an implicit parameter of Γ̃κ. Let Ã := aA, and B̃ := bB. We call the two
two-dimensional systems (qubits) ab the “key”. We define composite system A := {Ai : i ∈ [N ]} for Alice, and
B := {Bi : i ∈ [N ]} for Bob, where [n] := {1, . . . , n}. We call AB the “shield” and call Ai “Alice’s i-th share of the
shield”.

We define ΓÃ→B̃ by giving its Choi-Jamio lkowski state, which depends on the parameters N , r, m, and q. It is
proportional to

ζabAB := (|00〉〈00|+ |11〉〈11|)ab ⊗

(
m⊗
k=1

[q
2

(ω + σ)
])AB

+ (|00〉〈11|+ |11〉〈00|)ab ⊗

(
m⊗
k=1

[q
2

(ω − σ)
])AB

(20)

+ (|01〉〈01|+ |10〉〈10|)ab ⊗

(
m⊗
k=1

[
( 1
2 − q)σ

])AB

,

where ω :=
⊗N

i=1

⊗r
j=1

1
2 (τ+ + τ−), and σ :=

⊗N
i=1

⊗r
j=1 τ+ are the Eggeling-Werner data hiding states [4]. Here

τ+ and τ− are the states proportional to the symmetric and anti-symmetric projectors of a d × d-Hilbert space,
respectively.

In Eq. (139) of [2], a state ρrec(p,d,k) is defined. Apart from p, d and k, it also implicitly depends on a parameter m,

so we will denote it by ρrec(p,d,k;m). Our ζabAB is precisely ρrec(q,d,rN ;m). From Sections X-A (in particular Lemma 5) and

X-B of [2] we see that ρrec(q,d,rN ;m) is PPT if

0 < q ≤ 1/3 and
1− q
q
≥
(

d

d− 1

)rN
. (21)

Since a channel is PPT-binding if and only if the matrix of its Choi-Jamio lkowski is PPT, the same conditions suffice
for Γ to be PPT-binding. This condition is key to our subsequent analysis.

We will now derive from [2] another important fact about ζabAB. Defining

ζabA1B1 := TrA2B2···ANBN
ζabAB, (22)

for an appropriate choice of parameters, ζabA1B1 can be made arbitrarily close to a perfect pbit γabA1B1 with key ab
and shield A1B1. In particular, we will use

Lemma 2. Let q := 1/3 and r := 2m + dlog2me. Then µ := ‖ρabA1B1 − γabA1B1‖1 ≤ 16m1/22−m/4 for some perfect
pbit γabA1B1 , where ‖·‖1 denotes the trace norm.

Proof. First note that the ρabA1B1 is simply ρrec(q,d,r;m). Adopting the notation of [2], let ‖A0011‖1 be the norm of the

upper right block of the matrix ρrec(q,d,r;m) expanded in the computational basis of the key system ab. In Proposition 4

of [2], it is shown that if 1/2 − ‖A0011‖1 < ε < 1/8 then µ ≤ δ(ε) for some function δ(ε). The function δ is given in
Eq. (70) of [2] as

δ(ε) := 2
(
8
√

2ε+ h(2
√

2ε)
)1/2

+ 2
√

2ε (23)

where h(x) := −x log2 x − (1 − x) log2(1 − x) is the binary entropy function. Provided 0 ≤ x ≤ 1/2, h(x) is an
increasing function of x and

h(x) ≤ x log2

(
1

x2

)
. (24)

In particular, if we assume that 0 < 2
√

2ε < 1/2, i.e.

0 < ε < 1/32, (25)
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then h(2
√

2ε) ≤
√

8ε log2
1
8ε and thus

δ(ε) ≤ 2

(
4
√

8ε+
√

8ε log2

1

8ε

)1/2

+
√

8ε. (26)

From Eq. (25) we also get log2
1
8ε > 1. By inserting this extra factor next to 4

√
8ε in Eq. (26) we obtain

δ(ε) ≤ 2
(

5
√

8ε log2

1

8ε

)1/2
+
√

8ε. (27)

We can upper bound the last term as
√

8ε < (
√

8ε)1/2 < (
√

8ε log2
1
8ε )

1/2 and the whole expression as

δ(ε) ≤ 25/2
(√

8ε log2

1

8ε

)1/2
. (28)

Thus, we have the bound

µ ≤ 25/2
(√

8ε log2

1

8ε

)1/2

. (29)

Rearranging Eq. (142) in the proof of Theorem 6 of [2] we find 1/2− ‖A0011‖1 = 1
2

(
1− (1−2−r)m

1+( 1−2q
2q )

m

)
. By omitting

the factor 1/2 we have

1

2
− ‖A0011‖1 =

1

2

(
1− (1− 2−r)m

1 +
(

1
2q − 1

)m) (30)

<
1 +

(
1
2q − 1

)m − (1− 2−r)m

1 +
(

1
2q − 1

)m . (31)

Setting q = 1/3 and using

(1− x)m ≥ 1−mx (32)

for all m ∈ N and x ∈ (0, 1) leads to

1

2
− ‖A0011‖1 <

1 + 2−m − (1− 2−r)m

1 + 2−m
(33)

<
1 + 2−m − (1−m2−r)

1 + 2−m
(34)

=
2−m +m2−r

1 + 2−m
(35)

which is a decreasing function of r. Setting r = 2m+ dlog2me we get

1

2
− ‖A0011‖1 <

2−m +m2−(2m+log2m)

1 + 2−m
(36)

=
2−m + 2−2m

1 + 2−m
= 2−m. (37)

Therefore, for any m > 5, substituting ε = 2−m into (29) we obtain

µ ≤ 25/2
(√

8ε log2

1

8ε

)1/2

(38)

= 25/2
(√

23−m(m− 3)
)1/2

(39)

≤ 16× 2−m/4m1/2 (40)

as desired.
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Main result

The proof of our main result is based on the following two key lemmas. The first proves the coherent information
is zero up to n uses of the channel. The second proves that it is non-zero for some larger number of uses, hence the
quantum capacity is positive.

Lemma 3. If Γ is PPT-binding, then for κ ∈ [0, 1], p ∈ [(1 + κn)−1/n, 1], the coherent information of n uses of the
channel M is zero: Q(n)(M) = 0.

Proof. Using (6) from Lemma 1 and the general fact that

max
ρ

Icoh(N ⊗M, ρ) = max
ρ

Icoh(M⊗N , ρ), (41)

we have Q(n)(M) = 1
n max0≤l≤n Il where l is the number of switches set to use Γ̃κ and

Il := Icoh
(
Γ̃⊗lκ ⊗ E⊗(n−l)p , ρÃ

1···Ãn

l

)
. (42)

Here ρÃ
1···Ãn

l is an input state for n uses of the channel that maximises the RHS of (42), where Ãi := aiAi1 · · ·AiN is
the main input system for the i-th use of the channel.

From the definition (19) and Eq. (4), we see that Il can be written as a sum of 2n terms, each corresponding to a
possible setting of the n erasure flags. Hence

Il ≤ κlpn−l(−S(ρl)) + (1− κl)pn−lIcoh(Γ⊗l ⊗ E⊗n−l1 , ρl) + (1− pn−l)S(ρl). (43)

The first term in this bound is the case where all n channel uses erase, and follows from (3). The second term upper

bounds the cases where all of the Ep uses erase but not all of the Γ̃κ channels do, obtained via (16). The final term
upper bounds the contribution from the remaining cases using the trivial bound from (2).

Using (16) and the fact that Γ is PPT-binding, we obtain Icoh(Γ⊗l ⊗ E⊗n−l1 , ρl) ≤ Icoh(Γ⊗n, ρl) ≤ 0 and thus we
can drop the second term in (43):

Il ≤
(
−κlpn−l + 1− pn−l

)
S(ρl) ≤

(
1− (1 + κn)pn

)
S(ρl), (44)

where the second inequality follows from p, κ ∈ [0, 1]. We find that Il ≤ 0 provided that

p ≥ (1 + κn)−1/n. (45)

On the other hand, Il ≥ 0 since we can always choose ρl to be pure. This implies Il = 0 and thus Q(n)(M) = 0,
which completes the proof.

Lemma 4. For p ∈ (0, 1), κ ∈ (0, 1/2), we can choose the parameters q,N, r,m, d such that the PPT condition (21)
holds and Q(N+1)(M) > 0.

Proof. Our proof has two parts. In part (i) we prove a lower bound on Q(N+1)(M) by analysing a particular input
to the channel. In part (ii) we show that the channel parameters can be chosen to make this lower bound strictly
positive while, at the same time, satisfying (21).

(i) We number the N + 1 channel uses by {0, 1, . . . , N}, and label the systems involved in the i-th channel use with

superscript i. The switch systems are set so that the first use of the channel acts as Γ̃κ on its main input, and the
remaining N uses act as Ep.

If X and Y are two systems of equal dimensions, we use φXY := |φ〉〈φ|XY to denote the maximally entangled state

on XY where |φ〉XY :=
∑dim(X)−1
i=0 |i〉X|i〉Y/

√
dim(X). Alice prepares maximally entangled states on subsystems a0a

and on A0
iA

i
1 for all i ∈ [N ]. The purification of the overall input to the N + 1 uses of the channel M is

|ν〉 := |0〉S
0

|φ〉aa
0
N⊗
i=1

(
|1〉S

i

|α〉a
i

|φ〉A
0
iA

i
1

N⊗
j=2

|β〉A
i
j

)
(46)

where |α〉 and |β〉 are arbitrary pure states, a is a reference system, and Si and Ãi = aiAi1 · · ·AiN are the switch and
main input systems for the i-th use of M, respectively.

The switch settings cause the first use of M to act as Γ̃κ on Ã0 = a0A0
1 · · ·A0

N (see (19)). With probability κ, Γ̃κ
erases, yielding |1〉〈1|F0⊗τ B̃0

. With probability 1−κ, it sets the erasure flag to |0〉〈0|F0

and acts as Γ on Ã0, producing
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B̃0. At this point the state of aB̃0A1
1 · · ·AN1 is just the Choi-Jamio lkowski state ζabAB defined in (20) with its systems

relabelled as follows: B̃→ B̃0 and Aj → Aj1 for all j ∈ [N ]. The switches are set so that the remaining N uses of M
apply Ep to the each of the systems Ãj for each j ∈ [N ]. Bob now applies a simple post-processing operation to the
output systems of all N + 1 channel uses to obtain a state of a system bA′1B1GF

0: he first measures the erasure flags

F1 · · ·FN . With probability 1− pN , at least one of these flags, say Fj , will be in the state |0〉〈0|Fj

, and the state of Aj1
has been perfectly transferred to his system Bj1. Otherwise, with probability pN , Bob picks an arbitrary j ∈ [N ]. In

this case the state of Fj is |1〉〈1|Fj

and the state of Bj1 is maximally mixed and uncorrelated with any other system.

Now, Bob transfers the state of Fj to a system G, the state of Bj1 to A′1, the state of B0
j to B1 and b0 to b. Bob then

discards all of his systems except for bA′1B1GF
0, which are now in the state

ηabA
′
1B1GF

0

:= κτ a ⊗ σbA′1B1G ⊗ |1〉〈1|F
0

+ (1− κ)pNζabB1 ⊗ τA
′
1 ⊗ |1〉〈1|G ⊗ |0〉〈0|F

0

(47)

+ (1− κ)(1− pN )ζabA
′
1B1 ⊗ |0〉〈0|G ⊗ |0〉〈0|F

0

.

Here ζabA
′
1B1 := IA1→A′1(ζabA1B1), where ζabA1B1 is the state (22) from Lemma 2. The details of σbA′1B1G are unimpor-

tant. The first term in (47) corresponds to the case where the first channel use erases. When the first use does not
erase, the case where all other uses erase yields the second term, and the case where at least one of the other uses
does not erase gives the third term.

Let us call Bob’s post-processing operation P. Using the state ν := |ν〉〈ν| from (46), we can write

(N + 1)Q(N+1)(M) ≥ Icoh(M⊗N+1, ν) ≥ Icoh(P ◦M⊗N+1, ν) = I(a〉bA′1B1GF
0)
ηabA
′
1B1GF0 , (48)

where the composition property (16) was used. Given the “flagged” structure of (47), we can use (5):

(N+1)Q(N+1)(M) ≥ κI(a〉bA′1B1G)
τ a⊗σbA′1B1G +(1−κ)pNI(a〉bA′1B1)

ζabB1⊗τA′1
+(1−κ)(1−pN )I(a〉bA′1B1)

ζabA
′
1B1
. (49)

The first term is −κS(τ a) = −κ. If µ = ‖ζabA′1B1 − γabA′1B1‖1 for some perfect pbit γabA
′
1B1 , then by the monotonicity

of the trace distance under CPTP maps

µ ≥ ‖ζabB1 ⊗ τA
′
1 − γabB1 ⊗ τA

′
1‖1. (50)

In what follows, we will use the Alicki-Fannes inequality [5]. This states that for ρRB and σRB such that µ :=
‖ρRB − σRB‖1 < 1 we get ∣∣I(R〉B)ρRB − I(R〉B)σRB

∣∣ ≤ 4µ log2 dim(R) + 2h(µ). (51)

Using (50) and properties (15), (17), dim(a) = 2 together with the Alicki-Fannes inequality we have

I(a〉bA′1B1)
ζabA
′
1B1
≥ 1−∆, (52)

I(a〉bA′1B1)
ζabB1⊗τA′1

≥ −∆, (53)

where

∆ := 4µ+ 2h(µ). (54)

Therefore, (N + 1)Q(N+1)(M) ≥ (1− κ)(1− pN −∆)− κ which is strictly positive if

∆ < 1− pN − κ

1− κ
. (55)

(ii) We will now show how the parameters must be chosen. First, to ensure that (21) is satisfied, we specify that
d := 2Nr and q := 1/3. Now, if κ ∈ (0, 1/2) then κ/(1−κ) ∈ (0, 1), so for any p ∈ (0, 1) we can always choose N large
enough to make the RHS of (55) positive. Fixing this value of N , we then must choose m and r to make ∆ small
enough to satisfy (55). Lemma 2 tells us that with q = 1/3 and r = 2m+ log2m, we have µ ≤ 16m1/22−m/4. Recall
that ∆ = 4µ+ 2h(µ), into which we are substituting µ ≤ 16m1/22−m/4. Provided 0 ≤ x ≤ 1/2, h(x) is an increasing
function of x, and h(x) ≤ 2x log2

1
x , so h(µ) ≤ h(16m1/22−m/4) ≤ 4m3/22−m/4 (provided 16m1/22−m/4 ≤ 1/2). We

get

∆ ≤ 64m1/22−m/4 + 8m3/22−m/4 ≤ 72× 2−m/4m3/2. (56)

One can choose m to make this as small as required.
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We can now prove our main result:

Theorem. Let M be the channel defined in Eq. (18). For any positive integer n, if κ ∈ (0, 1/2) and p ∈ [(1 +
κn)−1/n, 1] then we can choose q, d, r,N,m such that:

1. Q(n)(M) = 0 and

2. Q(M) > 0.

Proof. In Lemma 3 we show that if Γ is PPT-binding and κ, p satisfy κ ∈ [0, 1] and p ∈ [(1 + κn)−1/n, 1], then the
first statement holds. In Lemma 4 we show that for any κ ∈ (0, 1/2) and p ∈ (0, 1), we can choose the parameters
q, d, r,N,m so that the second statement holds and Γ is PPT-binding. Therefore, for (κ, p) in the intersection of the
two regions, the channel M satisfies both statements.

To be concrete, we can choose κ = 1/4 (so that κ/(1 − κ) = 1/3) and choose p = (1 + κn)−1/n. We can then
choose N so that 1 − pN ≥ 2/3: we require (1 + κn)−N/n < 1/3. Taking logs of both sides, rearranging and using
x/ ln(2) ≥ log2(1 + x), we have N > (log2 3)(ln 2)n4n, so let us take N = 2n4n. We must now choose m large enough
(m ≥ 68) that ∆ < 1/3 in (56).

SUPPLEMENTARY REFERENCES

[1] M. Fukuda and M. M. Wolf, Simplifying additivity problems using direct sum constructions. Journal of Physics A: Mathe-
matical and General 48, 072101 (2007).

[2] K. Horodecki, M. Horodecki, P. Horodecki, and J. Oppenheim, General Paradigm for Distilling Classical Key From Quantum
States. Information Theory, IEEE Transactions on 55, 1898–1929 (2009).

[3] M. M. Wilde, Quantum Information Theory. (Cambridge University Press, 2013).
[4] T. Eggeling, and R.F. Werner, Physical Review Letters Hiding Classical Data in Multipartite Quantum States. 89, 097905

(2002).
[5] R. Alicki and M. Fannes, Continuity of quantum conditional information. Journal of Physics A: Mathematical and General

37, L55–L57 (2004).


	Unbounded number of channel uses may be required to detect quantum capacity
	Results
	A channel with zero coherent information but positive capacity
	Sketch of the general construction

	Discussion
	Methods
	Channel description
	Proof outline

	Acknowledgements
	Competing financial interests
	Contributions
	References

	Supplementary Note 1
	Preliminaries
	Channel construction
	Main result

	SUPPLEMENTARY REFERENCES

