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Abstract—Expressive synthesis from text is a challenging the large range of human’s expressions and therefore a more

problem. There are two issues. First, read text is often higly
expressive to convey the emotion and scenario in the text. 8:d,
since the expressive training speech is not always availablfor
different speakers, it is necessary to develop methods to afe the
expressive information over speakers. This paper investaes the
approach of using very expressive, highly diverse audiobd&odata
from multiple speakers to build an expressive speech syntles

system. Both of two problems are addressed by considering a

factorized framework where speaker and emotion are modelig

in separate sub-spaces of a cluster adaptive training (CAT)

complex expression space needs to be constructed fromahatur
speech training data. This increases the challenge for the
expressive TTS. For the expressive TTS system with multiple
speakers, the challenge is even bigger. At first, the datsepa
ness problem is more serious in multiple speaker expressive
TTS system training since it is impractical to collect the ex
pressive speech with wide coverage in the expression space f
every speaker. At synthesis time, the expressive infoonaiti

parametric speech synthesis system. The sub-spaces for thédhe training data needs to be transplanted to the new speaker

expressive state of a speaker and the characteristics of tispeaker
are jointly trained using a set of audiobooks. In this work, te
expressive speech synthesis system works in two distinct des.
In the first mode, the expressive information is given by aud
data and the adaptation method is used to extract the exprebe
information in the audio data. In the second mode, the input &
the synthesis system is plain text and a full expressive symgsis
system is examined where the expressive state is predictamm
the text. In both modes, the expressive information is shadk
and transplanted over different speakers. Experimental results
show that in both modes, the expressive speech synthesis ned
proposed in this work significantly improves the expressiveess
of the synthetic speech for different speakers. Finally, tls paper
also examines whether it is possible to predict the express
states from text for multiple speakers using a single modelpr
whether the prediction process needs to be speaker specific.

to generate the expressive synthetic speech. Finally, wieen
input of the TTS system is plain text, the complexity of a
multiple speaker expressive TTS becomes even larger becaus
the way speakers interpret emotion encapsulated in text and
how they convert it into the expressions in speech depends
on individual speaker’s background, education, skill,,eiad
varies from speaker to speaker.

Research in statistical parametric speech synthesis widel
uses adaptation methods for speaker and expression mod-
elling, including model interpolation [3], [4], transfortmased
method [5], [6], CAT [7], [8], etc. All the methods mentioned
above only deal with either speaker modelling or expression
modelling. However, when both of the two factors have to be
considered, directly modelling every combination of spgak

Index Terms—expressive speech synthesis, hidden Markov gnd expression is often impractical since the expressaig-tr

model, cluster adaptive training, factorization, audiobak, neural
network

|I. INTRODUCTION

ing data is not always available for every speaker.

A better solution for this problem is achieved by fac-
torization techniques which model speaker and expression
independently when using training data with multiple ex-

The expressive information in human speech is very rigjessions and speakers_. This way, different _speakerssyoice
and highly diverse. Previous work in expressive TTS usualfj@" share the speaker independent expressions and produce
focused on several predefined emotions, e.g. “happy’”, “sa@*Pressive synthetic speech. Various _forms of_fac_tonmtl
etc. [1], [2]. This allows users to generate synthetic speefa" be used for speaker and expression factorization (SEF).
with self-chosen but limited emotions. However, humans u§@" the methods based on linear transformation, a cascade of
a very rich space of expressiveness. In a complicated tfgghstrained maximum likelihood linear regression (CMLLR)

like ebook reading, several pre-defined emotions can naircoffansforms has been used in ASR to factorize the speaker
and environment parameters in [9]. It appears interesting t
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fixed expressions. Different to the eigenvoice method, tA€ C the same set of expressions to be used to generate the gynthet
method allows separate decision trees for different dlastespeech over different speakers. The expressions in human’s
This yields a more complex expression and speaker spacdatoguage can usually be perceived in two ways: they can be
be defined as any changes in the context-dependency of tieard in the speech data and they can be interpreted from
speech with expressions and speakers can be modelled. Tamtext data as well. Correspondingly, this work discusises
types of transforms which are different in nature can be usegpression sharing and transplantation in a multiple spreak
to achieve the factorization of two different acoustic fastas expressive TTS system in two distinct modes: a supervised
well. [13] presented a speaker and noise factorization atethadaptation mode in which the expression is extracted from
for ASR. The speaker factor was modelled by maximumdaptation speech and a full expressive synthesis mode in
likelihood linear regression (MLLR) linear transforms \ehi which the expression is predicted from text data.
the noise was modelled by the non-linear vector Taylor serie
(VTS) method. For TTS, in [14], a speaker and languageIn the first mode, the adaptation utterance from a speaker
factorization (SLF) method was proposed which used CMLLR given. Using the SEF framework proposed in this work,
transforms to represent the speakers and the CAT weigipieaker information and expression information in the adap
vectors to represent languages. This can be extended toySERation utterance can be projected to the points in the speake
using CAT weight vectors to represent expressions rattaar thsubspace and the expression subspace separately. Thus, the
languages. The factorization methods mentioned above aerpressive information in a particular speech utterance is
based on labelled data, i.e. speaker and expression infiormarepresented as the projected point in the expression stdspa
in the training data is known. Using the expression transplantation method, synthetedp
Human speech contains a very large range of exprdsf other speakers can be generated with the same expression
siveness. It is very hard to cover the very rich expressies the adaptation data.
information of human speech by a limited number of pre-
defined emotions from an acted corpus. Nowadays, hugdn the second mode, the adaptation speech is not provided
amounts of audiobook data is available and has been used the input of the TTS system is plain text. Thus, it is a
for TTS system training [15], [16], [17]. This data source&omplete expressive text-to-speech synthesis systemnndimg
contains highly diverse speech which covers a wide rangeepression prediction from text. Since the nature of how a
speakers, expressions and character voices. This higtsifyve reader interprets and reads the text varies from individual
provides the opportunity to improve the performance of the individual, the expression prediction from text is adifua
TTS system in different aspects, e.g. the expressivenessac$peaker dependent task. In this case, the speaker specific
synthetic speech [7], [6], character voices [18], etc. Altgh fashion to interpret and read the text was transplantedherot
the audiobook data contains very rich information to imgrowspeakers. Traditional expression predictors based on @omp
the performance of synthesis systems in different aspedtjonal linguistic methods [19], [2], [20], [21], [22] hawot
it is non-trivial to make use of it directly since differentinvestigated the inter-speaker factors in the text to esgiom
types of information are bonded together. That means, grediction. In this work, the integrated method for expi@ss
utterance is typically associated with a particular exgimms prediction and speech synthesis which was presented in [23]
and comes from a particular speaker. This makes the faatorihas been extended to the SEF framework. The expressive
tion techniques the key technology to explore differentetyp linguistic features extracted from the text data are mapped
of information from audiobook data. For audiobook data, tb the points in the expression subspace constructed by SEF
is a challenge to apply SEF techniques when multi-speakesing a non-linear transform based on an MLP neural network.
training data is used. Manually adding expression labels &nce the MLP based expression predictor is trained by $peec
audiobook data is expensive and has typically poor intetata, the speaker dependent expression predictor cariectra
annotator agreement due to the high diversity of the datay using the training data from a single speaker. Meanwhile,
This makes the standard SEF methods difficult to use ftire predicted expressions are represented as the poirtte in t
the audiobook data directly. To address this problem, twexpression subspace constructed by SEF. Thus they can be
solutions are proposed in this work. The first one is a disjoitransplanted to other speakers. This work investigatetiaf t
method, in which an independent expression clusteringgzocfashion in which a particular speaker interprets and reads a
is performed to automatically classify the audiobook data i text can be used to improve the expressiveness of the simthet
different expressions; then expression clustering resate speech from other speakers.
used as expression labels for the SEF process. The second
method is a joint method in which the model parameter Finally, the SEF method allows the speech data from
estimation and automatic expression clustering process different speakers to be projected into the common expressi
integrated into a single process based on the ML criteriosubspace, thus the speaker independent expression predict
In this work, the advantages and the disadvantages of tten be trained using multi-speaker training data. Since in
two methods were analyzed and the performances of the tameaker independent expression predictors, the intekspe
methods were compared as well. variability is assumed to be normalized, the impact of the
In the SEF method, the expression subspace is sharedspgaker specific information on the expression prediction
all the speakers. Thus every expression projected into tpisrformance can be investigated by comparing the speaker
subspace can be transplanted to different speakers. Tdigsal dependent and independent expression predictors.
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Il. GENERAL IDEA OF FACTORIZATION this process, the adaptation data from speakueiith different

Adaptation technologies have been widely used in stadisti€XPressions is not necessarily required. o
parametric speech synthesis systems to adjust acoustielsnod The ML based parameter estimation for factorization can
(AM) to generate synthetic speech with some acoustic factoP® expressed as:

e.g. speaker,_expression, _character etc. In ordgr to aUap'F t As, Ag =arg max p(O|H; M, Ag, Ag) (3)
AM to a particular acoustic factor, the adaptation data with e, s

the same acoustic factor is needed. The training data (/%ereo are the observation vectords and Ag are the
. S E

imult V. This i ially t for highlv di Y¥ansforms for the speaker and the expression respectively
simu Ianeous y.h q ItS 'S (re]spemady bruek dort I\?Vhy VETSE The ML parameter estimation based on equation 3 can be
compléex speech data such as audiobook data. €n using MiRed in an iterative way. When the transforms of one factor

acoustic factors, speaker and expression for example,fan fe estimated, the transforms of the other factors are asbum
the speech data with a particular speakemd an expression to be known and fixed, and the transforms for different factor

¢ is usc_ed as adaptfa\tion data, the adapteq AM will gener%tpe updated alternately until the convergence. This psocais
synthetic speech with two factors, e). Typically based on e expressed as:

the ML criterion, the adaptation process can be represeaamiedb o

Ax =argrrll€><p(0|H; M, As, Ag)

X (576)

AT =argmax p(O®9 | H; M, A) (1)

A As =argmax p(O|H; M, As, AE) (4)
where O represents the adaptation data with acoustic As
condition s, e, and A”) represents the target transform for FOr the factorization techniques, the “orthogonality” be-
the same conditionH and M represent the transcripts oftween the transforms of different factors is the precooditi

the adaptation data and the AM respectively. Based on thBUS Now to keep this “orthogonality” is the question that

framework of equation 1, if the TTS system needs to gener§t\§ery factorization technique needs to answer. In this work

the synthetic speech with, expressions from speakers, the the “orthogonality” was achieved by adding some implicit
number of transforms need to be estimatedris< n. This constraint to the training data, i.e. the speaker and expres
number can be very big when the valuesiofindn increase. sion overlaps in the training data, as shown in Fig. 1. The
Another problem is the availability of the adaptation data.
When the adaptation data with a particular acoustic canditi speaker trajning data for s2
is not available, the TTS system is not able to generate th -
voice with the same acoustic factors.

To address the problem mentioned above, the factorizatic

e3
expression o

techniques were adopted to factorize a complex acoust et e \°/  expression training data for e3
condition into several independent factors, i.e. o1 2 3
A€ :)\éé’) ® )\ée) ) speaker

where Aés) and Af,f) are the independent transforms fo
speakers and expressior: respectively. Factorization tech-
niques provide a better solution to deal with the complémplicit constraint to the training data requires that foesy
acoustic conditions. Again, if the TTS system needs to gefaining speaker, speech data with different expressieesis
erate synthetic speech with expressions fromn speakers, to be provided. While the training data for every expression
only m + n transforms need to be trained with factorizatioghould be from multiple speakers. Based on this constraint,
techniques, i.em expression dependent transforms amd the transform for an expression was trained by the speech
speaker dependent transforms. This number is much smafigta from multiple speakers, thus it can be guaranteed to be
than m x n when m and n increase. The factorizationindependent from a particular speaker. Similarly, the kpea
techniques assume that the transforms for different fadog transform was trained by the speech with multiple expressio
“orthogonal”, i.e. they should be independent to each othghus it is independent of a particular expression.

Under this assumption, the transforms for different speske Although in this work, the implicit constraint for the tramng

and expressions can be arbitrarily composed, even whenjs@ta was used to ensure the “orthogonality” of the speaker
combination never occurred in the training data. This meargd expression transforms, some other methods can be used
to generate the synthetic speech with acoustic condjtion), as well. For example, in [13], the transforms with different
only the speaker transform ferand the expression transformattributes were used to model the different factors. In [24]
for e are needed and they are combined using equationa®. explicit independence constraint method was proposed fo
Furthermore, for the new speakef, only the/ neutral data factorized adaptation in speech recognition.

is needed to estimate the speaker transfoﬁuﬁg. Then, the

speaker transform can be combined with various of the speake Il. SEF BASED ON CAT

independent expression transforms to generate the simthet The CAT model consists of a set of cluster models, each of
voice from speaker’ with various forms of expressions. Inwhich contain a set of Gaussian mean parameters while the

IL-ig. 1. Speaker and expression overlaps in training data
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Gaussian variances are shared over all clusters. WhenMiis C In the CAT framework, the auxiliary function for the CAT
model is used to calculate the likelihood of an observatiameight estimation can be expressed as
vectoro;, the mean vector to be used is a linear interpolation . COT 0 e ()T« ()
of all the cluster means, i.e. QA A) = Z (A y@ - 5)\ X®X ) +C (8)
(M) $53m)Y — Ao M X 330 . ' . .
plog| A, M, 35 = N(OtvM( Az ) (®)  wherei is the utterance index; represents the terms indepen-

\ ici isticx () (i) i
where M(™) is the matrix of P cluster mean vectors for dent toA and the sufficient statisticK™ andy*® are given

componentm, i.e. M(™ = [p(mD pmP)] and X is by
the CAT weight vector. X () — Z 7 m) L) T s (m)-1pf(m) (9)
From equation 5, the CAT model is a subspace based m.teT;

method, which represents very high dimensional synthesis p (i) _ Z M T 53 (m)-1 Z (m)
rameters (the concatenation of all Gaussian mean vectdts) w y Tt

a low dimensional subspace. When the CAT model is used
for speaker modelling, a speaker subspace is constructed WNerefy(’”) is the occupancy probability of componentin
each speaker dependent information is represented as & p@ife ¢, u("1) is the mean vector of component from the

in the speaker subspace which can be uniquely represertiggt cluster.

as a speaker CAT weight vector. Similarly, for expression For SEF, to calculate the new expression CAT weight
modelling, each expression is associated with a point in @8ctorsAg, given the old expression CAT weight vectoks
expression space which in turn is represented as an expmesaind the fixed speaker CAT weight vectoks, the equation 8
CAT weight vector. In the case of SEF, two subspaces watgn be re-written as

o, —p™Y)  (10)

m teT;

s

constructed separately for speakers and expressions. Thus
the CAT weight vector contains both speaker and expression Q(AE; Ag, As) Z Z ( [A( HT ] (eJ)T} l 5 (11)
information. That means, some dimensions of the CAT weight J ice; YE
vector represent the point in the speaker subspace while the 1 x® x®] [0
others represent the point in the expression subspacedBase _Z {)\(i)T 5\(83')1 ?Z-s) ?f) A(so) ) +C
on CAT, the SEF in equation 2 is with the form of 2178 £ Xes Xgg | [Ag
AT @ _ LTy ()
A — P\és)T Ag@)T}T © _ ZJ:Z; ( BT Vb bV ) +D

And, equation 5 can be re-written as where Al represents the expression CAT weight vector for

p(o |>\(s,e) M 2(m)> @ expressiory and)\ represents the speaker CAT weight vec-
HOSE S TISE tor of utterance WhICh is assumed to be knowp, represents

_ ., (m,1 (m)y (s) (m)y(e) s (m) ) NG .. o .
= N(op; u™ Y + MJ™AG + My Ay, =) the terms independent g, . The sufficient statistics are given

, . b
where)\g) andA(S‘s) are the CAT weight vectors to model the y _
expressiore and speakes respectively, andI{"™ andM " x\) = > Sl Y ISR SIGORS Y 1
are the cluster mean matrices for componentwhich are m,teT;

associated to the expression CAT weight vector and speaker Xé? _ Z ,yt(m)Mgm)Tz(m)-lMgm)
CAT weight vector respectively. With CAT based SEF, each teT;

speech utterance is projected into 2 subspaces separatkly a M(’”)T (m)-1 (m)
the CAT weights are the coordinates of these projectionat Th Z Z Tt

says, each speech utterance can be represented as two points
in speaker subspace and expression subspace respediwely. zy) =y — XA (12)
cluster models only form the basis of the subspace, while

they are not related to a particular speaker or expression. ADifferentiating equation 11 with respect;?g " and equat-
particular speaker or expression is always related to a foin ing to zero yields,

— ptm)y

teT;

the subspace. < (e ! ;
In the training process of SEF, the implicit data constraint )‘é = ( Z XéE)) Z (Zé)) (13)
described in section Il is added to the training data to ensur iice; iice;
the “orthogonality” of the expression transforms and speak
transforms. This means, there must be an overlap between IV. SEF FOR AUDIOBOOK DATA

speakers and expressions in the training data. Then, based orhis work investigates ways to apply SEF on audiobook
the ML criterion, the speaker transforms and the expressidata. Audiobook data is highly diverse data with very rich
transforms are updated alternately using equation 4. Shrece expressive information. Due to the high diversity, manuall
updating of speaker parameters and the updating of expressidding expression labels to the audiobook data is sometimes
parameters work in a similar way, only the expression updatiimpractical. The parameter estimation algorithm of CATduhs

is discussed. SEF mentioned above assumed that the speaker independent
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expression labels have been added to the training data foGiven the expression clustering resuffsand the known

all speakers, and the data from one expression are digdbuspeaker information, a standard SEF process was used to
over different speakers, so that speaker independentssipre estimate the expression CAT weight vector for each expassi
parameters can be estimated. Thus for audiobook data, thester by the ML criterion, i.e.

standard SEF method described in the last section can not be . . 5 5
used directly. Therefore, this article introduces metrafd3EF As(&) =arg Ea(%()p(om’ i M; As, As(E)) (15)

for unlabelled audiobook data. Although the proposed ntetho . .
can be extended to the case that both speakers and expsesgm? e As represer.1t5 thAe SPeake' Cé-l:) we(|egz§1t VeCtP(reSk)Wh'Ch
are unlabelled, in this work, only the case of audiobook dags€ known and fixedAg(&) = {Ag Az .-+, Ag '}

is discussed, i.e. the speaker is known, but the expressiogPresents the expression CAT weight vectors based on the
unknown. expression clustering resulés

This method has two weak aspects. First, the acoustic
A. Digoint approach features us_ed for expression clustering, e.g. the meaky of _

. etc., are highly dependent on speakers, i.e. the expression

In or(_jer fo perform an SE.F process with unla_belled dat ustering results may be influenced by the speaker factor.

the siraightforward approach is adding an expres_smnmimg Second, the two processes are performed independently. The
process before the SEF process as shown in Fig. 2. expression clustering is usually based on the distanceureas

iingspeech 3 in the acoustic fea_ture space, e.g. the minimum within _class
terancss _[acoustcfeature || acusiceate | JexmmpmmHspeake_,pa,ame,e, HECHES) error (MWCE), while the SEF is based on the ML criterion;

artacton_ | g | ST SSn esinain_ |} the optimal expression clustering result in terms of equti4

et | is not necessarily optimal for maximizing the likelihood of

@ the training data as in equation 15. In other words, there

is an inconsistency between the parameter estimation of

the two processes. To address the first problem mentioned

At first, for each utterance in the training data an acousf?0Ve: the speaker normalization approaches can be adopted

feature vector was created representing the expressive- inf:9: [25]: [26] etc. These techniques can alleviate theentte

mation in an utterance. The feature vector includes variofsth® SPeaker factors in expression clustering. Howetesy t
expression related features, e.g. mean of FO, voicing Mbbacan not solve the second problem, i.e. the inconsistendyeof t

ity (p.), local jitter and shimmer, logarithmic HNR, standard"@ning criteria.

deviation of FO and mean of absolute delta of FO apdktc.

Before clustering, all the feature vectors were standaddfs B. Joint Approach

zero mean and unit variance [6]. Then, a hierarchiealeans  The weakness in the disjoint approach stems from the fact
clustering was performed to classify the training utteeaimto  that the expression clustering process is independenteof th
different expression clusters based on the Euclideanmtista SEF process. An alternative solution for SEF with unlafelle
metric between the feature vectors. The automatic expreléta is to integrate the expression clustering and paramete
sion clustering results were used as expression supemviséstimation into a single process. This means that the esipres
information and the SEF process described in section Il wakistering and the expression dependent parameter eistimat
performed. The speaker parameters and the expression-param strongly linked together, rather than 2 independent pro
eters were updated alternately until the convergence.,Notesses. It can be expressed as:

Fig. 2 only includes the speaker and expression parameter . . .

updating parts in the training process. All the modules whic ¢ A2(&) = arggrjriaz(g)p(Or}-{, &M, As, Ag(€))  (16)

are irrelevant to speaker and expression parameter uggatin o
e.g. cluster model updating, decision tree construction ate

(%)

Fig. 2. Digoint method for unsupervised SEF

To realize the joint SEF, the process in equation 16 was
not shown divided into two steps: given current expression pararseter

The expression clustering process in this work is the saffi/Stering the training utterances into expressions awengi
as the one in [6]. The difference is that in [6], the exprassid?UTent expression clustering estimating the expressivarp-

clustering was performed on data from a single speak&f€'s: I-e

while in this work, data from multiple speakers was used. P —argmax p(O|H, E; M, As, Ag) (17)
The expression clustering process groups the trainingcbpee o € ) )

utterances into a set of clustefs= {e1,es,-- ,ex}, based Ag(€) =arg max p(OH,E; M, As, Ag(E)) (18)

on the distance measurement between acoustic featuresecto o A:() o . o
e.g. minimize the within-class error. This process can Bée training process of the joint method is shown in Fig. 3.

expressed as: Again, all the modules which are irrelevant to the expressio
. ) ) and speaker parameter estimation are not shown.
& Zafgmgnz Z [vi =& (14)  There are 2 loops in the joint training process. The first
Joi€e; loop generating the expression parameters, is a process of

wherew; represents the acoustic feature vector of utterancealternately clustering the expressions and estimatingettie
c; represents the centroid of clustgr pression parameters which correspond to equation 17 and 18.
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1 ! be constructed in which the utterance based statistics to be

‘ ] w ) accu_mulated. The quality of this initi.all expression sulnepa_
‘»S“f’:x‘;fg:s?::ed expression parametef.[ speaker parameter ijﬁf):/\s(S) may influence the performance of the joint SEF method. In this

‘ estimation estimation |1 work, the expression space constructed by the disjoint oaksth
Joint SEF process was used to calculate the initial utterance based statific
7777777777777777777777777777777777 ! the joint method. Thus the weakness of the disjoint method
may influence the performance of the joint method indirectly

loop 1

clusterin:

g

Fig. 3. Joint method for unsupervised SEF

V. EXPRESSIVE SPEECH SYNTHESIS BASED OSEF

Then the process of the first loop and the process of speakefpe expressions in human’s language can be perceived
parameter generation form the second loop, which optinhige t, 1o ways: by listening to speech and by interpreting
speaker and expression parameters alternately as theastanghy Correspondingly, the expressive speech synthestersy
SEF process. On the other hand, in Fig. 2, the disjoiRhn work in two modes. One is extracting the expressive
approach only contains one loop, i.e. the speaker and expiggormation from audio data. In this case, the adaptation
sion parameters estimation which is a standard SEF procgggnhnologies have been widely used to train the transforms
while the expression clustering is an independent process;g the expressions by maximizing the likelinood of the @udi
the SEF. That means, the expression clustering is performggda which contains the expressions. The other is extgactin
independently before the SEF training and fixed during thge expressive information from plain text data. This case
whole training process. The other characteristics for et j represents a complete expressive text to speech synthesis p
method is that the expression clustering is performed in thgss and the methods for expression prediction from tese: we
expression space only. Thus the speaker factors are idolajgyeloped to extract the expressions from the text datdisn t
from this process and the results of expression clusteniag vork, the expressive speech synthesis system was inviestiga
speaker independent. 3 _ ~_ in both of the two modes. The expressive information is
The utterance level auxiliary function for ML estimationyenerated from either audio data or plain text. The gengrate
can be defined as expressions are represented as the points in the expression
Q(XE,XI(;?,XI(;?,zé”) :ngg) _ %X,IX&)XE (19) subspace under the framework of SEF. Thus the expressions
are speaker independent and can be transplanted to differen
Then, the equation 11 can be re-written as speakers.
2 =1 (8) @ i) (i
QAe; A, As) = Z Z Qe ’XéE)’ Xés)’zé )> (20) A Expression adaptation and transplantation with audio data
When the expression is obtained from audio data, the

The task of joint SEF is to find a partition of the trainingadaptation method was used to extract the expressions fimm t

data¢ and the expression specific CAT weight vectors asSO%dio data. In the framework of SEF, the adaptation process

ated to this partitiomg (&) so that the value of equation 20 is. ., e expressed as equation 4, in which the expression

mr?ximized. This IwaT reglri]zed bylgmggpds Zt}"e algorithm. CAT weight vectors and the speaker CAT weight vectors are
The k-means style algorithm can be divide In to two step 'pdated alternately. When one factor is updated, the other i
the assignment step and the update step, which correspon

2 . . d8umed to be known and fixed. After the expression CAT
the opt|m|za.t|on of equation 17 and ;S_respect|ve|¥. weight vector is trained, it can be composed with the speaker
In the_ assignment (sit)ep, for eagh trammg utteraBCe, an CAT weight vectors to generate the synthetic speech with
expression cluster(O™') was assigned to it by the same expression as the adaptation data but with a new
e(o(i)) —argmax k@(ﬂéej),XéQ,X§§)7Zg)) (21) 's:?;azlfer’s voice. This process can be illustrated as shown in
ejig=1, 4.

In the update step, the expression CAT weight vector for Given the expressive adaptation speech with expresggion
each expression cluster was re-calculated, using equaion from speaket, the adaptation process is performed to estimate
The assignment step and the update step were performedoint AY) in the expression subspace to represent the
iteratively until convergence. expressiory in the expressive adaptation speech. Meanwhile,

The joint method can alleviate the problems in the disjoiri€ adaptation data from another speaker, i.e. spdakerfed
method. In the joint method, the expression clustering is pd0 the system as well, and the speaker adaptation process is
formed in the expression subspace. That means, it optimi&sformed to estimate a point” in the speaker subspace to
the auxiliary function of SEF in which the speaker factor igepresent speakdr. Then the expression transfomﬁj) and
explicitly removed; thus the speaker independent expassthe speaker transforn\ék) can be composed to generate the
clustering can be achieved. At the same time, the expressgymthetic speech for speakiebut with the same expression as
clustering and CAT weight vector estimation are integratée one in the expressive adaptation speech of speakiate,
into a single process based on the ML criterion and thereiisthe process in Fig. 4, the process of speaker adaptatidn an
no inconsistency in the training process. Although the tjoithe expression adaptation are exactly identical. The ssjoe
method can alleviate the weakness of the disjoint method,ttansform and the speaker transform are updated alteynatel
implement joint SEF, an initial expression subspace needsusing equation 4. The only difference is that after paramete

J i€ej
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| A8 g 4s b used, including word frequencl(w), word pair frequency
Expressive speaker adaptationdata,  P(q1,w9) and word frequency with part-of-speech (POS)
speech, spkr i, Adaptation process SPKr k
expressionj\ e / context P(posy, wa, poss). The LSM was used to reduce the
Exrzresfion sr?eakfr dimension of the feature vector. Finally, to introduce thiei-
arprossion | 5o (SO spester utterance context information, the vector of one utteramas
subspace / \Su fPece glued with the vectors from its left and right neighbours to
k) . . . .. .
AP A form the final expressive linguistic features. The detads c
A be found in [2]. Given the linguistic features, the task of th
/ A = 20 @ 4 / expression prediction is building an MLP based non-linear
transform f to map the linguistic feature vectors to the
o S l . :Xypnrg‘:;;gns]?j;k?k expression vectorA in the synthesis space, i.e.
peec! ) _
- synthesiser a ”WM‘*“ A= f(,C, W) (22)
Fig. 4. Expression adaptation and transplanting based on audio data whereW are the weight matrices of the MLP.

In this work, the expression prediction method in [23]
was combined with the framework of SEF by mapping the
updating, the speaker adaptation process keeps the spe#kguistic features to the points in the expression subspac
transform and discards the expression transform. On ther otSEF. To build the connection between the linguistic feature
hand, the expression adaptation process keeps the expresspace and the expression subspace for SEF, the input of the
transform and discards the speaker transform. MLP was designed as the linguistic features extracted from
the transcripts of the training utterance, while the outifuhe
MLP was obtained by projecting the training speech uttezanc
into the expression subspace with the ML criterion. From the
Expressiveness of human language can not only be hearghjgcess mentioned above, the MLP based expression predicto
speech data, it can be interpreted from text data as well. Ing@trained by the speech data and can be shared with the
complete expressive speech synthesis process, the @xpresgaining of the speech synthesiser. Since the training cipee
speech synthesis system needs to generate the proper-expigshe from different speakers, a speaker dependent eiqress
sive speech from plain text and the methods for expressigfbdictor can be trained.
prediction from text are needed to generate the expressiongnhe ML criterion was used to train the MLP. Based on the
for synthesis. How to interpret the emotion in text and how t@andard EM algorithm, the cost function of MLP training was

convert it to the expressions in speech is strongly depérmien gesigned as the negative of the auxiliary function for thef CA
the speaker's background, education and skill etc. Thezefoyeignt vector training, i.e.

expression prediction from text is a speaker dependent iask

this work, based on the framework of SEF, it was investigated e(W) = — Z
how the speaker dependent expression predictor from text is 7 IT:
constructed. At the same time, this work also investigdies t - A de(W)
transplantation of the way a speaker interprets the text and Wi=W"—1n OWE
expresses the emotion in speech to other speakers, so that . . .
other speakers can read the text in the same fashion as the Yt elre W is tLhe _we|ght matrix Of_ layerk gnd }X) -
speaker. Traditionally, the expression prediction is eigas a LYW + - » W'} is the set of weight matrices\™ is
computational linguistic task [19] and assumed to be speaB® MLP output CAT weight vector for training sampie
independent. That means, all the speaker specific facters &p€ Normalization paramete;| represents the duration of
ignored in tragitional _expression prediction mgthods.za][ uttera_nca, and |_t was used to ensure that t(f;)e contrzEJ)ut|ons of
a method of integrating the expression prediction from telff€ different training utterances are equil; andz;  are
and speech synthesis in a single system was presenteds In f}f sufficient statistics for CAT weight training accumet
method, the task of the expression prediction was condiasted"0™ utterance:. In this work, the expression ngedlctlorzi;/vas
a mapping between the linguistic feature space which casmtaP€rformed in the framework of SEF. Thus thel; and 7 _
the expressive information from text data and the expressi/'ould be accumulated in the expression subspace onlg usin
synthesis space which contains the expressions extracted feauation 12. The training process of the expression piedict
audio data. Since in this method the expression predictorifsthe framework of SEF is shown in Fig. 5. _
trained by the speech data, the speaker dependent expreg-he expressions in training utterances_ fo_r a part|.cular
sion predictor can be trained by using speech from a singig€aker, e.g. speakirwere extracted by projecting them into
speaker. In [23], the linguistic feature vector which camsa the expression subspace, given the speaker transigfi.

the expressive information in the text data was generated Mganwhile, the transcript of each utterance was convented i
the latent semantic mapping (LSM) method. In this wort@ linguistic feature vector in the linguistic space. Thesing

a similar IIngl.,IIStIC feau.”e based on the bag_.Of_Worc.j .m0d6|1ln this work, 'neutral’ speech, i.e. speech which can be rilesd as not
was used. To introduce intra-utterance context infornnetieo expressing a particular emotion or speaking style, was tsegbtimate the
the feature vectors, 3 types of frequency information wesgeaker transforms based on equation 4

B. Expressive speech synthesis from plain text

1 <oH)T @ 1 NG
T - SXTTXEAY) @9

k=1.L (24)
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Speaker alignment and selection method [15] was used to transform
sbepxe | B the audiobooks into training data usable for speech synthe-
i’;’gj““’” sis purposes. The data was further segmented into 3 types
pace . . . h
of speech units or utterances: narration, carrier and direc

Speaker independent . speech [6]. A rule based neutral data selection was perfibrme
- expression extraction -

based on acoustic features such as fO-range, RMS-amplitude
range, etc [27]. This resulted in 5 hours of neutral training
/ data which was used to initialize the speaker clusters a@d th
_. speaker CAT weight vectors. The speech data from two extra
extraction g .
1 audiobooks (1 male and 1 female speakers) was used as test
data. Detailed information about the training and test data
given in table I.

Training data
for speaker /

MLP based
expression predictor|
for speaker i

TABLE |
Fig. 5. Training of transplantable expression predictor AUDIOBOOKS USED FOR TRAINING AND TESTING
spkr length audiobook narrator
full T neutral

the linguistic feature vectors as input, and the expressio
g P P ' “A Tramp Abroad” | jonn

in the (_axpressipn space as target output, the_ MLP basedain | m1 | 8.65h | 1.51h | by Mark Twain Greenman
expression predictor was trained using the ML criteriontd\o :

in Fig. 5, although the expressions in the expression suespa “J;:;nSS?lé“fu' and

are speaker independent, the finally trained expression pre Lo | 7adn ) 1830 | ot Fitsgerald | & 12Vam
dictor from text is speaker dependent. That means, differgn

speaker dependent expression predictors may project the sa ;Th*frogawgfg[fmb of

inauisti i i infe i i m2 | 8.40h | 1.54h Y | Greg W.
linguistic feature mtq d|fferen.t points in the expressgnb— Harold Erederic 9
space. The expression predictor based on SEF projects the

expressive linguistic features into the expression sutesjpd “What Katy Did” | Karen

f2 | 3.34h | 0.49h -
SEF which is shared by all the speakers. It means the predicte by Susan Coolidge | savage

expressions can be transplanted between different speakger “Bacon” by Richard | gy

Thus, the way in which a particular speaker interprets the tg test || m3 | - 0.36h | w. Church Boerst
and expresses it as an emotion in speech can be transplanted-t
other speakers. This process is shown in Fig. 6. The expressi f3 . 0.07h

“Olive” by Dinah Arielle
Maria Craik Lipshaw

speaker
subspace

text

Synthesiser

Akj)
ASE

20 Table Il lists the speaking styles and recording conditions
voice for for each of the audiobooks used for training and testing.
7O S T e Recording quality of librivox audiobooks is often not at the
T opressigh, L2 $ same level as carefully conducted studio recordings. Bpic
subspace X problems are changes in recording level across sessions or
S a0 o 0 b . . . .
: P \foisertar changes in the distance to the microphone as well as noteceab
Sl | == ’ expression | background noises from page turns, mouse clicks, traffisaoi
. speakerk etc. However, recording quality is often sufficient for lolirilg
synthetic voices ethe audiobook “A Tramp Abroad” read by
Fig. 6. Synthesis with transplanted expressions John Greenman which was used in this article for speaker
m1l has also been used successfully as training data in the
predictor projects the linguistic feature from text to a CABlizzard Challenge 2012 [16]. All the audiobooks selected f
weight vectorAf,:J) in the expression subspace, ahéf) can this article have reasonable recording quality and acbépta
be composed with different speakers in the speaker subspagp@aking styles as judged by the authors. All of the audikboo
e.g.AéZ) and /\ék), so that the expressive speech of speakemre also solo recordings, i.e. a single speaker is narrating
and speakek can be generated with similar expressions. whole book and for each of them there is usually more than
4 hours of speech data to choose from.

VI. EXPERIMENTS The sampling rate of the training speech was 16kHz and
acoustic features consisted of 40 mel-cepstral coeffigjent
logFO, 21 (approximately bark scaled) BAP plus their delta

The experiments presented here are based on publiahyd delta-delta information. The models were 5 state teft-t
available audiobooks from Librivox.org. The training dataight multi-space probability distribution hidden semialtov
contained about 28 hours of recordings from 4 audiobooks iffdels.
male and 2 female speakers). The lightly supervised semtencThe CAT model used in this work consisted of 8 cluster

A. Data preparation and model training
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TABLE Il
SPEAKING STYLES AND RECORDING CONDITIONS IN AUDIOBOOKS

spkr | speaking style |

recording |

sion CAT weights and the cluster models alternately. Atter t
disjoint training, the joint SEF training was performed.eTh
disjoint SEF training constructs an initial expressionspdre

in which the statistics of joint SEF training, |é(§E) Xg)

small changes in rec-level a- (i) _ E
1 | very expressive & charac| Cross sessions, occasional badk- andz;’ are accumulated. Then, the expression clustering and
M1 ter voices tgrou_”d noise, changes in disf-  the expression CAT weight estimation were performed in a
O0-Mmic .. .. .
joint optimization process. It was followed by a standardlCA
some expressive speedh SOme variations in loudness &  training process to construct the expression subspacethéth
fl | & no distinct character| dist-to-mic, occasional back joint method. Note, the disjoint SEF training only provides
d
voices ground noise initial expression space to accumulate the initial stagstor
some expressive speedhvery litlle rec-level variations joint training. It does not define the initial expressiontata
m2 \%oi:eos distinct character| across sessions for joint SEF. After one iteration of joint training, a new
— expression subspace based on the joint method is constructe
. some expressive speech & Very small r_ec-level variationg 5th tatisti pf oint SEF bJ lculated in the
some character voices across sessions an e .S atllStics T1or join LS can pe .re.'C3. culatead In n
, — expression space. The joint SEF training can be performed
m3 | not very expressive & ng Very litle rec-level variations jteratively until convergence.
i across sessions . .
character voices After the expression CAT weights and cluster models were
some expressive speedhchanges in rec-level across ses-  trained, the speaker CAT weight vectors and cluster models
f3 | & no distinct character| SIONS, some room reverberation  can pe re-estimated in a similar way. However, in this work,
voices & variations in dist-to-mic . . . L
the re-estimation of the speaker part was skipped due ttelimi

time for computing.
In the joint SEF training of this work, 242 expressions

models: 1 bias cluster model, 4 non-bias cluster modékere generated from the training speech. A histogram of the
for speaker modelling and 3 non-bias cluster models f§XPression distribution w.rt. the number of speakerstedla

expression modelling. The CAT training process based & the expression is shown in Fig. 8. It shows that 46% of
unsupervised SEF is shown in Fig. 7.

Training data

]

Fig. 7. Training process of SEF based on CAT

the expressions are related to all 4 speakers, 16% of the
expressions are related to 3 speakers etc. It indicates the
degree of overlap between speakers and expressions in the
SEF training.

Neutral selection A
Cluster models
Speaker cluster model updating 50
construction 45477
Expression parameter |
expression clustering estimation 407
based on MWCE Decision trees generating § 351
for expression clusters 2 30T
o Decision trees g 2541
@ generating for Expression parameter 3 |
e r on p: El || percentage(%)
g expression clusters estimation a 20+
3 Expression parameter ML based expression 1517
= estimation i ||
g clustering 10
Cluster models Accumulating 517
tpdaiing X0, X0 0

4spkr 3spkr 2spkr 1spkr

Fig. 8. Expression distribution w.r.t. the number of speakers

At first, the automatically selected neutral training data . . .
was used to construct a speaker CAT model with a stand&dAudio data based expression transplantation

CAT training process, i.e. the speaker decision trees,kgpea The first set of experiments investigated the performance of
CAT weight vectors and speaker cluster models are itetgtivéransplanting the expressions extracted from the audia. dat
updated until convergence. Then, a disjoint SEF trainirupervised adaptation was used to extract the expressans f
process was performed to build an initial expression spaeeidio data, as shown in Fig. 4. In this part of the experiments
In the disjoint training process, the minimum within clasthe adaptation speech is from training speaker “m1”, which
error (MWCE) based expression clustering was carried ogta male speaker with very expressive speaking style. The
to group the training speech intB: clusters, whereP; is expressions from the speech of 'm1” were transplanted th eac
the dimension of expression CAT weight vectors. Based draining and test speaker. Both the within-gender tramépta
the expression clustering results, the expression subspfac tion (i.e. to "m2”, “m3") and cross-gender transplantat{@e.

the disjoint method was constructed. Again, a standard CAG "f1”, “f2", “f3") were investigated. In order to investigte
training process was used to update the decision treee®xpthe system performance more accurately in this part of the
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experiments, the results are shown for each training speakpeaker parameters to generate the synthetic neutralhspeec
and each test speaker separately. for different speakers. The reference speech of the ABXigest
In the first experiment, two SEF strategies for audiobodke natural speech from “m1”, i.e. the adaptation speakes. T
data were investigated. One is the disjoint method, therdashe results are shown in table V and table VI for training spesker
the joint method. Based on the two methods, the CAT modelad test speakers respectively. The p-value calculatiorbea
were trained separately. Then using the supervised adaptatound in [28].
process in Fig. 4, expressive speech with different speaker
was generated using two CAT models separately. An ABX test TABLE V
was performed to evaluate the synthetic speech. The natural ABX TEST. SEFVS. NEUTRAL, TRAINING SPEAKER
speech used for expression adaptation was used as refé@mence —
. . . [ spkr [[ joint [ neutral[[ p |

an ABX test. The subjects Ilstened to thg synthet|c_ speeaxh fr = 59296 | 20.0% | =0.001
2 systems and were asked which one is expressively closer to m2 57.0% | 43.0% || <0.001
the reference speech. The ABX test set contains 75 randomly fl 53.3% | 46.7% || 0.053
selected evaluation utterances from “A Tramp Abroad” which 2 49.1% | 50.9% 0.34
were not used in model training, including 40 narrations, 10 [Loverall ]| 55.8% | 44.2% [| <0.001 |
carriers and 25 direct speech utterances. The results éor th
training speakers and the new speakers are shown in table IlI
and table IV respectively. TABLE VI

ABX TEST. SEFVS. NEUTRAL, TEST SPEAKER

TABLE Il
ABX TEST FOR TWOSEFSTRATEGIES TRAINING SPEAKER [ spkr ][ joint [ neutral [ p |
_ . m3 || 59.3% | 40.7% || <0.001
[ spkr [ gender[[ joint [ disjoint [ p | 3 58.3% | 41.7% || <0.001
mi m || 55.0% | 45.0% || 0.007 [Toverall ]| 59.2% | 40.8% || <0.001]
m2 m 56.7% | 43.3% <0.001
fl f 51.6% | 48.4% 0.241
0, 0, . . . .
2 f °2.1% | 47.9% || 0.168 The results in table V and VI indicate that the synthetic
[ overall | [ 54.3% [ 45.7% ]| <0.001 |

speech generated by the SEF method is significantly closer to
the original natural speech in expressions than neutractpe
Although the results in table V and VI show that overall, the

ABX TEST FOR TWOSTéEIS_ERIXI'EGIES oSt SPEAKER proposed method significantly improves the expressiveokess
the synthetic speech, for different speakers, the imprevem
[ spkr_[ gender[[ joint | disjoint [ _p ] from the proposed method is inconsistent, e.g. the perfocma
m3 m 54.8% | 45.2% || 0.014 for speaker "f3" is much better than "f1” and "f2". This shows
f3 f 54.1% | 45.9% || 0.029 the difficulty of the cross-gender expression transplaomat
[ overall | |[ 54.0% [ 46.0% [[ 0.002 | The original expressions were extracted from “m1”, and

it consistently improved the expressiveness of the syitthet

Table 11l and table IV indicate that the joint SEF metho@peech of speakers with same gender, e.g. “m2” and “m3”.
achieves significantly better results than the disjoint SE#owever, for the cross-gender transplantation, the perdoce
method for the expressiveness of synthetic speech. Aguprdis not as stable as the within-gender transplantation.
to these results, in all the remaining experiments, the EF ~ The ABX results in table V and VI are using the natural
system was used. speech from “m1” as reference to evaluate the expressigenes

Two aspects of the SEF are investigated here: (1) Haf the synthetic speech from different speakers. The speake
close does the synthetic speech sound to the original natdestor may influence listeners’ judgement, e.g. listenesy m
speech when the expressions from the natural speech datapaeéer a voice with higher speaker similarity rather than
transplanted to different speakers, and (2) How close ddie expressive similarity. To complement the ABX results,
the synthetic speech from different speakers sound when th@reference test based on paragraph reading was performed
same expression is transplanted to different speakers Whka compare the voice before and after the expression trans-
the same expressions are transplanted to different sggakplantation. Since the reference speech is not needed in a
ideally, the synthetic speech from different speakers hoypreference test, the speaker factor can be removed from the
sound expressively similar. listeners’ judgements. The preference test was based on 15

An ABX test was used to evaluate the expressiveness Hragraphs with an average of 3 utterances per paragraph.
the synthetic speech. The expressive speech based on FEE test paragraphs were randomly selected from the clsapter
methods was compared to the neutral speech from the savheghe book "A Tramp Abroad”, which were not used in
speaker. To generate the neutral speech, a fixed, apprewidel training. The listeners were asked to choose theorersi
mately expression free point in the expression subspace wdsch expressed an appropriate emotion for the contenteof th
defined by the automatically selected neutral training .dagaragraph. The results are shown in table VII.
This expression free point was used to represent the expness Table VII indicates that the transplanted expressions im-
parameters of neutral speech and it was interpolated to fr@ved the expressiveness of the synthetic paragraphgaim
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TABLE VII they still had the tendency to give higher scores to the sprsak
PREFERENCE TEST FOR PAE;SF;\;LH READING TESTINGEFVS. with the same gender. Another possible reason is again due
to the difficulty of the cross-gender SEF. Transplanting the
[ spkr [ predictor | neutral | nopref | p | expressions from male voice to female voice does not achieve
mi | 47.4% | 28.8% | 23.7% | 0.007 the same performance as the within-gender transplantation
mg g;gzﬁ; ;‘é-%‘: é-ggﬁg 8-83 ABX and DMOS tests only check the similarity of synthetic
f 459% | 42.9% | 11.2% | 0.351 speech to human speech. To evaluate the impact of the trans-
f2 43.6% | 42.9% | 13.5% | 0.469 planted expressions on the intelligibility and naturaine$
f8 | 617% | 353% | 3.0% | <0.001 synthetic speech, a 5-point MOS test was performed. Lissene

were required to score the synthetic speech in terms of voice

quality, and the results are shown in Fig. 10. The resultsvsho
to the ABX results, the within-gender transplantation aebd that the transplanted expressions do not degrade the voice
more stable performance than cross-gender transplamtatio quality of the synthetic speech.

The next experiment was evaluating the consistency of

the synthetic speech when an expression was transplanted s | — . - .
to different speakers. If the expression extracted from the . 1
speech data of one speaker is transplanted to differenkspea
ers, the synthetic speech of different speakers shoulddsoun
expressively close to the synthetic speech of the first ggpak
meanwhile they should sound expressively close to eachr othe
as well. Thus the synthetic speech from a speaker, i.e. “m1%
who provided the adaptation data was used as reference aﬁd
the synthetic speech from other speakers, i.e. “m2”, “m3”,
“f1”, “f2" and “f3", was compared to it. A 5-point DMOS
score was used, where 5 meant exactly like the reference and
1 meant completely different from the reference. The result
are shown in Fig. 9.

o]
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Fig. 10. MOS results for voice quality
< - e o
g C. Transplantation experiments based on expression predic-
o L] L] : .
3 ; tion from text
In this set of experiments, the expressions generated from
o o N v o a speaker dependent text-to-expression predictor wens-tra
planted. That means, the way in which a particular speaker
interprets and reads a text was transplanted to other sfgeake
o i . . . Listening tests were performed to evaluate how this speaker
‘ ‘ ‘ ‘ ‘ specific information can improve the expressiveness ofyhe s
m2 m3 f1 f2 3

thetic speech of other speakers. Since the SEF method allows
Fig. 9. DMOS results for consistency the speech data from different speakers to be projectedhieto
common expression space, the speaker independent expressi
Fig. 9 shows, that for all the speakers, the synthetic spequfedictor can be trained using multi-speaker training data
with transplanted expressions received quite good DM@cause in speaker independent expression predictors, the
results when compared to the original speaker. An intergstiinter-speaker variability is assumed to be normalized, the
phenomenon is that all the male speakers, i.e. “m2” and “m8hpact of the speaker specific information on the expression
achieved almost the same scores, while, all the female spepfediction performance can be investigated by compariag th
ers, i.e. “f1”, “f2” and “f3” achieved similar scores as well speaker dependent and independent expression predictors.
This indicates that the transplanted expressions havegeerg Two speaker dependent expression predictors based on the
portability over different speakers. Ideally, the speakeith integrated method were trained using the speaker dependent
different genders should also get similar scores. Howewer,training speech. One predictor was trained by using trginin
this experiment, the male speakers achieved significartigb data from the male speaker “m1”, with 10.2k utterances. The
scores than the female speakers. One possible reasontisghabdther was trained using the data from female speaker “f1”,
reference data was from a male speaker “m1”. Thus, althougith 6.8k utterances. The MLP expression predictor inciude
the listeners were required to ignore the speaker differen8 hidden layers, and 100 neurons for each hidden layer.
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The output dimension is the same as the dimension of tfer contrast, the expressions from the speaker dependent

expression subspace, i.e. 3. expression predictor of “m1” were transplanted to the speak
The first experiment investigated the expressiveness of tli#” and were used to generate expressive speech for “f1” as

synthetic speech based on the expression predictors. Fhewgll. In this experiment, the cross-gender transplanmatas

pressions generated by the expression predictor from tese wperformed. Ideally, even imperfect expression transplzori

used to synthesise paragraphs and then they were companeg lead to some loss in expressiveness, the very salient

to the neutral TTS systems. This experiment only investidlatexpressions from a speaker, e.g. “m1” can still add appatgri

expressiveness. Thus the synthetic voice was generated eigpressiveness to the voice of other speakers, e.g. “f18. Th

the training speaker, and the predicted expressions were paragraph based preference test result is given in table X.

transplanted to the new speakers. The preference test was

performed to evaluate the paragraph synthesis based on 15 TABLE X

paragraphs which are the same as the preference test AREFERENCE TEST FOR PARAGRAPH READINGEXPRESSION PREDICTOR

the audio based expression transplantation experimehts. T FROMTHE SAME SPEAKER VSFROM ANOTHER SPEAKER

results are shown in table VIII. spkr predictor nopref p
ml [ 11
TABLE VI [ 71 ][ 38.9% [ 38.2% | 22.9% | 0.465 |

PREFERENCE TEST FOR PARAGRAPH READING TESTING THE
EXPRESSIVENESS OF EXPRESSION PREDICTORS

_ Table X shows that for speaker “f1”, the predicted expres-
[_spkr | prEd"for | ”e“troal | ”Oprff [ p | sions from another speaker, i.e.“m1” are equally appro@ria
Tll igfoﬁ gg:goﬁ igéoﬁ 8:8(1)% compared to the predicted expressions from the same speaker
i.e. “f1”. This result indicates that for a particular speak
the predicted expressions from the training speaker are not
Table VIII shows, that the synthetic speech from both execessarily the best choice to synthesise the expresseelsp
pression predictors achieved significantly better scor@s the The transplanted expressions from other speakers may be
neutral versions. This indicates that the integrated esgioe appropriate as well.
prediction method works well in the framework of SEF. Finally, the inter-speaker factors for the expression ioted
The second experiment investigates the transplantationf@fm text are investigated. Through the SEF methods, the
the expressions generated by the expression predictors, Hgpeaker independent expressions can be extracted from the
the expressions generated from the speaker dependensexpfigeech data of various speakers. Thus the speech data from
sion predictors of “m1” and “f1” were transplanted to a newhultiple speakers can be used to train the speaker independe
speaker, i.e. “m2”, and the expressiveness of the synthedigoression predictor. In this work, a multi-speaker exgimes
speech was investigated based on the voice of “m2”. Agairedictor was trained by 22.7k training utterances from 3
a paragraph based preference test was used with the newselakers. Since multi-speaker training data was used, this
system as the contrast. The results are shown in table IX. expression predictor was assumed to be speaker independent
The multi-speaker expression predictor which was labelled
TABLE IX as “MS” was compared to the speaker dependent expression
PREFERENCE TEST FOR PARAGRAPH READINGEXPRESSION predictor for “mi1” and nfln in a paragraph reading preferenc
TRANSPLANTATION . .
test. The result is shown in table XI.

spkr predictor neutral | nopref p
mi_| fI TABLE XI
m2 || 59.9% 33.0% | 7.1% | <0.001 PREFERENCE TEST FOR PARAGRAPH READINEXPRESSION PREDICTORS
m2 46.7% | 38.8% | 14.5% | 0.088 WITH SINGLE SPEAKER TRAINING DATA VS. MULTI -SPEAKER TRAINING
DATA
Table IX indicates that the expressions generated by both spkr SD MS | nopref p
expression predictors can be transplanted to a new speadker a = 52";0/ [ 1 T s
H : m .6% 2% .0% <0.
help to improve the expressiveness of the new speaker. f 38.4% | 37.1% | 24.6% | 0.422

A speaker dependent expression predictor is trained by the
natural speech of a particular speaker and models the fashio
in which a particular speaker interprets and reads the textWhen the expression predictor is trained with multi-speake
Therefore the generated expressions are appropriate éor tfaining data there are two aspects to consider. On one hand,
voice of this particular training speaker. One questiont thatroducing multi-speaker training data increases the warho
needs to be addressed is whether the expressions generatddaining samples which leads to more reliable parameter
from the predictor of the same speaker are always the bestimation. On the other hand, the inter-speaker varighdi
choice or are there similar or even more appropriate emermalized in the expression predictor trained by the multi
pressions from the predictors of other speakers? To addrepsaker data. Compared to the results in table Xl, if the
this question, the expressions generated from the speakeeech data from a speaker contains very salient speaker
dependent expression predictor of speaker “f1” were usegecific characteristics or styles, multi-speaker trajnitata
to generate the expressive speech for speaker “f1”. Thevill normalize the speaker specific information which isyer
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important to improve the performance of the expression precore than neutral synthetic speech. A possible explanatio
dictor and degrade the expressiveness of the syntheticlspeé that the test speech utterances were randomly selected.
as the result of speaker “m1” in the first row of table XThus, some expressive speech utterances may be included.
shows. When the speech data from a speaker does not contiren listeners are asked to judge the speaker similarity, th
salient style, multi-speaker training data will not degradle may prefer synthetic speech with transplanted expressions
expressiveness performance of the synthesis system, eveifi the reference speech is expressive. In order to investiga
the speaker specific information is normalized, as the teshbw big are the listeners choices influenced by expresssgene
of speaker “f1” in the second row of table XI shows. Thaimilarity in a speaker similarity test, following expeémt
results in table XI show how the speaker specific informatiamas performed. The expressions from the natural speech of m1
influences the performance of text-to-expression preaticti was transplanted to the test speaker m3. The synthetictspeec
from m3 which was assumed to contain similar expressions
D. Speaker similarity experiments as the natural speech of m1l was compared to the synthetic
In a good expression transplantation system, the trarig-e?Ch of m.l’ using the natural spegch of ml as reference.
planted expressions should improve the expressiveness n, the listeners were asked to_indicate which speake_r
the synthetic speech of the target speakers. Meanwhile, iy nds like the _reference speaker. The results are shown in
voice of the target speakers should be still identifiable ate le XIV. It indicates that although the expressions of the .
reference speech were transplanted to the new speaker m3, it

ter transplantation. Since multi-speaker speech data tiih . T o .
same content is not available from the audiobooks, this wo?l?es not influence the distinguishability of the synthqtieexh

generated the expressions from a text-to-expressiongteedi rom two speakers. This _is consistent with the conclu_sicmns i
and transplanted the predicted expressions to other s[gea bl? Xll and table XIII €. th_e t_rans_pla}r?ted expressidos
The speaker dependent expression predictor from “m1” Wﬁgt influence the speaker similarity significantly.

used to predict the expression for the utterances fromrdife
speakers using the transcripts of the speech utteranakthan
predicted expressions were transplanted to the corregppnd
speaker to synthesise the expressive speech. An ABX test [ M1 neutral[ ml expressive] m3 expressive]] p |
was performed to compare the speaker similarity between the 80.1% 19.9% <0.001
synthetic speech with transplanted expressions and withou 19.3% 20.7% <0.001
transplanted expressions (i.e. neutral speech). Thenatigi

natural speech utterances for each speaker were used as

reference and the size of the test set is 40 utterances far eac VIl. CONCLUSIONS AND FUTURE WORK

speaker. The listeners were asked to choose which speaker, . : . . .
sounds more like the reference speaker. The results arenshom;elr his work investigates methods to build multi-speaker ex-

in table XII and table XIlI for the training and test speakergress've speech sy_nthe3|s s.ystem_s._ Instead of using .acted
speech corpora which contain a limited set of pre-defined

TABLE XIV
ABX FOR SPEAKER SIMILARITY. CROSS SPEAKER TEST

respectively. emotions, this work chose highly diverse speech corpora
TABLE XII with very rich expressive information, e.g. audiobook @vep
ABX FOR SPEAKER SIMILARITY. TRANSPLANTED VS, NEUTRAL, as training data to model the very complex expressions in
TRAINING SPEAKER human speech. Factorization methods have been introduced
[spki || Wansplanted] redw@l | P ] ?nto this worl_< to factorize the complex acoustic charaet.msi;
— 18.0% 0% T 0298 into seyeral independent componer?ts_, e.g. speaker, siqmes
m2 50.0% 50.0% || 0.500 etc. Within the CAT framework, a joint SEF method which
fl 52.0% 48.0% || 0.298 integrates the expression clustering and parameter dgiima
2 66.7% 33.3% || <0.001 into a single ML training process was proposed to build the
[overal | 533% | 46./% ]| 0.025 |

orthogonal speaker and expression subspaces from theyhighl
diverse unlabelled audiobook data. Based on the orthogonal
speaker and expression subspaces, the expressions in the
TABLE XIII expression subspace are shared by different speakers and
ABX FOR SPEAKER SIMILARITY. TRANSPLANTED VS. NEUTRAL, TEST can be transplanted between Speakers. Since the eXplS?SSion
SPEAKER in human’s language can be perceived through two ways:

|_spkr_[[ transplanted] neutral [ p | from speech data and from text data, correspondingly, & thi
m3 60.3% 39.7% || 0.005 work, the multi-speaker expressive speech synthesis myste
0, 0, . .
fa 682% | 31.8% || <0.001 has two work modes. In the first mode, the expressive speech

[ overall ] 60.2% [ 39.8% [| <0.001 |

utterances are given. The expressions from the expressive
speech are extracted and transplanted to different spedker

In general, the transplanted expressions do not degrade tiee second mode, the adaptation speech is not provided. Thus
speaker similarity of the synthetic speech. It is surpgsint is a full expressive synthesis system in which a speaker
that for some speakers, the synthetic speech with trantsplardependent text-to-expression predictor is used to extraect
expressions achieved a significantly better speaker gitgila expressions from plain text and the predicted expressions
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