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FOREWORD

As first noticed by Helmholtz, strings vibrate in a “V-shape” when they are bowed correctly and a

full tone is produced, where the vertex of the “V” shuttles back and forth along the visible envelope

of the string’s motion. If the instrument is bowed incorrectly, i.e. the instrument does not “speak”,

then this “Helmholtz motion” is not produced, and the shape of the string as it vibrates will be quite

different. The goal of this research is to gather experimental data from a stringed instrument and

use it in the on-going development of a theoretical model of the mechanics of the bowed string,

which can be used to investigate which aspects of the violin, strings or bow influence the ease with

which this “Helmholtz motion” can be produced.

The design, testing and application of a robotic bowing machine are described, which has allowed

the speed and force of a bow as it plays a cello to be controlled. Extensive measurements of various

aspects of the motion of a cello string being bowed by the bowing machine are presented, and

compared with predictions from nominally similar theoretical models. Although certain models

do reflect the qualitative behaviour seen in experiment under some conditions, all show vast room

for improvement.

Aspects of theoretical predictions that are at odds with experimental results, and would therefore

impede efforts to use theoretical modelling in the design of a more “playable” violin, are subse-

quently described. Shortcomings of each model are attributed to physical defects of the theories

underpinning them, and various modifications are discussed and tested.

This dissertation is the result of my own work and includes nothing which is the outcome of work

done in collaboration except where specifically indicated in the text.
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NOMENCLATURE

β Non-dimensional bow position, defined as (bow-bridge distance)/(string length)

∆ Tracking delay of force controller

δ(t) Dirac delta function

δν(Pi, Pj) ν-gap metric between systems Pi and Pj

δr Thickness of the contact patch between bow and string

ṁ Mass flow rate of rosin into or out of the contact patch

γ Viscosity of rosin

λ Equivalent “dashpot rate” for the position controller, i.e. its differential gain

λb Equivalent dashpot rate used to model losses at the bridge

µ Coefficient of friction, equal to f/N

µd The approximate value of coefficient of friction during sliding

µs Maximum possible coefficient of friction, at the limit of static friction

ω Frequency, in rad/s

ωc Low pass cut-off frequency for the differential term of the position controller

ωk Natural frequency (in rad/s) of the kth mode in the vibrational frequency response function

ωLP Low pass roll-off frequency of force controller

ωn Natural frequency of closed loop position controller, equal to
√

k/M

Πinput Dimensionless group used to describe friction

Πtime Dimensionless group used to describe transient time scale of string vibration

ρ Position of bow; the bow speed vb equals ρ̇

ρr Density of rosin

Θ Temperature of the rosin in the contact patch

ζ Damping coefficient

A Area of physical contact between bow and string

a Bow acceleration, equal to v̇b
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ak Amplitude of the kth mode in vibrational frequency response function

Atot Macroscopic area of contact patch between bow and string

bP,C Generalized stability margin for plant P and feedback controller C

c Propagation speed of transverse waves

C(jω) Frequency response of a feedback controller

cθ Propagation speed of rotational waves

cjg Constant of proportionality for junction growth model

cn Damping coefficient of closed loop position controller, equal to λ/2
√
kM

cpr Thermal heat capacity of rosin

D Diameter of the string

E Effective Young’s modulus of the string

f Friction force exerted on the string by the bow

fc Low-pass frequency (in Hz) of feedback controller

g(t) Green’s function for thermal heat conduction

h1 Bridge-side reflection function

h2 Finger-side reflection function

hθ1 Bridge-side torsional reflection function

hθ2 Finger-side torsional reflection function

k Equivalent “stiffness” of position controller, i.e. its proportional gain

kb Approximate stiffness of bridge, with respect to transverse motion

kE Wave-number of evanescent transverse waves on string

kI Integral gain of position controller

kP Wave-number of propagating transverse waves on string

kstr Static transverse stiffness (force/displacement) of the cello string

ky Shear yield strength of rosin

L Length of string

Lstr Distance from the bow/string contact to the clamp attaching the bow to the linear motor

Lx Distance from the inflexion point in the leaf spring to the clamp attaching the bow to the
linear motor (see Figure 2.17)

M Mass of moving parts of bowing machine, scaled to units of Volts per unit acceleration

m Mass (in kg) of moving parts of bowing machine

ms Mass per unit length of the string

N Normal force with which the bow presses into the string

P Tension of the string

P (jω) Frequency response of a system being controlled, by feedback or otherwise

q Shear stress in bow/string contact patch, equal to f/A
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r Demand signal for bowing machine controller

T Time period of oscillation of the string in its fundamental transverse mode

Tθ Time period of oscillation of string in its first rotational mode, equal to 2L/cθ

u Control effort for the speed controller, i.e. the input to the linear motor

umax Saturation limit for linear motor

uOL Output from the open-loop speed controller

v Velocity of the string at the bowing point

vθi1 Magnitude of torsional velocity wave approaching the bowing point from the bridge side

vθi2 Magnitude of torsional velocity wave approaching the bowing point from the finger side

vθo1 Magnitude of torsional velocity wave sent towards the bridge from the bowing point

vθo2 Magnitude of torsional velocity wave sent towards the finger from the bowing point

vθ Velocity of the edge of the string, caused by rotation about its centre

vb Velocity of the bow

vh Combined magnitude (in m/s) of waves impinging on the bowing point of the string

vi1 Magnitude of transverse velocity wave approaching the bowing point from the bridge side

vi2 Magnitude of transverse velocity wave approaching the bowing point from the finger side

vo1 Magnitude of transverse velocity wave sent towards the bridge from the bowing point

vo2 Magnitude of transverse velocity wave sent towards the finger from the bowing point

Vr Volume of rosin in the contact patch between the bow and the string

y dA/dt is assumed to be proportional to (1−A/Atot)
y

Z Impedance of the string to transverse velocity waves, equal to ZTZθ/(ZT +Zθ)

z Power to which loading time is raised, to be proportional to dA/dt

ZH Impedance of bow hair

ZT , Zθ String’s impedance to transverse motion by linear and rotational excitation, respectively

CLTF Closed-loop transfer function
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Chapter 1

BACKGROUND

INTRODUCTION

The cornerstone of modern research on the physics of the bowed string is the discovery, by Helm-

holtz 130 years ago [1], that the string forms a “V-shape” when bowed correctly, with the vertex of

the “V” travelling back and forth along the string. This motion, subsequently dubbed “Helmholtz

motion”, cannot be seen by the naked eye because it is too rapid; a violinist looking at the string

would see a blurred version as illustrated in Figure 1.1.

(b)(a)

Figure 1.1: The motion of the string during Helmholtz motion: (a) the instantaneous shape of the
string, (b) what a player looking at the string sees. The sharp bend in the string seen in (a) travels back
and forth at a sufficiently high speed that only a blurred outline of its motion is visible to the naked
eye. The string sticks to the bow at all times except when the bend is between the bow and the bridge.
The transverse scale of the string motion is shown greatly exaggerated.

Importantly, Helmholtz motion is unique and distinctive, causing the force acting on the bridge

(which excites the body to produce sound waves) to have a recognizable spectrum. Players asso-

ciate the resulting sound with “speaking”, whereas its alternatives include “crunching”, “whistling”

and other noises. The production of Helmholtz motion is the goal for the vast majority of musical

bow-strokes.
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CHAPTER 1

With this in mind it is natural to identify two inherent qualities in a violin which, if measurable,

would provide a sound basis for the evaluation of an instrument:

(1) The “playability” of the violin, i.e. the ease with which a clean tone may be produced from

a violin. In quantitative terms, this may be expressed as the range of bowing gestures that a

player may use which results in Helmholtz motion within an acceptably short time.

(2) The “richness”, or “beauty”, of the tone produced by the violin, once Helmholtz motion has

indeed been achieved.

Whilst the second of these relies on the subjective opinion of the listener, the distinctiveness of

Helmholtz motion makes the first, “playability”, amenable to deterministic measurement: Helm-

holtz motion either has or has not been produced, and if it has, it took a specific amount of time

to do so. The reduction of playability to these simple terms means that theoretical models of the

bowed string which predict the formation of Helmholtz motion could be used to find out what

makes some instruments easier to play (i.e. more playable) than other instruments.

This would make it possible therefore to identify means by which manufacturers of violins (or in-

deed of strings, bows, or rosin) could improve this important quality of their instruments. Whereas

past improvements to the design of the violin have taken place slowly, largely due to the often con-

tradictory results of trial and error investigation, this deterministic approach promises the inception

of irrefutable improvements. This thesis represents a step towards this goal.

In the remainder of this chapter, the existing level of understanding of the physics of the the bowed

string will be presented, laying the foundations for the remaining chapters. An overview of the

structure of this thesis follows. It should be understood throughout that this research pertains to all

members of the stringed instrument family, even though the violin is referred to most frequently.
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CHAPTER 1 1.1. LITERATURE REVIEW

1.1 LITERATURE REVIEW

Considerable research effort has been directed at the study of the mechanics and kinematics of

the bowed string, not to mention the numerous other topics under the general guise of “musical

acoustics”. Those strands of research that directly impact this dissertation are outlined in this

section.

1.1.1 MODELLING THE BOWED STRING

The concept of “Helmholtz motion”, discussed in the Introduction, provided the inspiration for

serious attempts over the last 130 years to describe the physics governing the action of the bowed

string. Helmholtz himself [1] noted that the rapidly moving “kinks” which appear in the string

are caused by the stick-slip nature of the bow/string contact: slipping occurs if a kink is between

the bow and the bridge, whereas sticking occurs if the kink (or kinks) are on the opposite side of

the bow. Hence Helmholtz motion, consisting of only one kink travelling back and forth along the

whole length of the string, corresponds to one stick and one slip per period. Any large kinks in the

string have subsequently been nicknamed “Helmholtz corners”.

PSfrag replacements

a b

v

f(vrel)

Figure 1.2: The model used by Raman [2]. String terminations are assumed to behave like pure
mechanical resistances, the string itself is a perfectly flexible stretched string (with no torsion), and the
applied force follows a prescribed function of relative sliding velocity, f(vrel). With the ratio a:(a+b)
equal to that of two coprime integers, so that the model of the string can be reduced to a difference
equation, and hence solved by hand.

Helmholtz himself did, however, concede that “No complete mechanical theory can yet be given

for the motion of strings excited by the violin-bow, because the mode in which the bow affects

the motion of the string is unknown” [1, Ch.V4]. Attempting to rectify this situation, Raman

[2] was the first to attempt to describe the transient vibration of the string. Handicapped by a

lack of computer-aided calculation in the early part of the twentieth century, Raman made several

simplifying assumptions in order to reduce the motion of the string to a difference equation which

could be exactly solved by hand. Specifically, Raman modelled the bowed string as a perfectly

flexible string, stretched between terminations having reflection coefficients less than unity, excited

3
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by a velocity-dependent force applied at a single point an integer fraction of the string length away

from the bridge. Raman found that certain combinations of bow force (N ), bow speed (vb) and

bow position (β= bow-bridge distance
string length ) eventually led to Helmholtz motion.

Friedlander [3] and Keller [4] used the same model as Raman but with rigid string terminations,

and found the surprising result that all periodic waveforms are unstable under those conditions.

This situation, which obviously conflicts with the experience of playing a real violin, occurs if

the power input from the friction force is not dissipated, as discussed in greater detail in [5, 6].

(Various modifications to the model which allow periodic motion to exist will be discussed later

on.)

Friedlander, in his analysis of periodic motion, proposed a graphical construction for relating the

velocity v at the bowing point to the friction f there. Noting that f ∝ v for an infinite string (with

no reflections), and that f ∝ (v− vh) for a string of finite length (where vh is the velocity of the

returning waves as they meet the bowing point), the values of f and v can be obtained as the

solution of two simultaneous equations:

f = 2ZT (v − vh), (1.1a)

f = f(v − vb), (1.1b)

where ZT is the transverse characteristic impedance of the string (ZT =
√
Pms, where ms is the

mass per unit length of the string and P is the tension of the string), vb is the bow speed and

f(v− vb) represents the functional dependence of friction on relative sliding speed (often referred

to as the “friction curve”). The solution is given by the intersection of the two equations when

plotted on the same graph, as shown in Figure 1.3.

It is worth noting in passing that McIntyre and Woodhouse [7] demonstrated that Equation (1.1a),

used by Friedlander to describe ideal strings, is also a good approximation for real strings which

have finite bending stiffness.

ROUNDED CORNER MODELS, AND THE FORMATION OF SECONDARY WAVES

The existence of sharp-cornered waves on strings (as in for example Figure 1.1(a)) seems dubious

in the face of effects such as bending stiffness [8] and damping [9]. The idea of modifying Helm-

holtz motion by “smoothing out” the Helmholtz corner was first explored by Cremer and Lazarus

[10, 11], and later by Cremer [8, 12]. Cremer studied the change in shape undergone by rounded

waves as they pass underneath the bowing point, and found that the shape change depends on the

magnitude of the normal force N exerted by the bow on the string. Previous models, notably

Raman’s, only allow sharp corners whose shape is independent of bow force.

Considering a “sharp corner” as causing a step change in transverse string velocity as it passes a

point along the string, and a “rounded corner” as causing a gradual ramp up (or down) in velocity,
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Figure 1.3: Friedlander’s graphical construction for the calculation of f and v, comprising the two
equations (1.1a) and (1.1b). The latter of these equations, the so-called “friction curve”, implies that
the friction is only a function of the relative sliding speed, vb− v, between the bow and the string.
Typically, the friction curve itself comprises two positive-sloping curves separated by a vertical line as
above; this general form implies that the magnitude of the friction can vary up to some limit provided
the string is sticking to the bow (implying the vertical portion of the friction curve given by v= vb),
but that it is progressively less as the relative sliding speed increases (implying the curved portions).
The solution to Equations (1.1a) and (1.1b) is given by the intersection of the two, as shown here with
a circle.

Cremer [12] argued that a rounded Helmholtz corner approaching a sticking bow will only induce

slipping once the velocity has reached µsN/2ZT , where µs is the maximum static friction coeffi-

cient. Thus, there is a delay between the time when the wavefront reaches the bow and the time

when the wave travels past the bow, and this time delay increases as N is increased from zero.

Similarly the opposite is true when sticking re-commences; only part of a rounded Helmholtz cor-

ner approaching a slipping bow will have passed the bow before sticking ensues — the corner is in

this case “hurried on” somewhat.

Lazarus [13] and Cremer [12, 14, 15] pointed out that the friction force rises to its largest possible

value µsN when the string is released and to a large value again when it is recaptured, giving rise

to the so-called “rabbit ears” in plots of friction against time. Apparently independently, Schelleng

[16, §II.J] and Cremer [8] demonstrated how these sudden changes in friction force generate waves,

commonly referred to as “Schelleng ripples”, which are superimposed on Helmholtz motion as first

observed by Kohut and Matthews [17]. These ripples consist of waves reflecting between the bow

and the bridge or between the bow and the finger, causing a disturbance of period βT at the bowing

point, where T is the time period of oscillation of the string.
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HYSTERESIS IN THE FRICTION-VELOCITY PLANE, AND THE FLATTENING EFFECT

McIntyre and Woodhouse [7] studied the asymmetry of nonlinear frictional excitation, and con-

cluded that the delay in the travel time of the Helmholtz corner at release (from slipping) outweighs

the advance at recapture. This causes a net time delay in the round trip of the Helmholtz corner,

leading to a lowering of the vibration frequency; this corresponds to what a musician would un-

derstand as a “flattening of pitch”1. This surprising flattening behaviour, whose existence had been

known of for some time (see for example [2, p.135]), has since received more attention by various

investigators [18, 19, 20, 21].

In the process of exploring the cause of pitch flattening, McIntyre and Woodhouse [7] resolved the

ambiguity which arises when obtaining friction and velocity using Friedlander’s construction. As

shown in Figure 1.4, there exists a region where Equations (1.1a) and (1.1b) yield three possible so-

lutions. McIntyre and Woodhouse generalized earlier results due to Friedlander [3] and Schelleng

[16] to show that the middle solution is always unstable, whereas the outer two are always stable.

Hence, with v1 and v2 as defined in Figure 1.4, if the string is already sticking (i.e. the solution is

already on the vertical portion of the friction curve) then it will remain sticking until vh <v1, or if

already slipping (i.e. the solution is already on the curved portion of the friction curve) then it will

remain slipping until vh >v2.

PSfrag replacements
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Figure 1.4: Friedlander’s ambiguity. The straight sloping line has three intersections with the friction
curve whenever it lies in the shaded region described by v1 <vh<v2; hence in these circumstances
Equations (1.1a) and (1.1b) have three solutions. Of the three solutions, indicated here by circles, the
middle one is always unstable, whereas the outer two are always stable. If vh<v1 or vh>v2 then
there is only one solution, as in Figure 1.3.

1Interestingly, many violinists are more aware of “pitch wavering” than “pitch flattening” as such, due to the twit-
chiness of the flattening effect.
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REFLECTION FUNCTIONS, AND TIME-STEPPING SIMULATIONS

An obvious way to compute the time-varying response of the string, whose motion may be de-

scribed by second and fourth order linear differential equations [22] and is therefore linearly de-

pendent upon excitation force, is to use the “Green’s function” method: the force input is calculated

at a given time step according to some friction law (e.g. a function of relative sliding velocity such

as the friction curve in Figures 1.3 and 1.4); the resulting time history of force is convolved with

the impulse response of the string to give the string velocity at the next time step; a new value

of friction is hence calculated, and so on. However, because the impulse response of the string

takes several seconds to decay away in practice (easily confirmed by plucking the string of an in-

strument), this convolution integral is computationally extremely cumbersome. This method was

demonstrated by Woodhouse [23] and, for the particular case of periodic waveforms, by Schu-

macher [24].

As suggested by McIntyre and Woodhouse [7], from a computational point of view it is far more

efficient to make direct use of Equation (1.1a), the characteristic equation of a string of finite length.

To do so, one need only calculate the combined magnitude vh of waves returning from the ends

of the string, which depends only on waves generated at the bowing point at times of around βT

and (1−β)T previously, where T is the string’s fundamental time period of oscillation. As such,

the convolution integral is considerably shortened; whereas the Green’s function method required

convolution with the entire history of the string’s motion, this method only requires the motion

from the last period or so, since a wave returning to the bow is subsequently replaced by the next

outgoing wave travelling in the same direction. This method is illustrated in Figure 1.5.

Assuming for the moment that the bow and string meet at a point, that the bow itself is rigid, and

that the string only exhibits transverse motion (not torsional motion), the procedure for McIntyre

and Woodhouse’s method of simulating bowed strings at each time step is thus as follows:

1. Calculate the magnitudes of incoming waves (labelled i1 and i2 in Figure 1.5) by convolving

recent outgoing waves with a “reflection function” for the relevant portion of string (i.e.

the bridge side or the finger side of the bow). A reflection function, in its most general

mathematical form, smooths waves (i.e. rounds corners) and delays them according to the

time taken to travel from the bowing point to the end of the string and back.

2. Calculate the combined velocity of waves returning to the bowing point, vh= vi1 + vi2 (see

Equation (1.1a)).

3. Determine the new values of f and v using Friedlander’s construction (described previously).

4. Calculate the new outgoing waves (labelled o1 and o2 in Figure 1.5): vo1 = vi2 + f/2ZT and

vo2 = vi1 + f/2ZT . The velocity v of the string at the bowing point is equal to vi1 + vo1, or

equivalently vi2 + vo2.

5. Repeat steps 1-4 at subsequent time steps.
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Figure 1.5: Space-time diagram of travelling waves sent out from the bowing point towards the finger
and bridge at times tA and tB respectively, arriving back at the bowing point at time t. The combined
velocity vh of waves returning to the bowing point equals vi1+ vi2, where vi1 and vi2 are the magnitude
(in m/s) of the waves i1 and i2; hence the friction f and velocity v at the bowing point at time t can be
calculated using Friedlander’s construction (Equations (1.1a) and (1.1b)). The magnitudes vo1 and vo2
of the new outgoing waves are hence vi2+ f/2ZT and vi1+ f/2ZT respectively. To allow for realistic
effects such as corner rounding due to damping or dispersion, McIntyre et al. [7, 25] and Woodhouse
[26] proposed calculating vi1 and vi2 (and hence vh) by convolving the waves generated at the bowing
point at a range of times surrounding tB and tA (respectively) with appropriate reflection functions.
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Figure 1.6: Cremer’s string model. The finger is assumed to act as a rigid boundary, and the bridge is
assumed to behave like a dashpot in parallel with a spring. The dashpot is responsible for absorbing
energy from the string, and the spring prevents the end of the string from drifting progressively under
the action of the DC component of the friction force.

A simple model used to describe reflections from the ends of the string was proposed by Cremer

[10, 22], and is illustrated in Figure 1.6. It differs from Raman’s (see Figure 1.2) in that all of

the damping is located at the bridge end of the string, and that a spring is included to prevent the

dashpot from gradually drifting away (bearing in mind that the dashpot’s resistance to motion falls

to zero if the motion is very slow). Defining kb and λb as the spring constant and dashpot rate
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respectively, the reflection functions for the string are [26]:

h1(t) =
(ZT − λb)

(ZT + λb)
δ(t− βT ) − 2kbZT

(ZT + λb)2
e
−

kb
(ZT+λb)

(t−βT )
, (1.2a)

and h2(t) = δ(t− (1− β)T ), (1.2b)

where δ(t) is the unit delta function, T is the period of oscillation of the string in its fundamental

mode, and the subscripts 1 and 2 refer to the bridge side and finger side of the bow, respectively.

Hence, using the nomenclature of Figure 1.5, the velocities of incoming waves are:

vi1(t) =

∫

h1(τ) vo1(t− τ) dτ, (1.3a)

vi2(t) =

∫

h2(τ) vo2(t− τ) dτ. (1.3b)

TORSIONAL MOTION

Somewhat complicating matters, the friction force from the bow acts tangentially on the surface

of the string, causing it to twist as well as deflect laterally. Although torsional string motion may

not be responsible for significant sound waves emitted from the body of the instrument, its impor-

tance has been underlined by previous investigators [8] who have suggested that the conversion

of transverse waves to torsional waves, which are relatively highly damped, accounts for a major

part of energy dissipation during bowing. More strikingly perhaps, it has even been suggested [8]

that this energy dissipation is responsible for suppressing the instability that Friedlander predicted

(described on page 4).

To incorporate torsional waves into the time-stepping simulation, it is convenient to speak of the

angular velocity θ̇ of the string in terms of an equivalent “rolling velocity” vθ at the surface of the

string:

vθ = asθ̇, (1.4)

where as is the radius of the string. In this way, if v is the velocity of the string at its surface, then

the velocity of the centre of the string is v−vθ. The impedance Z of the string to transverse motion

is given by a combination of the translational impedance ZT and the torsional impedance Zθ:

1

Z
=

1

ZT

+
1

Zθ

, (1.5)

where, for example for a cello D-string, ZT and Zθ are around 0.55 Ns/m and 1.8 Ns/m respectively

[21]. To accommodate rotational motion, ZT in Equation (1.1a) should now be replaced with Z.

McIntyre and Woodhouse’s time-stepping simulation model can now be extended to allow for the

effect of torsional waves on the value of vh. The solution to this problem, first presented in [25,

App.B], is illustrated in Figure 1.7: the combined magnitude of incoming waves vh is now equal to
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Figure 1.7: Space-time diagram of transverse waves (solid lines) and torsional waves (dotted lines)
impinging on the bowing point at time t. The incoming transverse waves, labelled i1 and i2, departed
from the bowing point at times tB and tA respectively (as they did in Figure 1.5); the incoming torsional
waves, labelled θi1 and θi2, departed from the bowing point at times tD and tC respectively, and have
a clearly larger propagation speed. These four waves contribute to the velocity of the surface of the
string at the bowing point at time t, and in simulations the sum of the contributions from each is used
to obtain vh in order that Friedlander’s construction may be used. The outgoing waves, o1 and o2
(transverse), and θo1 and θo2 (torsional), are perturbations of the incoming waves as described in
Equations (1.9a)–(1.9d).

the sum of the velocity of the two incoming transverse waves vi1 and vi2 and the equivalent linear

velocity of the two incoming rotational waves vθi1 and vθi2. To calculate these four quantities, we

generalize (1.3) by having a total of four convolution integrals with four corresponding reflection

functions:

vi1(t) =

∫

h1(τ) vo1(t− τ) dτ, (1.6a)

vi2(t) =

∫

h2(τ) vo2(t− τ) dτ, (1.6b)

vθi1(t) =

∫

hθ1(τ) vθo1(t− τ) dτ, (1.6c)

vθi2(t) =

∫

hθ2(τ) vθo2(t− τ) dτ, (1.6d)

with the subscripts θi1, θi2, θo1 and θo2 as shown in Figure 1.7. On the basis of measurements of

the torsional impulse response of a selection of cello strings, Woodhouse and Loach [27] argued

that hθ1 and hθ2 should encapsulate frequency-independent non-dispersive spatially uniform tor-

sional damping, such that rotational waves of (temporal) frequency ω travelling along a string at

speed cθ decay according to

angular displacement(x, t) = eiω(t−x/cθ)e−ωζx/cθ , (1.7)
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where t is time, x is distance travelled, and ζ is a damping coefficient (assumed constant) which

takes a value of around 0.01 [27] or more [28] for cello strings, compared to an equivalent of

around 0.001 for transverse waves on the same strings [21]. Defining Tθ as the time taken for a

rotational wave to travel from one end of the string to the other end and back (i.e. Tθ = 2L/cθ), the

resulting expressions for hθ1 and hθ2 are approximately thus [27]:

hθ1(t) =

{
ζβTθ

π((t−βTθ)2+(ζβTθ)2)
for t ≥ 0

0 for t < 0
, (1.8a)

hθ2(t) =

{
ζ(1−β)Tθ

π((t−(1−β)Tθ)2+(ζ(1−β)Tθ)2)
for t ≥ 0

0 for t < 0
. (1.8b)

With vh calculated according to these reflection functions as vi1 + vi2 + vθi1 + vθi2, one may still

proceed to use Friedlander’s construction to calculate f and v. Finally, the outgoing waves are:

vo1 = vi2 +
f

2ZT

, (1.9a)

vo2 = vi1 +
f

2ZT

, (1.9b)

vθo1 = vθi2 +
f

2Zθ

, (1.9c)

vθo2 = vθi1 +
f

2Zθ

. (1.9d)

BENDING STIFFNESS

Unlike an “ideal string”, real strings have some bending stiffness, or resistance to curvature, which

in the words of Schelleng [16, §III.B] “endangers the beautiful simplicity of the flexible string”.

The additional elastic potential energy due to bending stiffness is naturally more and more signif-

icant as frequency increases because the wave-number, and hence curvature, of transverse waves

increases with frequency. This additional potential energy causes the natural frequencies of the

string to increase by an amount proportional to to the square of the harmonic number [7, 29, 30],

so that the natural frequency of the nth mode is proportional to n(1+ εn2), where ε is a small

positive number. Schelleng [16] proposed that this harmonic distortion is audible in cases where

the dimensionless ratio ED4/PL2 is greater than around 0.0002, where E is the effective Young’s

modulus of the string, D is the diameter of the string, P is the string tension and L is the length of

the string.

Bending stiffness also has an effect on the point impedance, Z, of the string. Pitteroff and Wood-

house [31] demonstrated that the expression previously used for Z, ZTZθ/(ZT +Zθ), should be

replaced by
ZθZT (1− kP/kE)

Zθ + ZT (1− kP/kE)
, (1.10)
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where kP and kE are the (frequency-dependent) wave-numbers of propagating and evanescent

waves, respectively. (kP and kE are hence the real and imaginary roots, respectively, of the fourth-

order differential equation for a freely vibrating stiff string. Note, if the string has no bending

stiffness then the ratio kP/kE is zero, and the above expression reduces back to ZTZθ/(ZT +Zθ).)

A similar result was derived previously by Cremer [8, 32, 33] (see alternatively [22, Ch.7]) in

the context of reflection and transmission coefficients for transverse waves travelling along a stiff

string impinging on a sticking bow.

In addition to the above, bending stiffness also causes wave dispersion, which in this case means

that higher frequency waves propagate along the string slightly more quickly than lower frequency

waves. This affects the reflection functions h1 and h2 introduced on page 7, as discussed by Wood-

house [26, App.]. Woodhouse derived an approximation for the reflection function corresponding

to an impulse travelling to and from the end of a slightly stiff string. When this function is con-

volved with the reflection function for a damped flexible string with compliant terminations, the

resulting function corresponds to the “completed” reflection function, i.e. the reflection function

corresponding to an impulse travelling to and from the end of a damped slightly stiff string with

compliant terminations.

REAL BOWS: FINITE WIDTH BOWS, AND BOW HAIR COMPLIANCE

While real strings have bending stiffness and allow torsional motion, the bundle of bow hair in real

bows has a ribbon-like finite width as well as some degree of compliance. The latter quality of real

bow hair means that large amounts of friction will stretch the hair, and the former implies that the

bow contacts the string at a range of points rather than at a single point. Raman himself [2, p.115]

pointed out that, during Helmholtz motion, “while it is possible for a single point on the string to

have absolutely the same velocity as the bow during every part of its forward motion [i.e. during

sticking], kinematical theory shows that it is not possible for every element on a finite region to

have absolutely the same velocity as the bow in every part of its forward motion.” The reason

for this is that the portion of string under the bow must rotate during sticking as demonstrated in

Figure 1.8, and hence some points along the finite width contact region must slip to accommodate

this.

McIntyre et al. [34] undertook the first serious exploration of this “kinematical” incompatibility and

its effects on the motion of the string and the sound of the instrument. For the sake of simplicity,

they studied the case where the bow contacts the string at two points as illustrated in Figure 1.9

(whereas most analytical theory assumes a single point contact), and found that slipping was prone

to occur at the contact nearer the bridge while sticking continued at the other contact. They found

that the resulting irregular vibration of the string between the bow and the bridge excited the

instrument to produce an audible “fuzzy” noise, in both theory and experiment.

12
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Figure 1.8: Illustration of the cause of “differential slipping.” Between the time when the Helmholtz
corner has just passed the bow and the time when it returns from the finger, the string near the bridge is
“swept,” and hence rotated. However, the bow does not rotate, and so the string must slip at one point
or a range of points while still sticking at other points.
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Figure 1.9: McIntyre et al.’s “two-haired bow” [34]. In their experiments this comprised a rosined
wooden rod with a groove cut along its length to leave two wooden “hairs”; in simulations this was
modelled as simply two point contacts instead of the customary one.

A more comprehensive analysis of the effects of a finite width bow-string contact patch was sub-

sequently presented by Pitteroff and Woodhouse [31, 35, 36], who in the same analysis included

the influence of torsional motion, string bending stiffness (described already) and bow hair com-

pliance. They firstly demonstrated that, if the bow and string are assumed to contact each other

only at a point, then the effect of bow hair compliance on the point impedance, Z, of the string is

to transform the expression given in Equation (1.10) into the following:

ZθZT (1− kP/kE)

Zθ + ZT (1− kP/kE)(1 + 2Zθ/ZH)
, (1.11)

where ZH is the impedance of the bow hair. (Note, ZH is infinite if the hair is assumed to be rigid,

in which case Eq. (1.11) reduces to Eq. (1.10).) Pitteroff and Woodhouse derived two alternative

analytical models for ZH , one based on a simple spring-dashpot model and the other based on a
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viscoelastic continuum model (see Figures 1.10(a) and 1.10(b)). Contrary to expectations, they

found that the first of these models led to more accurate predictions of the reflection and transmis-

sion behaviour of transverse waves impinging on a sticking bow; on this basis, and bearing in mind

that it is the simpler of the two models, they recommended that the spring-dashpot model should

be used.
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Figure 1.10: Two alternative physical models used by Pitteroff and Woodhouse [31] to find an ex-
pression for bow hair impedance ZH . (a) spring-dashpot model; (b) continuum model, comprising the
damped axial vibration of a solid bar.

Previous authors (most notably Cremer [22]) had assumed that ZH was constant, or equivalently

that the bow hair behaves like a lone dashpot, and had based the value of ZH on that given for

a single hair by Schumacher [37]. An interesting discovery of Pitteroff and Woodhouse was that

Schumacher’s published value of 0.6 kg/s for a single hair was misprinted; the value of 0.15 kg/s

was intended instead. Indeed, this considerably smaller value of impedance is in accordance with

Pitteroff and Woodhouse’s own predictions. Cremer’s assessment [22] that bow hair compliance

is of little consequence, and aspects of the work of other authors [38, 39], were hence refuted by

Pitteroff and Woodhouse.

Returning to the problem of including a finite-width contact patch in simulations of real bows,

Pitteroff and Woodhouse [35] proposed a numerical solution, whereby the point-excited ideal string

equation, f = 2Z(v− vh), is replaced by a finite difference implementation of the fourth-order

differential equation of a stiff string for the portion of string under and near the bow; the waves

travelling to and from the ends of the string (outside the finite difference region) are still evaluated

using the method of reflection functions. Bow hair compliance and the friction law (assumed

by Pitteroff and Woodhouse to be the “friction curve” described in Figure 1.3) are enforced as

boundary conditions in the finite difference region. Pitteroff and Woodhouse demonstrated that this

numerical solution could be simplified back down to the point contact problem if the contact patch

was very small, and hence that it represents a generalization of Friedlander’s method (described on

page 4).

VALIDATION OF STRING MODEL, AND DOUBTS OVER THE FRICTION CURVE MODEL

It is worth noting at this stage that the theoretical concepts described up to this point have been

reasonably well corroborated by experimental results, with the exception of Equation (1.1b) — the
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assumption that friction depends only on relative sliding velocity — and, to a lesser extent, the

exact numerical value of Zθ (c.f. [27]). The basic parts of the model of the bowed string are not

dissimilar to theoretical models from other branches of mechanical engineering (see for example

[40]), and so it comes as little surprise that the model can predict, for example, the plucked response

of the string very accurately [41, Fig.2].

The area of greatest concern is the theoretical model of rosin used to calculate the friction force.

The so-called “friction curve model”, described above, uses a single curve to describe the depen-

dence of friction coefficient on relative sliding velocity, as sketched for example in Figure 1.3.

Until recently, all published work on the bowed string has assumed such a model, with the shape

of the curve taken from the work of Lazarus [42] and Smith and Woodhouse [43], who measured

the coefficient of friction between two rosined surfaces in a steady sliding apparatus. However,

whereas under these steady sliding conditions friction can only depend upon relative sliding speed,

in general there is no reason to dismiss the possibility that other state variables might also influence

rosin’s tribological behaviour.

Confirming this suspicion, a large body of evidence has been reported recently to suggest that fric-

tion coefficient is dependent upon variables other than just relative sliding speed. Smith and Wood-

house [43, 44] measured the friction and relative sliding speed between a rosined rod and a wedge

under dynamically varying conditions and found that their locus, plotted in the friction-velocity

plane, was considerably at odds with the result of the simpler steady sliding measurements. Wood-

house et al. [41] deduced the friction and velocity of an actual bowed string at its bowing point by

monitoring the forces exerted by the string on the two terminations and working backwards from

a knowledge of the impulse response of the string; they too found that the friction could not be

accounted for by a simple “friction curve” model.

The conclusion is that although the linear elements of the model are known to perform well, there

is a clear need for a new, more sophisticated, model for the frictional behaviour of rosin.

THE INFLUENCE OF TEMPERATURE ON ROSIN FRICTION

Based on their observations, Smith and Woodhouse [43] suggested that the temperature of the rosin

plays a central role in the friction force exerted by the bow on the string; indeed, they noted, rosin is

already close to its glass transition point at room temperature. In general terms, they proposed that

rosin is softer when hotter, and that sufficient heat is generated during slipping to raise the rosin’s

temperature. Hence, during a typical stick-slip cycle, hysteresis in the friction-velocity plane may

be explained by the following course of events:

1. During sticking, no heat is generated through sliding, and heat is conducted away from the

bow-string contact patch. This allows the rosin to cool down, and the shear strength of the

rosin to rise.
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2. When slipping starts, heat is generated at a rate equal to the product of friction force and

relative sliding velocity. This heat rapidly raises the temperature of the rosin, and the shear

strength drops.

3. The dynamics of the vibrating string cause the relative sliding velocity to diminish, and

hence sticking to re-commence. However, the rosin is still hot from the heat generated

during slipping, and so the friction coefficient at the start of sticking is still low.

This hysteretic behaviour, caused by thermal time lags, is sketched in Figure 1.11, and qualitatively

agrees with Smith and Woodhouse’s [43] and Woodhouse et al.’s [41] observations.
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Figure 1.11: Sketch of the friction and string velocity during one stick-slip cycle, including (qualita-
tively) the effects of temperature on friction. During sticking, the operating point lies on the vertical
portion of the curve on the right; slipping causes the operating point to move to the left; and heat gen-
eration softens the rosin, causing the operating point to move downwards. The rosin is still hot when
sticking is re-established, hence the operating point rejoins the vertical part of the curve below the po-
sition where it departed initially. This type of hysteretic behaviour is incompatible with the concept of
a single “friction curve”, but was observed in a range of stick-slip situations involving rosin by Smith
and Woodhouse [43] and Woodhouse et al. [41].

To describe the thermodynamics of heat flow through the contact patch, Smith and Woodhouse

argued that the heat generated through friction is counterbalanced by convection, absorption and

conduction, according to the following law [43]:

rate of doing work
︷ ︸︸ ︷

µN(vb − v) =

convection
︷ ︸︸ ︷

ṁoutcvrΘout − ṁincvrΘin +

absorption
︷ ︸︸ ︷

ρrVrcpr
dΘ

dt
+

conduction
︷ ︸︸ ︷
∫ t

−∞

g(t− τ)Θ(τ)dτ, (1.12)

where ṁin and ṁout are the mass flow rates of rosin in and out of the contact patch, cvr is the

effective specific heat capacity (assumed constant) of rosin, Θ is the temperature of the rosin, ρr is

the density of rosin, Vr is the volume of the contact patch, and g(t) is a suitable Green’s function for
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the heat diffusion problem. This formulation can be implemented in time-stepping simulations to

calculate the temperature, by substituting the relevant terms with finite difference representations.

TEMPERATURE-DEPENDENT ROSIN MODELS: VISCOUS AND PLASTIC

With the temperature known from Equation (1.12), it remains to devise a model for how the fric-

tion at the bow-string contact depends on temperature. Smith and Woodhouse [43] proposed two

alternative models: the “thermal viscous model” and the “thermal plastic model”. In the first of

these, the rosin is assumed to behave like a viscous liquid, whose viscosity decreases as temper-

ature increases, according to rheometer measurements of viscosity at a range of temperatures. In

the thermal plastic model, the rosin is treated as a perfectly plastic solid, which will only deform

(i.e. allow slipping) once the shear stress reaches the shear yield strength ky of rosin. In this case,

ky is assumed to be temperature-dependent.

For the viscous model, the shear force acting per unit area of the contact patch is the product of

temperature-dependent viscosity γ(Θ) and velocity gradient (vb−v)/δr (assumed uniform), where

δr is the thickness of the rosin layer between bow and string. Hence the total friction force f is

f = Aγ(Θ)
(vb − v)

δr
, (1.13)

where A is the area of the contact patch. For a given temperature, the operating point must lie along

a straight line of slope −Aγ/δr in the f vs. v plane such as that of Figure 1.12(a). The Friedlander

construction can still be used with this model, as shown in Figure 1.12(b).PSfrag replacements
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Figure 1.12: The “thermal viscous model” of friction. The rosin is modelled as a viscous liquid, whose
viscosity γ depends on temperature. Hence, at a given temperature the friction must lie along a line
such as that in (a). Friedlander’s construction can still be used to obtain f and v, bearing in mind that
the viscosity may change between time steps. To illustrate the use of Friedlander’s construction in this
instance, three successive operating points are indicated by circles in (b), corresponding to the three
load lines indicated by dotted lines.
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In the same spirit of simplicity, the second thermal friction model proposed by Smith and Wood-

house assumes that the dynamic friction coefficient is governed by a temperature-dependent shear

yield strength ky(Θ), so that at a given temperature the dynamic friction coefficient is rate-independent,

as illustrated in Figure 1.13(a). Defining sgn(v− vb) as (v− vb)/|v− vb|, the friction is given by

the step-wise function

f = Aky(Θ) sgn(v − vb). (1.14)

A relationship between ky and Θ was chosen which ensures that Equations (1.12) and (1.14) predict

the same amount of friction during steady sliding as Smith and Woodhouse measured in steady

sliding tests. The usage of Friedlander’s construction in conjunction with this model is illustrated

by Figure 1.13(b).
PSfrag replacements

(a) (b)

vbvb 00

String speed, vString speed, v

Fr
ic

tio
n,
f

Fr
ic

tio
n,
f

vh1vh2vh3

kyA

−kyA

ky1A1

ky2A2

ky3A3

Figure 1.13: The “thermal plastic model” of rosin friction. The rosin is modelled as a perfectly
plastic solid, whose shear yield strength ky depends on temperature. Hence, at a given temperature
the friction must lie along a line such as that in (a). Friedlander’s construction can again be used
to obtain f and v, bearing in mind that ky may change between time steps. To illustrate the use of
Friedlander’s construction in this instance, three successive operating points are indicated by circles in
(b), corresponding to the three load lines indicated by dotted lines.

Smith and Woodhouse tested each of these two thermal friction models and found that while the

plastic model qualitatively predicted the stick-slip motion seen in their experiments, the viscous

model did not and that it should be discarded. Furthermore, they showed that the plastic thermal

model predicted hysteresis similar to that of Figure 1.11. The important conclusions of Smith

and Woodhouse’s work were hence that temperature influences rosin, and that the thermal plastic

model is among the simplest methods of incorporating thermodynamics into the calculation of

friction between rosin-coated objects in a way that reflects qualitative trends in experiment.
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1.1.2 APPLICATION OF THEORY TO PLAYABILITY

Although the study of the mechanical properties of the violin and bow is fascinating in its own

right, it is ultimately a means for understanding which aspects of a violin affect the duration of

pre-Helmholtz motion transients. Furnished with such an understanding based on deterministic

physical analysis, one could proceed to explore changes to the design of a violin, a string, or

rosin that a manufacturer could make, which would shorten these transients, thus improving the

instrument’s “playability”. Similarly, one could possibly suggest changes to the method of playing

a violin which a player could instigate, which for less advanced players at least would promote an

improvement in clarity of tone.

Various speculative efforts have been made in similar directions already, based mainly on simula-

tions using the earlier “friction curve model” for the mechanics of the bowed string. It is hoped

that further theoretical developments would allow such research to be expanded upon; indeed, these

past research efforts, described below, provide guidelines for future investigations into playability.

MAXIMUM AND MINIMUM BOW FORCE LIMITS

Schelleng [16] famously set the precedent for examining the physics of the bowed string from the

perspective of a player. He examined the conditions required to maintain Helmholtz motion in

the steady state and derived an upper limit for the amount of force that a player may use before

Helmholtz motion breaks down. Schelleng’s limit, in terms of the instantaneous bow speed vb, the

bow’s position β along the string, the transverse impedance Z of the string and the coefficients of

friction µs for the limit of static friction and µd during slipping, is:

Nmax =
2Zvb

(µs − µd)β
. (1.15)

Schelleng noted that Raman [2, p.151] had previously derived an analogous lower limit for normal

force during Helmholtz motion under the assumption that the bridge behaves like a dashpot (as

in for example Figure 1.2) and that β is sufficiently small that the short section of string between

the bow and the bridge may be assumed to be without curvature. The latter assumption has since

been shown to have little effect on the result [24, 26] (c.f. also [45, Fig.2]). Defining λb as the

corresponding dashpot rate, Raman’s limit is:

Nmin =
Z2vb

2λb(µs − µd)β2
. (1.16)

Noting that the ratio of these two limits is proportional to β and hence that the player has more

freedom when playing further from the bridge, Schelleng plotted the range of forces available to a

player during Helmholtz motion as a function of β. Schelleng’s original diagram [16], which has

since become known as the “Schelleng diagram”, was similar in principle to Figure 1.14.

Schelleng’s motivation behind this work was to provide a scientific explanation for players who,

like Schelleng himself, had noticed a variation in Nmax and Nmin as the bow is moved away from
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Figure 1.14: “Schelleng diagram”. Schelleng plotted his upper limit and Raman’s lower limit for bow
force during Helmholtz motion, to demonstrate that they become closer together as the bow approaches
the bridge (i.e. as β decreases). If the force is less than the lower limit (whose slope in the log-log
plane is −2), then a second slip per period appears — Schelleng called the subsequent motion “higher
modes”, although other authors have coined the term “double slipping motion”. If the force exceeds
the upper limit (whose slope is −1), then the Helmholtz corner is prevented from completing its round
trip of the string, causing the periodic stick-slip action of Helmholtz motion to give way to a more
scratchy “raucous” sound.

the bridge. However, it is also apparent from Equations (1.15) and (1.16) that, if the assumptions

used to derive Nmax and Nmin are valid, then one could manipulate the properties of the bridge (to

modify λb) or the string (to modify Z), in order to alter Nmax and Nmin to suit the needs of the

player [46]. Indeed, there have been some attempts to measure minimum bow force ([47, Fig.3],

[48, Table VIII], [22, Fig.4.5]), but the only solid conclusion from these measurements is that

old Italian violins such as those of Guarneri have no intrinsic advantages over nominally inferior

instruments such as Saunders’ “$5.00 fiddle” [48] in this sense.

However, if indeed we are to divert our attention away from qualitative limits which confine a

player and focus instead on the playability of a violin, then we must take into account that the

experience of most violinists is that an instrument’s “playability” manifests itself most noticeably at

the start of notes rather than after the note has been produced. Whereas any violinist can eventually

produce Helmholtz motion on any held note, it is strikingly difficult on some instruments compared

with others to perform a passage of many fast notes and achieve a “clean attack” (that is, nothing but

Helmholtz motion) on each one. Psychoacoustical research [49] indicates that players and listeners

are sensitive to pre-Helmholtz motion noises lasting even just a few hundredths of a second.

And so, while Schelleng’s work is illuminating to the player, thus fulfilling its intended purpose,

investigations of playability should focus upon the transient motion of the string. Can “playability”

be rigorously defined in terms of how consistently a given set of bowing gestures produce short

pre-Helmholtz motion noises? What determines the duration of these noises, and can a player

avoid them altogether?
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CONSIDERATION OF INITIAL TRANSIENT, AND PRE-HELMHOLTZ MOTION DURATION

Drawing inspiration from Schelleng, Woodhouse [46] undertook the first serious exploration of

the role of transient vibration in determining the playability of a violin. Whereas the “Schelleng

diagram” describes the range of bow force a player can use to maintain Helmholtz motion, Wood-

house plotted the range of force which, with the string starting from rest in a simulation model

of the bowed string, eventually led to Helmholtz motion. Importantly, by taking the transient vi-

bration of the string into account, this contrasts Equations (1.15) and (1.16): due to the nonlinear

dependence of the string’s vibration on initial conditions [50], some levels of bow force which lie

within Schelleng’s limits never led to Helmholtz motion at all. Indeed, Woodhouse found that the

least possible bow force that could be selected which led to Helmholtz motion was almost two or-

ders of magnitude greater than the minimum bow force predicted by Equation (1.16) for the same

bow speed during steady state motion.

Following Woodhouse’s example, Schumacher and Woodhouse [51, 52] proceeded a step further

by plotting the time taken to achieve Helmholtz motion from the start of a bowing gesture; as such,

regions in Woodhouse’s plot which indicate the production of Helmholtz motion are now divided

into regions where Helmholtz motion was produced after very little delay and regions where it

took longer to achieve Helmholtz motion. Treating the size of regions where Helmholtz motion

was achieved rapidly as an indicator of the playability of the violin, Schumacher and Woodhouse

examined the effect on this area of altering certain parameters in the model of the bowed string.

As such, their investigation was tantamount to a computer-aided empirical analysis of playability,

equivalent in many ways to the more traditional trial and error investigations of playability and

tone quality by violin makers and string/rosin manufacturers.

Not having been extensively validated by experimental data, Schumacher and Woodhouse’s model

of the bowed string was too tentative for them to draw any firm conclusions regarding how a violin

could be beneficially altered. A separate but intriguing finding in both [51] and [52] was that, in

simulations which use the “friction curve” rosin model, contours along which the duration of pre-

Helmholtz motion transients are the same coincide almost exactly with contours where the initial

values of bow force and velocity are constant. No explanation for this unexpected observation was

offered, and it would seem to be an interesting subject for future investigation.

PERFECT TRANSIENTS, AND THE FORCE-ACCELERATION PLANE

Arriving at this subject as a player like Schelleng, Guettler [45] pointed out that the “switch on”

transients upon which most of the above work was based, in which the velocity and force both

suddenly change from zero to a non-zero value with the string initially at rest, cannot be achieved

in practice. He suggested that, for the first few tenths of a second or so at least, either the bow

force or the bow speed (or both) must start from zero and increase approximately uniformly with

time, with the other of the two remaining constant; for a “string crossing” or for “spiccato” (or
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“bouncing bow”) the force increases from zero as the bow comes into contact with the string,

whereas for probably all other “bowing attacks” it is the velocity that would increase from zero.

Leaving the first of these two aside, Guettler argued that the parameters most relevant to players

are hence bow force N and bow acceleration a, and that regions of Helmholtz motion are most

usefully viewed in the N vs. a plane.

Besides running computational bowed-string simulations and plotting the time taken to achieve

Helmholtz motion at a grid of points in the N vs. a plane, Guettler sought analytical expressions

for the upper and lower bounds of the regions containing “perfect transients”, i.e. combinations of

force and acceleration which produce Helmholtz motion (or more generally one stick and slip per

period) without any delay whatsoever. Guettler derived four necessary conditions for the produc-

tion of a perfect transient, given several simplifying assumptions: the effects of wave dispersion

or other sources of “corner rounding” were ignored, the ends of the string were treated as dash-

pots, torsional motion was ignored, the effect of temperature on rosin was ignored, the bow was

assumed to contact the string only at a point, the bow hair was assumed to be stiff, and finally 1/β

was required to be an integer. However, before citing Guettler’s four conditions, it is helpful (for

later reference also) to review the vibration pattern of a bowed string in the first few moments of a

theoretical “perfect transient”, following a similar approach to the same problem by Cremer [53].

Figures 1.15(a)–(g) illustrate the chain of events that would occur in a perfect transient, and are

described as follows:

(a) Before the first slip the bow may be thought of as pulling the string outwards quasi-statically.

(b) The first time the string slips, two waves (labelled “1” and “2” in Figure 1.15) are sent

outwards from the bowing point. At this stage the string’s motion is similar to what it would

be if it had been plucked [22, §2.2].

(c) The first slip is terminated when wave “2” passes over the bowing point having first reflected

from the bridge. Shortly after the end of the first slip, waves 1 and 2 are both travelling away

from the bow towards the far end of the string (the finger or nut side). The dashed line shows

the shape that the string would have at this point if it had indeed been plucked.

(d) Waves 1 and 2 are both inverted when they reflect off the far end of the string, and travel

back towards the bow.

(e) Wave 1 is of the opposite sign required to induce slipping, and hence reflects off the (stick-

ing) bow.

(f) Wave 2 is however of the same sign as a “Helmholtz corner”, and hence induces slipping

when it reaches the bowing point. Hence, while wave 1 continues to travel away from the

bow towards the nut, wave 2 travels past the bowing point towards the bridge.

(g) The second slip stops when wave 2 passes back over the bowing point. Because wave 1

reflected off the bow whereas wave 2 travelled the extra distance 2βL to the bridge and

back, the two waves are now a total distance 4βL apart.
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Figure 1.15: The shape of the string during various early stages of the “perfect transient”, i.e. one in
which the string sticks and slips once per period: (a) shortly before the string first slips, (b) during the
first slip — the two waves, labelled “1” and “2”, are sent outwards from the bow in a similar fashion to
a plucked string [22, §2.2], (c) shortly after the first slip, at which time both waves are on the nut-side
of the bow — the dashed line again shows the shape of the string if it had been plucked, (d) both waves
have reflected off the nut, and hence inverted, (e) the first wave reflects off the bow, (f) the second
wave transmits past the bow, inducing a second slip, (g) following the second slip, the two waves are
spaced twice as far apart as previously. The general pattern between (c) and (g) subsequently repeats,
increasing the distance between waves 1 and 2 by 2βL each time. Schelleng [16, §II.F] was the first
to point out that of the two waves created at the onset of slipping in (b), only wave 2 is in the same
sense as the “Helmholtz corner” associated with Helmholtz motion, and that the subsequent growth
of this wave is therefore responsible for whether or not a transient will evolve into Helmholtz motion.
Guettler’s four conditions [45] for this to happen without any interruption to the cyclic stick-slip pattern
are described in the text.

23



CHAPTER 1 1.1. LITERATURE REVIEW

Each of these stages in the early part of the “perfect transient” is illustrated in Figure 1.15. Guettler

identified four potential pitfalls in this chain of events, and defined four corresponding threshold

tests that must be passed in order for the “perfect transient” to occur:

1: Resolving forces at the bowing point we find that, during (c) and (d) above (corresponding

to Figures 1.15 (c) and (d)), the friction force required from the bow increases steadily until

wave 1 meets the bow, at which point it drops. The first pitfall is hence that the bow must

press into the string with enough force to be able to supply this friction, which is at its

greatest in the moment immediately before wave 1 reflects from the bow.

2: The second slip should be induced when wave 2 meets the bow between (e) and (f); the

second potential pitfall is therefore that the bow must press against the string sufficiently

lightly that wave 2 can overcome static friction and transmit past the bowing point.

3: As illustrated in Figure 1.15, wave 2 reflects back and forth between the bridge and the nut

(total distance L), whereas wave 1 reflects back and forth between only the bow and the nut

(total distance (1−β)L); hence each time wave 2 passes the bowing point the separation

between the two waves increases by a distance 2βL. This is more easily seen in the space-

time diagram of the two waves in Figure 1.16. As the two waves become further and further

apart, the next reflection of wave 1 starts to approach wave 2 from behind (one may think of

wave 2 undergoing a 360◦ phase change). Their separation after k reflections of wave 2 from

the bridge is (2L− 2(k+ 1)βL), and hence if β is the reciprocal of an integer they exactly

coincide after k=1/β− 1 reflections. Bearing in mind that they are of opposite signs (see

Figure 1.15), Guettler pointed out that wave 1 is in danger of cancelling out wave 2 at this

point, to the extent that the 1/β th slip may not occur: this is Guettler’s third pitfall.

Hence, Guettler stipulated that wave 2 must be stronger than wave 1, and that the bow force

must not be so great as to prevent the combined wave from penetrating past the bow. This

gives rise to a new upper limit on bow force.

4: Guettler observed that, with the model which he used for the bowed string, the amount of

friction required from the bow on the string in order to achieve the perfect transient (that is

one stick and slip per period) sometimes reaches a large value after around 1/(3β) reflections

of wave 2 off the bridge. Assuming that the friction peaks between the 1/(3β)th and the

(1+ 1/(3β))th reflection, and using the same string model as before, Guettler derived a lower

limit for bow force: if the bow force fails to exceed this limit, the rise in friction may induce

a second slip if it reaches the limiting static friction µsN . In relation to the other three

conditions for the production of a “perfect transient”, this fourth one applies at a time in the

transient after the first two, but before the third.

These four conditions for a perfect attack, expressed in analytical form by Guettler, were found

to agree with the results of simulations using a Raman-type model, and as such to complement

Schelleng’s original ideas; interestingly, Schelleng himself [16, §II.F] predicted that “wave 2” in
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Figure 1.16: Space-time diagram of the two waves (labelled “1” and “2” in Figure 1.15) generated at
the start of a “perfect transient”. Wave 1 is represented by a dashed line and wave 2 is represented by
a solid line. The times of the snapshots (a)–(g) in Figure 1.15 are indicated at the top; β is the same
in both figures. After each reflection of wave 2 off the bridge, the separation between the two waves
increases by a distance 2βL, although the separation between wave 2 and the next reflection of wave
1 is (2L− 2(k+1)βL) after k reflections, as shown. Hence in this case, where β is exactly 1/8, the two
waves meet each other after wave 2 has reflected from the bridge seven times (i.e. k=1/β− 1).

figures 1.15 and 1.16 should grow into a “Helmholtz corner”. It is indeed the case that with low

frequency strings (such as the C string of a cello or any string of a double bass), where the period

length is in excess of a hundredth of a second, almost any interruption to the regular stick-slip

pattern of Guettler’s “perfect transient” will be audible [49]. For such cases, Guettler’s limits for

bow force in terms of acceleration provide a guide to the player on what is allowable. Conversely,

the construction of the strings, rosin or instrument could be manipulated in order to alter the mag-

nitudes of Guettler’s limits to suit the needs of a player. For example, one would expect added

damping in the string to smooth out wave 1 more than wave 2, since wave 2 is “sharpened” each

time it passes under the bow [5, 7], whereas wave 1 never passes under the bow; this would relax

Guettler’s third condition to some extent [45, §4].

However, as already mentioned, the exact formulation of Guettler’s four conditions is based on

several simplifying assumptions, and as such their applicability in practice may be open to ques-

tion. Indeed, a “perfect transient” may be too harsh a requirement for some instances where a

“good transient” in some sense would suffice. Certainly, if the string’s natural frequency is high

(which it would be for example on a violin), and hence the period length is short, a non-periodic

initial “noise” may be tolerable for the duration of several period lengths [49].
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DEFINING PLAYABILITY

Although the idea that “playability” is linked to ease of production of Helmholtz motion has been

around for some time now [54], playability as such has essentially evaded quantitative definition.

Most mentions of this quality of an instrument are vague, usually referring to general behavioural

patterns in one parameter space or another. Cremer himself [22, p.2] was driven to write that

“only one goal remains elusive: that of deriving credible, objectively measurable criteria for the

evaluation of instruments.”

Only Schumacher and Woodhouse [51, §IV.B] have ventured to discuss algorithmic techniques

which might be employed if one were to quantify playability. Upon observing the spatial patterns

of plots of time taken to achieve Helmholtz motion in various parameter spaces, they suggested

that a measure of playability could be constructed based on the extent of regions of different “types

of terrain” in each parameter space. For example, a region of parameter space which has a mixture

of “good” and “bad” transients (in the sense that Helmholtz motion was achieved quickly, or after

a significant delay, respectively) might seem “unreliable” to the player, and should therefore be

minimized; conversely, a region in which Helmholtz motion is produced quickly and consistently

would be desirable to the player, and efforts should be directed at augmenting this region. In

the first case, the plot of time taken to achieve Helmholtz motion would appear to be “speckled”,

whereas in the second case it would appear “smooth”. Schumacher and Woodhouse suggested that

the task of classifying regions of parameter space would be made easier with the help of automatic

image-processing techniques. Certainly no attempt has ever been made to bring these concepts to

fruition, and indeed they may be subject to fundamental change as new theoretical models predict

visibly different spatial patterns [21].

Finally, because this research area remains in its infancy, there exists a notable lack of psycho-

acoustical tests illustrating the simple difference between a “playable” violin and an “unplayable”

violin. The driving force behind this concept currently relies instead on the widespread view that,

on some instruments more than others, one must “work hard” to make the instrument speak. A

formal player rating test, in which two or more violins of theoretically contrasting playability

were tested by human violinists, would underline the importance of research into the playability of

stringed instruments.

1.2 AIM AND STRUCTURE OF THESIS

The research described up to this point has brought the level of knowledge of the mechanics of

the bowed string to a stage where many aspects of the bowed string can be described with quali-

tative accuracy, with the path towards research into “playability” itself beginning to be uncovered.

The most conspicuous absentee amongst existing research in this area is a thorough experimental

validation of the theoretical models used to describe the bowed string.
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The aspect of theory that requires the most attention is the model used to describe the frictional

behaviour of rosin. Nearly all investigators up to now have assumed the classical “friction curve

model”, but this model is incompatible with Smith and Woodhouse’s [43] and Woodhouse et al.’s

[27] measurements of friction. Smith and Woodhouse [43] suggested the alternative “plastic ther-

mal model”, but the physics of this model is intentionally simple, and based in part on tentative

measurements of the properties of rosin.

There exists an imminent need for a facility for performing parallel simulations and experiments,

in which the string is bowed identically in both cases. With such a facility, details of the simulated

and measured string vibration can be compared, with a view towards making whatever changes to

the theory that are necessary in order to achieve detailed agreement between the two.

In Chapters 2 and 3, the design and construction of a computer-controlled bowing machine is

described that has allowed such measurements to be made. The steps taken to ensure that the bow

force, bow speed and bow position are controlled to within tight tolerances are described in detail,

and the resulting performance capabilities of the bowing machine are presented.

In Chapter 4, a broad range of experimental data is presented that was obtained as the bowing

machine bowed a cello using a perspex rod. A perspex rod was chosen in the first instance because

it contacts the string at a point rather than across a finite range of positions, and is rigid; as such, the

effects of “real bows” discussed on page 12 can be ignored. A “Schelleng diagram” is presented

that shows the range of bow force that a player may use to sustain Helmholtz motion; the results

are directly compared with Schelleng’s [16] analytical predictions. A series of “Guettler diagrams”

are also presented, which demonstrate the effect of altering the bow force and acceleration on the

time taken to produce Helmholtz motion, and as such reflect the playability of the cello used

in experiment. A range of individual string vibration waveforms are shown that illustrate the

transient and steady state behaviour of the bowed string, and aspects of these waveforms that

hold information about the frictional behaviour of rosin are highlighted. A variety of evidence is

presented that illustrates the “repeatability” of measurements of transient string vibration.

In Chapter 5, a wide range of results from simulations of the bowed string are presented that are

nominally similar to the experimental results of Chapter 4, using both the “friction curve model”

and the “plastic thermal model” of rosin. Results from the friction curve model are presented

based on two contrasting friction curves: the first is the friction vs. sliding speed relation obtained

by Smith and Woodhouse [43] from steady sliding tests, and the second is a new f -v relation

derived from experimental data in Chapter 4. In keeping with the use of a perspex rod in the

experiments in Chapter 4, all simulations ignore the effects of the finite width and compliance of

real bows. Neither the results from the friction curve model with either of the two friction curves,

nor the results from the thermal plastic model, are observed to agree with the experimental results

in great detail, although the plastic thermal model is seen to be the most successful in this respect.

Possible explanations for many of the differences between simulation and experiment are discussed

in Chapter 6, and various ways in which the simulations could be improved in order to alleviate
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each difference are suggested. A review of some of the evidence of Chapter 4 suggests that the

contact area between bow and string can increase under sustained tangential loads. The function

proposed by Smith and Woodhouse [43] to describe the dependence of friction coefficient on the

temperature of the rosin coating the bow is shown to be the probable source of various anomalies

in simulations based on the plastic thermal model. The possibility that the string never truly sticks

to the bow, but rather “creeps” under tangential loads while apparently sticking, is suggested based

on a range of experimental evidence.

Results obtained from bowing the cello used in Chapter 4 with a real bow instead of a perspex

rod are presented in Chapter 7. Guettler diagrams and individual string vibration waveforms are

again used to illustrate the general behaviour of the string, several aspects of which are seen to be

indistinguishable from the behaviour observed when using the perspex rod. The few exceptions

include some new features of the string’s transient vibration waveform that appear only when the

bow is close to the bridge, and a tendency for the limiting static coefficient of friction to decrease

towards zero at small values of normal force.

The findings of this thesis, and suggestions for future investigation, are summarized in Chapter 8.
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Chapter 2

EXPERIMENT I: APPARATUS AND FEEDBACK CONTROL

INTRODUCTION

A detailed description of the design and functionality of the computer-controlled bowing machine

used in this project is presented in this chapter, which is structured as follows:

• overall design concept underpinning the bowing machine

• details of the feedback compensators used to control bow force and bow speed

• techniques used to measure the speed and force

• mechanical design of the bowing machine, with emphasis on how its individual mechanical

features improve the performance of the feedback controllers

The resulting performance capabilities of the machine, and some methods employed to boost them,

will be presented in the following chapter.
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2.1 ALTERNATIVE DESIGN CONCEPTS

The construction of a mechanical device which plays a violin is a task which various researchers

have undertaken over the last hundred years or so. The basic design concepts of past bowing

machines, as well as the objectives of the underlying research, have differed widely. Müller and

Völker [22, p.48], for example, used a moving rosin-coated belt to “play” the violin, whereas

Saunders [55] and Bladier [56] both used hard rosin-coated rotating discs (see Figure 2.1). Other

researchers have strayed even further from the use of a conventional bow; in the bowing machine

of Weinreich et al. [57, 58, 59], the string is not touched by any kind of bow at all — it is excited

by an electromagnet instead.

Rosin

(b) Disc design (c) Bow design(a) Belt design

Figure 2.1: Some alternative design concepts for the bowing machine: (a) a tensioned belt is continu-
ously drawn over a block of rosin and the surface of a string; (b) a rosin-coated disc rotates such that it
continuously touches the string; (c) a real bow, or a rosin-coated rod is drawn across the string.

In addition to these, a number of bowing machines have been developed in which a conventional

bow was used to play a violin. Lawergren [60] for example attached each end of a bow to a wagon

driven by a DC motor, and used a screw jack to press a violin against it. Pickering [61] devised a

similar arrangement, but pressed the bow into the string using a weighted wheel. Investigators in

India in the first half of the twentieth century (especially Kar et al. [47], and even Raman himself

[62]) followed similar lines, in spite of the limited technology available to them.

The objectives of the present research project suggest the necessity of a bowing machine which

closely mimics the action of a human violin player: in particular this project aims to understand

the influences on a violin’s playability, which is inextricably linked to the way the violin is played.

It would be inappropriate at this stage therefore to assume that certain aspects of the bow, such as

the way it is held, are unimportant to playability.

The design concept shown in Figure 2.1(c) was therefore chosen for the bowing machine, because

it most resembles a human violinist. It is intended that accurate control (and therefore also knowl-

edge) of the bow speed, force, and position will facilitate computational simulations of the bowed

string which run in parallel to, and which can be compared with, experiments.
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2.2 DESIGN STRATEGIES FOR FEEDBACK CONTROLLERS

2.2.1 DESIGN REQUIREMENTS

The task of the bowing machine is to be able to monitor and control the normal force with which

the bow is pressing against the string and the speed with which it is drawn across the string;

furthermore, it should be capable of reproducing the sort of bowing gesture that a human player

might use. The principal objective of the feedback compensators used to control force and speed

is therefore to enforce that the actual bow speed and force closely follow a pre-defined trajectory;

this is referred to as “tracking a demand signal” in the control literature.

The configuration used for feedback control throughout this section is as shown in Figure 2.2. The

closed-loop transfer function (CLTF), i.e. the ratio of y (the output) to r (the input), is:

CLTF =
P (jω)C(jω)

1 + P (jω)C(jω)
, (2.1)

where P (jω) is the frequency response of the system being controlled, and C(jω) is that of the

controller.
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Figure 2.2: Configuration used for feedback control: P is the system to be controlled (“plant”), and
C is the controller. Both are single-input/single-output.

Due to inevitable bandwidth limitations of the hardware used, it is necessary that for both force and

speed control, the controller be effective only up to a certain frequency fc (which may be different

in the two cases), beyond which it should have no response (i.e. CLTF(jω)→ 0 for ω> 2πfc).

This can be accomplished by including the factor, or frequency weighting, 2πfc/(jω+2πfc) in C.

Also, to ensure good tracking performance we may include the factor 2πfc/jω in C because, from

(2.1), this achieves CLTF(jω)≈1 for ω< 2πfc. The controllers would neither attempt to control,

nor excite, vibrations at frequencies above fc.

The work of Askenfelt [63, 64] indicates that the frequency fc might reasonably be taken as being

of the order 10 Hz, implying that any significant bow dynamics in the range 0–10 Hz would need

to be compensated for. An example of the type of bowing gesture that might be expected from

the bowing machine is shown in Figure 2.3, in which the bow speed exponentially increases from

zero and the force exponentially decreases from some initial value in a manner not dissimilar to a

martelé bowing attack.
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Figure 2.3: Example of the type of bowing gesture which will be required from the bowing machine.

2.2.2 FORCE CONTROL

IDENTIFICATION OF SYSTEM TRANSFER FUNCTION

When the bow is stationary, its dynamics are linear and time-invariant; the ratio of bow/string

contact force to excitation force takes the form of a standard mechanical frequency response
(∑

∞

k=1
ak

ω2
k
+(ωk/Qk)jω−ω2

)
, where ak, ωk and Qk are the amplitude, natural frequency and Q-factor

of the kth mode respectively.

The impulse response method was used to measure the frequency response of the bow: a short

pulse was input to the amplifier driving a shaker every one second, and the response was measured

for one second. By measuring from the start of one pulse up to the beginning of the next, the

measurements were truly periodic, hence preventing spectral leakage [65, §11.6]. The frequency

response of the bow was obtained as the ratio of the discrete Fourier transform of the response to

the discrete Fourier transform of a pulse.

Circle fitting [66, §4.3.3], non-linear least squares [66, §4.4.2], and rational fraction polynomial

methods [66, §4.4.3] were all used to obtain initial estimates of the coefficients ak, ωk, and Qk.

However, the high level of modal overlap in the system (as large as 0.5) made manual iterations

necessary to obtain accurate values of these parameters. Typically, two to four modes would be

fitted in the range 0–400 rad/s in order to capture all significant resonances and anti-resonances in

the range 0–100 rad/s. Figure 2.4 shows a representative example of measured and reconstructed

transfer functions: values of Q-factor (Qk) tend to be in the region of 5 or 10, and the lowest natural

frequency (ω1) is of the order of around 50 rad/s.
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Figure 2.4: A typical example of the use of the transfer function identification technique; experimental
measurements are shown with dots, and the modal fit is shown with a solid line. Clearly, no attempt
was made to include the small and rather heavily damped mode at around 250 rad/s in the best fit
model, as it does not significantly affect the frequency response below around 200 rad/s. This figure
is representative of the compromise between ignoring small peaks and retaining important resonances
and anti-resonances.

ALTERNATIVE DESIGN STRATEGIES

Importantly, the bow’s frequency response depends on the location of the bow/string contact point;

moving it along the length of either the bow or the string will significantly alter the modal parame-

ters (modal amplitudes, frequencies, and damping factors). Therefore a feedback controller which

makes use of prior knowledge of the bow’s frequency response would need to make provisions

for its dependance upon contact location. Problems similar to this have been solved before (see

especially [67]) under the guise of “parameter-dependent feedback control”, where in this case

the “parameter” would be the location of the bow/string contact. Methods of tackling parameter-

dependent feedback control problems include the following:

• Design a feedback controller with a certain level of “robustness” guaranteed, by using the

standard H∞ loop-shaping procedure; robustness implies insensitivity to general changes

in the frequency response (call this P ) of the system being controlled. This method is only

realistically good for systems with small parametric uncertainty (specifically those for which

infi supj δν(Pi, Pj) / 0.15 : Pi, Pj ∈ {our parametric set}, i.e. the smallest worst case ν-

gap metric should not exceed more than about 0.15, albeit after frequency weighting has

been used). (“Linear parameter-varying” and “µ-synthesis” design techniques were deemed

impractical for the present application, and controllers designed using the “Linear Quadratic

Gaussian” method do not give sufficient robustness guarantees [68, §14.10].)
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• Use the “extended H∞ loop-shaping procedure” of Vinnicombe [69], which caters specif-

ically for parametric uncertainty problems. This method is used to calculate precisely that

controller Copt which satisfies inf
P∈P

bP,Copt= sup
C

inf
P∈P

bP,C where P is our parametric set and

bP,C is the generalized stability margin — i.e. we can calculate Copt, which is the controller

that gives the best (and most robust) performance over the whole parametric range. As a rule

of thumb for the present application, one could expect the value of inf
P∈P

bP,Copt to be in the

region of 0.25, if inf i supj δν(Pi, Pj) / 0.3 : Pi, Pj ∈ P , which is considerably better than

ordinaryH∞ loop-shaping. Disadvantages of extendedH∞ loop-shaping compared with or-

dinaryH∞ loop-shaping include the potential complexity of the resulting controller, as well

as the user-intensive nature of the design procedure.

[It is understood in both of the above two cases that the set of transfer functions P have been

weighted in the frequency domain, e.g. by filtering out high frequencies.]

• In cases where the system response is extremely sensitive to parametric uncertainty (say

infi supj δν(Pi, Pj) ' 0.5 : Pi, Pj ∈ P), one may be forced to design separate feedback con-

trollers for different regions of the parameter space, and to switch between them according

to real-time measurement of the parameter.

For example, in the case of the bow force controller required for this project, where bow-

string contact position is “the parameter”, one would divide the full range of possible contact

positions into two or more smaller intervals, and design a controller for each. When the force

controller is activated, only the particular controller designed for the present contact location

would have its output connected to the input of the amplifier driving the shaker; all other

controllers (corresponding to other contact regions) would be disconnected until the contact

location is changed.

The main disadvantage associated with using a switching technique is the challenge of mak-

ing the switching process smooth; it would be unacceptable to have a “bump” or “jolt” as

we switch from one controller to the next — put simply, this situation could arise if the

different controllers had different gains. Methods of enforcing “bumpless transfer” include

gain scheduling [70] or the normalized coprime factorization implementation technique of

Kothare et al. [71]. Another disadvantage of switching techniques is the numerically inten-

sive requirement that the output of all controllers must be calculated (even though only one

is used at a time).

• It is sometimes possible to physically change the system that is to be controlled, to make it

easier to control. For example in a mechanical application (say, controlling the position of

a flexible structure), if control is required within only a certain bandwidth, then it would be

sensible to modify its dynamic properties (if feasible) to ensure that no clear resonances or

anti-resonances exist within that bandwidth; this equates to keeping system poles and zeros

away from the imaginary axis (or real frequency axis). Ironically, it is often easier to modify
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the system itself than to design a complicated feedback controller which takes into account

every detail of the system’s frequency response; see [67] for example.

Improving the dynamics of a system in this way can in some cases avoid any need to use

extended H∞ loop-shaping or switching, making the controller both simpler to design and

easier to implement.

(Mathematical and nomenclatural background for the control theory mentioned above may be

found in [69].)

INITIAL DESIGN OF FORCE CONTROLLER

The methodology initially used to design the force controller was tailored towards the limitations

of the original mechanical design, which consisted simply of a perspex rod mounted on a plain

2 mm thick mild steel leaf spring, pressed against the string by a shaker as shown in Figure 2.5.
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Figure 2.5: The initial mechanical design, consisting of a plain perspex rod mounted on a strip of mild
steel. The “bow” is mounted in a cantilever arrangement, where a force applied by a shaker presses the
perspex rod into the string.

The main problem associated with this set-up is that its resonant frequencies ω1, ω2 etc were

sufficiently low that at every possible contact location at least one resonance fell below 10 Hz;

consequently the force controller (requiring a bandwidth of around 10 Hz) required a non-trivial

frequency response in order to damp out these resonances. Furthermore, the details of each mode

(Qk, ωk and ak) fluctuated severely as the contact location was changed, causing the “parametric

uncertainty” to be so large that even extendedH∞ loop-shaping would not on its own be sufficient:

a switching technique of some kind was required. Figure 2.6 shows the bow’s frequency response

at a selection of contact positions, demonstrating this variability.

Once the decision had been made to rely on switching, it was found that ordinaryH∞ loop-shaping

was sufficient to provide the necessary frequency dependance of each individual controller; the

added effort required to use the extendedH∞ loop-shaping procedure outweighed the small advan-

tage that fewer controllers (approximately five instead of around eight) would need to be designed
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Figure 2.6: Frequency response (strain gauge response per unit pre-shaker amplifier input) at a va-
riety of contact locations, with the original perspex rod bow design. The lowest frequency moves
significantly within the control bandwidth (70 rad/s).

and switched between. Hence, eight H∞ controllers were designed for each of eight bow/string

contact regions, and a gain-scheduling technique was used to switch between them. The resulting

level of performance was adequate by the standards of Section 2.2.1.
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Figure 2.7: Frequency response (strain gauge response per unit pre-shaker amplifier input) at the
same selection of contact locations used for Figure 2.6, after stiffening the perspex rod. Significantly,
with the new bow design there is little variation in the frequency response inside the required control
bandwidth. Compare with Figure 2.6.
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FINAL DESIGN OF FORCE CONTROLLER

The necessity of a complete repetition of the above design procedure for every physical change

made to the bowing machine (and therefore its frequency response) made this approach alarmingly

impractical. The dynamical properties of the bowing machine were consequently changed in an

effort to raise its natural frequencies and naturally bolster the force controller’s bandwidth; in

particular the perspex rod (“bow”) and its holder were stiffened and lightened — this will be

described in detail in Section 2.4.

The results of this effort are shown in Figure 2.7, which may be compared with Figure 2.6: the first

natural frequency has been shifted from around 8 Hz to around 25 Hz, below which the frequency

response is constant. The frequency response below the first mode is flat because its flexural

behaviour there is quasi-static; now that the rod has been stiffened, its deflection shape remains

unchanged up to a higher frequency. Notice also in Figure 2.7 that the low frequency response is

largely uninfluenced by the bow/string contact location.

This new-found low-frequency insensitivity to contact location affords the force controller consid-

erable simplification: not only does one controller suffice for the whole range of contact positions,

but this one controller can be quite basic. The controller can now be of the form

C = kC
(ωLP )

2

jω(jω + ωLP )
, (2.2)

where kC is used to scale |P (ωLP )C(ωLP )| to 1. (In fact, the controller in Equation (2.2) is

arrived at if the H∞ loop-shaping procedure is employed using the weights described in Section

2.2.1 (setting ωLP =2πfc), on a system whose response is flat with respect to frequency, for which

“integral action” [72, §4.2.2] is required.)

Hence we can now control the bow/string contact force using the configuration shown in Figure

2.8. A pre-compensator converts a force demand signal into a strain demand signal using Equation

(2.7) (derived in Section 2.3.1), and the feedback loop actually controls the strain gauge signal.

Importantly, by converting the force demand signal into a strain demand signal outside the feed-

back loop we preserve the sensitivity function, 1/(1+PC), which is a measure of the controller’s

performance [72, §6.9.1].
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Figure 2.8: The force controller in its final form comprises a strain controller and a pre-compensator
which converts force demand signals into strain demand signals. The details of the conversion of force
into strain, i.e. Equation (2.7) will be described in Section 2.3.1.
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2.2.3 SPEED CONTROL

As discussed in the last section, the force controller requires knowledge of the exact position of

the bow at all times in order that the force demand signal can be converted to an appropriate

strain demand signal. It is imperative therefore that the position of the bow be controlled, rather

than its speed; although position is equal to the integral of speed, the inevitable low frequency

drift problems associated with numerical integration would increasingly obscure the result of such

an integral. A feedback compensator, whose task is to control the speed, would not have any

objections if the bow had mistakenly moved ten feet in one direction, provided its speed equaled

that of the demand signal at that instant. Compounding matters, if the position of the bow does

not remain within certain bounds, the bow will either collide with the instrument it is meant to be

playing, or it will make the instrument so far away as to render the force transducer incapable of

actuating the bow force.

For these reasons the position ρ of the bow will be considered the control variable in the remainder

of this section, rather than speed vb (equal to ρ̇).

CONTROL STRATEGY

The moving parts of the bowing machine are mounted on a platform which runs smoothly along a

linear track (see Fig. 2.14); force is applied to accelerate or decelerate it using a linear induction

motor. As such, from a feedback control perspective it can be viewed as a mass on wheels, as

shown in Figure 2.9, for which u∝ force=mρ̈, where ρ is its displacement, m is its mass, and u

is the voltage input to the amplifier driving the linear motor. Defining M as m multiplied by the

number of Volts input to the amplifier required to achieve 1 N of force, we have u=Mρ̈.
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Figure 2.9: The moving parts of the bowing machine can be treated as a mass on wheels: the displace-
ment ρ is −1/mω2 times the applied force, f(=Fejωt).

Therefore from Equation (2.1), the use of controller C in the feedback configuration shown in

Figure 2.2 would give a closed loop response function from r, the demand signal, to ρ, the position,

as:

CLTF(jω) =
(−1/Mω2)C(jω)

1 + (−1/Mω2)C(jω)
. (2.3)
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Using a controller C of the form k + jωλ gives

CLTF(jω) =
2cnωnjω + ω2

n

−ω2 + 2cnωnjω + ω2
n

, (2.4)

where ωn=
√

k/M and cn=λ/2
√
kM , which conveniently describes the mechanical system shown

in Figure 2.10: a spring and dashpot (whose respective coefficients are k and λ) tether the moving

parts to the desired position, r.
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Figure 2.10: A controller C of the form k + jωλ is equivalent to a spring and a dashpot joined to a
trolley at the desired location r. From a mechanical perspective this is in a sense “optimal”, provided
sensible values of k and λ are chosen.

Two further features were incorporated into the position controller for practical reasons. First, an

additional term kI/jω (an integrator) was added to C, to prevent small amounts of friction from

affecting the dc gain (steady state response). Second, low-pass filtering was used to ensure the

properness of the controller (i.e. C(jω→∞) should be finite). Viewing C as a “PID” controller

(with k, kI , and λ the proportional, integral, and derivative constants respectively), the derivative

term jωλ increases without limit as ω→∞; therefore this term must be low-pass filtered before

being implemented. Hence the final expression for the position controller, C, is:

C(jω) = M

(

2cnωnjω
ωc

ωc + jω
+ ω2

n

)

+
kI
jω

. (2.5)

Multiple-order low-pass filtering (to further suppress external disturbances) tends to introduce

lightly damped poles in the closed-loop transfer function, which is obviously detrimental. The

resulting need for in-built high frequency noise insensitivity in the derivative term calls for a care-

ful choice of position measurement technique. The digital sensor chosen for this reason will be

described in Section 2.3.2.

2.2.4 CONTROLLER IMPLEMENTATION ENVIRONMENT

The controllers designed for the bowing machine are sufficiently complex that it would be impracti-

cal to implement them using analogue circuitry. Consequently the dSpace DS1102 controller board

was used to implement them digitally via a PC. The DS1102 uses the TMS320C31 floating-point
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digital signal processor, which has a 33.33 ns single cycle instruction execution time. Controllers

designed in Matlab are downloaded to the DS1102 board using the Real-Time Workshop software

package, where they run in real time.

Besides the digital signal processor, the controllers make use of the DS1102’s four on-board D/A

converters, four A/D converters, one of two available incremental position decoders, and a 16 bit

parallel digital input/output port. Two of the D/A converters are 16 bit successive-approximation

register (SAR) converters with integrated sample/hold circuits, with a maximum sampling rate of

250 kHz (conversion time is 4 µs). The other two D/A converts are 12 bit SAR-type converters

with conversion times of 1.25 µs, corresponding to a maximum sampling rate of 800 kHz. The

four A/D converters have a 12 bit range, and a ± 10 V output span. The incremental decoders

used to support optical position sensors will be described in the context of position measurement

on page 43.

2.3 MEASUREMENT TECHNIQUES

The purpose of the bowing machine is to control the speed with which a bow is drawn across a

string, and the normal force with which it presses against the string. The methods used to measure

these quantities are described below.

2.3.1 MEASUREMENT OF BOW/STRING CONTACT FORCE

A major influence on several design features of the bowing machine is the fact that bow force can-

not be directly measured; the necessary direct contact between bow and string makes the insertion

of a force transducer (e.g. [73]) impossible. Possible solutions for indirectly measuring the contact

force include:

• inserting force transducers into the body of the violin underneath where the string is sup-

ported, and combining them (one for each end of the string) to give the contact force,

• mounting the whole violin (or cello) on a large force transducer, in the style of Kar et al. [47]

or Lawergren [60],

• inserting a system of strain gauges inside the bow, like Askenfelt [63, 64],

• attaching strain gauges to the structure holding the bow.

Each of the above is theoretically possible: however, in this case the latter is the most practical.

Strain gauges glued into the position shown in Figure 2.11, orientated parallel to the rod, measure
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Figure 2.11: The position of the strain gauges used to indirectly measure bow/string contact force;
they are placed on the structure holding the bow, between the bow and the forcing point as shown.

the bending strain at that point. Therefore, by considering a “free-body diagram” of the bow and

its holder up to the position of the strain gauges we find

(strain gauge signal) ∝ (bending moment)

= (contact force)× (distance from strain gauge to contact point). (2.6)

Importantly, the strain gauges have been positioned within, or very near to, the line of action of the

friction force acting between bow and string; the effect of friction on the strain gauge readings can

hence be ignored. This is illustrated in Figure 2.12.

Normal force
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Cut
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Figure 2.12: “Free-body diagram” of the bow and its support up to the position of the strain gauges.
Equation (2.6) arises from the fact that the only force acting on the portion of bow shown is the reaction
force of the string; the tangential component (friction) can be ignored since its line of action passes
very near to the strain gauges. The geometry of the clamp holding the rod (c.f. Figure 2.18) ensures
that this is still true when the line of action of friction moves due to bending in the rod.

The strain gauges are connected to a bridge amplifier (Fylde FE-641-CA). This energizes the strain

gauge circuitry with a 10 kHz carrier signal and demodulates the transducer output to produce a

voltage which is proportional to bending strain for frequencies up to 2 kHz.
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The strain gauge and its amplifiers were calibrated using a system of weights and pulleys; results

are shown in Figure 2.13, which demonstrate the accuracy of Equation (2.6). From Figure 2.13,

we find

(
strain gauge signal (V)

)
= 0.550×

(
contact force (N)

)
×
(
distance (m)

)
. (2.7)
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Figure 2.13: Calibration results for the strain gauge. The clear linearity justifies the assumption that
the strain gauge signal is proportional to the product of the contact force and the distance between the
string and the strain gauge.

2.3.2 SPEED MEASUREMENT

The position of the bow was measured using an incremental encoder; speed was obtained by cal-

culating the time-differential of position. Knowledge of the position of the bow is as important

as that of speed, because it is constantly required for the evaluation of Equation (2.7). It would

not therefore be viable to determine position by integrating the output from a velocity transducer

(or double-integrating the output from an accelerometer) because of the inevitable low frequency

errors involved in integration.

In the present application, a digital encoder has two crucial advantages over analogue methods of

measuring position (e.g. an LVDT, or a rack-and-pinion potential divider). Firstly, drift problems

are completely avoided; digital encoders are impervious to issues such as temperature sensitivity

or (in the case of rack-and-pinion methods) mechanical imperfections. Secondly, and equally im-

portantly, the position measurement from an encoder is free from high frequency noise; analogue

position measurement techniques require a delicate trade-off between multiple-order low-pass fil-
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tering and the retention of bandwidth — the derivative term in the speed controller described in

Section 2.2.3 is particularly sensitive to high frequency noise.

The single-ended optical encoder selected for use in this investigation resolves position into 5 µm

intervals, and is rigidly attached to the linear motor as shown in Figure 2.14. The square waves

it produces are read by one of the two incremental decoders contained in the dSpace DS1102

controller board. The decoder passes the square waves through a digital noise pulse filter (which

eliminates noise pulses shorter than 80 ns), before transmitting them to a quadrature decoder which

converts them into count-up and count-down pulses; a 24 bit counter with a 24 bit output latch

circuit holds the current position of the sensor. The maximum count frequency of the decoder is

8.3 MHz which, for the 5 µm encoder used, implies a maximum speed of 41.7 m/s (or 93 mph),

and the 24 bit position counter allows the position to vary by up to 84 m: these are both obviously

adequate.

2.4 DETAILED MECHANICAL DESIGN

The essential elements of the chosen design are shown schematically in Figure 2.14. The bow is

mounted in a cantilever arrangement, with a shaker pushing it against the string. The whole system

is pulled back and forth using a linear motor, causing the instrument to be “played”.
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Figure 2.14: Drawing (not to scale) showing the essential features of the bowing machine.
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Figure 2.15: Photograph of the bowing machine — see also Figure 2.18.

SHAKER/LEAF SPRING ARRANGEMENT

The first feature of Figure 2.14 to note is the use of a leaf spring rather than a pin joint or hinge.

This arrangement of a shaker and leaf spring as a means of applying torque, rather than simply

a torque motor, was used in order to minimize the number of sliding contacts in the design; fric-

tion was found to be a major hindrance when controlling the bow/string contact force. However,

the limitation of the shaker (the maximum dc force output of the Ling V201 shaker selected for

this experiment is approximately 14 Newtons) meant that the leaf spring needed to be carefully

designed, in order to ensure that as much shaker force as possible is transmitted to the violin itself.

The leaf spring was designed to be flexible enough not to resist the action of the shaker (ideally

it would mimic a perfect hinge as the shaker pushes the bow into the string). For this purpose, its

torsional stiffness (defined as torque / angular displacement) must be¿kstrL
2
str, where kstr is the

static transverse stiffness (force/displacement) of the violin/cello string (of the order 2500 N/m),

and Lstr is the distance from the leaf spring to the point of contact (of the order 0.3 m); this

principle is illustrated in Figure 2.16. In the final design the torsional resistance of the leaf spring

was 1.8 Nm/rad, allowing over 99% of the force from the shaker to be transmitted to the string.

In a further effort to mimic an ideal hinge and maximize the effectiveness of the shaker, the length

of the leaf spring must be kept to a minimum. When the bow/rod deflects under the action of

a force supplied by the shaker, an inflexion point will appear along the leaf spring provided it is

sufficiently flexible (see Figure 2.17). If we consider a “free-body diagram” of the rod, from its free
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Figure 2.16: The leaf spring must be flexible enough that applied forces (from the shaker) are resisted
by the cello string, rather than by the leaf spring itself. This diagram illustrates why, more specifically,
the torsional stiffness kθ should be much less than kstrL

2
str, where kstr is the static transverse stiffness

of the string, and Lstr is the distance from the leaf spring to the bow/string contact point. Q represents
an applied torque.

end up to the inflexion point in the leaf spring, we find that Fstr/F =(Lstr− ρ−Lx)/(Lstr−Lx),

where Lx is the distance from the clamp to the point of inflexion and Fstr/F is the ratio of the force

transmitted to the string to the force supplied by the shaker. Noting that Lx <Lstr− ρ<Lstr, the

ratio Fstr/F , which we seek to maximize, is therefore made larger if Lx is made smaller. Therefore

since the length Lx will be roughly half the length of the leaf spring, the leaf spring should be kept

as short as possible. To preserve the moment arm of the shaker whilst remaining sufficiently

flexible, the leaf spring was made out of a 23 mm length of 19 mm × 0.5 mm spring steel.

Point of inflexion:

zero bending moment here
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Figure 2.17: Sketch of the deflection shape of the rod and leaf spring, showing the point of inflex-
ion. Considering torsional equilibrium about the point of inflexion, the moment arm of the shaker is
(Lstr − ρ−Lx), so Lx should be kept small.

The shaker is driven by a power amplifier whose output current is proportional to its input voltage

up to frequencies well beyond the bandwidth of the force controller; this proportionality, together

with the linear dependence of shaker force on current, allows the use of linear feedback control

(see Section 2.2.2).
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SHAKER/STRAIN GAUGE/BOW MOUNTING ASSEMBLY

Another component of the bowing machine requiring special attention is the area between the leaf

spring and the bow itself. This component is required to hold the bow, receive the shaker force,

have strain gauges attached for force measurement, and be stiff and light to maximize the natural

vibration frequencies of the cantilever system. (The natural frequencies determine the bandwidth

of the force controller, so keeping them high allows quicker response times.)

In all, the design constraints for this section of the bowing machine can be summarized as follows:

• the strain gauge must be mounted between the shaker and the rod, allowing the contact force

to be simply determined from the strain gauge signal using the relation to be presented in

Eq. (2.7),

• the component must be flexible enough that the strain gauges give an adequately high signal-

to-noise ratio,

• internal stresses of a non-linear variety such as those due to differential slipping at the edge

of a clamp should be avoided, because they can affect the strain gauge signal,

• the distance from the shaker to the leaf spring must be made as long as possible to maximize

the shaker’s moment arm (see page 44),

• the component must be as stiff and light as possible, to keep the natural frequencies of the

system as high as possible.

The design chosen to meet these criteria is shown in Figure 2.18. The component is made from

high-tensile steel (heat-treated ground flat stock tool steel, conforming to BS4659 B01) in order to

avoid plastic deformation and creep in the area surrounding the strain gauges. The thickness of the

steel under the strain gauges is 2 mm, which was found to be as thick (and hence stiff) as possible

whilst still allowing a good signal-to-noise ratio for the strain gauge signal.

Two further steps were taken to guarantee linearity (i.e. strain gauge signal ∝ bending moment).

Firstly, the 38 mm long (= 1.5 × the width) region surrounding the strain gauges was kept bare,

to allow internal stress concentrations a chance to decay away (by the St Venant effect). Secondly,

excessive surface stress concentration at the join with the bow clamp were avoided by making the

join there smooth.

To save weight, the size of the clamping region was minimized (its length is 40 mm), and the

clamp itself was made from aluminium alloy. To additionally save weight from the point where

the shaker is attached up to the point where the leaf spring is attached, the material is 3 mm thick

steel or 5 mm thick aluminium, which was found to be as thin (and hence light) as possible whilst

being stiff enough to keep the point of inflexion discussed on page 44 within the leaf spring.
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Figure 2.18: Photograph of shaker/strain gauge/bow clamp assembly; see text for details.

PERSPEX ROD (“BOW”)

Most computational simulations of the bowed string have used the assumption that the bow only

contacts the string at a point (rather than a finite region as would be the case for a conventional

violin bow), in order to simplify the simulations. As a means of reproducing such conditions

experimentally, the ordinary violin bow was replaced in the first series of experiments by a circular

rod, which only contacts the string in a narrow (of the order of 0.5 mm wide) region. Perspex was

used in preference to a metal for this application due to its lower thermal conductivity, necessary

for the application of rosin [43, §4.2].
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Figure 2.19: Diagram of the rod used in place of a bow: (a) drawing of cross-section (b) perspective
view.

However, it was found that a plain 13 mm diameter perspex rod was too flexible, with the conse-

quence that its natural frequencies were too low. (The natural frequencies largely determine the

bandwidth of the force feedback compensator, as described in Section 2.2.2.) Hence the rod was
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stiffened using a steel strip lined with rubber, as shown in Figure 2.19; the rubber absorbs some

energy, thus adding damping in order to help prevent contact force fluctuations due to vibrations.

In order to further raise the rod’s natural frequencies, its mass was reduced by drilling holes along

the length of the steel strip. The steel strip also served to prevent the rod from sagging under its

own weight, as was observed with a plain perspex rod. As one might expect from Figure 2.15, any

curvature in the bow will affect the distance from the bridge to the bow.

LINEAR MOTOR

To provide the back and forth movement of the bow (or perspex rod) necessary to play the violin,

the rod, leaf spring and shaker are all mounted onto a linear induction motor. The advantages

of using a linear induction motor over alternative methods of actuating linear motion (such as

a pneumatic system or a pulley system) are that it is virtually silent when operated, as well as

powerful, capable of supplying around 1 kN of thrust. The sole draw-back of linear induction

motors is the “bumpiness”, which is a consequence of the space (about one inch) between magnetic

pole pieces of the “stator” magnet, and the finite length of the “rotor” platform. However, feedback

compensation, as described in depth in this chapter and in the next, has proven sufficient for the

purpose of smoothing out the motion of the motor, and hence the bow.

SAFETY PRECAUTIONS

With the delicate nature of the stringed instruments used by the bowing machine, as well as the

price of them and other hardware used, several measures were taken to avoid accidental damage.

The linear motor described above can deliver up to approximately 1 kN of force, which is not only

enough to crush a cello or violin, but is also enough to sever trapped cables, or to cause structural

damage to the rig. It was therefore important to install bumpers (as can be seen in Fig. 2.14),

particularly for those times when the position feedback controller was under development.

The shaker and the linear motor are both electromagnetic devices which can overheat if too much

current is passed through them. A limit on the amount of current supplied to each was enforced

within the software used for feedback control, but also an emergency power-cutout switch was

embedded in each of the bumpers (also shown in Fig. 2.14).

To additionally protect the instrument being played, an extra 200 mm length of perspex was ma-

chined onto the end of the perspex rod in case the bowing machine ran past its end; in such a case,

the additional perspex would keep the rod above the string, instead of allowing it to sweep below

the strings. Also, the part of the bowing machine holding the bow was kept smooth on the side

facing the string (for example by using countersunk Allen screws rather than ordinary screws), in

case the bowing machine travelled beyond the end of the bow. These features are visible in Figures

2.14 and 2.18.
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2.5 SUMMARY

A bowing machine has been constructed to play a violin or any other stringed instrument in a

human-like way, using a perspex rod “bow”. The use of feedback compensation was required to

regulate the force with which the bow presses into the string as well as the speed with which it is

drawn across the string. Having tried various standard feedback control techniques, a combination

of tailor-made strategies was employed to control the bow speed and force.

Because force is not directly measurable, the force controller instead controls the signal from a

strain gauge mounted near the clamp holding the bow. Demand signals for bow force are converted

to demand signals for strain using measurements of the position of the bow. The task of designing

a force controller was made considerably easier by modifying the dynamics of the bowing machine

itself; the resulting controller has a bandwidth of about 10 Hz although its frequency response is

only a second order transfer function.

The ideal speed controller for this application was found to be a quasi-PID position controller

designed to simulate a tuned spring and dashpot. Digital position measurements were found to

have significant advantages over analogue position measurements for this application, due to their

far superior signal-to-noise ratio and their immunity to drift problems.

The capabilities of the bowing machine will be examined in the next chapter. It will be seen

that the feedback controllers presented here are a good first step — indeed that they exceed the

capabilities of human string players. However, various techniques will be presented which were

used to boost the performance of the force and speed controllers to around the limit achievable

given the hardware used.

The extra steps required to use a real bow rather than a stiffened perspex rod in the bowing machine

will be described in Chapter 7.
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Chapter 3

EXPERIMENT II: ANALYZING/IMPROVING PERFORMANCE

INTRODUCTION

The performance capabilities of the bowing machine described in the last chapter are studied in

this chapter, and various methods which have been used to enhance them are presented. The bow

speed controller is discussed first, with focus on the performance of the feedback compensator

and the subsequent benefit from additional open-loop compensation and anti-windup measures.

The performance of the bow/string contact force controller is then analyzed, demonstrating its

sensitivity to the position of the bow (as controlled by the speed controller), and hence explaining

the necessity of implementing a position predictor.

With the mechanical features and feedback controllers described in the last chapter, and the addi-

tional features mentioned above, the overall performance of the bowing machine, defined essen-

tially as its ability to control the bow speed and force, will be shown to be easily adequate for its

intended purposes.
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CHAPTER 3 3.1. PERFORMANCE OF SPEED CONTROLLER

3.1 PERFORMANCE OF SPEED CONTROLLER

The feedback compensator used to control bow position (and hence speed) was designed to mimic

a spring and a dashpot; the resulting frequency response resembles that of a PID controller. From

(2.5), setting k=Mω2
n and λ=2Mcnωn, its frequency response can be written as

C(jω) = k + λjω
ωc

ωc + jω
+

kI
jω

. (3.1)

The performance of this controller is analyzed in this section, and a number of methods of improv-

ing it are presented.

3.1.1 VELOCITY AND ACCELERATION STEP RESPONSES

Computational simulations of the bowed string frequently use “switch-on transients”, in which the

bow starts from rest before suddenly acquiring a constant level of either velocity or acceleration.

A step increase in acceleration requires the application of an (approximately) steady force, since

bow acceleration is approximately proportional to the thrust provided by the linear motor (see

Section 2.2.3). A step increase in velocity is however not achievable in practice, since it requires

an instantaneously infinite acceleration to change velocity. The two tasks of the speed controller

are therefore (1) to exactly achieve a step increase in acceleration, and (2) to get as close as possible

to achieving a step increase in velocity, given the constraints of the hardware used in the bowing

machine.
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Figure 3.1: Response of the feedback controller alone to a step in the bow acceleration demand signal,
whereby the bow begins accelerating from rest at a rate of 1.394 m/s2; (b) shows the bow speed
(demand and response), and (a) shows the corresponding bow position. The feedback controller is
seen here, more clearly in (b) than (a), to achieve the desired bow speed after about 0.03 s.

The ability of the feedback compensator alone to actuate step changes in acceleration or velocity

is demonstrated in Figures 3.1, 3.2 and 3.3. In the first of these figures, the demand signal is seen
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Figure 3.2: Response of the feedback controller alone to a moderate step (of 0.084 m/s) in the bow
speed demand signal; (b) shows the bow speed (demand and response), and (a) shows the correspond-
ing bow position. This figure demonstrates that the feedback controller described in the previous chap-
ter is a good first step; it tracks the demand signal with a rise time of around 0.03 s, and over-shoots by
up to 20%.

to accelerate from rest at a uniform rate of 1.394 m/s2, with the feedback-controlled bow following

with an initial delay of around 0.03 s. In Figures 3.2 and 3.3, the controller tries to actuate a step

change in velocity of 0.084 m/s and 0.6 m/s respectively. In the first case (Figure 3.2), the controller

takes about 0.03 s to reach its target velocity of 0.084 m/s, and then briefly overshoots this value

by about 20%. This inevitable overshoot is caused by the proportional term k in (3.1) “springing”

the bow forward to compensate for the initial deficit in bow position. In the second case (Figure

3.3), where the target velocity takes the more severe value of 0.6 m/s, this initial position deficit

is considerably pronounced, causing an accentuated overshoot (of around 40%) in speed. This in-

crease in position deficit occurs when the controller saturates, i.e. its output u exceeds a maximum

allowable magnitude and hence is clipped; the controller outputs this maximum allowable value

(u=umax) until saturation ceases, by which time the bow has acquired too much velocity. This

problem is referred to as “windup” in the feedback control literature.

In each case the feedback control is already quicker than is possible for a human violin player

[74], although it is not as quick or as accurate as possible given the hardware used (comprising

the digital signal processor, the linear motor and the position sensor). Various strategies have been

employed to improve the performance of the speed controller:

• the values of kI , λ, k and ωc in Eq. (3.1) may be modified for the specific purposes of speed

control and disturbance rejection,

• open-loop compensation may used to reduce the response time of the controller,

• “anti-windup” techniques may be used to reduce the effects of controller saturation.
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Figure 3.3: Response of the feedback controller alone to a large step (of 0.6 m/s) in the bow speed
demand signal; (b) shows the bow speed (demand and response), and (a) shows the corresponding bow
position. This figure demonstrates the pitfalls associated with larger step demand signals, and may
be compared with Figure 3.2. Here, the feedback compensator output is greater than the maximum
permissible voltage input to the linear motor in the period 0< time< 0.05 s, causing the controller
output signal to be clipped (known as “saturation” in certain literature). The consequence in this case
is the large and prolonged overshoot (up to 40%) in the bow speed, caused by the reaction of the
proportional term (“virtual spring”) to the resulting deficit in position. Notice in (b) the linear increase
in velocity during controller saturation, corresponding to the largest achievable linear acceleration (see
for example Figure 2.9), around 18 m/s2.

3.1.2 FINE-TUNING THE EXISTING FEEDBACK CONTROLLER

SAMPLING RATE

The large bandwidth of this controller (around 100 Hz) compared with the sampling rate of the dig-

ital controller (around 500 Hz) made the controller sensitive to numerical instabilities associated

with the time-stepping o.d.e. solver used by the digital signal processor. The digital signal pro-

cessor stores data as single-precision floating-point data, causing larger numbers to be less precise

than small numbers. This most notably affects calculations which involve the value of run-time,

most notably low-pass filters with a large cut-off frequency. To combat this, allowing ωc in Equa-

tion (3.1) to be increased, the sampling rate of the o.d.e. solver was specified as an integer power

of two, namely 512 (= 29) Hz.

SPRING AND DASHPOT PARAMETERS, k AND λ

The parameters k and λ in Equation (3.1) were initially chosen to critically damp oscillations in the

bow position. k and ωc were chosen to be as large as possible given the sampling rate of the digital

controller, and λ was hence chosen as 2c
√
kM , with c= 1; these values were used to generate

Figures 3.1, 3.2 and 3.3.
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However, whilst large values of k improve the ability of the controller to reject low frequency

disturbances (which are invariably present due to the non-uniformity of the radial magnetic field

in the linear motor), they also increase the amount by which the bow speed overshoots its target

value: this is illustrated in Figure 3.2. This is a particular drawback following periods of controller

saturation (when u exceeds the maximum achievable value umax) due to the associated deficit in

bow position; this is illustrated by Figure 3.3. (The same conclusion is reached by considering the

bow position controller to be a bow speed controller, and hence by considering the proportional

term to be an integral term, with all the usual problems associated with integrator windup [72,

§4.2.7].)

The value of k was therefore decreased by 20%, and the value of c was increased to 2.5, repre-

senting a 123% increase in λ. Both of these changes signify a compromise. The new value of λ is

as large as possible without significantly magnifying high frequency noise — the large increase in

value is made possible by the fact that the digital method of measuring position is mostly free from

noise, as discussed in Section 2.3.2. The new value of k was chosen to be large enough to enable

the feedback controller to reject low frequency disturbances effectively, but small enough that the

overshoot in bow speed should never exceed 10%, even in the very worst case.

The controller’s response to the worst case demand signal is shown in Section 3.1.5.

3.1.3 ANTI-WINDUP TECHNIQUES

Saturation (u=umax) is inevitable when the controller is made to track large step changes in bow

velocity. The integral term in the controller, kI/jω (see Equation (3.1)), is an obvious source of

controller windup, because it needlessly continues integrating when the controller is saturated. The

gain kI was hence made variable; while the bow moves, kI is set to zero (this makes no appreciable

difference to the motion), whereas when the bow is at rest kI is increased in order to overcome

friction. (In fact, the integrator is then zeroed approximately one second before every bow stroke,

to avoid low frequency offsets which would, among other things, make open-loop control more

difficult.)

More subtly, however, the proportional term in the controller, k (again see Equation (3.1)), also

causes windup. The reason for this, as discussed on page 52 in connection with Figure 3.3, is

that the “spring action” of the controller (see Section 2.2.3) causes the bow to spring forward in

response to differences between the position of the bow, ρ, and the position demand signal, r. A

small difference is inevitable whenever the bow accelerates (unless open-loop control is used), but

large differences arise when the controller saturates, as shown for example in Figure 3.3.

Standard techniques for dealing with controller windup problems like this, most notably the co-

prime factorization approach (see for example [75]), would generally in this case cause a degrada-

tion in the performance of the feedback controller. This is because — for example in the case of a
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sudden change in bow speed — they would tend to terminate the saturation before the bow speed

has reached its target value, thus failing to make use of the largest possible control level umax, and

hence elongating the rise-time of the controller.

With the objective of controlling bow speed in mind, an ideal ad-hoc solution would be to add

an offset δ to the control law which, at the moment when the bow speed reaches its target level,

immediately rises from zero to the the current value of r − ρ, which in the time domain would be

as follows:

u = k (r − ρ− δ) + λ (ṙ − ρ̇) (3.2)

In this scheme, the proportional term can be thought as a spring of stiffness k which is “relaxed”

at the moment when the actual bow speed equals the speed of the demand signal (ρ̇ = ṙ).

3.1.4 OPEN-LOOP CONTROLLER USED TO BOOST RESPONSE TIME

Although the feedback compensator used to control bow speed has a response time of only 0.03 s

— representing a sufficiently high bandwidth to reject practically all disturbances — for most bow-

ing gestures the bow speed should be under control even more quickly. The period of oscillation

of a cello D-string for example is only 0.0068 s, and it has been shown that the motion of a bowed

string is very sensitive to the bowing conditions inside the first few periods [52].

Open-loop control has been used as a means of achieving a nearly instantaneous step response,

which in principle means guessing the value required for controller output, whilst then allowing the

feedback controller to compensate if the value is not quite accurate. The open-loop and feedback

controllers work in parallel, and are hence implemented as shown in Figure 3.4.
PSfrag replacements
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Figure 3.4: Configuration used for the open-loop speed controller: the open-loop controller and the
feedback controller are implemented in parallel, such that their outputs are added before they are input
to the plant.

In this case the open-loop controller design was based on the assumption that the bow assembly

may be treated as a mass on wheels with some friction. Hence uOL, the output from the open-loop

controller, is:

uOL = offset× ṙ

|ṙ| + gain× r̈ (3.3)
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where r is the position demand signal, and “offset” and “gain” take the values 0.035 and 0.0556

respectively, based on trial and error tests. The first term in (3.3) is designed to overcome friction

(modelled as Coulomb friction) and the second term accounts for the bow assembly’s inertia.

It is clear from (3.3) that the open-loop controller should output a step function when actuating

a step change in acceleration, and an impulse function when actuating a step change in velocity.

The performance benefit of this scheme when a sudden rise in bow acceleration is required is

demonstrated by Figure 3.5, in which open-loop compensation is seen to practically eliminate the

initial time delay associated with the finite bandwidth of the feedback controller.
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Figure 3.5: The effect of combining open-loop compensation with the feedback control already in
place. In this figure the demand signal for the position controller is such that velocity increases linearly
with time at a rate of 1.394 m/s2 (as shown); the response is shown both with and without open-loop
control. The difference between the two cases is evidenced by the response at time< 0.04 s: open-loop
control has eliminated the time lag in the response.

When the controller is required to actuate a sudden change in bow speed however, implementing

open-loop compensation is more complicated. In principle, the open-loop compensator should

output a very large value for a very short period of time, because the sudden change in momentum

requires an impulsive force. Due to the finite bandwidth of the controller, the limits on how much

force the linear motor can exert and the risks associated with inductive surges in the motor, this is

not possible in practice.

A close approximation to an impulse function, given these constraints, is shown in Figure 3.6(a),

whereby the impulse is spread over roughly 0.01 s. Letting the output of the open-loop controller

take this form, centered over time t= 0, the step response of the controller is modified to look

like Figure 3.7, which should be compared with the response to the same demand signal without

open-loop compensation in Figure 3.2. Several features of Figure 3.7 are notable: Firstly, the bow

speed can be seen to increase at almost exactly the same time as the demand signal (at t= 0), thus

eliminating the previous time lag. Secondly, the rise in bow speed is quicker than it was in Figure
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Figure 3.6: Two alternative quasi-impulse functions used by open-loop controller to actuate a rapid
change in bow velocity. The triangular function in the top plot was used to produce Figure 3.7, before
the more rounded function in the bottom plot was used to produce Figure 3.8; the bottom function is a
low-pass filtered version of the top function.

3.2. Thirdly, the abruptness of the open-loop controller output (seen in Figure 3.6(a)) causes a

high frequency mode of the experimental rig to be excited (at roughly 75 Hz). Of these three new

features of the step response, the first two are desirable, but the third is undesirable.
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Figure 3.7: Response to a step of 0.084 m/s in the demand signal — as in Figure 3.2 — with open-loop
compensation given by Figure 3.6(a). Although this open-loop control strategy is seen here to quicken
the step response, it also causes a high frequency mode of the experimental rig to be visibly excited.

A compromise was found by rounding off the open-loop controller output as shown in Figure

3.6(b), by passing it through a low-pass filter (although care was taken to keep it symmetrical

57



CHAPTER 3 3.1. PERFORMANCE OF SPEED CONTROLLER

about t= 0. The resulting step response is shown in Figure 3.8; the removal of high frequency

content from uOL has slightly slowed the rate at which the speed reaches its target value, but the

high frequency mode is no longer significantly excited. With this open-loop controller, the time

taken to change speeds is hence only 0.01 s, which is of the order of a tenth of the time taken by a

human to do the same [74].
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Figure 3.8: Same as Figure 3.7, but with less high frequency content in the open-loop controller
output; the open-loop compensation is now based on Figure 3.6(b). The rise time of the controller is
essentially preserved, but the high frequency vibration visible in Figure 3.7 has been suppressed.

It is noted that the output from the feedback controller was scaled down when the open-loop con-

troller was active, by an amount proportional to uOL, in the cases where the controller was required

to actuate a sudden change in bow speed. “Turning down” the feedback controller was necessary in

these cases because the feedback controller otherwise resists the open-loop controller, particularly

when uOL starts before time t= 0 (as shown for example in Figure 3.6).

3.1.5 THE WORST CASE

The most difficult type of demand signal for the speed controller to follow is a jump in bow speed,

and the largest amount of bow speed is determined by the ratio of the length of the bow to the time

needed to take meaningful measurements. Given the geometry of this problem, and the nature of

the measurements taken, the largest jump in bow speed that the bowing machine would be expected

to achieve is 0.6 m/s.

The electric motor used to actuate bow motion can deliver enough force to accelerate the bow at

a rate of up to 18 m/s2, and the controller has a rise time of around 0.01 s, which means that the

controller will saturate for speeds greater than approximately 0.18 m/s. The largest required bow
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speed, 0.6 m/s, will certainly therefore cause saturation, and it was proposed in Section 3.1.2 that

even under these circumstances the bow speed should not overshoot by more than 10%.
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Figure 3.9: Response of the modified controller, including open-loop and feedback compensation,
to a large step (of 0.6 m/s) in the bow speed demand signal; (b) shows the bow speed (both demand
and response), and (a) shows the corresponding bow position. This figure represents the worst case
scenario for the bowing machine, since a jump of 0.6 m/s is the most demanding possible demand
signal. Comparison with Figure 3.3 reveals the effectiveness of the measures described to improve
upon the feedback controller described in the previous chapter; the rise time is now quicker, and the
overshoot is far smaller.

The response of the bowing machine to this most extreme demand signal is shown in Figure 3.9. It

shows a period of saturation of around 0.03 s, followed by an overshoot in velocity of 8.8%, which

is within the target set in Section 3.1.2.

3.2 PERFORMANCE OF FORCE CONTROLLER

The resonant frequencies of the perspex rod (used in place of a bow) were raised by maximizing

its stiffness and lowering its inertia, under the premise that the feedback controller used to govern

the bow-string contact force could thus be simplified. The performance capabilities of the resulting

design are examined in this chapter. It will be seen that the force controller is affected by rapid

changes in bow position, although measures are presented which were used to combat this effect.

3.2.1 FORCE CONTROLLER STEP RESPONSE

A measure of the performance of the feedback compensator used to control bow force is the closed

loop step response. A force transducer was constructed to directly measure the bow force especially

for this purpose, to confirm the indirect measurements from the strain gauges in the bow assembly.

The force transducer, positioned temporarily in the place of the violin or cello, was designed such
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that its output signal was proportional to normal force but independent of tangential components

of bow force; a diagram of this force transducer is shown in Figure 3.10.
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Figure 3.10: Force transducer used to validate the force controller, consisting of a thin-walled alu-
minium tube with strain gauges. The position of the strain gauges and the aspect ratio of the tube allow
the gauges to be connected together in such a way that only normal forces, and not tangential forces,
influence the measurement. This force transducer is used in the place of the violin (or cello), to validate
indirect measurements of the force controller.

Figure 3.11 shows the step response of the force controller, measured firstly using the force trans-

ducer, and secondly using the indirect method described by Equation (2.7). Both measurements

agree with each other, suggesting that Equation (2.7) is sufficiently accurate for monitoring the

bow/string contact force. The response time of the feedback controller is, from Figure 3.11, ap-

proximately 0.1 s.

3.2.2 MAINTAINING CONSTANT FORCE DURING POSITION VARIATION

The purpose of the force controller is to calculate the appropriate level of strain gauge signal at the

current contact location for the required level of bow/string contact force using Equation (2.7), and

to use feedback control to ensure that the strain matches this demand. Recalling that the amount of

strain required is inversely proportional to the distance, ρ, from the strain gauge to the string, as the

bow is moved in the “down-bow” direction (i.e. ρ increasing) the strain must increase. Inevitably,

the finite bandwidth of the feedback loop means that there is a delay when responding to changes

in contact location; hence a gradual increase in ρ would lead to a deficit in contact force, and vice

versa. The extent, ∆, of this time delay can be shown [72, §4.3.1] to be

∆ =
1

lim
ω→0

(
jωP (jω)C(jω)

) , (3.4)
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Figure 3.11: Step response of the feedback compensator used to control the bow/string contact force.
The demand signal and the response (both directly measured using the force transducer described in
Figure 3.10 and deduced using Equation (2.7)) are shown. The response time of the force controller,
apparent from both measurements, is approximately 0.1 s.

which in this case (see Section 2.2.2) equals 0.044± 0.005 s. For the case where the force demand

signal, r, is constant, the block diagram in Figure 2.8 can be used to show that

normal force
demand signal

=
N(t)

r
≈ ρ(t−∆)

ρ(t)
≈ ρ(t)− ρ̇∆

ρ(t)
, (3.5)

where ρ(t) is the distance from the contact point to the strain gauge at time t. So for example if

ρ(t)= 0.25 m and ρ̇= 0.2 m/s, then N(t)/r= 0.965± 0.004, suggesting that one might expect an

error of approximately 3.5%.

The actual situation is shown in Figure 3.12, which shows the bow force (deduced using Equation

(2.7)) as the bow accelerates from rest at a rate of 2.71 m/s2, alongside the predictions of Equation

(3.5). The time-lag model predicts the correct trend, and correct order-of-magnitude values, for

the deficit in bow force caused by the “down-bow”. (The minor differences between prediction

and measurement in Figure 3.12 arise from the fact that Equation (3.5) strictly only applies when
d2

dt2
(strain demand signal) ¿ d

dt
(strain demand signal)/∆, i.e. when ρ̈ ¿ ρ̇/∆, as well as the

severity of the acceleration (2.71 m/s2 is considered large), which causes the first mode of vibration

of the perspex rod to be slightly excited.)

USING POSITION PREDICTIONS TO IMPROVE FORCE CONTROL

To counter-balance the delay associated with the feedback loop and thereby hold the force constant

in the face of position variation, we can predict the position of the bow when calculating the strain
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Figure 3.12: The effect of bow speed (top plot) on the bow/string contact force (bottom plot) when
only the feedback controller of page 37 is used to control force; the finite bandwidth (and hence time
delay) of the feedback controller is apparent from the error in contact force at larger bow speeds. Note,
bow force in this figure is calculated from the strain gauge signal using Equation (2.7), which applies
for frequencies below the first natural frequency of the rod. The predicted bow force is calculated using
Equation (3.5), which is seen in this figure to adequately describe the effect of contact position on bow
force.

demand signal. Position can be readily predicted, since it is actively controlled using the same

digital signal processor as force; hence we can calculate the strain demand signal based on the

bow’s position a time ∆p in the future. It was found that replacing ρ(t) in Equation (2.7) with

a first order Taylor expansion for ρ(t+∆p), i.e. ρ+ ρ̇∆p, was a sufficiently effective method of

executing this strategy.

Figure 3.13 shows the improvement in performance caused by implementing this scheme for three

different values of ∆p, with the case ∆p= 0 (as in Figure 3.12) included for reference. As ex-

pected, increasing ∆p reduces the deficit in contact force until, for values greater than around 0.1,

the deficit is reversed and becomes an surplus. Following trial and error tests under a range of

conditions, the value ∆p= 0.06 s was chosen for the final design. The resulting percentage error in

bow force with this value was found to remain less than approximately 0.2% for all of the operating

conditions used in subsequent experimental work.

The resulting level of performance is within the standards set by solutions to similar problems in

the control literature [67, Fig.13(a)], and satisfies the overall objectives of Section 2.2.1.
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Figure 3.13: Demonstration of the strategy used to nullify the effect of position variation (top) on
bow/string contact force (bottom), for three non-zero values of ∆p. Setting ∆p= 0.06 s was found to
be the best compromise under a wide range of conditions. In this figure as in Figure 3.12, contact force
was deduced from the strain gauge signal using Equation (2.7).

3.3 SUMMARY: COMBINED PERFORMANCE

The performance of the bowing machine’s feedback controllers, one to control the bow/string

normal contact force, the other to control the bow speed, has been studied in this chapter. Although

they alone already control the bow as quickly and accurately as a human string player, the hardware

used by the bowing machine is theoretically capable of an even higher level of performance.

Various ad-hoc strategies have been employed to boost the performance of the speed and force

controllers. To improve speed control, an open-loop controller was implemented in parallel with

the existing feedback controller, measures were taken to limit the effects of controller windup,

and the feedback controller was modified to reflect a compromise between bandwidth and distur-

bance rejection. To improve bow/string force control, a pre-compensator was implemented which

anticipates the demand signal by an amount associated with the time delay of the controller.

The bowing machine should ideally be able to execute the same bowing gestures that computational

simulations have been based on. Traditionally the bow velocity and bow/string contact force have

been assumed to “switch on”, with the string initially at rest; in practice this requires the speed to

increase suddenly from zero. With the feedback compensators described in the previous chapter,
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and the various additional strategies described in this chapter, the bowing machine has been shown

to be capable of changing the bow speed in around 0.01 s, which is of the order of a single period

of transverse string vibration, and very close to the limit of what is possible given the hardware

used by the bowing machine. The more recently popular “constant acceleration bowing gesture” is

naturally easier to execute in practice, and has been shown to be readily achievable by the bowing

machine.

Applications of this bowing machine are numerous, ranging from theory validation studies to so-

phisticated playability measurements. In the next chapter, a wide range of measurements made

using this machine will be presented, that will subsequently be compared with the nominally sim-

ilar simulation results.
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Chapter 4

EXPERIMENTS WITH RIGID POINT BOW

INTRODUCTION

Experimental results are presented in this chapter, which are intended to demonstrate the general

vibrational behaviour of the string when it is bowed by the automatic bowing machine, with a

perspex rod in place of a bow.

Following a description of the method used to acquire and process experimental data, measure-

ments of the range of bowing gestures that lead to the production of Helmholtz motion are pre-

sented. These include the first ever experimental measurements of a “Schelleng diagram” (see

page 20) and of a “Guettler diagram” (i.e. a plot of pre-Helmholtz motion delay in the bow force

vs. acceleration plane — see page 21), and a map of vibration waveform in the bow force vs. bow

velocity plane. To probe at the detailed behaviour of the bowed string, several individual string

vibration measurements are presented and analyzed.

All experimental results in this chapter were measured with the bow replaced by the stiffened per-

spex rod, as described on page 47. Correspondingly, the nominally similar simulations presented in

the next chapter ignore the effects of the finite width and compliance of ribbons of bow hair. This

simplifying assumption is abandoned in Chapter 7, in which the same experiments are repeated

with a real bow.
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CHAPTER 4 4.1. EXPERIMENTAL SETUP

4.1 EXPERIMENTAL SETUP

The method of using the automatic bowing machine to investigate the transient vibration of the

string is described in this section. All results in this chapter were generated with the perspex rod

described on page 47 in place of an actual bow, to achieve the “rigid point contact” model used in

most previous simulations; as such, effects caused by the finite width and compliance of bow hair

can be ignored.

DESCRIPTION OF CELLO AND STRING USED IN EXPERIMENT

The bowing machine described in previous chapters can play any member of the stringed instru-

ment family including violins, violas or cellos. A full-sized cello (with a flat metal wrapped

stranded nylon core Thomastik “Dominant” D string in particular) was chosen for use in the bow-

ing machine for three reasons:

(1) The comparatively large size of cellos makes the spatial tolerance of, for example, the dis-

tance from the bow to the bridge greater than it would be for a violin.

(2) Cello strings vibrate at a lower frequency than violin strings, allowing the bandwidth of the

data acquisition hardware used to record the vibration of the string to be be lower.

(3) The torsional and transverse impedances, wave speeds and damping factors of a Thomastik

“Dominant” cello D-string were measured by past researchers [21, 27]; this data can be used

by simulations of the bowed string designed to be as similar to experiment as possible.

The cello is supported by a steel and wooden frame, with foam pads to simulate a player’s knees as

shown in Figure 4.1; the cello is thus held in roughly the same way as it would be by a human cello

player. The cello can be rotated in the frame in order to present the required string for bowing, and

moved vertically using screw jacks in order that the bow meets the string at the required distance

from the bridge (hence fixing β). The bow-bridge distance can be adjusted to within approximately

± 0.5 mm, such that all recorded values of β are accurate to within ± 0.0007. When in use, the

cello is aligned such that its strings are perpendicular to the plane containing the bow speed and

normal force vectors.

METHOD OF APPLICATION OF ROSIN

The results in this chapter were generated with a perspex rod used in place of a conventional bow.

The rod was rosined by rubbing it with a block of rosin with a semi-cylindrical groove cut along its

length to fit the outside of the rod. It was found that the rubbing action was sufficient on its own to

transfer a layer of rosin onto the surface of the rod, as it would be with an ordinary bow. Following

a fresh coating of rosin, it was found that two or three minutes of long bow strokes was sufficient
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Figure 4.1: Diagram of the apparatus used to hold the cello as it is played. The configuration of the
bowing machine relative to the cello is shown in Figure 2.15.

to “play in” the new rosin: the contact between the rod and the string leaves a visible track along

the rod, approximately 0.5 mm wide, which has less rosin than the rest of the surface of the rod.

The rosin used in all experiments described in this chapter is Hidersine “Junior” Violin Rosin, No.

12 V.

4.2 BRIDGE FORCE MEASUREMENT

The vibration response of the bowed string was measured using a piezo-electric force transducer

located in the bridge under the string (after Reinicke [9]). The piezo-electric crystals are aligned

such that they are only sensitive to the component of the string’s tension in the transverse direction,

as illustrated in Figure 4.2. This quantity, referred to as the “bridge force”, is intuitively important

because it is this time-varying force that excites the bridge, and in turn the body of the instrument,

to produce sound waves. (The strings themselves act as dipoles and are narrow compared to the

wavelength of the sound waves of relevant frequency, and are hence virtually silent). Also, each

vibration regime (e.g. Helmholtz motion or double slipping motion) causes a unique pattern in the

bridge force waveform, making it possible to detect whether or not Helmholtz motion has been
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achieved at any given instant: these unique patterns will be reviewed in the next section.

to bridge force

PSfrag replacements

“Bridge
force”

Bow

String String
tension

Bridge
Piezo sensor: output is proportional

to bridge force

Figure 4.2: Piezo-electric force transducer mounted in the bridge of the cello; the piezo-electric crys-
tals are aligned such that only the component of the string’s tension in the transverse direction parallel
to the bow, the “bridge force”, is detected.

The output from the piezo-electric sensor is fed to a Birchall CA/04/NH charge amplifier with

a low-pass cut-off frequency 0.53 Hz (measured) and a high-pass cut-off frequency 100 kHz (as

quoted by the manufacturer). The mass of the sensor is sufficiently small that its effect on the

vibration of the bridge (and the string) may be ignored.

4.2.1 DATA ACQUISITION

Bridge force data, after being amplified by the charge amplifier, was input to a PC using a NI 6024E

data acquisition device. The sampling rate for all measurements was 10 kHz, except for those

shown in Figure 4.34, where in order to capture some very fine details it was 160 kHz. The analog-

to-digital converter of the data acquisition device allowed bridge force to be measured in steps

of 0.009 N. The NI 6024E device gathers data into a circular buffer, allowing the timing of each

measurement to be coordinated with the bowing machine using a pre-triggering technique: each

time the bowing machine begins a bowing gesture, it sends a trigger signal to the data acquisition

system, which records and saves the bridge force for 0.25 s following the trigger, and saves the

bridge force that it had recorded during the 0.1 s preceding the trigger.
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MAINS ELECTRICITY PICKUP

In cases where the trigger pulse coincides with the start of the string motion, the bridge force

acquired during the 0.1 s preceding the trigger is theoretically zero. In practice however, the bridge

force is subject to mains electricity leakage, appearing equally in the portions of bridge force before

and after the trigger pulse. Hence, the extent of the mains electricity leakage is measured in the

0.1 s of pre-trigger data as a periodic disturbance whose fundamental frequency is 50 Hz. The

result is then subtracted from the rest of the bridge force data after the trigger pulse.

It is noted, however, that this technique is only feasible in cases where the string is at rest before

the trigger pulse; it was therefore used in all of the measurements presented in Sections 4.3.2 and

4.3.3, but in none of the measurements presented in Section 4.3.1.

RESET POSITION OF STRING BEFORE MEASUREMENT

Virtually all simulations assume that the string has no displacement at the start of every bowing

gesture. In practice however, the bowing machine pulls the string aside as it moves into the required

starting position for each measurement. Hence, each time the bow reaches the relevant starting

position, it is lifted off the string for a half of a second, giving the string a chance to spring back

to its equilibrium position. After placing the bow back on the string, the bowing machine waits

for a period of around five or ten seconds before starting the next bowing gesture. This is for

two reasons: it allows enough time for the PC to finish processing the data from the previous

measurement, and it ensures that the bow has had time to come to rest after being lifted off the

string, as the bow often bounces slightly after being placed back on the string.

4.2.2 BRIDGE FORCE “SIGNATURE” WAVEFORMS

Before describing the algorithm used to measure the time taken to produce Helmholtz motion, it

is helpful to review the different types of motion which can occur, and their distinctive appear-

ances in the bridge force signal. The list below summarizes the most common types of motion,

corresponding to the plots of bridge force shown in Figures 4.3 (a)–(f):

Helmholtz motion: One slip per period, corresponding to a single “Helmholtz corner” travelling

back and forth along the string (see Figure 1.1). Whenever the Helmholtz corner reflects

from the bridge, the bridge force abruptly drops, following which it gradually rises back up

again (c.f. also Figure 4.2). Hence, the bridge force waveform associated with Helmholtz

motion is a saw-tooth wave.

Multiple slipping motion: More than one slip per period, equivalent to multiple Helmholtz mo-

tions superimposed on each other; hence there are multiple “Helmholtz corners” travelling
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Figure 4.3: Typical examples of the six most common types of motion seen in experiment. (a) Helm-
holtz motion manifests itself as a saw-tooth wave; (b) double slipping motion as a double saw-tooth
wave; (c) raucous motion as a prolonged or irregular saw-tooth wave; (d) constant slipping as a gen-
erally flat and featureless signal; e) S-motion as very large ripples superimposed on a saw-tooth wave;
and (f) multiple flyback motion as a saw-tooth wave with two (or sometimes more) flybacks. The hor-
izontal scales of the above plots are the same, although the vertical scales are not. “Schelleng ripples”
[16, §II.J], of period βT , can be seen for example in (b), in which βT = 0.544 ms.
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back and forth along the string. When each corner reflects from the bridge, it causes the

bridge force to abruptly drop, and hence the resulting motion is a “multiple saw-tooth wave”.

Double slipping is one example of multiple slipping.

Raucous motion: Non-periodic motion, in which the Helmholtz corner is prevented from smoothly

passing the bowing point due to an excessive bow force. The bridge force waveform asso-

ciated with raucous motion is an elongated and enlarged, and usually irregular, saw-tooth

wave. Occasionally the bow force falls within a certain range whereby the Helmholtz corner

repeatedly passes the bow at the second attempt; i.e. it reflects back towards the finger the

first time it meets the bow, but is sufficiently strong to induce slipping (and hence pass the

bow) when it next reaches the bow. Such cases have been classified as “Anomalous Low Fre-

quency” motion [76, 77] (see also [78, Fig.T14]), since the stick-slip triggering is periodic

but less frequent than it would be for Helmholtz motion.

Constant slipping motion: Complete absence of sticking, which occurs when the bow force is

very low.

S-motion: One stick and slip per period (as with Helmholtz motion) and hence one main Helm-

holtz corner, but with large ripples also present on the string. These ripples typically exist

only when the bow is placed near a nodal point of one of the first few modes of the string —

hence β must be approximately an integer ratio [60, 79]. If the bow is placed near a nodal

point of the nth transverse mode of the string, then the ripples will comprise contributions

from the nth, 2nth, 3nth, etc. harmonics of the string. It can be shown [60, 79] that this mo-

tion is equivalent to the presence of n+ 1 Helmholtz corners, and hence equivalent to one of

Raman’s “higher types” [2].

Multiple flyback motion: Two sticks and slips per period, but three Helmholtz corners instead of

two, where all three corners are of the same magnitude, but where the middle corner is of

the opposite sign as the outer two. The time delay between the first and second corners, and

between the second and third corners, is βT/2. Hence the string deforms into a “W” shape

rather than the “V” shape associated with Helmholtz motion. With this arrangement, the first

corner induces slipping when it passes the bowing point travelling towards the bridge, where-

as the second corner (of opposite sign) induces sticking when it passes the bowing point

travelling towards the bridge. The third corner meets the bowing point travelling towards the

bridge as the first corner meets the bowing point having just reflected from the bridge, and

so the first and third waves cancel each other out at the bowing point and reflect from the

bow. The state of sticking is hence preserved, until the second wave reflects from the bridge

and passes the bowing point; the string continues to slip until the third wave has also passed

the bowing point, having now reflected twice from the bridge. This general pattern is best

understood by considering a space-time diagram, as illustrated by McIntyre and Woodhouse

[50]. A similar pattern occurs when there are five or seven corners of equal magnitude and

alternating sign, separated by a time lag of βT/2, with the outer pairs always responsible for

causing the string to slip; in all such cases there are only two sticks and slips per period.
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An illustrative example of the bridge force waveform corresponding to each of the above types

of motion is shown in Figure 4.3. The upwards-sloping portions of bridge force in the first three,

corresponding to episodes of sticking, can be shown [22, §3.4] to increase at a nominal rate of

2vbZT/βT Newtons per second, where ZT is the transverse impedance of the string (equal to the

square root of the product of string tension and mass per unit length). “Schelleng’s ripples” [16,

§II.J] are evident in Figures 4.3(a)–(c); they are the result of vibration of the portion of string

between the bow and the bridge during sticking [22, Fig.6.8].

Although there are other types of motion not mentioned above which exist (such as “Helmholtz

crumples” [2] or “whistling” [80]), those which are most commonly seen in experiment are listed

above. Indeed, the automatic pattern recognition algorithm described in the next section only looks

for these five types of motion.

4.2.3 STRING VIBRATION WAVEFORM IDENTIFICATION ALGORITHM

Clearly, the bridge force waveforms associated with each of the types of motion listed above are

distinctive, and it is nearly always possible to judge which motion has occurred by simply looking

at the bridge force with the naked eye. However, to ensure that the same judgement is made

for both simulated and experimental waveforms, an automatic pattern recognition algorithm has

been developed, based on the algorithm described by Woodhouse [21, App.]. The procedure for

evaluating the type of motion is essentially as follows:

• The rate of increase of the bridge force during sticking is proportional to bow speed, vb(t),

and so to normalize the bridge force, it is firstly scaled by a factor vknown/vb(t), where vknown

is a known velocity (say 1 m/s); all upwards-sloping regions of bridge force subsequently

have the same slope, 2 vknownZT/βT .

• The function (2 vknownZT/βT ) × t is subtracted from the bridge force, to make the regions

corresponding to episodes of sticking horizontal instead of upwards-sloping; the resulting

waveform resembles a “staircase”. The grey line in Figure 4.4(a) shows a typical example.

• The possibility of S-motion is accounted for at this point by searching for any instances

where the bridge force rapidly rises back up again after having fallen. Noting the difference

between Figures 4.3(a) and 4.3(e), S-motion causes the staircase-like function to periodically

rise and fall in between times of slips (or “steps” in the staircase).

• To reduce the magnitude of the Schelleng ripples, the staircase-like signal is digitally filtered

using a rectangular filter, whose duration, βT , is theoretically the same as one Schelleng

ripple. Thus, the new signal is the average of the old signal over the last βT seconds, so as

to produce a smoothed version of the “staircase” waveform. The black line in Figure 4.4(a)

shows a typical example, which can be compared with the accompanying grey line.
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Figure 4.4: Typical output from the string vibration waveform identification algorithm. (a) shows
the same bridge force waveform that was shown in Figure 4.3(a), after having been normalized and
“de-trended” as described in the text; the gray and black lines show the result before and after being
filtered, respectively. (b) shows the histogram of the data, with the same vertical scale; the three peaks
in the histogram correspond to the three “steps of the staircase” in (a). The dashed gray line in (b)
indicates the threshold which the algorithm uses to decide whether or not the peak is large, and hence
whether there has been a significant sticking episode. If the spacing between the peaks is uniform, and
approximately equal to 2 vknownZT /β, then the waveform is Helmholtz motion, as indeed it is in this
case. If the spacing between peaks is less than 2 vknownZT /β then it is multiple slipping motion, and
if it is more then it is raucous motion. A total absence of peaks indicates constant slipping motion.
The data in this figure corresponds to Helmholtz motion, and may be compared with Figure 4.5, which
shows double slipping.

• A histogram of the resulting waveform is calculated; each “stair of the staircase” causes a

peak in the histogram, as shown for example by the black line in Figure 4.4(b). Peaks are

formally defined as any part of the histogram that exceeds some threshold ht, indicated by

the dashed grey line in Figure 4.4(b).

• The spacing between the peaks of the histogram is hence the magnitude of the “fly-back”,

which for Helmholtz motion is theoretically equal to 2 vknownZT/β. Hence, if the spacing

between consecutive peaks is significantly less than this quantity then the motion is deemed

to be multiple slipping motion. If the spacing is significantly more than 2 vknownZT/β and

the peak is itself particularly large then the motion is deemed to be “raucous motion”. An

example of double slipping motion is shown in Figure 4.5, and may be compared with Figure

4.4, which shows Helmholtz motion.

• Multiple flyback motion, which comprises two slips per period, causes a small peak in the

histogram halfway between each consecutive pair of large peaks, because the digital filtering

smooths the multiple flybacks into a steady value, and all episodes of steady values cause

peaks in the histogram. Multiple flyback motion is therefore classified by the algorithm at
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Figure 4.5: Output from the string vibration waveform identification algorithm, when the string is in
double slipping motion. Hence, while Figure 4.4 shows results from Helmholtz motion, this figure
shows the histogram pattern associated with the double saw-tooth waveform of double slipping: in
particular, the histogram contains twice as many peaks. The identification algorithm would treat this
increased density of peaks as evidence of multiple slipping.

0 5 10 15 20

−35

−30

−25

−20

(a)

0

−35

−30

−25

−20

(b)

PSfrag replacements

ht

V
al

ue
of

“d
e-

tr
en

de
d”

br
id

ge
fo

rc
e

(N
)

Time (ms) Histogram

Figure 4.6: Output from the string vibration waveform identification algorithm, when the string is
in multiple flyback motion. The most noticeable feature of this example is the effect of the digital
filtering: the large ripples (whose period is approximately βT ) are approximately smoothed out. Two
peaks in the histogram are clearly caused by the bridge force waveform per period, and as such the
identification algorithm would treat this as multiple slipping.
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this point as multiple slipping motion. A typical histogram from multiple flyback motion is

shown in Figure 4.6.

• Frequently, the string will stick and slip once per period (i.e. exhibit Helmholtz motion) for

a short period of time before lapsing into a different vibration regime; hence it is insufficient

to conclude that Helmholtz motion has been permanently established as soon as it has been

identified for the first time in a bridge force waveform. Permanent Helmholtz motion is

therefore only deemed to have been achieved if each of the remaining peaks in the histogram

is of the correct spacing and magnitude for Helmholtz motion.

Several special cases, too numerous to list, were found which the above algorithm failed to deal

with correctly, and for each of which a necessary modification was made to the spotting procedure.

The resulting waveform identification algorithm was found to evaluate the time taken to achieve

Helmholtz motion as accurately as any experienced human could at least 99% of the time, in both

experimental and simulated waveforms.

EXAMPLES OF THE USE OF THE ALGORITHM

Three illustrative examples of the use of the “spotting algorithm” are shown in Figures 4.7, 4.8

and 4.9. In each case, the time of first slip is indicated by a vertical dashed line, the type of string

motion is indicated by an appropriate symbol (“2” denotes Helmholtz motion, “×” denotes double

slipping, and “+” denotes raucous motion), and the end of the pre-Helmholtz motion transient is

indicated by a vertical arrow.
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Figure 4.7: The output from the string vibration regime identification algorithm, over the course of
an entire vibration transient. The algorithm has plotted an “×” symbol at the times where it detected
multiple slipping, and a “2” symbol at times where it detected Helmholtz motion. Accordingly, it has
plotted a vertical arrow at the time (0.1028 s) where the pre-Helmholtz motion transient concluded.
The vertical dashed line indicates the time of first slip (0.0307 s), which is also automatically detected
by the algorithm. Hence, the time taken to achieve Helmholtz motion, relative to the first slip, is
0.072 s in this case. This concurs with the visible pattern of saw-tooth and double saw-tooth waves in
the bridge force waveform.
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Figure 4.8: Another example of the output of the identification algorithm. The vibration transient
shown here, like the one shown in Figure 4.7, consists of a combination of double slipping and Helm-
holtz motion. However, in this case, the string swaps between the two types of motion a number of
times. Throughout the transient, the algorithm has plotted the correct symbols (× for multiple slipping
and 2 for Helmholtz motion), and has appropriately waited until 0.1387 s to plot the vertical arrow that
indicates the time when Helmholtz motion has been permanently achieved.
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Figure 4.9: Another example of the output of the identification algorithm. In this case, the vibration
transient begins with a brief episode of raucous motion, evidenced by the prolonged period of unin-
terrupted sticking just after the first slip. This brief occurrence of raucous motion was successfully
detected by the algorithm, which uses the symbol “+” to indicate raucous motion: there are two +’s at
the appropriate time of around 0.062 s. Subsequently, the algorithm is again successful in waiting until
the entire pre-Helmholtz motion transient has concluded before plotting the vertical arrow, at 0.1790 s.

Each of the three examples shown demonstrates a different aspect of the algorithm. Figure 4.7

illustrates the general principle of locating the time of the first slip, searching through the remainder

of the bridge force waveform to find occurrences of Helmholtz motion, and denoting the “pre-

Helmholtz transient length” as being the time delay between the first slip and the time where

Helmholtz motion has been found. Figure 4.8 demonstrates the ability of the algorithm to wait

until Helmholtz motion has been permanently established before coming to the conclusion that the

pre-Helmholtz transient has concluded. Figure 4.9 shows the spotter’s ability to identify the correct

string motion in cases where several different types of motion occur; in Figure 4.9, the string

undergoes raucous motion, Helmholtz motion, multiple slipping motion, and finally Helmholtz

motion again, with the algorithm correctly diagnosing the motion in each case.
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USING PERIODICITY FOR STEADY STATE WAVEFORMS

In cases where the string has been given sufficient time to settle into a steady state vibration wave-

form, it is illuminating to examine the detailed response of the string at high bow force. It becomes

clear that a number of different things may go wrong with Helmholtz motion, any of which would

sound unacceptable in a musical context, and in that sense determine a “maximum bow force”.

Some examples are:

• Prolonged sticking, sometimes leading to Anomalous Low Frequency motion [76, 77].

• Non-uniformity of slips, or of flybacks in the bridge force. Often, sticking resumes prema-

turely, i.e. before the Helmholtz corner has completed its round trip to the bridge, due to a

large bow force; this has the knock-on effect of making the next slip particularly large, hence

increasing the magnitude of the next flyback in the bridge force. This type of chain of events

was frequently observed in experiment to produce an audibly “noisy” sound from the cello.

• If a bow of finite width is used, then according to McIntyre et al. [34] the growth of excessive

“spikes” in the bridge force due to differential slipping (see page 12) causes an audible

“fuzzy” noise.
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Figure 4.10: Two examples of string vibration waveforms that qualify as “raucous motion” due to a
lack of periodicity rather than any particularly prolonged sticking periods. The waveform shown in (a)
is visibly non-periodic, whereas the waveform in (b) is less so, but both are audibly “noisy”, and were
classified as “raucous” by the vibration regime identification algorithm.

Consequently, in steady state vibration measurements, the string vibration identification algorithm

measures the periodicity of the waveform (by computing its autocorrelation function [81, §11.7]),

and dismisses the motion as “raucous” if it is not sufficiently periodic, or if the period length is
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sufficiently different from the fundamental period of the string. Two examples of audibly non-

periodic waveforms are shown in Figure 4.10, which were classed as “raucous” by the algorithm.

The first example, in Figure 4.10(a), is visibly non-periodic; whereas the second example, in Figure

4.10(b), suffers from a lack of uniformity of flybacks.

4.3 MAPS OF VIBRATION WAVEFORM

In this section, the pattern recognition algorithm described previously is used to explore the range

of bowing gestures that are compatible with the production of Helmholtz motion. The first pa-

rameter space to be explored is the bow force vs. bow position plane, as suggested originally by

Schelleng [16].

4.3.1 SCHELLENG DIAGRAM: VIBRATION REGIME IN THE N -β PLANE

METHOD

In keeping with Schelleng’s original intentions, the bowing machine was used to establish an initial

condition of Helmholtz motion, before bowing steadily to observe whether Helmholtz motion

could be sustained at a given combination of bow speed, bow force and bow position. Hence,

to generate a single data point on the Schelleng diagram, the bowing machine performs a quasi-

martelé bowing attack and then holds a constant bow force and speed: the bow is initially pressed

into the string while being accelerated from rest, then pulled away and accelerated further until

the required force and velocity have been obtained, and finally held at this force and velocity for

two seconds. Whilst in every case the steady bowing speed vb was set to 0.05 m/s, the steady bow

force N and bow position β were incremented in twenty logarithmically-spaced steps each. This

scheme of varying bow force and bow speed with time is illustrated in Figure 4.11.

At the end of each two second period of steady bowing, the bridge force was measured for a tenth

of a second, and the string motion identification algorithm was used to deduce the string’s vibration

regime. It was found in all cases that two seconds was a sufficient amount of time for the string to

settle into a steady state motion, and so the algorithm was able to treat periodicity as a pre-requisite

for Helmholtz motion as discussed previously. At the start of each bowing gesture, it was ensured

that the string achieved one stick and one slip per period by the start of the two seconds of steady

bowing, although in some cases this required slight adjustments to the force and velocity profiles

shown in Figure 4.11. However, although periodic sticking and slipping was ensured in all cases,

no bowing scheme was found that could reliably avoid the creation of S-motion in preference to

Helmholtz motion (both of which involve a single stick and slip per period). Hence, many cases in

which S-motion was reported were unintentionally initiated with S-motion instead of Helmholtz

motion.
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Figure 4.11: Illustration of the bowing gesture used by the bowing machine to generate each point in
the Schelleng diagram. For the first 0.4 seconds, the bow is pressed firmly against the string with a low
bow speed in order to achieve Helmholtz motion; then the force and speed are adjusted to their steady
state values, and held at these values for two seconds. The bridge force is monitored only at the end
of this time, to see whether Helmholtz motion has withstood the two seconds of steady bowing. In the
case shown here, the steady state value of bow force is 0.857 N, whilst in all cases a steady bowing
speed of 0.05 N was used. For the duration of each bowing gesture, β is constant.

RESULTS

The resulting “Schelleng diagram” is shown in Figures 4.12 and 4.13. In Figure 4.12, the combi-

nations of bow force and bow position which allowed Helmholtz motion to be sustained through

steady bowing are indicated by white pixels at the corresponding position in the N vs. β plane;

grey pixels indicate that the string exhibited S-motion, and black pixels indicate either raucous

motion or multiple/constant slipping. Figure 4.13 shows the same data plotted using the symbolic

convention of Woodhouse [21]: the result of each measurement is represented by a symbol, with

squares (2) denoting Helmholtz motion, crosses (×) denoting multiple slipping motion, pluses (+)

denoting raucous motion, dots (·) denoting constant slipping, and stars (F) denoting S-motion.

Thus, while Figure 4.12 is somewhat clearer, Figure 4.13 provides more detail.

The general structure of this Schelleng diagram is qualitatively similar to the predictions of Schel-

leng himself (see page 20). There is a coherent region of Helmholtz motion in the centre of the

plot, bordered by raucous motion (at larger forces) and multiple slipping (at lower forces). This is

summarized by the schematic illustration of the experimental results in Figure 4.14.

In addition however, there are three “columns” of S-motion interspersed in the upper-right corner
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Figure 4.12: Schelleng diagram, from experimental measurements. Here, the shade of a given pixel
indicates whether Helmholtz motion was sustainable at the combination of force and position corre-
sponding to the position of the pixel. White pixels indicate that Helmholtz motion was still in evidence
at the end of the steady bowing period (see Figure 4.11); black pixels indicate that it was not; and grey
pixels indicate that S-motion was observed. All black pixels above the central white region correspond
to raucous motion, and all black pixels below the white region correspond to what players refer to as
“surface sound”, i.e. multiple slipping or constant slipping. The bow speed is 0.05 m/s in all cases.
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Figure 4.13: Schelleng diagram from experimental measurements, with string vibration regime indi-
cated by symbols. Squares (2) indicate that Helmholtz motion was sustained throughout the period
of steady bowing; crosses (×) indicate that the string lapsed into multiple slipping motion; pluses (+)
indicate raucous motion; dots (·) indicate constant slipping; and stars (F) indicate S-motion.

of the plot; the columns are located at values of β that are close to 1/12, 1/8, and 1/6. It is

interesting to compare this pattern with the “refined Schelleng diagram” proposed by McIntyre

and Woodhouse [50]. McIntyre and Woodhouse successfully predicted the existence of columns

of S-motion when β is close to an integer ratio, but predicted that these columns would begin

80



CHAPTER 4 4.3. MAPS OF VIBRATION WAVEFORM

at the boundary between Helmholtz motion and raucous motion and extend downwards (i.e. to

lower bow forces). Instead, they appear to start from somewhere slightly below the boundary

between Helmholtz motion and raucous motion, and extend upwards (i.e. to higher bow forces).

This association of S-motion with large bow forces is in accordance with Lawergren’s observation

[60] that one tends to require large bow forces in order to elicit S-motion. Indeed, the fact that

S-motion regions generally extend beyond the maximum bow force limit for Helmholtz motion

is to be expected, if one combines Schelleng’s argument [16] for the breakdown of the periodic

sticking and slipping at large bow forces with Lawergren’s suggestion [60, 79] that the string

slips for a shorter period of time per cycle during S-motion: the shorter slipping time gives rise to a

larger slipping velocity, and hence the velocity wave responsible for inducing slipping has a greater

magnitude, and is thus better equipped to penetrate past the bowing point at large bow forces. This

may be thought of in practice as increasing Schelleng’s maximum bow force limit (described on

page 19) for cases where Helmholtz motion has given way to S-motion.
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Figure 4.14: Schematic illustration of the results presented in Figures 4.12 and 4.13. The boundaries
separating different vibration regimes are represented here by straight lines in around the appropriate
positions. The region labelled “patchy Helmholtz” refers to the unreliability of Helmholtz motion in
the corresponding region of Figures 4.12 and 4.13, which appears visually “speckly”.

It is worthy of note, however, that the scheme used to produce Helmholtz motion as an initial

condition (described in Figure 4.11) was only successful in so far as it produced either Helmholtz

motion or S-motion at the start of any given bowing gesture. Therefore, since Helmholtz motion

was not necessarily strictly established in cases where S-motion was reported, one can not conclude

that Helmholtz motion ever evolved into S-motion. Avoiding S-motion in preference to Helmholtz

motion under all conditions is beyond the capability of the bowing machine used in this project,

because β cannot be varied during a bow stroke; this is probably the method that a human player

would choose.

81



CHAPTER 4 4.3. MAPS OF VIBRATION WAVEFORM

Another visible feature of the results is that the Helmholtz motion region begins to fade into mul-

tiple slipping towards the lower right corner of the Schelleng diagram. This is visible in both Fig-

ures 4.12 and 4.13, and is indicated in the lower-right corner of the sketch in Figure 4.14. While

the boundary between Helmholtz motion and multiple slipping motion is otherwise clear-cut, this

“patchy” region indicates that the boundary is not so well defined at low bow forces.

COMPARING EXPERIMENTAL RESULTS WITH SCHELLENG’S BOW FORCE LIMITS

The upper and lower force limits that Schelleng derived [16] for the sustenance of Helmholtz

motion were cited in Chapter 1 (see page 19). He predicted that the boundary between Helm-

holtz motion and raucous motion — the upper force limit — is proportional to 1/β, and that the

boundary between Helmholtz motion and multiple slipping motion — the lower force limit — is

proportional to 1/β2. Approximate best fit representations of these limits were found to be 0.13/β

and 0.00086/β2 respectively, and are superimposed in Figures 4.15 and 4.16 on the experimental

results shown previously.
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Figure 4.15: Schelleng diagram (same as Figure 4.12), with Schelleng’s force limits superimposed as
diagonal lines. The upper force limit, 0.13/β, and the lower force limit, 0.00086/β, were chosen by
eye to fit the edges of the Helmholtz motion region, which is white in this figure. The proportionality
to 1/β and 1/β2 was proposed by Schelleng (see Equations (1.15) and (1.16) on page 19).

Both limits appear to capture the essence of the Helmholtz motion region of the Schelleng diagram,

although the upper limit is obscured by the appearances of S-motion, and the lower limit eventually

gives way to a different limit defined by the “patchy region” discussed previously. While the

boundary between Helmholtz motion and raucous motion is unclear, and in any case affected by

the vibration identification algorithm’s exact definition of “raucous motion”, the position of the

lower limit can be used to infer the coefficient of Schelleng’s lower force limit. With reference to
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Figure 4.16: Symbolic representation of the Schelleng diagram (same as Figure 4.13), with Schel-
leng’s force limits superimposed as diagonal lines. The upper force limit is proportional to 1/β, the
lower force limit is proportional to 1/β2, and the constants of proportionality are as they were in Figure
4.15.

Equation 1.16 on page 19, we find that:

Z2vb
2λb(µs − µd)β2

∼ 0.00086

β2
. (4.1)

With Z2vb/2 approximately equal to 0.009 kg2 m s−3 in this case, we find that the value of λb(µs − µd)

is of the order of 10 kg s−1. Hence, one would expect the dashpot rate λb to be of the order of

20 N s m−1.

EXAMPLES OF BRIDGE FORCE WAVEFORMS FROM EACH CATEGORY

To illustrate the behaviour of the string in the different regions of the Schelleng diagram defined in

Figure 4.14, a representative sample of the bridge force waveform from each region is presented

in Figures 4.18(a)–(e). The values of N and β for each sample are shown in Figure 4.17.

In Figure 4.18(a), we see the usual saw-tooth waveform of Helmholtz motion; this bridge force

waveform is taken from somewhere near the centre of the Helmholtz motion region of Figure

4.14. In Figure 4.18(b), which shows data from the multiple slipping region, we see an example

of “triple slipping motion”, whereby the three fly-backs in the bridge force correspond to three

slips. In Figure 4.18(c), which shows data from the raucous motion region, we see an example

of non-periodic raucous motion. Differing magnitudes of fly-backs at each slip, as seen in this

example, is the most common source of non-periodicity, and hence the most common reason for

the identification algorithm to label a waveform as raucous motion. In Figure 4.18(d), taken from

near the bottom left corner of the Schelleng diagram, we see a typical example of constant slipping

motion, whereby the string’s motion has faded into an almost sinusoidal waveform. And Figure

83



CHAPTER 4 4.3. MAPS OF VIBRATION WAVEFORM

 0.02  0.03  0.05   0.1
  0.1

  0.2

  0.5

    1

    2

PSfrag replacements

Bow position, β

B
ow

fo
rc

e,
N

(N
)

4.18(a)

4.18(b)

4.18(c)

4.18(d)

4.18(e)

4.19(a)

4.19(b)

Figure 4.17: Location in the N vs. β plane of the force and position used to generate the individual
bridge force waveforms shown in Figures 4.18 and 4.19. Each label in this figure is vertically and hor-
izontally centered over the coordinates of the corresponding waveform. The bow speed was 0.05 m/s
in all of the above cases.

4.18(e) shows a typical example of S-motion, taken from the top of the first of the three “columns”

of S-motion (at β≈ 1/12).

Bridge force waveforms from inside and above the region labelled “patchy Helmholtz” in Figure

4.14 are shown in Figures 4.19 (a) and (b) respectively, plotted with the same vertical scale. Figure

4.19(a) shows a typical example of the breakdown of motion often seen at very low bow forces in

the “patchy Helmholtz” region. Clearly the amplitude of the motion is greatly reduced, with the

upwards-sloping sticking episodes fading into slipping episodes. The amplitude of the motion in

both Figures 4.19(a) and 4.19(b) is very small; even in the latter case the amplitude of transverse

motion at the midpoint of the string is only approximately 0.4 mm.
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Figure 4.18: Examples of bridge force waveforms from each of the regions of the Schelleng diagram,
as denoted in Figure 4.14 (except for the region labelled “patchy Helmholtz”, which is treated sepa-
rately in Figure 4.19). The values of bow force and position for each waveform are given in Figure
4.17, and the bow speed is 0.05 m/s in all cases.
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Figure 4.19: Examples of the bridge force waveforms in and around the region marked “patchy Helm-
holtz” in Figure 4.14. The top plot was deemed to show multiple slipping by the identification algo-
rithm and is hence one of the black pixels in the Schelleng diagram in Figure 4.12, and the bottom plot
is clearly Helmholtz motion. Both have the same value of β, as stated in Figure 4.17.

4.3.2 GUETTLER DIAGRAM: PRE-HELMHOLTZ DURATION IN N -a PLANE

The second parameter space to be considered is the bow force versus bow acceleration plane. The

study of the motion of the string in this plane was suggested by Guettler [45] as being intuitively

important to a player, as discussed on page 21.

RESULTS, FOR DIFFERENT VALUES OF β

With the bow accelerated from rest at a uniform rate a, and the bow force held at a constant value

N by the bowing machine as described in Chapter 3, the algorithm described in Section 4.2.3 was

used to deduce the time delay between the first slip and the onset of Helmholtz motion. For each

measurement, a and N were each assigned one of twenty linearly spaced values, to investigate a

20× 20 grid of points in the N vs. a plane. For each grid of 400 measurements, the distance βL of

the bow from the bridge was kept the same. In the spirit of Guettler himself [45], who was solely

concerned with the occurrence of a single stick and slip per period, the vibration identification

algorithm does not discriminate between Helmholtz motion and S-motion, as both of these types

of motion only involve a single slip per period.

The results are shown, for eight different values of β, in Figure 4.20. Using the same convention as

Guettler [45], the duration of the pre-Helmholtz motion transient at a given combination of N and
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(a) β= 0.0357 (b) β= 0.0449

(c) β= 0.0566 (d) β= 0.0714

(e) β= 0.0899 (f) β= 0.1133

(g) β= 0.1428 (h) β= 0.1800

Figure 4.20: Experimentally measured “Guettler diagrams”, for eight different values of β. In each
plot, the time taken to achieve Helmholtz motion relative to the time of the first slip at a given combi-
nation of bow force and acceleration is given by the shade of the pixel at the corresponding location in
the N vs. a plane. White pixels indicate “perfect transients”, black pixels indicate that it took twenty or
more period lengths to achieve Helmholtz motion, and grey pixels indicate intermediate pre-Helmholtz
motion transient durations. White pixels with crosses (“×”) indicate unsuccessful measurements, as
described in the text. The vertical and horizontal scales of each plot are the same.
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a is indicated by the darkness of the pixel at the corresponding location in the N vs. a plane. White

pixels indicate “perfect transients” (i.e. no delay between the first slip and the onset of Helmholtz

motion), black pixels indicate that there was a delay of twenty period lengths or more between the

first slip and the time when Helmholtz motion was permanently established (twenty period lengths

equals 0.136 s for the cello D-string), and grey pixels indicate an intermediate pre-Helmholtz mo-

tion delay. However, occasionally the force was sufficiently large and the acceleration sufficiently

small that the first slip would not occur until less than twenty period lengths before the end of the

bridge force measurement. In such cases, there is not enough bridge force data to deduce whether

the delay between first slip and Helmholtz motion lasted twenty period lengths. All such cases

are indicated in Figure 4.20 by white pixels with black crosses (“×”). The horizontal and vertical

scales of all eight plots are the same.

The pattern which emerges from Figure 4.20 is that all white or grey pixels, i.e. occurrences of

Helmholtz motion, lie within a “wedge”-like region, whose vertex is somewhere close to the origin.

In general, the black pixels below the “wedge” (i.e. at smaller values of N ) are caused by multiple

or constant slipping, and the black pixels above the wedge (i.e. at larger values of N ) are caused

by raucous motion. Comparing the appearances of Figures 4.20(a)–(h), which are presented in

ascending order of β, it is clear that as β decreases towards zero the size of the wedge shrinks, and

its position shifts upwards. For values of β less than 0.0357, where 0.0357 is the smallest value

shown in Figure 4.20, there are no occurrences of Helmholtz motion at all; for this reason, Guettler

diagrams for β < 0.0357 are not shown.

The notable exception to the gradual upwards shift and steepening of the upper and lower bound-

aries of the light-colored regions as β decreases is the upper limit in Figure 4.20(f). In this case, the

upper limit of the light-colored region is as high as it was in any of the other cases shown in Figure

4.20, even though the value of β is the third largest of the eight values shown. The reason for this

is that the value of β used in Figure 4.20(f), 0.1133, is close to the integer ratio 1/8, which encour-

ages the growth of S-motion; and as seen already in Section 4.3.1, occurrences of S-motion cause

the maximum allowable bow force to increase. Indeed, the middle one of the three “columns” of

S-motion in the Schelleng diagram of Figure 4.12 was centered around β= 0.1133. In the Guettler

diagrams, the vibration classification algorithm did not distinguish between S-motion and Helm-

holtz motion, and as such many of the light-shaded pixels in Figure 4.20(f) are caused by a mixture

of Helmholtz motion and S-motion.

Another conspicuous feature of Figure 4.20 is that Figure 4.20(g) appears to be more “speckly”

than its neighbors, with the light-shaded region interspersed with several black pixels. The vast

majority of these black pixels are caused by an interesting waveform that appears to be a mixture

of S-motion and multiple flyback motion. The bridge force waveforms for this case and for others

are presented in the next section.
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EXAMPLES OF BRIDGE FORCE WAVEFORMS

A typical example of the bridge force waveform corresponding to the mixture of S-motion and

multiple flyback motion seen commonly when β= 0.1428 is shown in Figure 4.21. This particular

waveform was generated with N = 1.579 N, a= 2.215 m/s2, and β= 0.1428, and hence corre-

sponds to one of the black pixels near the centre of Figure 4.20(g). Once it has settled into a steady

state, this pattern of bridge force is similar to many of the cases that appear as black pixels in

Figure 4.20(g), and as such is evidently prone to occurring when β= 0.1428. The exact pattern

itself, shown at a greater level of magnification in Figure 4.21(b), has large ripples that are often

associated with S-motion, but can be seen to slip twice per period. During the shorter of the two

sticking periods, the ripples are larger, causing the waveform to look similar to a multiple flyback

waveform.
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Figure 4.21: Bridge force waveform measured with bow force equal to 1.579 N, bow acceleration
equal to 2.215 m/s2, and β equal to 0.1428. As was observed with a surprising proportion of the
vibration transients when β was set to 0.1428 and the bow was accelerated from rest, this waveform
shows evidence of a mixture of S-motion and multiple flyback motion (or in this particular case triple
flyback). The string is evidently slipping twice per period, since the ripples in (b) are underpinned by
a double saw-tooth wave — indeed, multiple flyback causes two slips per period.

Other significant bridge force waveforms are shown in Figures 4.22 (a)–(d). These show, respec-

tively: a “perfect transient”, in which Helmholtz motion is achieved immediately after the first slip;

a “perfect” S-motion transient, in which S-motion is seen to occur starting almost immediately af-

ter the first slip; a raucous transient, in which the second sticking period clearly lasts for longer

than one period length (which, in all cases, is 0.0068 s); and a multiple slipping transient. In all

cases, the bridge force is seen to rise parabolically before the first slip, indicating that the string
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Figure 4.22: Examples of bridge force waveforms from various regions of the Guettler diagrams. The
values of N , a and β for each example are, respectively: (a) 1.874 N, 1.230 m/s2, and 0.0714; (b)
1.726 N, 0.901 m/s2, and 0.1133; (c) 2.758 N, 0.244 m/s2, and 0.1800; (d) 1.137 N, 1.722 m/s2, and
0.0566. In this figure, the horizontal and vertical axes ranges are different in every plot, although the
string’s natural period is 0.00680 s in all cases.
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is displacing quasi-statically during that period: the constant acceleration causes a string displace-

ment proportional to 1/2 a t2, and the lack of other waves on the string means that the bridge force,

which is proportional to the slope of the displacement of the string near the bridge, also increases

in proportion to 1/2 a t2.

GUETTLER’S “PERFECT TRANSIENTS”, AND TRENDS IN THE GUETTLER DIAGRAM

Guettler’s motivation [45] for exploring the N vs. a plane was to determine the positions of regions

containing only “perfect transients”, in the sense defined on page 21. It is interesting to note,

therefore, that perfect transients — indicated by white pixels in Figures 4.20, 4.25 and 4.29 — do

not appear to be confined to a single coherent region. Anecdotal evidence from cellists suggests

that open (i.e. unfingered) strings of cellos are more difficult to make “speak” than fingered strings,

and all of the results in this chapter are generated using the open D-string of a cello. As such it

is possible that a different conclusion would be reached if the measurements in this chapter had

been made with the cello string stopped by a finger. However, such measurements remain a topic

of future research.

It is encouraging that the regions in Figures 4.20 (a)–(h) containing “good transients” (i.e. grey

pixels) are roughly wedge-shaped, which is the shape that Guettler predicted [45] for regions of

white pixels. It is possible, therefore, that a generalization of Guettler’s four conditions (see page

21) could describe the general behaviour of the bowed string seen in the N vs. a plane.

Indeed, given these wedge shapes, one might guess that waveforms generated at operating points

that lie along the same radial line in the N vs. a plane, for example along the maximum bow force

line, would bear some degree of similarity to each other. This has proven to be true in several

cases, for example in the two pairs of waveforms shown in Figures 4.23 and 4.24, which show the

results from two pairs of radially linked operating points in the N vs. a plane. These two examples

demonstrate that the waveform can stay essentially unchanged if the ratio N/a is held constant.

REPEATABILITY: CONSISTENCY OF RESULTS AT A SINGLE β VALUE

Even when the bowing machine performs an apparently identical bowing gesture a number of

times, the resulting pattern of transient string motion can often differ considerably, due to im-

perceptibly small differences in experimental conditions. In this sense, the bowed string exhibits

considerable “twitchiness”. This twitchiness may prevent contours of constant pre-Helmholtz du-

ration showing up more clearly in the experimental results of Figure 4.20. If, say, contours of

constant pre-Helmholtz duration are closely spaced and their positions are influenced by ambient

conditions, then any small deviation of the operating point from a line of constant N/a in the N

vs. a plane, or a slight change in the laboratory environment, may cause an anomalous vibration

transient, and create “speckly” appearance in the results.
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Figure 4.23: An example of two similar bridge force transients from operating points along the same
radial line in the N vs. a plane. Here, the string’s motion is seen to follow similar trends at both
operating points: double slipping gradually gives way to Helmholtz motion. The values of N , a and
β are, respectively: (a) 1.137 N, 2.215 m/s2, and 0.1133; (b) 1.579 N, 3.036 m/s2, and 0.1133. Hence,
these are both taken from near the minimum bow force line in Figure 4.20(f).

To illustrate the repeatability of the experimental results, a Guettler diagram was measured a total

of twelve times with β= 0.08 each time. The results are shown in Figure 4.25.

Figure 4.25 demonstrates the nature of the bowed string’s twitchiness. Whereas the general border

of white and grey pixels in the Guettler diagram — sketched in Figure 4.26 — remains fairly

fixed, the detailed pattern of dark and light pixels varies chaotically between the twelve different

measurements. This variation is apparently due to imperceptibly small variations in experimental

conditions: as demonstrated in Chapter 3, the force and acceleration are controlled to within around

± 2% under all conditions.

It is revealing to combine the twelve plots in Figure 4.25, to see the shortest and longest transients

at each point in the N vs. a plane. This is done in Figure 4.27: the top two plots show the effect

of combining the first two sets of measurements, the next two plots show the effect of combining

the first four sets of measurements, the third row shows the effect of combining the first eight

sets of measurements, and the bottom two plots show the effect of combining all twelve sets of

measurements. In each case, the overall shortest transients are shown on the left, and the overall

longest transients are shown on the right. As previously, transient lengths are indicated by the

darkness of the pixels, and the white pixels with black crosses (“×”) indicate that a measurement

at the corresponding operating point was unsuccessful in one of the sets of measurements under

consideration.
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Figure 4.24: Another example of two bridge force transients that are similar, having been generated
at different points along the same radial line in the N vs. a plane. The values of N , a and β are,
respectively: (a) 1.432 N, 0.901 m/s2, and 0.1800; (b) 2.316 N, 1.394 m/s2, and 0.1800. Hence, these
are both taken from near the maximum bow force line in Figure 4.20(h).

In Figure 4.27, the plots of shortest transients (on the left) are gradually filled in as more and

more sets of measurements are included, and the plots of longest transients (on the right) gradually

become more and more sparse. Additionally however, the region in the N vs. a plane in which the

longest transients are still less than twenty period lengths (i.e. the region containing light pixels

in the right-hand plots of Figure 4.27) becomes progressively narrower as more sets of data are

included; conversely, the region in which the shortest transients are less than twenty period lengths

(i.e. the region containing light pixels in the left-hand plots of Figure 4.27) becomes progressively

wider. This suggests that the most “reliable” operating points are nearest the centre of the light-

shaded region, whereas the most “unreliable” operating points are towards the edges.

In addition to shedding additional light on the location of operating points that can lead to Helm-

holtz motion, Figure 4.27 also shows that when the entire twelve sets of measurements are com-

bined, the maximum and minimum bow force lines are blurred. Visibly, this is apparent by the

gradual transition from white to black at both the upper and lower edges of the light-shaded region

of the bottom left plot of Figure 4.27.

Figure 4.28 provides an alternative insight into the repeatability of the bowed string in experiment.

It shows ten bridge force waveforms that were measured under the same conditions in immediate

succession, in the order in which they are shown. The values of N and a were chosen to be close

to the minimum bow force limit, with β= 0.08. Demonstrating the unreliability of the string’s

behaviour near the minimum bow force, the saw-tooth wave of Helmholtz motion is observed
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Figure 4.25: Twelve separate experimental measurements of the Guettler diagram, each with β= 0.08.
As with Figure 4.20, the shade of each pixel indicates the time delay between the first slip and the
onset of Helmholtz motion, with white pixels indicating no delay, and black pixels indicating a delay
of twenty period lengths or more. White pixels with black crosses (“×”) indicate that the first slip
occurred less than twenty period lengths before the end of the bridge force measurement, making it
impossible to deduce whether the transient time was twenty period lengths. The vertical and horizontal
axes ranges of all of the above plots are the same as they were in Figure 4.20.

94



CHAPTER 4 4.3. MAPS OF VIBRATION WAVEFORM

0 1 2 3

0.5

1

1.5

2

2.5

3

region

Helmholtz motion
only seen in this

(approximate)

PSfrag replacements

Bow acceleration, a (m/s2)

B
ow

fo
rc

e,
N

(N
)

Figure 4.26: Sketch of region of N -a plane containing all experimentally observed cases of Helmholtz
motion, when β= 0.08. Although the detailed location of occurrences of Helmholtz motion in the N
vs. a plane varies, the position of the overall region containing them is roughly constant.

to occur only in Figures 4.28 (b), (c), (h) (and at the very end of Figure 4.28 (i)), whereas the

double saw-tooth waveform of double slipping is observed in the other six cases. Indeed, no two

waveforms are exactly alike in detail; the closest matches are probably Figures 4.28 (b) and (h).
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Figure 4.27: Shortest and longest transients in the first n plots (out of a total of twelve) shown in
Figure 4.25. Transient lengths at a given combination of N and a are again given by the darkness of
the pixel at the corresponding location in the N vs. a plane. β is 0.08 in all cases here. The shortest
(and hence best) transients in the first n cases are shown in the left column, the longest transients (and
hence worst) transients are shown in the right column, and each row corresponds to a different value
of n.
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Figure 4.28: Ten bridge force waveforms, measured in immediate succession, each under the same
experimental conditions. Due to the chaotic nature of the bowed string, no two of these waveforms
look alike in every detail.

REVERSING THE ORDER OF MEASUREMENTS

Each array of 400 measurements in Figure 4.25 was obtained in the same order: the twenty values

of acceleration were tested in ascending order, and at each acceleration the twenty values of force

were tested in ascending order. On the premise that the initial conditions of a given measurement

may be influenced by the details of the previous bowing gesture, due to long thermal time lags

for example, the same Guettler diagram was repeated in the reverse order, seven times. Thus, at

each value of acceleration the force was decreased, and the values of acceleration were tested in

descending order: the results are shown in Figure 4.29.

It is apparent, from Figure 4.29, that reversing the order of the measurements certainly does not

drastically change the general appearance of the Guettler diagram, although the lower boundary of
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Figure 4.29: Seven additional experimental measurements of the Guettler diagram, but with the N vs.
a parameter space traversed in the opposite order from previously (including Figures 4.20 and 4.25).
Thus, the twenty values of acceleration were tested in descending order; and at each acceleration, the
twenty values of force were tested in descending order.
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the light-shaded regions has shifted upwards slightly. This corresponds to a slight increase in the

minimum bow force required to produce Helmholtz motion.

FRICTION JUST BEFORE FIRST SLIP

As discussed before, when the bow accelerates smoothly from rest, the string is effectively devoid

of high frequency waves until the time of the first slip. Therefore, if one assumes that there ex-

ists a maximum possible coefficient of friction µs associated with limiting static friction, then a

simple equilibrium force balance reveals that the bridge force just before the first slip must equal

(1− β)µsN . It is straightforward, then, to deduce the limiting coefficient of friction µs by dividing

the bridge force just before first slip by (1− β)N .

The result of performing this calculation on each of the bridge force signals that were used to

construct the twelve Guettler diagrams of Figure 4.25 is shown in Figure 4.30. The darkness of

each pixel in Figure 4.30 indicates the average value of µs from the corresponding operating point

in the twelve plots in Figure 4.25; thus each value of µs is the average of twelve measurements. The

surprising feature of Figure 4.30 is that µs depends much more strongly on the bow’s acceleration

than on the bow force, with µs around twice as large at low values of acceleration than at high

values. Thus, although the fact that µs is independent of N supports the notion that f ∝N , it

would appear that additional friction is created somehow at low accelerations.
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Figure 4.30: The value of coefficient of friction between bow and string shortly before the first slip,
based on the same data used to generate the twelve plots in Figure 4.25. The darkness of each pixel
indicates the average of the twelve results obtained by calculating µs for each of the twelve sets of data
in Figure 4.25. As illustrated by the guide on the right, white pixels denote the largest value of µs seen,
and black pixels denote the smallest. µs is seen to double as the acceleration is brought towards zero.

To further illustrate the relative strength of the dependence of µs on acceleration compared with

force, the average value of µs for each column of Figure 4.30 is shown plotted in Figure 4.31(a)
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against the corresponding values of acceleration. This again shows the doubling of friction coeffi-

cient at low accelerations. For comparison, the average value of µs for each row of Figure 4.30 is

shown plotted in Figure 4.31(b) against the corresponding values of force: µs stays within 7% of

the mean value of 0.66.
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Figure 4.31: Limiting static coefficient of friction, µs, plotted as a function of acceleration in (a) and
of force in (b). Each of the data points in (a) is an average of the values from one of the columns of
Figure 4.30, and each of the data points in (b) is an average of one of the rows of Figure 4.30. The
error bars indicate the standard deviation of each average. Conspicuously, µs is seen to increase by a
factor of two when a is less than approximately 0.6 m/s2.

This result is supported by repeating the same calculation on the data used to generate Figure 4.29;

the results are shown in Figures 4.32 and 4.33. The dependence of µs on N and a is almost in-

distinguishable from that seen previously in Figures 4.30 and 4.31, demonstrating that the limiting

static coefficient of friction is larger at low accelerations regardless of the order in which the data

is gathered.

“SPIKE” OBSERVED IN CASES WITH LARGER FRICTION

A clue as to the reason for this increase in limiting friction coefficient before first slip at low

acceleration may be found by careful examination of the bridge force at first slip. Interestingly, in

all observed cases in which the friction is significantly larger than normal, an apparent “spike” can

be seen at the start of the first flyback. An example of this feature — which is presumably linked

to the increase in friction — is shown in Figure 4.34. Indeed, a similar “spike” can be seen in one

of the bridge force waveforms shown previously, in Figure 4.22(c).
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Figure 4.32: Coefficient of friction just before the first slip, based on the same data used to generate
the seven plots in Figure 4.29. As with Figure 4.30, the darkness of each pixel indicates the value of
coefficient of friction according to the bar on the right. The pattern of light and dark pixels is very
similar to before, confirming that the friction just before first slip is repeatedly larger at smaller values
of acceleration.
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Figure 4.33: Limiting static coefficient of friction, µs, plotted as a function of acceleration in (a) and
of force in (b), based on the data used in Figure 4.32. These are plotted in the same manner as, and look
very similar to, Figures 4.31(a) and (b). Thus, the result that µs depends heavily on a is unchanged by
reversing the order of gathering the data.
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Figure 4.34: The “spike” seen in the bridge force as described in the text, (a) in the context of the rest
of the transient, and (b) and (c) considerably magnified (note the different time scales). In all cases
containing a “spike”, the shape of the spike is very similar to the one shown here: the bridge force drops
by around 0.15 N, rises back up in what appeared to be the “spike” in (a), and then falls considerably
further due to the first large slip. The small oscillation in bridge force at and slightly before the spike
has a frequency of approximately 15 kHz, which is around one seventh of the high-pass 3 dB cut-off
frequency of the charge amplifier used, as quoted by the manufacturer (see page 67), suggesting that
this feature of the waveform has been captured accurately. The vertical scale of the “spike” is 0.15 N
as already mentioned, corresponding to approximately 0.11 mm of string displacement at the bowing
point. This is of the right order of magnitude to be associated with the (0.97 mm diameter) string
jumping clear of an accumulation of rosin. The reflection of the spike off the bow can, incidently, be
observed in (b) a time βT after the original spike itself, as indicated.
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In the case shown in Figure 4.34 as in every other case where it has been observed, when this

“spike” is looked at more closely it turns out to be the final part of an oscillation following a drop

in bridge force; the drop is so brief that it was initially masked by the rest of the bridge force,

and as such is almost invisible in Figure 4.34(a). In every instance in which it was observed, this

drop in bridge force occurred immediately before the first slip, or flyback in bridge force. Its shape

is essentially the same each time: the bridge force drops by around 0.15 N, before an oscillation

of about 15 kHz grows — the original “spike” in Figure 4.34(a) itself appears to be part of this

oscillation.

One explanation for this feature, and the concurrent increase in limiting coefficient of friction,

could be that at low accelerations there is enough time between the start of the bow movement

and the first slip that either: (1) the string is given enough time to “plough up” an accumulation

of rosin into its path as sketched in Figure 4.35, or (2) “junction growth” [82] (i.e. an increase in

contact area between the string and the perspex rod, or “bow”, due to the deformation of surface

asperities). In either case, there would be an increased resistance to slipping, since a greater area

of rosin would need to be fractured; if the shear yield strength of rosin is ky, and the area of contact

between the bow and string is A, then the friction required to induce slipping is kyA. As such, the

increase in friction seen at low accelerations in Figures 4.30–4.33 is attributable to the physical

barrier presented by the increased contact area, and the oscillatory feature seen in the bridge force

is attributable to the string jumping clear at the start of the first slip. Promisingly, the overall scale

of the feature in the bridge force is 0.15 N, corresponding to a string displacement at the bowing

point of the order of 0.1 mm (c.f. Figure 4.2); it seems natural therefore to conclude that this is the

result of the string (which is 1 mm in diameter) breaking free from a patch of rosin.
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Figure 4.35: Material build-up in front of the string, caused by “ploughing” (not drawn to scale). This
figure is drawn in the frame of reference of the bow; relative to the string, the bow is moving to the
left.

If this feature of the bridge force is indeed the result of the string suddenly jumping clear from

an obstacle, then it is worth reviewing the theoretical response of a string to a step change in dis-

placement (i.e. jump) at a point along the string. As a first approximation, we neglect the bending

stiffness of the string, so that the motion of the string may be described by d’Alembert waves

[22, Ch.2]. Consequently, a jump in displacement of unit magnitude causes step-like displacement

waves of equal magnitude to travel in each direction away from the bow. Using the method of im-
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ages, the condition of (approximately) zero displacement at the bridge gives rise to the existence

of equal and opposite waves on the other side of the string terminations that cancel out the actual

waves impinging on the string terminations.

Figure 4.36 shows these waves travelling along the string, although the waves are shown rounded

(because the string cannot jump instantaneously). As shown in the figure, the slope of the string

is briefly smaller during the reflection, which would cause a brief drop in bridge force. It seems

plausible therefore that the brief drop in bridge force seen in Figure 4.34 was caused by the string

jumping clear of an accumulation of rosin.
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Figure 4.36: Waves generated by a quick change in displacement, not drawn to scale. The waves are
of magnitude δx, and have only travelled a short distance from the bow in (a), but have travelled a
distance βL in (b), and slightly further in (c). The string is indicated with a solid line, the “virtual
wave” on the far side of the bridge is indicated with a dashed line, and the string’s shape before the
wave was generated is indicated by a dotted line. At the moment the wave travelling towards the bridge
impinges on the bridge, the bridge force decreases briefly as the slope of the string temporarily dips.
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4.3.3 VIBRATION REGIME IN THE N -vb PLANE

The third and final parameter space to be investigated is the bow force vs. bow speed plane. In this

section, the bowing machine is used to perform “switch on” transients: with the bow and string

initially at rest, the velocity of the bow is abruptly increased to some value vb while the bow force

is held at a constant value N .

MAP OF PERFORMANCE CAPABILITY OF BOWING MACHINE IN THE N -vb PLANE

As discussed in Chapter 1, several past investigators have performed simulations where the force

stays constant and the bow speed instantaneously changes from zero to a non-zero constant value.

In practice, achieving an instantaneous change in bow velocity requires an infinite amount of thrust

for an infinitesimal period of time, which is impossible. In the last chapter however, it was demon-

strated that a combination of feedback control and open-loop compensation has enabled the bow-

ing machine to change velocity in only around 0.01 s. Following this, two pre-requisites may be

defined when using the bowing machine to actuate a switch on transient:

1. The bow speed must reach at least 95% of the required speed vb by the time the string slips

for the first time.

2. The impulsive thrust used by the bowing machine to achieve a rapid change in bow speed

must not disturb the normal force exerted by the bow on the string. More precisely, the bow

force must not oscillate with an amplitude of more than 5% of the required force N .

For a range of values of vb and N , the success of the bowing machine at passing these criteria was

evaluated. The resulting performance envelope is shown in Figure 4.37: the grey region indicates

conditions in which one or other of the above two tests failed, and the white area indicates the

region where the bowing machine succeeded in both tests. It was found that boundary of the grey

region is well approximated by a straight line, as shown.

While the thresholds that define the above two tests were chosen somewhat arbitrarily, the results

are similar if different thresholds are chosen.

RESULTS: PRE-HELMHOLTZ MOTION TRANSIENT DURATION IN THE N -vb PLANE

With the bowing machine made to actuate an approximately step-like change in bow velocity, the

bridge force was measured and analyzed in the same manner as it was for the Guettler diagrams

in the previous section, to give the time taken to achieve Helmholtz motion relative to the first slip

for a range of values of N and vb. The results are shown in Figure 4.38 with β= 0.08, plotted with

the same convention as the Guettler diagrams previously. The combinations of N and vb that the

bowing machine could not successfully actuate are covered by the grey region.
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Figure 4.37: The white pixels indicate the region in the bow force vs. bow speed plane in which
the bowing machine is capable of achieving “switch on” transients. The grey pixels indicate that the
bowing machine either failed to accelerate to within 5% of the required bow speed by the time of the
first slip, or that the bow force fluctuated by more than 5% of its nominal value during the bowing
gesture. The results shown here strictly only apply when β= 0.08.
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Figure 4.38: Time taken to produce Helmholtz motion, relative to the first slip, in the N vs. vb plane,
for β= 0.08. As with the Guettler diagrams of the previous section, the delay between the first slip
and the onset of Helmholtz motion at a given combination of bow force and velocity is indicated by
the shade of the pixel at the corresponding location in the N vs. vb plane, according to the guide on
the right. White pixels with crosses (“×”) indicate that the first slip occurred less than twenty period
lengths before the end of the bridge force measurement, making it infeasible to deduce whether or not
the pre-Helmholtz motion delay lasted twenty period lengths. The grey shaded region indicates the
combinations of N and vb that the bowing machine could not achieve, as discussed in Figure 4.37.
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The lack of white pixels in Figure 4.38 suggests that, at least when β= 0.08, switch on bowing

gestures are not conducive to the rapid production of Helmholtz motion. This observation is in

accordance with Guettler [45], who argued that switch on bowing gestures could never produce

“perfect transients”, in the sense defined previously.

COMPARISON WITH SCHELLENG’S LOWER BOW FORCE LIMIT

In Section 4.3.1, the lower boundary of the region of the Schelleng diagram containing occurrences

of Helmholtz motion was found to be well represented by 0.00086/β2 (or 0.017vb/β2), i.e. by

Schelleng’s minimum bow force with Z2/2λb(µs−µd) set to 0.017 Ns/m. Schelleng’s minimum

bow force limit pertains to the stability of a pre-existing Helmholtz motion at low bow forces,

and for this reason the Schelleng diagram in Section 4.3.1 contains the results from producing

Helmholtz motion as an initial condition. The results in the N vs. vb plane in this section on the

other hand were obtained with the string initially at rest. With the string started from rest, one

would expect to require more force to create Helmholtz motion that one would to sustain it.

It is no surprise, then, that the best fit line given by Nmin= 0.017vb/β2 (the best fit minimum

bow force limit from the Schelleng diagram) is around four times lower than the lower limit of the

Helmholtz motion region in Figure 4.38. In Figure 4.39, 0.017vb/β2 is superimposed on the results

shown in Figure 4.38. The considerable gap between the region containing Helmholtz motion

and the lower limit obtained from the Schelleng diagram underlines the importance that initial

conditions make to the string’s vibration waveform: in this large gap, both Helmholtz motion and

multiple slipping motion are stable, and can be achieved given different initial conditions

INDIVIDUAL BRIDGE FORCE WAVEFORMS

It is more revealing, however, to review aspects of the appearance of individual bridge force wave-

forms from this family of constant bow speed bowing gestures.

Figure 4.41 contains four basic waveforms, with the values of N and vb used for each waveform

given by Figure 4.40. The first waveform, in Figure 4.41(a), illustrates the effect of the 0.01 s

response time of the bowing machine: the bridge force takes around 0.01 s to obtain the required

slope (as indicated by the dotted line). The waveform shown in Figure 4.41(b) shows one of the

few vibration transients in which Helmholtz motion was produced. The waveform shown in Figure

4.41(c) shows raucous motion, and the waveform in Figure 4.41(d) shows double slipping.

In Figure 4.41(c), we can again see the “spike-like” feature at the start of the first slip that was

discussed on page 100. The fact that the spike coincides with an increase in limiting static coeffi-

cient of friction is evident from the fact that the bridge force is seen to rise to a larger value before

the first slip (at around 0.039 s) than before any of the other slips (at 0.054 s, 0.074 s, 0.095 s and

0.115 s): in each case the bridge force rises to a value of (1− β)µsN ; clearly therefore µs is largest
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Figure 4.39: The results from Figure 4.38, superimposed with the minimum bow force limit derived in
Section 4.3.1 for cases in which the string’s initial condition was Helmholtz motion. The nonlinearity
of the bowed string is clearly demonstrated by the large gap between the previous minimum bow force
limit for Helmholtz motion (indicated by a solid line) and the region (indicated by grey pixels) in which
Helmholtz motion was observed.

0 0.2 0.4 0.6

0.5

1

1.5

2

2.5

3

PSfrag replacements

Bow speed, vb (m/s)

B
ow

fo
rc

e,
N

(N
)

4.41(a)

4.41(b)

4.41(c)

4.41(d)

Figure 4.40: Location in the N vs. vb plane of the force and velocity used to generate the individual
bridge force waveforms shown in Figures 4.41. Each label in this figure is vertically and horizontally
centered over the coordinates of the corresponding waveform. β was 0.08 in all of the above cases.

before the first slip. (In fact there are smaller spike-like features at the start of each of the slips,

which are only visible if magnified.)

Also in Figure 4.41(c), once the bridge force first reaches a value of around 1.6 N before the first

slip, its slope decreases by around 30%; this is made visible by the dotted line, whose slope equals

the theoretical value during sticking, 2ZTvb/βT . This decrease in slope suggests that there is
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Figure 4.41: Examples of bridge force waveforms generated by “switch on” transients. The operating
point in the N vs. vb plane for each waveform is shown in Figure 4.40, and β is 0.08 in all cases. In
the top plot, a dotted line has been superimposed on the waveform to show the theoretical slope of the
bridge force during sticking. By about 0.01 s the bridge force has straightened out and almost exactly
acquired this slope; the first slip is not until around 0.021 s, indicating that the bow speed has reached
its target value well before the first slip. The lower three plots are typical examples of different types
of motion: (b) Helmholtz motion (after 0.085 s); (c) raucous motion; (d) multiple slipping motion. The
horizontal scale is the same for all four plots.
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some relative motion between the perspex rod (or “bow”) and the string. Indeed, the fact that this

decrease in slope approximately coincides with the time when the bridge force has risen above the

peak values from subsequent sticking periods suggests that while µs increases (through junction

growth or ploughing, as discussed on page 103), the string creeps along the surface of the rod.

At even lower bow speeds than that used to produce Figure 4.41(c), this slow relative motion

between the bow and the string, or creep, was observed frequently. A typical example is shown

in Figure 4.42, where again the theoretical value of bridge force and the actual bridge force are

indicated by dotted and solid lines, respectively. In Figure 4.42, the bridge force is seen to fall

below the value of (2ZTvb/βT )× t by some 1.4 N by the time of the first slip; this corresponds to

a relative displacement of around 0.7 mm at the bowing point. It should be noted that this deficit in

bridge force could not have been caused by a bandwidth limitation of the charge amplifier used to

amplify the bridge force signal, for two reasons: (1) the low-pass cutoff frequency of the amplifier

is 0.53 Hz, which means that the 0.25 s of data shown in Figure 4.42 is too short to be affected; and

(2) the effect of low-pass filtering a ramp-like signal is to cause its slope to gradually decrease and

curve downwards, where as in Figure 4.42 the slope of the bridge force is approximately constant

— the bridge force certainly does not curve downwards.
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Figure 4.42: Bridge force waveform generated with N = 3.2 N, vb= 0.01 m/s, and β= 0.08. The
dotted lines have the slope that the bridge force would theoretically have during sticking when the bow
speed is 0.01 m/s; as is typical at low bow speeds and large bow forces, the bridge force gradually
drops considerably below this line, suggesting a slow creep-like relative motion between the bow and
the string. By the time of the first slip, the gap between the top dotted line and the actual bridge force
is around 1.4 N, which corresponds to a relative displacement of around 0.7 mm, between the bow and
the string. Also visible in this figure, the bridge force is seen to form a “hump”-like shape just after the
first slip, at around 0.2 s. This often follows long periods of creep. The “spike-like” feature at first slip
is not captured in this case, because the data acquisition sampling rate was too low.

Another feature of Figure 4.42 that is frequently seen at low bow speeds and high bow forces is the

“surge” in bridge force immediately after the first slip, at around 0.2 s. This surge is highlighted

by the lower of the two dotted lines shown, which again has a slope of 2ZTvb/βT . The reason for

this surge is not clear, although it is apparently due to a viscoelastic “springing back”, following

the prolonged period of sticking. This springing back could be due to the viscoelasticity of the

rosin layer (rosin is a polymer, and so one would expect it to exhibit some viscoelasticity [83]),
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although it could alternatively be due to movement of the entire cello itself. Aside from the surge,

the bridge force has the same slope as the dotted line during the second sticking period.

Occasionally, this surge in the bridge force following the first slip has been observed to be suffi-

ciently vigorous that it causes the string to slip in the “forwards” direction, i.e. in the same direction

as the bow’s movement. An example of this otherwise unusual occurrence is shown in Figure 4.43.
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Figure 4.43: Same as Figure 4.42, but with a more pronounced surge in the bridge force just after the
first slip. In this case, the surge causes a “forwards slip” as well as a backwards slip, causing the bridge
force to jump upwards as well as downwards. The dotted lines again show the theoretical slope for the
bridge force with vb= 0.01 m/s.

FRICTION JUST BEFORE FIRST SLIP

As previously, the value of limiting static coefficient of friction µs was deduced from the bridge

force by dividing the change in bridge force between the start of each bowing gesture and the first

slip by (1− β)N . The results are shown in Figure 4.44. As was seen in Figures 4.32 and 4.30,

µs can be seen to be slightly larger at lower bow speeds. Figure 4.45 shows the average of each

column and row of the data in Figure 4.44 plotted against vb and N respectively, reiterating the

increase in µs at low bow speeds.
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Figure 4.44: Limiting static coefficient of friction µs just before the first slip, based on the same data
used to generate Figure 4.38. The darkness of each pixel indicates the value of µs according to the
guide on the right. The grey shaded region again indicates combinations of N and vb that the bowing
machine could not achieve, as discussed in Figure 4.37.
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Figure 4.45: Limiting static coefficient of friction, µs, plotted as a function of bow speed in (a) and of
force in (b), based on the data used in Figure 4.44. Each of the data points in (a) is an average of the
values from one column of Figure 4.44, and each of the data points in (b) is an average of one of the
rows of Figure 4.44. The error bars indicate the standard deviation incurred in the averaging process.
µs is seen to be roughly equal to 0.74, except at low bow speeds. For convenience, all 400 data points
in Figure 4.44 were included in the averages, but the result is almost unchanged by excluding the
operating points which the bowing machine could not actuate.
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RECONSTRUCTING A FRICTION CURVE FROM BRIDGE FORCE FLYBACK MEASUREMENTS

From Equation (1.9a) on page 11, the change in string velocity at the first slip, (∆v)first slip, is

equal to 1/2ZT times the concurrent change in friction, (∆f)first slip, and hence (1/2ZTN) times

the change in coefficient of friction, (∆µ)first slip. Therefore, because the magnitude of the flyback

in bridge force at first slip, ∆(Bridge force)first slip, is equal to (∆f)first slip, the values of (∆µ)first slip

and (∆v)first slip may be calculated according to:

(∆µ)first slip = ∆(Bridge force)first slip/N, (4.2a)

(∆v)first slip = ∆(Bridge force)first slip/2ZT , (4.2b)

Hence, because µs has already been measured, the absolute value of µ during the first slip can be

calculated as µs− (∆µ)first slip, and plotted with respect to (∆v)first slip to obtain a “reconstructed

friction curve”. The possibility of such a calculation was suggested by McIntyre et al. [34], and

provides a novel alternative method for measuring the f vs. v characteristics of rosin.

To this end, the value of ∆(Bridge force)first slip for each operating point in the N vs. vb plane is

shown in Figure 4.46. The flyback at the first slip is apparently independent of bow speed, as seen

also in Figure 4.47, which shows the result of averaging the results with respect to N and vb. For

this reason, the values of ∆(Bridge force)first slip were averaged with respect to vb before being used

to reconstruct a friction curve. The corresponding values of ∆(Bridge force)first slip/N , after being

averaged with respect to vb, are shown in Figure 4.48: these values were used to reconstruct the

friction curve.
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Figure 4.46: Magnitude of flyback in bridge force ∆(Bridge force)first slip due to the first slip, based
on the same data used to generate Figure 4.38. The darkness of each pixel indicates the value of
∆(Bridge force)first slip according to the guide on the right.
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Figure 4.47: Magnitude of flyback in bridge force ∆(Bridge force)first slip due to the first slip, plotted
as a function of bow speed in (a) and of force in (b), based on the data used in Figure 4.46. Each
of the data points in (a) is an average of the values from one column of Figure 4.46, and each of the
data points in (b) is an average of one of the rows of Figure 4.46. The error bars indicate the standard
deviation incurred in the averaging process.
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Figure 4.48: Magnitude of bridge force flyback divided by bow force, ∆(Bridge force)first slip/N at
first slip. Each point represents the average value over the whole range of bow speeds, with the error
bars indicating the standard deviation incurred in the averaging process.

The twenty pairs of values (∆v, µs−∆µ) thus obtained using the results from Figures 4.45(b),

4.47(b) and Figure 4.48 and Equations (4.2b) and (4.2a) are hence shown in Figure 4.49 (as circles),

along with a line of best fit (as a dotted line). For comparison, the friction curve obtained by Smith

and Woodhouse [43] in steady sliding tests is superimposed over the results as a solid line.
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Figure 4.49: Measurements of points along the friction curve, indicated by circles. The measurements
of µ plotted at vb− v= 0 are those obtained under limiting static friction conditions. The measure-
ments of µ and vb− v plotted at non-zero values of vb− v were obtained using the extent of the flyback
in bridge force at first slip, as described in the text. Because the measurements of friction showed little
variation with respect to vb when vb> 0.08 m/s, each data point shown in this plot is the result obtained
after averaging the measurements of µs and flyback with respect to vb; in doing so the shape of the
friction curve becomes considerably clearer. A best fit through the measurements is shown with the
dotted line, and Smith and Woodhouse’s steady sliding measurements are shown with a solid line.

The best-fit line superimposed over the measurements in Figure 4.49 as a dotted line is given by

the following relation:

µ = 0.4 e (v−vb)/0.7 + 0.35. (4.3)

For comparison, the equivalent equation of best fit given by Smith and Woodhouse [43], based on

their steady sliding tests is as follows:

µ = 0.4 e (v−vb)/0.01 + 0.45 e (v−vb)/0.1 + 0.35. (4.4)

The reconstructed friction curve is clearly at odds with Smith and Woodhouse’s measurements —

as indeed were Smith and Woodhouse’s own dynamic friction tests — reinforcing the suggestion

that a friction curve, as measured under steady sliding conditions, is not relevant to the real bowed

string with very short time scale changes in relative velocity.

4.4 SUMMARY OF FINDINGS

In this chapter, a variety of experimental results were shown in order to demonstrate the general

behaviour of a cello string bowed by a rigid point-contacting bow. The scope of these results

makes them the first of their kind, in that they show the vibration response of the string as it is

bowed according to well-defined families of bowing gestures in three parameter spaces.
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In various respects, the results agreed with the analytical and computational predictions of previous

investigators:

• When the string was initialized with Helmholtz motion, the range of bow forces that could be

used to sustain Helmholtz motion depended upon β approximately as proposed by Schelleng

[16]: the maximum allowable bow force was approximately proportional to 1/β, and the

minimum allowable bow force was approximately proportional to 1/β2. If the bow force

was too large, the string lapses into “raucous motion”, and if the bow force was too small,

then multiple slipping occurs.

• S-motion was seen to occur when the value of β was close to the reciprocal of an integer.

Furthermore, the large slipping speed associated with S-motion was seen to cause S-motion

to be sustainable at larger bow forces than Helmholtz motion; the maximum allowable bow

force was considerably larger for S-motion than it was for Helmholtz motion.

• The amount of bow force required to produce Helmholtz motion when the string was initially

at rest was several times larger than the amount of bow force required to sustain Helmholtz

motion once it had been produced. Hence, the minimum bow force limit was much larger

when the string was started from rest, compared to when it was initialized with Helmholtz

motion.

• When the bow was accelerated from rest with a constant bow force, the region of force-

acceleration parameter space in which Helmholtz motion was produced was wedge-shaped,

as could be seen with the simulations of Guettler [45]. This wedge became narrower and

moved upwards as β was decreased.

• Provided the bow speed was not too small (less than 0.1 m/s for constant velocity bow-

ing gestures or less than 0.5 m/s2 for constant acceleration bowing gestures), the limiting

static coefficient of friction was found to be independent of N . This supports the common

assumption that f ∝N .

However, several features of the experimental results have not been reported in previous theoretical

or numerical analyses of the bowed string:

• The change in the appearance of the Guettler diagram as β was decreased was not gradual.

Of the eight values of β tried, the value 0.1428 was shown to make the string surprisingly

susceptible to multiple flyback motion, and 0.1133 was shown to make the string susceptible

to S-motion.

• The bowed string is sufficiently “twitchy” that consecutive nominally similar measurements

of transient string vibration were rarely alike in every detail. For example, the detailed pat-

tern of short and long pre-Helmholtz motion transients in the Guettler diagram was different

in consecutive measurements (although the general appearance was not).
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• When the order in which the bow force and bow acceleration were varied when generating

a Guettler diagram was reversed, the lower boundary of the region in the force-acceleration

plane containing Helmholtz motion was observed to move upwards slightly. This corre-

sponds to a small (but noticeable) increase in the minimum bow force required to produce

Helmholtz motion using a constant acceleration bowing gesture, which may result from

lengthy thermal time lags from previous bowing gestures.

• Whereas the vast majority of measurements of the vibration of the string show that its ve-

locity during periods of apparent sticking is equal to the bow speed, some cases were shown

in which the string’s velocity was slightly less than the bow speed. In general, this “creep”

only occurred in the time between the start of a bowing gesture and the first slip.

• At low bow speeds, the limiting static coefficient of friction was seen to become larger,

sometimes by a factor of two, before the first slip. Detailed examination of the bridge force

in such cases suggests that this may be caused by a growth of the contact area between bow

and string as the string “creeps”.

• A friction curve, or relationship between friction and relative sliding speed, was recon-

structed from indirect measurements of the sliding velocity and coefficient of friction be-

tween the bow and the string during the first slip. This relationship was seen to be at con-

siderable odds with the steady sliding friction measurements of Smith and Woodhouse [43],

underlining the difference between steady sliding conditions and the dynamic conditions

encountered in real bowing.

Results from computational simulations of the cello D-string being bowed by a rigid point-contacting

bow are presented in the next chapter, in which the simulated string is bowed with the same range

of bowing gestures used in experiment in this chapter. These results will be used to reflect how

well existing simulation models predict the behaviour of real bowed strings.
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Chapter 5

SIMULATION RESULTS

INTRODUCTION

Experimental results were presented in the last chapter to demonstrate the vibrational behaviour

of the open D-string of a cello when bowed using a rigid point-contacting rod. In this chapter,

equivalent results are shown from the simulation models described in Chapter 1: the first simulation

model to be explored is based on the “friction curve” model; and the second simulation model uses

Smith and Woodhouse’s [43] “thermal plastic” rosin model. In the first case, two contrasting f -v

relationships, or friction curves, are tested: that which Smith and Woodhouse [43] obtained from

steady sliding tests; and that obtained in Section 4.3.3 from an analysis of bridge force flybacks.

Maps of string vibration regime in various parameter spaces will be presented, and individual

vibration waveforms shown, in an effort to understand the behaviour of the simulation model in

the context of the experimental results of the last chapter. All simulated data is processed with the

same algorithms used to process experimental data, to allow direct comparison of results.

Differences between the simulations of this chapter and the experiments of the last chapter, the

causes of these differences, and suggestions for methods of alleviating them, will be discussed in

the next chapter.
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CHAPTER 5 5.1. SIMULATIONS WITH STEADY SLIDING FRICTION CURVE

5.1 SIMULATIONS WITH STEADY SLIDING FRICTION CURVE

Simulations based on the existing friction curve model of rosin have been developed by previous

authors [7, 26], and indeed in some detail in Chapter 1, and as such need not be introduced in

great detail here. The string model used in this chapter uses the physical data for “Dominant” cello

D-strings measured by previous investigators [21, 27], and the bow is assumed to be rigid and

of an infinitesimal width. In this section, the coefficient of friction is assumed to depend on the

relative sliding speed between the bow and the string according to Equation (4.4), which is a best

fit through the steady sliding measurements of Smith and Woodhouse [43].

5.1.1 SCHELLENG DIAGRAM: VIBRATION REGIME IN THE N -β PLANE

The ability of the friction curve simulation model to predict the so-called “Schelleng diagram” is

shown in Figures 5.1 and 5.2, which are nominally similar to the experimental data shown in Fig-

ures 4.12 and 4.13 respectively. As previously, in Figure 5.1 occurrences of Helmholtz motion are

indicated by white pixels, occurrences of S-motion are indicated by grey pixels, and occurrences

of all other types of string motion are indicated by black pixels. In Figure 4.13, the motion of

the string is indicated through the use of symbols, with each symbol defined in the figure cap-

tion. In keeping with Schelleng’s intentions [16], and with the method used in experiment, the

simulated string was initialized with a “typical” Helmholtz motion waveform rather than started

from rest, and bowed at a constant bow force and speed. The initial conditions comprise around

5 ms of transverse and rotational vibration data from a previous simulation that exhibited Helm-

holtz motion, scaled in proportion to vb/β to match the nominal amplitude of Helmholtz motion at

each operating point. The magnitude of bridge-bound velocity waves being sent from the bowing

point (approximately equal to 1/2Z times the bridge force) during the “typical” Helmholtz motion

waveform is shown in Figure 5.3.

In some respects, these results are similar to the experimental results shown in Figures 4.12 and

4.13: a central region of Helmholtz motion is bounded by multiple slipping at lower bow forces,

and intermittent raucous motion and S-motion at larger bow forces. However, there are clear

differences. Both the upper and lower boundaries of the Helmholtz motion region are lower than

they were in experiment, and the region is generally wider than it was in experiment. Also, constant

slipping motion was not predicted at any operating point within this range, with multiple slipping

motion occurring even in the lower left corner of Figure 5.2. Instances of S-motion are predicted,

although they do not appear to fall into three clear columns as they did in experiment.

It is noted in passing that the “patchy Helmholtz” region, as described on page 82, has not ap-

peared; instead Helmholtz motion continues robustly into the lower right corner of the Schelleng

diagram. It is not possible, however, to attribute this to a defect in the simulation model because

the patchiness could instead be an artefact of experimental results. This is because, at large β
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Figure 5.1: Schelleng diagram, from simulations based on the friction curve rosin model, with Smith
and Woodhouse’s [43] steady sliding friction curve. Here, as with the experimental equivalent in Figure
4.12, the shade of a given pixel indicates whether Helmholtz motion was sustainable at the combination
of force and position corresponding to the position of the pixel. White pixels indicate that Helmholtz
motion was still in evidence at the end of the two seconds of steady bowing; black pixels indicate that it
was not; and grey pixels indicate that S-motion was observed. Further information about the individual
operating points within the black regions is given in Figure 5.2. The bow speed is 0.05 m/s in all cases.
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Figure 5.2: Schelleng diagram from simulations based on the friction curve rosin model, with Smith
and Woodhouse’s [43] steady sliding friction curve. Here, as with the experimental equivalent in
Figure 4.13, squares (2) indicate that Helmholtz motion was sustained throughout the period of steady
bowing; crosses (×) indicate that the string lapsed into multiple slipping motion; pluses (+) indicate
raucous motion; dots (·) indicate constant slipping; and stars (F) indicate S-motion.

the amplitude of the Helmholtz motion is small, and as such the motion of string is more likely

to be disrupted by small perturbations to the bowing machine, of which there were none in the

simulations. The lack of a “patchy Helmholtz” region in simulation is, however, the only differ-
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Figure 5.3: Excerpt of transverse vibration data used as part of the initial condition for the simulated
Schelleng diagram. This shows the magnitude of transverse velocity waves sent towards the bridge
from the bowing point, approximately equal to 1/2Z times the “bridge force”, and hence comparable
with for example Figure 4.18(a). This data was used along with excerpts of torsional waves concur-
rently sent towards the bridge, and transverse and torsional waves sent towards the finger. All initial
conditions were scaled to be of the same magnitude as the theoretical Helmholtz motion waveform at
each value of β.

ence between simulation and experiment reported here that could be attributable to experimental

inaccuracy; the large gaps between the boundaries of the other regions in the experimental and

simulated Schelleng diagrams are not within the bounds of experimental error.

SUPERIMPOSING THE UPPER AND LOWER FORCE LIMITS FROM EXPERIMENT

In Section 4.3.1, best fit approximations for the edges of the Helmholtz motion region of the

experimentally measured Schelleng diagram were found. Following Schelleng, the upper edge of

the Helmholtz motion region was approximated by a line proportional to 1/β, and the lower edge

was approximated by a line proportional to 1/β2. These limits have been superimposed on the data

in Figures 5.1 and 5.2, in Figures 5.4 and 5.5 respectively.

These figures reiterate the difference between the upper and lower bounds of the Helmholtz motion

region in the Schelleng diagrams from friction curve simulation and from experiment. The upper

force limit in simulations is too low by a factor of around three, and the lower force limit in

simulations is too low by a factor of around five. Therefore, with reference to Equations (1.15) and

(1.16), if the mechanisms of the breakdown of steady state Helmholtz motion are as proposed by

Schelleng [16], this would indicate that the values of Z/(µs−µd) and Z2/λb(µs−µd) are too low

by factors of three and five, respectively. Theoretically, the first of these limits could be corrected

by performing simulations with a smaller value of (µs−µd) (i.e. a “flatter” friction curve), and the

second limit could be corrected by reducing λb (i.e. a more flexible string termination).
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Figure 5.4: Schelleng diagram according to simulations based on Smith and Woodhouse’s [43] steady
sliding friction curve (same as Figure 5.1), with Schelleng’s force limits superimposed as diagonal
lines. The upper force limit, 0.13/β, and the lower force limit, 0.00086/β, were chosen to match the
edges of the Helmholtz motion region in experiment, as shown in Figure 4.15.
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Figure 5.5: Symbolic representation of the Schelleng diagram, as simulated using Smith and Wood-
house’s [43] steady sliding friction curve (same as Figure 5.2), with Schelleng’s force limits super-
imposed as diagonal lines. The limits were chosen to match experimental data, as shown in Figure
4.16

INDIVIDUAL BRIDGE FORCE WAVEFORMS

Individual vibration waveforms corresponding to each type of motion predicted by simulations

in the Schelleng diagram are shown in Figure 5.7. The locations of the operating points (i.e.

values of N and β) for each waveform are shown in Figure 5.6. In each case the bridge force is

calculated as 2Z times the magnitude of bridge-bound transverse velocity waves being sent from
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the bowing point. Figure 5.7(a) shows an example of Helmholtz motion, generated at the same

operating point as the experimental example in Figure 4.18(a): the two are similar in detail. Figure

5.7(b) shows an example of multiple slipping motion, which was generated at a different operating

point to the experimental example of multiple slipping in Figure 4.18(b). Figure 5.7(c) shows an

example of raucous motion from the same operating point as the experimental example of Figure

4.18(c); in this case, because the upper bow force limit has shifted downwards, the simulated

example is “more raucous” than the experimental example (meaning, in this case, that not only is

the motion non-periodic, but the duration of sticking is also considerably prolonged). Figure 5.7(d)

shows an example of S-motion which is reasonably similar to the experimental example shown in

Figure 4.18(e), although they were generated at different operating points. No example of constant

slipping is shown, because it was not predicted at any operating point in the Schelleng diagram.
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Figure 5.6: Location in the N vs. β plane of the force and position used to generate the individual
bridge force waveforms shown in Figures 5.7 and 5.8. Each label in this figure is vertically and hori-
zontally centered over the coordinates of the corresponding waveform. The bow speed was 0.05 m/s
in all of the above cases.

As a final comparison with the experimental results from Section 4.3.1, the simulation’s predic-

tions from operating points inside and above the “patchy Helmholtz” region of the experimental

Schelleng diagram are shown in Figures 5.8(a) and 5.8(b) respectively. The operating point used

to generate Figure 5.8(a) is the same as that used to generate the experimental example shown in

Figure 4.19(a), but the operating point for Figure 5.8(b) is slightly different to that used for Figure

4.19(b), since it was slightly above the upper boundary of the Helmholtz motion region of the sim-

ulated Schelleng diagram. Helmholtz motion is seen to persist in these cases, as it did in all cases

in the lower right corner of the Schelleng diagram with the friction curve simulation model; the

“patchy Helmholtz” region was not reproduced in these simulations.
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Figure 5.7: Example of a bridge force waveform corresponding to one of each of the symbols shown
in Figure 5.2. The values of bow force and position for each waveform are given in Figure 5.6, and
the bow speed is 0.05 m/s in all cases. (Note, constant slipping motion is omitted here because it
was never predicted by the friction curve simulation model, when using Smith and Woodhouse’s [43]
steady sliding friction curve.)
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Figure 5.8: Simulated equivalent of the bridge force waveforms shown in Figures 4.19(a) and 4.19(b).
The operating points for these waveforms were, respectively, within and above the region labelled
“patchy Helmholtz” in Figure 4.14. Clearly, Helmholtz motion has remained intact in both of these
cases with the friction curve simulation model, as it did throughout the entire region deemed to be
“patchy” in experiment.

NUMERICAL CONVERGENCE OF SIMULATION

All of the simulated cases shown used a sufficiently short time step that numerical convergence was

achieved, in as much as convergence is ever achievable to friction curve simulations; as discussed

for example by Schumacher and Woodhouse [51, §III.C], small changes in a friction curve simu-

lation — such as a small reduction in the sampling rate — can cause the string to begin slipping

when it otherwise would not quite have done so (or of course vice versa). The string must then

undergo the hysteresis loop discussed in Section 1.1.1 before it can resume sticking, by which time

the motion may have changed sufficiently for the subsequent development of transient vibration

to be altered. Ignoring this nonlinear chaotic behaviour, the simulations presented in this section

were numerically stable.

5.1.2 GUETTLER DIAGRAM: PRE-HELMHOLTZ DURATION IN N -a PLANE

Turning now to the transient behaviour of the friction curve simulation model, the time taken to

produce Helmholtz motion using bowing gestures with constant force N and acceleration a is

examined in this section. Guettler diagrams are shown in Figure 5.9 for each of eight different

values of β, in which the time delay between the first slip and the onset of Helmholtz motion

with a given combination of N and a is indicated by the shade of the pixel at the corresponding
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location in the N vs. a plane. White pixels indicate “perfect transients”, i.e. Helmholtz motion

ensued immediately following the first slip, and black pixels indicate that the delay between the

first slip and Helmholtz motion was twenty period lengths or more. White pixels filled with black

crosses (“×”) indicate that the first slip occurred less than twenty period lengths before the end

of the simulation, making it impossible to deduce the true length of the pre-Helmholtz motion

transient. The pre-Helmholtz motion delay was determined using the same algorithm, described

in Section 4.2.3, that was used for experimental data; the results in Figure 5.9 are hence directly

comparable with the equivalent results from experiment shown in Figure 4.20. Each simulation

(like each experimental measurement) was run until a quarter of a second of data was obtained.

A comparison of the simulated Guettler diagrams in Figure 5.9 with the experimental Guettler

diagrams in Figure 4.20 does not reflect well on the friction curve simulation model used, because

the grey pixels, which indicate occurrences of Helmholtz motion, are considerably more spaced

apart in Figure 5.9 than they were in Figure 4.20. A real cello that behaved as predicted by the

friction curve simulation model would be extremely “unplayable”, as an unreasonable degree of

precision would be required to elicit Helmholtz motion.

As an aside, an interesting feature of the Guettler diagrams shown in Figure 5.9 is the presence

of lines passing through the origin which contain apparently similar transients. In Figure 5.9(d),

for example, there are two diagonal lines formed by white — or almost white — pixels, which

pass very close to the origin. Trends like this were not observed in experiment, although one might

expect such trends to be obscured by experimental errors, such as slight disturbances to the bowing

machine.

INDIVIDUAL BRIDGE FORCE WAVEFORMS

Examples of the bridge force waveforms — calculated as 2Z times the magnitude of bridge-bound

transverse velocity waves — with various combinations of N , a and β are shown in Figure 5.10.

Figure 5.10(a) shows an example of a “perfect transient”, i.e. one in which Helmholtz motion was

seen to occur immediately following the first slip. Figure 5.10(b) shows an example of raucous

motion, and Figure 5.10(c) shows an example of multiple slipping; the non-periodicity of the latter

two examples is typical of nearly all waveforms in which a periodic Helmholtz motion or S-motion

were not achieved.
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(a) β= 0.0357 (b) β= 0.0449

(c) β= 0.0566 (d) β= 0.0714

(e) β= 0.0899 (f) β= 0.1133

(g) β= 0.1428 (h) β= 0.1800

Figure 5.9: Simulated “Guettler diagrams”, for eight different values of β, with the old friction curve
model. In each plot, the time taken to achieve Helmholtz motion relative to the time of the first slip at a
given combination of bow force and acceleration is given by the shade of the pixel at the corresponding
location in the N vs. a plane, according to the guide on the right. This may be compared with the
equivalent experimental measurements in Figure 4.20, which were plotted using the same convention.
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Figure 5.10: Examples of bridge force waveforms from various regions of the Guettler diagrams,
when simulated using the “old” friction curve model. The values of N , a and β for each example are,
respectively: (a) 1.284 N, 2.379 m/s2, and 0.0899; (b) 2.463 N, 1.065 m/s2, and 0.1800; (c) 1.137 N,
2.543 m/s2, and 0.0899. The horizontal and vertical axes ranges are different in every plot, although
the string’s natural period is 0.00680 s in all cases.
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“TROUGH” IN BRIDGE FORCE AT FIRST SLIP DUE TO FRICTION CURVE JUMP

A trademark of the friction curve simulation model is revealed by a closer examination of the

bridge force just after the first slip, such as the example shown in Figure 5.11. The instantaneous

jump in friction caused by the hysteresis rule at the first slip (which was described as the “solution

of Friedlander’s ambiguity”, on page 6) induces an instantaneous change, ∆v, in string velocity.

From Equation (1.9a), this jump in string velocity and friction force causes the magnitude of the

transverse velocity wave travelling towards the bridge to drop by an amount (∆v)Z/ZT . Because

changes in the magnitude of vh are relatively slow until the wave sent towards the bridge returns

to the bowing point, the conditions at the bowing point do not change until shortly before sticking

resumes a time βT after the start of the first slip. This results in a “lull” lasting βT seconds

immediately after the first slip, in which the outgoing velocity waves, and hence the bridge force,

are constant. This “lull” is indicated in the example shown in Figure 5.11, which is unlike any

experimental measurement.
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Figure 5.11: A close-up view of a typical bridge force waveform at first slip. The jump in string
velocity and friction force caused by the “friction curve jump”, and the subsequent delay of βT seconds
before any significant change in vh, causes a sudden drop in bridge force followed by a period of βT
during which it is constant. The bridge force shown in this figure is a close-up view of that shown in
Figure 5.10(b).

SIMILARITY BETWEEN TRANSIENTS WHEN N/a IS CONSTANT

Another trademark of the friction curve simulation model, when the Smith and Woodhouse steady

sliding f -v relationship is used, is that when the ratio N/a is held constant the motion of the string

remains self-similar, with only its amplitude changing. In the Guettler diagrams in Figure 5.9 this

caused the visible diagonal trends in transient length, with similarly-shaded pixels generally lying

along a straight line given by N ∝ a. A vivid, but not at all unusual, example of this similarity is

shown in Figure 5.12. The waveform shown in Figure 5.12(a) was generated with N and a equal

to 0.842 N and 0.901 m/s2 respectively, and the waveform shown in Figure 5.12(b) was generated
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with N and a equal to 2.021 N and 2.215 m/s2 respectively; and β was 0.0899 in both cases. The

reason for this trend will be discussed in Section 6.1.
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Figure 5.12: A typical example of two nearly identical bridge force transients from operating points
along the same radial line in the N vs. a plane; only the magnitudes of the two waveforms are different
(note the different vertical scales). The values of N , a and β are, respectively: (a) 0.842 N, 0.901 m/s2,
and 0.0899; (b) 2.021 N, 2.215 m/s2, and 0.0899.

5.2 “RECONSTRUCTED FRICTION CURVE” SIMULATIONS

In Section 4.3.3, a relationship between coefficient of friction and relative sliding velocity was ob-

tained, using only information from experimental bridge force measurements. This relationship,

approximated by the best fit solution shown in Equation (4.3), was shown to be markedly differ-

ent to the friction curve obtained by Smith and Woodhouse [43] from steady sliding tests. The

difference between the “reconstructed friction curve” and Smith and Woodhouse’s friction curve

underlines the irrelevance of steady sliding conditions to real bowing.

In this section, simulations based on the friction curve model of rosin with this new f -v relationship

are explored. Results are presented that are nominally similar to those of Section 5.1, which were

generated with the “old” f -v relationship from Smith and Woodhouse’s steady sliding tests [43].
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5.2.1 SCHELLENG DIAGRAM: VIBRATION REGIME IN THE N -β PLANE

The Schelleng diagram generated by the “new” friction curve is shown using white pixels to indi-

cate Helmholtz motion in Figure 5.13, and using symbols to denote each type of string motion in

Figure 5.14. The string was again initialized in this case with the same Helmholtz motion initial

conditions used with the “old” friction curve Schelleng diagram; these were discussed in Section

5.1.1.
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Figure 5.13: Schelleng diagram based on the reconstructed friction curve obtained in Section 4.3.3.
Here, as with the experimental equivalent in Figure 4.12 and the steady sliding friction curve equivalent
in Figure 5.1, the shade of a given pixel indicates whether Helmholtz motion was sustainable at the
combination of force and position corresponding to the position of the pixel. White pixels indicate that
Helmholtz motion was still in evidence at the end of the two seconds of steady bowing; black pixels
indicate that it was not; and grey pixels indicate that S-motion was observed. Further information
about the individual operating points within the black regions is given in Figure 5.14. The bow speed
is 0.05 m/s in all cases.

Figures 5.13 and 5.14 are clearly different from those obtained using the steady sliding friction

curve, which were shown in Figures 5.1 and 5.2. Many of the faults of the old friction curve have

been, at least partially, corrected by using the new friction curve: the upper and lower limits of the

white (i.e. Helmholtz motion) region in Figure 5.13 have moved upwards, as they should according

to the experimental Schelleng diagram shown in Figure 4.12, and the region is narrower; also the

occurrences of S-motion, while still not in the three clear columns seen in experiment, are visibly

closer to the positions in the N -β plane where they were observed in experiment; in addition,

Figure 5.14 shows that some occurrences of constant slipping motion were predicted with the

new friction curve, whereas none were predicted previously. Not so encouragingly however, the

new friction curve simulations predict an “offshoot” of Helmholtz motion occurrences in the two

left-most columns (i.e. the two smallest values of β) of the Schelleng diagram; this feature was

observed neither in the old friction curve simulations nor in experiment.
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Figure 5.14: Schelleng diagram from simulations based on the reconstructed friction curve obtained in
Section 4.3.3. Here, as with the experimental equivalent in Figure 4.13 and the steady sliding friction
curve equivalent in Figure 5.2, squares (2) indicate that Helmholtz motion was sustained throughout
the period of steady bowing; crosses (×) indicate that the string lapsed into multiple slipping motion;
pluses (+) indicate raucous motion; dots (·) indicate constant slipping; and stars (F) indicate S-motion.

In general, the agreement between Figures 5.13 and 5.14 and the experimental equivalents in Fig-

ures 4.12 and 4.13 is by no means perfect, but it is certainly better than it was with the friction

curve used in Section 5.1.

SUPERIMPOSING THE UPPER AND LOWER FORCE LIMITS FROM EXPERIMENT

The upper and lower bow force limits, chosen in Section 4.3.1 to be as close as possible to the edges

of the Helmholtz motion region of the experimental Schelleng diagram and proportional to 1/β

and 1/β2, are shown superimposed over the Schelleng diagram obtained using the reconstructed

friction curve simulations in Figures 5.15 and 5.16. Comparison with Figures 5.4 and 5.5 reinforces

the assertion that the friction curve simulations were improved by replacing the steady sliding f -v

relationship with Equation (4.3).

It was remarked on page 121 that the gap between the upper force limit predicted by the old

friction curve simulations and that measured in experiment could be improved by using a “flatter”

friction curve. The friction curve used in this section was calculated based on dynamic tests, and is

indeed flatter; the result is a vast improvement in the position of the upper force limit. Referring to

Equation (1.15), this suggests that the effective value of (µs−µd) is in accordance with both the

measurements in the N -vb plane (from which it was obtained) and the measurements in the N -β

plane.
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Figure 5.15: Schelleng diagram according to simulations based on the reconstructed friction curve of
Section 4.3.3 (same as Figure 5.1), with Schelleng’s force limits superimposed as diagonal lines. The
upper force limit, 0.13/β, and the lower force limit, 0.00086/β, were chosen to match the edges of the
Helmholtz motion region in experiment, as shown in Figure 4.15.
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Figure 5.16: Symbolic representation of the Schelleng diagram, as simulated using the reconstructed
friction curve of Section 4.3.3 (same as Figure 5.14), with Schelleng’s force limits superimposed as
diagonal lines. The limits were chosen to match experimental data, as shown in Figure 4.16

The lower edge of the Helmholtz motion region in Figures 5.15 and 5.16 has moved upwards, and

is therefore improved, but is still too low by a factor of around two. From Equation (1.16), this

suggests that the effective value of λb is too large, indicating that the simulated bridge should be

more flexible.
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INDIVIDUAL BRIDGE FORCE WAVEFORMS

An example of a bridge force waveform for each type of motion cited in Figure 5.14 is shown in

Figures 5.18(a)–(e). The values of N and β used to generate each example is shown in Figure 5.17.

They examples shown are, respectively: Helmholtz motion, generated at the same operating point

as the experimental example in Figure 4.18(a); multiple slipping motion, generated with slightly

smaller values of N and β than the experimental example in Figure 4.18(b); raucous motion, from

the same operating point as the corresponding example shown in Figure 4.18(c); constant slipping

motion, from near the bottom left corner of the Schelleng diagram; and S-motion, from a slightly

smaller value of N but the same value of β as the experimental example in Figure 4.18(e).
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Figure 5.17: Location in the N vs. β plane of the force and position used to generate the individual
bridge force waveforms shown in Figure 5.18. Each label in this figure is vertically and horizontally
centered over the coordinates of the corresponding waveform. The bow speed was 0.05 m/s in all of
the above cases.

The waveforms shown are generally very similar to the analogous experimental waveforms shown

in Figure 4.18. The “Schelleng ripples” visible as small oscillations superimposed on the Helm-

holtz motion in Figure 5.18(a) are similar to the experimental example given from the same operat-

ing point. The small second slip in the example of double slipping in Figure 5.18(b) occurs shortly

after the main slip, as it did in the experimental example shown in Figure 4.18(b). The principal

difference between the simulated and experimental examples of raucous motion, in Figures 5.18(c)

and 4.18(c), is the extent of the ripples during sticking periods; both are otherwise similar exam-

ples of non-periodic motion. The examples of constant slipping and S-motion shown in Figures

5.18(d) and 5.18(e) are both very similar to the experimental examples.
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Figure 5.18: Example of a bridge force waveform corresponding to one of each of the symbols shown
in Figure 5.2. The values of bow force and position for each waveform are given in Figure 5.6, and the
bow speed is 0.05 m/s in all cases.
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5.2.2 GUETTLER DIAGRAM: PRE-HELMHOLTZ DURATION IN N -a PLANE

The transient behaviour of the friction curve model with the new “reconstructed” friction curve

from the last chapter is, however, not as encouraging as the steady state behaviour seen in Section

5.2.1. In this section, constant acceleration bowing gestures are investigated: “Guettler diagrams”

which are nominally similar to those presented already are shown to be at odds with experiment,

and the reason for this is revealed by consideration of the events immediately following the first

slip.

GUETTLER DIAGRAMS AT DIFFERENT VALUES OF β

The time delay between the first slip and the onset of Helmholtz motion is plotted at a range of bow

force and acceleration, for eight different values of β, in Figure 5.19. It is clearly apparent that the

improvement seen in the Schelleng diagram prediction due to using a “flatter” friction curve is not

reflected in the Guettler diagram prediction: the instances of Helmholtz motion are as sparse as

they were when using Smith and Woodhouse’s steady sliding friction curve, and the approximate

boundaries of the regions containing occurrences of Helmholtz motion bear little resemblance to

the boundaries observed in experiment, in Figure 4.20.

BEHAVIOUR AT FIRST SLIP, WITH LARGE AND SMALL BOW FORCES

In light of the improvements seen in the Schelleng diagram predictions due to changing the friction

curve, it is surprising that the transient behaviour of the string, as indicated by Figure 5.19, is no

better. With a plausible cause of this being the differences between initial conditions in the Guettler

and Schelleng diagrams (the string was initialized with Helmholtz motion in the latter case), it is

logical to review the motion of the string in the moments following the first slip.

With the new friction curve, the string was found to behave in two alternative ways, depending

on the magnitude of the bow force, N . The slope of the friction curve at the start of the slipping

portion (i.e. at v= v−b ), which from Equation (4.3) equals 0.571×N . If this slope is less than

that of the load line, 2Z, then there is no “ambiguous” region in the friction curve (see Figure 1.4).

Hence if N is less than 3.5Z, then the operating point does not “jump” during stick-slip transitions,

but instead drops gradually. Hence, with Z being 0.421 Ns/m for the simulated string (according

to measured data for Dominant cello D-strings [21, 27]), the string’s motion is relatively benign

if N ≤ 1.474 N, whereas flybacks are observed in the bridge force if N > 1.474 N. Unexpectedly

however, the cases where N > 1.474 N, in which the bridge force “flies back” at first slip, have

an apparent tendency to “overshoot” at first slip. An example of bridge force waveforms for cases

where N is both greater than and less than 1.474 N is shown in Figure 5.20. The cause of these

overshoots will be discussed in Section 6.3.
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(a) β= 0.0357 (b) β= 0.0449

(c) β= 0.0566 (d) β= 0.0714

(e) β= 0.0899 (f) β= 0.1133

(g) β= 0.1428 (h) β= 0.1800

Figure 5.19: Simulated “Guettler diagrams”, for eight different values of β, with the new friction
curve model. In each plot, the time taken to achieve Helmholtz motion relative to the time of the first
slip at a given combination of bow force and acceleration is given by the shade of the pixel at the
corresponding location in the N vs. a plane, according to the guide on the right. White pixels with
black crosses indicate that the quarter of a second of data was insufficient to deduce the length of the
pre-Helmholtz motion transient. The experimental equivalent of this figure is Figure 4.20.
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Figure 5.20: Bridge force waveforms from constant acceleration bowing gestures using the friction
curve simulation model with the “reconstructed” friction curve. The top plot is typical of the bridge
force waveforms when N is large enough to cause the operating point in the f vs. v plane to “jump”,
and the bottom plot is a typical result with N too small to cause a jump. The values of N , a and β for
each example are, respectively: (a) 3.053 N, 0.244 m/s2, and 0.0449; and (b) 0.400 N, 0.737 m/s2, and
0.0714.

5.3 “PLASTIC THERMAL MODEL” SIMULATIONS

Having reviewed the behaviour of the friction curve model of rosin with both Smith and Wood-

house’s friction curve and with the curve derived in the last chapter, the behaviour of the plastic

thermal model is investigated in this section. The results presented in this section are directly

comparable to those obtained from friction curve simulations and experiment.

5.3.1 SCHELLENG DIAGRAM: VIBRATION REGIME IN THE N -β PLANE

The Schelleng diagram, as obtained using the plastic thermal friction model, is shown in Figures

5.21 and 5.22, which are plotted using the same conventions as previously. The latter is similar

to the results published by Woodhouse [21], except that the vibration identification algorithm used

in this case is different (as described in Section 4.2.3), and the range of values of N and β is
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different. Following Schelleng, who considered the conditions for the breakdown of a pre-formed

Helmholtz motion under steady bowing conditions, and in the same spirit as the experimental

Schelleng diagram in Section 4.3.1 and the friction curve results in Sections 5.1.1 and 5.2.1, the

string was initialized with Helmholtz motion, rather than started from rest. The exact vibration

waveform and thermal history used as the initial condition for the string are shown in Figure 5.23.
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Figure 5.21: Schelleng diagram, from simulations based on the plastic thermal rosin model. Here,
as previously, the shade of a given pixel indicates whether Helmholtz motion was sustained at the
combination of force and position corresponding to the position of the pixel. White pixels indicate
that Helmholtz motion was still in evidence at the end of two seconds of steady bowing; black pixels
indicate that it was not; and grey pixels indicate that S-motion was observed. Further detail regarding
the outcome of individual operating points within each black region is shown in Figure 5.22. The bow
speed is 0.05 m/s in all cases.

The general appearance of Figures 5.21 and 5.22 is similar in some respects to the experimental

equivalents in Figures 4.12 and 4.13: the central region of Helmholtz motion is adjacent to a

region of raucous motion at larger bow forces (with some S-motion), and a region of constant or

multiple slipping below. However, instances of multiple slipping and S-motion are far less frequent

than they were in experiment, and the “patchy” region at low bow forces and large values of β is

missing.

The rarity of S-motion occurrences may be due to a deficiency in the plastic thermal model, but

alternatively could be due to the difference between initial conditions in experiment and simulation.

As discussed on page 78, in experiment the string was initialized with a single stick and slip per

period, but it was not always possible to establish a clear Helmholtz motion rather than S-motion.

With the simulation model, the same initial condition of Helmholtz motion was always used, and as

such instances of S-motion could not be caused by S-motion initial conditions. Hence, although the

lack of S-motion in the simulated Schelleng diagram may be attributable to a fault with the plastic

thermal simulation model — indeed, S-motion was predicted far more frequently by the friction

curve models in Sections 5.1.1 and 5.2.1 — this cannot be proven on the basis of the Schelleng
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Figure 5.22: Schelleng diagram from simulations based on the plastic thermal rosin model. Here, as
with the experimental equivalent in Figure 4.13, squares (2) indicate that Helmholtz motion was sus-
tained throughout the period of steady bowing; crosses (×) indicate that the string lapsed into multiple
slipping motion; pluses (+) indicate raucous motion; dots (·) indicate constant slipping; and stars (F)
indicate S-motion.
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Figure 5.23: Excerpt of transverse vibration data used as part of the initial condition for the sim-
ulated Schelleng diagram. This shows the magnitude of transverse velocity waves sent towards the
bridge from the bowing point, approximately equal to 1/2Z times the “bridge force”, and hence com-
parable with for example Figure 4.18(a). This data was used along with excerpts of torsional waves
concurrently sent towards the bridge, transverse and torsional waves sent towards the finger, and the
temperature of the rosin in the contact patch.
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diagram appearance alone. It should, however, be noted that the two reported occurrences of

S-motion in the plastic thermal simulated Schelleng diagram are both at β= 0.1603, the second

column from the right of the Schelleng diagram, which is the same location as one of the three

“columns” of S-motion reported in experiment. It would seem, then, that both experiment and

simulation are most sensitive to S-motion under the same conditions that Lawergren [60] suggested

based on his original measurements of S-motion.

The lack of double slipping in the plastic thermal simulations, however, cannot be attributable

to initial conditions. From Figure 5.22, it appears that as the bow force is decreased, Helmholtz

motion degenerates almost directly into constant slipping motion, with a second slip appearing

only occasionally. Instead of a second slip, the plastic thermal model predicts that the single slip

per period of Helmholtz motion gradually grows, until it lasts for the entire period of the motion.

SUPERIMPOSING THE UPPER AND LOWER FORCE LIMITS FROM EXPERIMENT

In Section 4.3.1, best fit approximations for the edges of the Helmholtz motion region of the

experimentally measured Schelleng diagram were found. Following Schelleng, the upper edge of

the Helmholtz motion region was approximated by a line proportional to 1/β, and the lower edge

was approximated by a line proportional to 1/β2. These limits are reproduced, superimposed on

the plastic thermal model simulated Schelleng diagrams, in Figures 5.24 and 5.25.
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Figure 5.24: Schelleng diagram according to the plastic thermal simulation model (same as Figure
5.21), with Schelleng’s force limits superimposed as diagonal lines. The upper force limit, 0.13/β, and
the lower force limit, 0.00086/β, were chosen to match the edges of the Helmholtz motion region in
experiment, as shown in Figure 4.15.

These figures demonstrate that the upper bow force line is well predicted by the plastic thermal

model, but that the lower limit is almost an order of magnitude too low. This reinforces the earlier
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Figure 5.25: Symbolic representation of the Schelleng diagram according to the plastic thermal simu-
lation model (same as Figure 5.22), with Schelleng’s force limits superimposed as diagonal lines. The
limits were chosen to match the Helmholtz motion region in experiment, as shown in Figure 4.16

assertion that the plastic thermal model is reluctant to predict the formation of double slipping

motion at low bow forces.

EXAMPLES OF INDIVIDUAL BRIDGE FORCE WAVEFORMS

A typical vibration waveform corresponding to one of each of the symbols in Figure 5.22 is shown

in Figure 5.27, and the corresponding thermal history of the contact patch is shown in Figure

5.28: Figure 5.27(a) shows Helmholtz motion, Figure 5.27(b) shows one of the rare occurrences of

double slipping, Figure 5.27(c) shows raucous motion, Figure 5.27(d) shows constant slipping, and

Figure 5.27(e) shows S-motion. Bridge force is calculated in each case as 2Z times the magnitude

of transverse velocity waves being sent towards the bridge from the bowing point. The values of

N and β used to generate each waveform are given in Figure 5.26, and vb was 0.05 m/s in each

case.

Of the five bridge force waveforms shown in Figure 5.27, the first, third and fourth were generated

using the same values of N and β as the corresponding experimental examples in Figures 4.18(a),

(c) and (d). In these three cases, the plastic thermal model predicts very similar motion to that

observed in experiment. The operating points for the remaining two cases, double slipping motion

and S-motion, had to be different from those of the corresponding experimental examples in Fig-

ures 4.18(b) and (e), because the regions containing double slipping and S-motion were different

in the experimental Schelleng diagram.

The double slipping waveform shown in Figure 5.27(b) holds a clue as to the reason why the plastic

thermal simulation model rarely predicts transition from steady state Helmholtz motion to double
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Figure 5.26: Location in the N vs. β plane of the bow force and position used to generate the individual
bridge force waveforms shown in Figures 5.27, 5.30 and 5.29. Each label in this figure is vertically
and horizontally centered over the coordinates of the corresponding waveform. The bow speed was
0.05 m/s in all of the above cases. Figures 5.27(a), 5.27(c), 5.27(d), 5.30(a) and 5.30(b) have the same
operating point as the experimentally measured bridge force waveforms in Figures 4.18(a), 4.18(c),
4.18(d), 4.19(a) and 4.19(b).

slipping motion. In this case, as with waveforms at similar operating points in the N -β plane, the

“flyback” in bridge force is more gentle; it is less steep than in experiment (see for example Figure

4.18(b)), and is slightly rounded at its end. This is symptomatic of an increase in the roundedness

of the Helmholtz corner: by spreading the Helmholtz corner out over a finite length of string, the

drop in bridge force that occurs when it reflects from the bridge is also spread out over over a finite

period of time [12]. This roundedness appears to impede the growth, and indeed the creation, of

a second slip at low bow forces. A separate example of the bridge force waveform at a low bow

force is shown in Figure 5.29, which was generated at an operating point that gave double slipping

in experiment.

As a final comparison with the experimental results from Section 4.3.1, the plastic thermal model

predictions from the operating points used to generate Figures 4.19(a) and 4.19(b) — the wave-

forms from inside and above the “patchy Helmholtz” region of the experimental Schelleng diagram

— are shown in Figures 5.30(a) and 5.30(b). Helmholtz motion is seen to persist in these cases,

as it did in all cases in the lower right corner of the Schelleng diagram with the plastic thermal

simulation model; the “patchy Helmholtz” region was not reproduced with the plastic thermal

model.
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Figure 5.27: Examples of bridge force waveforms (calculated as 2Z times the magnitude of bridge-
bound velocity waves) for each of the types of string motion indicated by symbols in Figure 5.22. The
values of bow force and position used to generate each waveform are given in Figure 5.26, and the bow
speed is 0.05 m/s in all cases. The waveforms shown in (a), (c) and (d) were generated at the same
operating point as the analogous experimental waveforms, in Figures 4.18(a), 4.18(c) and 4.18(d);
experiment and simulation produce quite similar results in these cases. The plastic thermal model was
not seen to produce double slipping and S-motion (i.e. (b) and (e) above) at the same operating points
as experiment, as discussed in the text.
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Figure 5.28: Temperature of the rosin in the bow/string contact patch, corresponding to the bridge
force waveforms shown in Figure 5.27. Each flyback in bridge force, corresponding to a slip, causes a
rise in temperature, each sticking period causes a gradual decrease. In the case of constant slipping, as
shown in (d), the rosin is not given a chance to cool down.
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Figure 5.29: Example of bridge force waveform (equal to 2Z times the magnitude of transverse ve-
locity waves travelling towards the bridge from the bowing point), and the corresponding temperature
in the contact patch, in which the Helmholtz corner has been rounded. The flybacks in bridge force in
the top plot are not as steep as they were in, for example, Figure 5.27(a).
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Figure 5.30: Simulated equivalent of the bridge force waveforms shown in Figures 4.19(a) and 4.19(b).
The operating points for these waveforms were, respectively, within and above the region labelled
“patchy Helmholtz” in Figure 4.14. Clearly, Helmholtz motion has remained intact in both of these
cases with the thermal plastic simulation model, as it did throughout the entire region deemed to be
“patchy” in experiment.
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5.3.2 GUETTLER DIAGRAM: PRE-HELMHOLTZ DURATION IN N -a PLANE

The transient behaviour of the plastic thermal simulation model at a range of operating points in

the force vs. acceleration plane is illustrated in Figure 5.31. These “Guettler diagrams” can be

compared directly with the experimental equivalents in Section 4.3.2, and the old and new friction

curve models in Sections 5.1.2 and 5.2.2 respectively.

It is encouraging to see that positions of the regions containing grey pixels, i.e. occurrences of

Helmholtz motion, are qualitatively similar to the experimental measurements shown in Figure

4.20 — at least more so than the friction curve simulations. As in the experimental case, the upper

and lower boundaries of the grey regions rotate in the anti-clockwise direction and become closer

together as β is decreased, and in several places the data appears “twitchy”, or visually speckly.

However, in all cases shown in Figure 4.20, the upper and lower borders of the Helmholtz motion

region appears to intersect the N axis at some distance above the origin, with the distance increas-

ing as β decreases. In experiment, the borders of the Helmholtz motion region appeared to pass

through, or very near to, (N, a)= (0, 0). Of even more concern however, in all cases shown in

Figure 5.31, the region containing Helmholtz motion appears to terminate once a reaches a value

of around 2.5 or 3 m/s2 (the latter value is more appropriate for Figure 4.20(e), and the former

is more appropriate for Figure 4.20(h)). This apparent limit in acceleration was not observed in

experiment, and is therefore an artefact of the plastic thermal simulation model, whose cause will

be discussed in the next chapter.

147



CHAPTER 5 5.3. “PLASTIC THERMAL MODEL” SIMULATIONS

       

0.5

1

1.5

2

2.5

3

       

 

 

 

 

 

 

       

0.5

1

1.5

2

2.5

3

       

 

 

 

 

 

 

       

0.5

1

1.5

2

2.5

3

       

 

 

 

 

 

 

0 0.5 1 1.5 2 2.5 3

0.5

1

1.5

2

2.5

3

0 0.5 1 1.5 2 2.5 3

 

 

 

 

 

 

Key

period
lengths

.

>20

15 

10 

5  

0  

PSfrag replacements

Bow acceleration, a (m/s2)Bow acceleration, a (m/s2)

B
ow

fo
rc

e,
N

(N
)

B
ow

fo
rc

e,
N

(N
)

B
ow

fo
rc

e,
N

(N
)

B
ow

fo
rc

e,
N

(N
)

(a) β= 0.0357 (b) β= 0.0449

(c) β= 0.0566 (d) β= 0.0714

(e) β= 0.0899 (f) β= 0.1133

(g) β= 0.1428 (h) β= 0.1800

Figure 5.31: Simulated “Guettler diagrams”, for eight different values of β, with the thermal plastic
model of rosin. In each plot, as previously, the time taken to achieve Helmholtz motion relative to
the time of the first slip at a given combination of bow force and acceleration is given by the shade
of the pixel at the corresponding location in the N vs. a plane, according to the guide on the right.
The experimentally measured equivalent, and the old and new friction curve simulated equivalents, are
shown in Figures 4.20, 5.9 and 5.2.2 respectively.
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INDIVIDUAL BRIDGE FORCE WAVEFORMS

Examples of the bridge force waveforms with various combinations of N , a and β are shown in

Figure 5.32, and the associated thermal histories of the contact patch are shown in Figure 5.33.

Figure 5.32(a) shows an example of a “nearly perfect” transient, i.e. one in which Helmholtz mo-

tion was achieved after a very short delay, and Figure 5.32(b) shows an example of raucous motion

with clearly prolonged sticking periods. Figure 5.32(c) shows an example of double slipping mo-

tion; unlike in the steady state simulations used to construct the plastic thermal model Schelleng

diagram previously, the plastic thermal model frequently predicts the formation of double slipping

in transient waveforms. In each case, the eventual steady state waveform looks plausibly like an

experimental equivalent.

The striking anomaly of all bridge force waveforms in Figure 5.32 is that the bridge force never

“flies back”, or drops, at the first slip. In all the experimental bridge force examples in Figure 4.22,

the bridge force was seen to fly back at first slip; this was also seen to be the case in Figure 4.46.

A direct comparison of Figures 5.32(b) and 4.22(c) exemplifies the difference observed at first slip

between the vast majority of experimental and plastic thermal simulated “raucous” waveforms.

The closest the plastic thermal simulation model comes to predicting an abrupt drop at the first

slip is when the bow force and bow speed are both at their largest, but even then there is a delay

between the start of the first slip (indicated by the instant when the bridge force stops rising) and

the flyback: Figure 5.32(a) shows an example of this.

Besides predicting anomalous behaviour at first slip, the plastic thermal simulation model also

predicts a “rounding” of the bridge force waveform at high bow speeds. In the case of constant

acceleration bowing gestures, this occurs if the simulation is simply allowed to run for an extended

length of time. The “rounded” pattern of behaviour seen at high bow speeds coincides with a

failure of the string to resume sticking in the moments immediately following the passage of the

Helmholtz corner past the bow towards the finger, as one would normally expect it to. An example

of this behaviour is shown in Figure 5.34, which shows the effect of allowing the same simulation

shown in Figure 5.33(a) to run for a quarter of a second: the saw-tooth wave in the bridge force

has become rounded at the end of each flyback, and the velocity of the surface of the string at

the bowing point (plotted in Figure 5.34(c)) does not rise up to the bow speed until the rosin

temperature (plotted in Figure 5.34(b)) has cooled down to around 45◦C.

The vibration identification algorithm described in Section 4.2.3 was designed to classify exper-

imental bridge force signals. The “rounding” of the saw-tooth wave associated with Helmholtz

motion observed with the plastic thermal simulation model never occurred in experiment, and as

such the identification algorithm does not reliably class it as Helmholtz motion — indeed, perhaps

the string can no longer be said to exhibit Helmholtz motion when the sticking time has diminished

as much as it did, for example, in Figure 5.34. The apparent upper limit in acceleration seen in

the Guettler diagrams in Figures 5.31(e), (f), (g) and (h), is caused by the vibration identification

algorithm classifying this rounded Helmholtz motion as multiple slipping motion.
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Figure 5.32: Examples of bridge force waveforms generated using constant acceleration bowing ges-
tures, with the plastic thermal simulation model. The values of N , a and β for each example are,
respectively: (a) 1.874 N, 2.215 m/s2, and 0.1428; (b) 2.611 N, 0.244 m/s2, and 0.1428; and (c)
1.579 N, 1.558 m/s2, and 0.0899. the horizontal and vertical axes ranges are different in every plot,
although the string’s natural period is 0.00680 s in all cases.
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Figure 5.33: Temperature of the rosin in the bow/string contact patch corresponding to the bridge
force waveforms in Figure 5.32.
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Figure 5.34: Example of the “roundedness” that occurs at high bow speeds with the plastic thermal
model. (a) shows the bridge force, calculated as 2Z times the magnitude of the bridge-bound transverse
velocity wave generated βT/2 seconds previously, (b) shows the temperature of the rosin in the contact
patch, and (c) shows the velocity of the surface of the string. The bridge force is clearly rounded at the
end of each fly-back, because the string does not stick to the bow until close to the time of the next slip.
The values of N , a and β used to generate this data are 1.874 N, 2.215 m/s2 and 0.1428 respectively,
with the bow accelerated from rest starting at time t= 0 s.

5.4 SUMMARY OF FINDINGS

The ability of computational simulations of the bowed string based on both the friction curve and

plastic thermal models of friction to predict the experimental results presented in the last chapter

has been reviewed. Under certain conditions, each model showed at least qualitative agreement

with experiment, although neither model was sufficiently consistent in this regard to warrant the

type of playability investigations discussed in Chapter 1.

Each model successfully predicted that excessively large bow forces lead to the production of rau-

cous motion or S-motion, and that excessively small bow forces lead to the production of multiple
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or constant slipping. However, neither model succeeded in predicting the correct location of both

the maximum and minimum bow force limits in the Schelleng or Guettler diagrams, although us-

ing the “reconstructed friction curve” from the last chapter in place of Smith and Woodhouse’s

steady sliding measurements was beneficial to the steady state vibration predictions from the fric-

tion curve simulation model.

The success of each simulation model at predicting the measured Schelleng diagram was not a

consistently good indicator of its success at predicting measured Guettler diagrams. It is impor-

tant, therefore, to recognize that the bow force limits for steady bowing that can be seen in a

Schelleng diagram do not necessarily reflect the extent to which an instrument is conducive to

short pre-Helmholtz motion transients. Certainly, noting that the duration of pre-Helmholtz mo-

tion transients is central to a player’s perception of an instrument’s playability, it is crucial that

Schelleng diagrams should not be used as the only measure of playability.

Clues as to the source of differences between simulation and experiment were revealed by examin-

ing details of individual bridge force waveforms. Although the simulations occasionally predicted

steady state vibration waveforms that were difficult to distinguish from those seen in experiment,

various aspects of the transient vibration waveforms were highlighted that are at odds with experi-

ment. These include:

• The precise transient vibration waveform predicted by the friction curve model with Smith

and Woodhouse’s steady sliding friction curve was almost unchanged as the bow force was

varied by several times its original value, provided the ratio N/a was held constant. This sim-

ilarity was not observed with the friction curve model when using the reconstructed friction

curve, nor was it observed when using the plastic thermal model or in experiment. Similar-

ity between transients generated using the same value of N/a caused trends in the Guettler

diagrams predicted by the friction curve model with Smith and Woodhouse’s steady sliding

friction curve to coincide with radial lines in the N vs. a plane.

• In friction curve simulations based on the reconstructed friction curve, if the bow force is

sufficiently large to cause a “flyback” in the bridge force at first slip, then the bridge force

“overshoots” each saw-tooth wave associated with the slip-stick transition. This “overshoot”

feature was not observed in experiment.

• Plastic thermal simulations generally fail to predict the transition of Helmholtz motion to

double slipping at low bow forces, predicting instead that Helmholtz motion degenerates

almost directly into constant slipping at low bow forces. In experiments there was a clearly

defined range of bow forces that caused Helmholtz motion to degenerate into multiple slip-

ping motion.

• In plastic thermal simulations, when the bow force and acceleration were both large, the

saw-tooth wave associated with Helmholtz motion was observed to become rounded, and

the slipping time elongated. This behaviour was not observed in experiments. Consequently,
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the Helmholtz motion regions of the plastic thermal simulation Guettler diagrams did not

extend into the top-right corner of the N vs. a plane.

• Whereas bridge force waveforms generated by the friction curve simulation model were

frequently observed to “fly back” at first slip, those generated by the plastic thermal model

did not under any conditions tested in this chapter. In experiment, “flybacks” at first slip

were observed when the bow force exceeded a threshold value, which was generally around

1 N.

Causes of each of these anomalies and methods for preventing their occurrence are discussed in

the next chapter.
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Chapter 6

IMPROVING SIMULATIONS IN LIGHT OF EXPERIMENTS

INTRODUCTION

The wealth of experimental results presented in Chapter 4 was intended to provide a general un-

derstanding of the vibrational behaviour of the bowed string; the results from simulations of the

bowed string shown in Chapter 5 exhibited different behaviour in several respects. In this chapter,

possible reasons for these differences are discussed, and accordingly, remedies for the simulation

model are suggested.
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6.1 INTERPRETING EXPERIMENTS AND SIMULATIONS

NON-DIMENSIONAL GROUPS, AND SIMILAR VIBRATION TRANSIENTS

A striking degree of similarity was observed between different vibration transients generated using

the friction curve model in Section 5.1.2 when the ratio N/a was kept the same, as seen for ex-

ample in Figure 5.12. Contours of constant pre-Helmholtz motion time delay in Figure 5.9 clearly

coincide with radial lines in the N vs. a plane. Holding the ratio N/a constant was also seen to

cause some degree of similarity in experiment (Figures 4.20, 4.23–4.26, 4.29) and in plastic ther-

mal model simulations (Figure 5.31), in that the regions in the N vs. a plane containing Helmholtz

motion appeared to be wedge-shaped. A possible reason why contours of similar string motion

would tend to coincide with lines of constant N/a in the Guettler diagram may be arrived at by

considering the basic principles of the bowed string in non-dimensional form.

The input to the string is the friction force, which has the ability to grip the string with a force

proportional to the normal force N , under the assumption that f =µN . Furthermore, noting from

Equation (1.9) that f =2Z(v− vh), the amount of friction that is required to vibrate the string is

given by the magnitude of the outgoing velocity waves multiplied by 2Z.

However, for a given waveform of motion, the velocity of every part of the string at all times

scales with the bow speed vb; i.e. the amplitude of the motion, and hence the magnitudes of out-

going velocity waves from the bow, scale with vb. Therefore the amount of friction required to

sustain a given vibration waveform is proportional to Zvb. Consequently, the input to the string is

characterized by the dimensionless group N/Zvb, which will be denoted Πinput.

If the limiting static coefficient of friction µs and the coefficient of friction during sliding µd are

assumed to be constant, then “similar” vibration transients (which differ only in magnitude) must

share the same value of µ at any given time. The instantaneous value of µ would in such cases be

determined at all times by the dimensionless quantity (vb− vh)Z/µsN , where vh is the combined

magnitude of returning transverse and torsional velocity waves from the ends of the string: if this

quantity is greater than unity then µ=µd; if it is less than µd/µs then µ=Z(vb− vh)/N ; other-

wise µ equals either Z(vb− vh)/N or µd depending on whether the string is sticking or slipping.

The non-dimensional amplitude of returning velocity waves from the ends of the string is only

dependent upon the the value of Πinput; hence if µs and µd are constants, then µ only depends on

Πinput.

The input, friction, produces waves on the string by reacting to the waves already present on the

string. As such, if the fundamental period 2L/c of the string is extended, then the reactions of the

friction input will be delayed. Indeed, if we assume that β is fixed, the bow contacts the string at

a point, wave dispersion can be ignored, and again that µs and µd are constants, then the extent of

the delay is simply proportional to 2L/c. Hence, if the time scale of interest is Tscale, which could
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be for example the time taken to achieve Helmholtz motion, and all of these assumptions are made,

then Πtime, the non-dimensional form of Tscale equal to Tscale/(L/c), is only a function of Πinput.

Now, if the bow accelerates uniformly from rest, then Πinput(t) equals N/Zat. As such, in order

to compensate for an increase in bow force, one may increase the bow acceleration proportionally.

Furthermore, if we again make the assumptions that µs and µd are constant, that β is fixed, and

that wave dispersion can be ignored, then holding the quantity N/Za(L/c) constant will produce

the same vibration waveform for different values of N or a.

Hence, under these assumptions, as Πinput can be expressed as N/Za(L/c), the time taken to pro-

duce Helmholtz motion is only a function of N/Za(L/c). Equivalently, under these assumptions

a player can not influence any aspect of the pre-Helmholtz motion transient (except its amplitude)

without varying Πinput; this serves as an indication of the force being used by the player in dimen-

sionless terms.

One would expect the player, through the use of N , vb and β, to have more influence on the

vibration pattern of the string than any other variable (including for example changes in the amount

of energy dissipation or dispersion in the string). This means that, even for lightly damped and

slightly stiff strings, Πtime should depend more on Πinput and β than on other physical quantities,

provided that µs and µd are roughly constant. So for example, if Z, L and c are fixed, and the bow

is accelerating uniformly from rest at a given value of β, then contours of constant pre-Helmholtz

motion transient duration should lie approximately along contours of constant N/a. If either µs or

µd do vary significantly, then this becomes an approximation.

This would appear to account for the strong similarity between waveforms generated at the same

value of N/a using the friction curve model with Smith and Woodhouse’s [43] steady sliding

friction curve in Section 5.1.2: Smith and Woodhouse’s steady sliding friction curve is so steep at

low sliding speeds (see for example Figure 4.49) that the hysteresis rule described on page 6 forces

the operating point to stay away from the steep part of the friction curve under nearly all sliding

conditions, and hence the value of µd remains almost exactly equal to 0.35 at all times — see also

[21, Fig.7(c)]. The uniformity of µs and µd means that the details of the transient string vibration

are almost entirely determined by the quantity Πinput, or N/Za(L/c).

The wedge-like appearance of the experimental Guettler diagrams in Section 4.3.2 and the plas-

tic thermal simulation Guettler diagrams in Section 5.3.2, and the reasonable degree of similarity

between measured waveforms with the same ratio N/a (see Figures 4.23 and 4.24), also probably

reflects a relatively small degree of fluctuation of µs and µd under most conditions. The “recon-

structed friction curve” on the other hand has very little curvature (see Figure 4.49), and hence the

value of µd in simulations based on this the reconstructed friction curve constantly varies through-

out the range 0.35–0.7. This may account for the apparent lack of structure in the reconstructed

friction curve Guettler diagrams in Figure 5.19. In addition, all four of Guettler’s conditions for

the production of a “perfect transient” (see page 21) predict an upper or lower bound for bow force

which is proportional to acceleration for constant values of µd.
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6.2 FRICTION AT FIRST SLIP

It was seen in Figures 4.30, 4.32, and 4.44 that in experiment the limiting static coefficient of

friction µs becomes larger before the first slip in cases where there is a long delay between the start

of the bowing gesture and the first slip. Otherwise, if the delay is not so long, then µs is constant,

and approximately equal to 0.65. This behaviour was not observed in simulations, as the value of

µs before first slip was universally set to a single value.

This increase in µs is presumably an essential ingredient of any simulation model of the bowed

string: by increasing the limiting static coefficient of friction and causing the string to be pulled

further outwards before the first slip, the string’s motion is initialized with additional potential

energy. Additional potential energy would presumably impart extra “vigour” into the string’s sub-

sequent motion, which may indeed affect whether or not Helmholtz motion is achieved. Therefore

a physical model, and a corresponding mathematical model, is developed in this section to govern

the static friction properties of rosin.

6.2.1 INTERPRETING THE EXPERIMENTAL OBSERVATIONS

As a preparation for suggesting a physical model for this behaviour, it is illuminating to note that as

the bow speed or acceleration is decreased towards zero, and the value of µs increases as discussed,

it increases more at low bow forces than at high bow forces. This is evident from the fact that, while

the left-most three columns of data in Figures 4.30, 4.32 and 4.44 contain lighter pixels (i.e. larger

values of µs) than the other columns, the lightest pixels are confined to the bottom left corner of

the plots.

This is further illustrated by plotting each individual measured value of µs for the first four columns

of Figure 4.30, as shown in Figure 6.1 below. From Figures 4.30 and 6.1, it appears that the values

of µs increase from a base level of around 0.6 to some upper limit that varies roughly in proportion

to N−1/3. The first column of data is particularly well approximated by a N−1/3 dependence,

although it is slightly obscured in Figure 6.1 by the second column.

However, the relation µs∝N−1/3 is well known to occur when two bodies make intimate contact

with each other, i.e. when all surface asperities have been flattened out and “Hertzian contact”

has been achieved [82]. Conversely, situations where µs is independent of N are associated with

problems where the two bodies only make contact with each other’s surface asperities [84]; in such

problems the total contact area between asperities on the two bodies may be referred to as the “real

area of contact”, A, whereas the overall cross-sectional area of the apparent contact patch may be

referred to as the “area of contact”, Atot. Hence, in the case of Hertzian contact, A=Atot. Slip is

induced when the shear stress acting over the real area of contact reaches the shear yield stress ky,

such that µsN = kyA: for Hertzian contact in an elliptical contact patch (as for example between

the perpendicular string and rod), A∝N 2/3, whereas for “rough” contact, i.e. where contact is
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two columns of µs data appear to tend towards the N−1/3 line, except at the lowest bow forces. The
average of the remaining sixteen columns is shown as a grey line, with error bars indicating the standard
deviation incurred in the averaging process.

made through surface asperities only, A∝N ; hence µs∝N−1/3 in Hertzian contact problems, and

µs∝N0 (i.e. independent of N ) for “rough” contact problems [82].

Therefore, from Figure 6.1 it would seem that if there is a sufficient time delay between the start

of a bowing gesture and the first slip, then the asperities begin to flatten out, until the real area

of contact A reaches the total area of the contact patch Atot. The fourth column of values of µs
from Figure 4.30, plotted with respect to N and labelled with a “4” in Figure 6.1, shows a gradual

increase in µs with respect to N , suggesting that the value of bow acceleration, a, associated with

the fourth column of µs values is just large enough for the growth in contact area, and hence µs,

to be noticeable. The first two columns of values of µs from Figure 4.30, labelled as “1” and “2”

in Figure 6.1, appear to indicate that the gap between A and Atot is small enough that the entire

contact area is filled out, and Hertzian contact — and hence µs∝N−1/3 — is achieved. The third

column of data, labelled “3” in Figure 6.1, apparently only exhibits this behaviour at large bow

forces.

It is interesting to note, finally, that studies of seismic fault lines have reached a similar conclusion

regarding the friction between rock surfaces under a shear load. Marone [85], for example, found

that holding the shear load between two granite surfaces at a large constant value before increasing

it to the point of slipping causes an increase in limiting static coefficient of friction. Marone found

that the increase in µs was approximately proportional to log(holding time).
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6.2.2 INCORPORATING CONTACT AREA GROWTH INTO SIMULATIONS

Under the hypothesis that the real area of contact, A, between the perspex rod and the string

increases if it is held under a shear load for any prolonged period of time, it is plausible that the

following type of behaviour might occur:

dA

dt
∝
(

q

dq/dt

)z

, (6.1)

where q is the shear stress acting on the contact patch, equal to f/A, and z is a positive constant.

As such, if q/(dq/dt)∼T1st slip, where T1st slip is the delay between the start of the bowing gesture

and the first slip, then dA/dt∼ (T1st slip)
z.

Furthermore, it is logical that the real area of contact would stop growing once it has reached the

total area of the contact patch. One way to ensure this would be to assume that the following

behaviour also occurs:
dA

dt
∝
(
1− A/Atot

)y
, (6.2)

where y is a positive constant. Equation (6.2) ensures that the real area of contact is allowed to

grow according to Equation (6.1), until the ratio A/Atot approaches unity — i.e. until asperity

contact fills the contact patch.

Hence, the following equations are suggested to predict the limiting static coefficient of friction:

q = f/A, (6.3a)

dA

dt
= cjg

(
q

dq/dt

)z
(
1− A/Atot

)y
, (6.3b)

and µs = kyA/N, (6.3c)

where cjg is a constant of proportionality and ky is the shear yield strength of rosin. They are

readily solvable numerically. The initial value, A0, of the real area of contact A may be obtained

from the experimental results: at large bow speeds, µs was seen to be approximately equal to 0.7,

and hence A0≈ 0.7N/ky. The value of Atot may also be extrapolated from the experimental results:

µs appears in Figure 6.1 to stop increasing once it reaches 1.3N−1/3, and hence Atot≈ 1.3N 2/3/ky.

6.2.3 RESULTS FROM SIMULATIONS WITH CONTACT AREA GROWTH

Using the candidate static friction model in Equations (6.3a) (6.3b) and (6.3c), and choosing

ky = 10 MPa, cjg = 22 s−z, z= 3 and y= 2, the results shown in Figures 6.2 and 6.3 are obtained.

In both figures, the general appearance of the predictions are broadly similar to the corresponding

results obtained in experiment, in Figures 4.30, 4.32 and 6.1. This supports the general idea of the

junction growth model used to predict an increase in the real area of contact, although the values

of ky, cjg, z and y were chosen in an ad-hoc manner.
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Figure 6.3: Theoretical equivalent of the experimental results shown in Figure 6.1, based on the
junction growth model in Equations (6.3b) and (6.3c). The general rise in µs at low accelerations is
predicted with qualitative accuracy, suggesting that the physical model used is plausible.
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6.2.4 CREEP DISTANCE

A subtle but distinct feature of Figures 4.30, 4.32, 4.44 and 6.1 is that as the bow speed (or accel-

eration) decreases to very low values, well inside the range where the increase in µs was observed,

the value of µs appears to drop slightly. This is apparent from the fact that points in the the left-

most column in Figures 4.30 and 4.32 is slightly darker than those in the second column; the three

left-most columns of Figure 4.44 are progressively darker at smaller bow speeds; and the first value

of column-averaged µs in Figures 4.31(a), 4.33(a) and 4.45(a) is less than the second value. This is

also apparent in Figure 6.1, in which the individual values of µs are plotted, column by column: the

first column, as mentioned in the text, is well approximated by 1.2N−1/3, but the second column

slightly obscures the appearance of the first by being larger at high values of bow force (but smaller

at low values of bow force for the reasons discussed previously); the first and second column are

the same at around N = 0.75 N.

This evidence is consistent, and suggests the existence of a secondary effect that also affects the

value of µs, which was not captured by the simple junction growth model in Equation (6.3b). Two

possible explanations for this are as follows:

1. As the shear stress increases before the first slip, the string may be seen to creep slowly along

the bow (see for example Figure 4.42). It could be that at low bow speeds, the string is given

enough time to creep before first slip that it moves beyond the edge of its original zone of

contact with the bow. In the event of the string moving into a new contact zone, it would

need to start the junction growth process afresh; similarly, if it is steadily moving beyond the

edge of the existing contact zone, then the real area of contact will never reach Atot, and so

the value of µs will never reach kyAtot/N . Hence, if very low bow speeds enable the contact

zone to move due to relatively large loading times, then one would expect µs to be smaller if

the bow speed is very small.

2. It is alternatively possible that as the string creeps (albeit slowly), some amount of heat is

generated, at a rate µN(vb− v), and that this heat softens the rosin and causes ky — and

hence µs — to decrease. As such, creep would again be responsible for the drop in µs.

6.3 “OVERSHOOTS” WITH RECONSTRUCTED FRICTION CURVE

In Section 5.2.2, it was seen that when using the reconstructed friction curve with the friction

curve simulation model, if the bow force is large enough to make the string fly back at first slip, the

bridge force appears to “overshoot” at most flybacks near the start of the bowing gesture. A typical

example of a bridge force waveform containing several overshoots was shown in Figure 5.20(a).
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HYSTERESIS LIMITS ARE TOO CLOSE FOR CLEAR TRANSIENTS

This “overshoot” in the bridge force at the first slip in cases where the bow force is sufficiently large

is caused by the events immediately following the first slip. At first slip, provided the normal force

is sufficiently large, the operating point in the f vs. v plane jumps from the tip of the vertical portion

of the friction curve to the point along the curved section which has the same value of vh. The

resulting change, (∆v)slip, in relative sliding velocity between the surface of the string and the bow

causes transverse and torsional waves to be sent towards both ends of the string. From Equations

(1.5), (1.9a) and (1.9c), the magnitude of the transverse waves equals (∆v)slipZθ/(ZT +Zθ), and

the magnitude of the torsional waves, when referred to the tangential velocity aθ̇ of the surface of

the string, equals (∆v)slipZT/(ZT +Zθ). Using the notation of Figure 1.4, sticking will resume

once vh equals or exceeds v2, i.e. the “upper limit” of the friction curve hysteresis cycle, where-

after sticking will persist until vh falls below v1, where v1 is the “lower limit” of the hysteresis

cycle (equal to vb−µsN/2Z). With the old friction curve model, the two limits v1 and v2 were

sufficiently well separated that vh did not increase by an amount equal to or exceeding v2− v1 until

the transverse velocity wave returned from the bridge.

Crucially, the reconstructed friction curve that predicted overshoots has relatively little curvature

because the term e(v−vb)/0.7 in Equation (4.3) decays relatively slowly with respect to v− vb; this

can be compared with the two exponential terms in the “old” friction curve in Equation (4.4). This

lack of curvature, or flatness, makes the two hysteresis limits v1 and v2 relatively close together,

to the extent that even the bridge-side torsional wave is large enough to increase vh by the amount

v2− v1 required to induce sticking. This is illustrated in Figure 6.4. Therefore, whereas the first

slip lasted βT seconds in the vast majority of cases with the old friction curve, where stick-slip

alternations were determined by transverse waves (as seen for example in Figure 5.11), the first

slip only lasts for 2βL/cθ, where cθ is the propagation speed of torsional waves. Here, the ratio

of the wave speeds for torsional and transverse waves is around 5:1, so the first slip lasts for only

around a fifth of the time that it would ordinarily last with the old friction curve model.

When the first slip terminates prematurely due to slip-stick triggering by torsional motion, the

string’s sliding velocity jumps back to zero, approximately reversing the original (∆v)slip change in

string velocity. This again causes transverse and torsional velocity waves to be sent outwards from

the bowing point, this time of magnitudes − (∆v)slipZθ/(ZT +Zθ) and − (∆v)slipZT/(ZT +Zθ)

respectively. Therefore, when sticking resumes, a new torsional wave is sent towards the bridge

which, when it returns to the bowing point, nearly restores vh to v1, its value just before the first

slip. Only a small disturbance, typically from high frequency transverse waves that have travelled

ahead of the main transverse wavefront due to the wave dispersion, is sufficient to perturb vh
beyond v1 and induce slipping again.

The cycle of sticking and slipping repeats until the main part of the transverse wave sent towards

the bridge at the start of the first slip returns to the bowing point. A typical example, and ample

illustration, of these rapid stick-slip alternations is shown in Figure 6.5. For the example in Figure
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Figure 6.4: Illustration of the fact that the hysteresis limits v1 and v2 become closer together if the
friction curve is flatter, or straighter. The friction curve shown is the “reconstructed” friction curve of
Equation (4.3); for the values of vb and N used to generate this plot, the difference between v1 and
v2 is less than (∆v)slipZT /(ZT +Zθ), and so the torsional wave sent towards the bridge at first slip
will cause the premature resumption of sticking when it returns to the bowing point. (The quantity
ZT /(ZT +Zθ) is around 0.23 for a Dominant cello D-string.)

6.5, the quantity ZT/(ZT +Zθ) is equal to 0.234 and the ratio of torsional to transverse wave

speeds is 5.23. Hence the torsional wave generated at first slip, indicated by a solid line, is seen to

be around 0.234 times the magnitude of the overall change in string surface velocity at first slip,

(∆v)slip; and the “nominal Helmholtz” slipping time βT is around five times the duration of the

first “mini-slip”.

This behaviour is responsible for the “overshoots” in bridge force, such as those shown in Figure

5.20(a). One would ordinarily expect slipping to cause the bridge force to rise gradually and

then suddenly drop, forming the recognizable pattern of saw-tooth waves. The rapid stick-slip

transitions just after the first slip create an additional oscillation that is superimposed on the saw-

tooth wave for as long as the oscillations last. In the same way that secondary travelling waves

create “Schelleng’s ripples” [16, 22], the transverse waves created by the rapid changes in string

velocity create the “overshoot” feature.

GENERAL IMPLICATIONS FOR FRICTION CURVE SIMULATION MODEL

The preceding discussion does not bode well for the friction curve model of rosin: on one hand,

measurements of the steady state vibration of the string, in the context of measuring a Schelleng

diagram, demonstrate that a “flatter” friction curve is required; however, the effect of “flattening”

the friction curve as such is to produce anomalous behaviour just after the first slip, caused by rapid
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Figure 6.5: An example of the rapid stick-slip motion described in the text, that is frequently seen at
the times of the first few slips in simulations based on “flat” friction curves. The dotted line shows the
velocity of the surface of the string, which during times of sticking is equal to approximately 0.041 m/s,
the velocity of the bow; the times of slipping are hence clearly seen as the times when the dotted line
dips. The value of vh is shown as a dot-dash line, and the hysteresis threshold values v1 and v2 are
shown as grey lines; the black circles indicate times of stick-slip transitions, and are superimposed on
whichever of the two hysteresis thresholds has been crossed. The torsional contribution to vh, equal
to vθi1+ vθi2 using the notation of Figure 1.7, is plotted separately as a black solid line; the transverse
contribution to vh, equal to vi1+ vi2, is plotted separately as a dashed line. The end of the first slip can
be seen to coincide with the return of the torsional wave sent towards the bridge at the beginning of
the first slip; the start of the second slip can be seen to coincide with the first high frequency transverse
oscillation following the return of the torsional wave sent towards the bridge at the end of the first
slip, and so on. This rapid stick-slip oscillation finishes when the lower frequency components of the
original bridge-side transverse wave return to the bowing point, at a time βT after the start of the first
slip, as shown.

torsion-induced stick-slip alternations. These results suggest that it may not be possible to use the

friction curve simulation model, in its existing form, to obtain quantitatively accurate predictions

of the motion of the bowed string.

From a wider perspective, the contrasting success of the friction curve simulation model when pre-

dicting the Schelleng diagram steady state behaviour and the Guettler diagram transient behaviour

suggests that a good prediction of the Schelleng diagram is not equivalent to a universal guarantee

of the playability of an instrument in every sense. Although information about bowing limits dur-
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ing steady bowing is useful as information for players, or as a guide when assessing the accuracy

of a simulation model, the appearance of Schelleng diagrams does not necessarily correlate with

how conducive an instrument is to producing short pre-Helmholtz motion transients.

6.4 PLASTIC THERMAL MODEL: THE ky VS. Θ CURVE

Having not directly measured the shear yield strength, ky, of rosin as a function of temperature, Θ,

Smith and Woodhouse [43] suggested that the relationship between ky and Θ should be chosen such

that the thermal plastic friction model predicts the same results, under steady sliding conditions, as

were obtained in steady sliding experiments. The resulting curve, when the “real area of contact”

A between bow and string is 0.79 mm2, is shown in Figure 6.6. If the values of µ are multiplied

by N/A (which Smith and Woodhouse found to equal 3.82 MPa), then Figure 6.6 is equivalent to

a ky vs. Θ curve.
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Figure 6.6: Variation of friction with temperature as proposed by Smith and Woodhouse [43] for
the plastic thermal model. Multiplying the values of µ in this figure by N/A (which was reportedly
equal to 3.82 MPa in Smith and Woodhouse’s experiments), one obtains the variation of rosin’s shear
yield stress ky with temperature. This thermal dependence uniquely ensures that the plastic thermal
friction model predicts the same amount of friction during steady sliding as was measured in steady
sliding tests by Smith and Woodhouse. Simulations conventionally start with the rosin at the ambient
temperature.

However, in light of the measurements of µs shown in Chapter 4, and the discussion in Section

6.2, it seems unlikely that a ky vs. Θ relationship based only on steady sliding measurements will

be accurate, as steady sliding measurements may be prone to the junction growth phenomenon

discussed previously. In addition, Smith and Woodhouse’s steady sliding tests only include mea-

surements of friction at sliding speeds of up to 0.3 m/s, whereas sliding speeds in practice are

frequently an order of magnitude larger.
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With this context in mind, some discrepancies between experiment and simulation that are at-

tributable to the ky vs. Θ curve are examined in this section, and methods of modifying the ky vs.

Θ curve in order to correct them are suggested.

6.4.1 µs AT FIRST SLIP IS TOO LARGE

Because the limiting static coefficient of friction µs was measured as being approximately 1.2 by

Smith and Woodhouse [43], the highest value of ky predicted by the plastic thermal model (at

the lowest temperatures) is 1.2Nst/Ast, where Nst and Ast are the normal force and contact area

reported by Smith and Woodhouse in their steady sliding tests. However, in light of the discussion

in Section 6.2 and the experimental measurements in Figures 4.30, 4.32 and 4.44, it seems that the

value of ky at low temperatures should not be so high when simulating bowing by a perspex rod.

If kyA/N is assumed to be 0.65 instead of 1.2, then the value of ky at low temperatures is almost

halved. It is suggested that the value of ky should not exceed 0.65Nst/Ast at any temperature,

when simulating the contact between the string and the perspex rod.

It is noted in passing that the “reconstructed friction curve” in Figure 4.49 cannot be used in

place of Smith and Woodhouse’s steady sliding measurements to evaluate the ky vs. Θ curve using

the same method as Smith and Woodhouse, because they were not obtained under steady sliding

conditions.

6.4.2 FLYBACKS IN BRIDGE FORCE AT FIRST SLIP

REASON FOR ABSENCE OF BRIDGE FORCE FLYBACK AT FIRST SLIP IN SIMULATIONS

It was seen in Section 5.3 that all bridge force waveforms obtained using the plastic thermal sim-

ulation model have a delay between the time of the first slip and the time when the bridge force

drops from its value before first slip. However, in experiment, when the bow force was greater

than some threshold value (around 1.3 N when β= 0.08 for instance), the bridge force was always

observed to drop abruptly following the first slip before increasing again. Figures 6.7(a) and (b)

show examples of experimental bridge force transients which have, respectively, no clear bridge

force flyback at first slip, and a flyback of around 0.34 N; transients generated using the plastic

thermal model are of a similar nature to the latter, as demonstrated for example in Figure 6.8. The

difference that the flyback makes to the sound made by the cello is audible.
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Figure 6.7: Examples of experimentally measured bridge force waveforms generated with slightly
different values of N , but otherwise nominally similar bowing parameters. In (a), N is 1.137 N, and
in (b) N is 1.432 N; these two values of N are very near to the limiting bow force required to generate
a flyback. The bow acceleration a and β are respectively 2.543 m/s2 and 0.0714 in this example.
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Figure 6.8: Plastic thermal simulation, at the same operating point as Figure 6.7(b), illustrating the
(1−β)T duration of the first slip. In this case, the second slip lasts for (1− 2β)T for similar reasons.

The cause of the plastic thermal model’s reluctance to produce an abrupt “flyback” in the bridge

force (or “jump back” in string displacement) at the time of the first slip is related to the time

taken for the rosin to warm up to temperatures where, according to the ky vs. Θ curve, the rosin

is sufficiently compliant to allow rapid sliding movement. In order for the string to fly back and

quickly start sticking again at the first slip, the hysteresis cycle comprising the following chain of

events must occur:

1. The string slips, and in doing so sends transverse velocity waves towards the bridge and the

finger (labelled “2” and “1” respectively in Figure 1.15(b)).
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2. The relative sliding velocity between the bow and string during slipping generates heat,

causing ky, and hence also the coefficient of friction, to drop.

3. The velocity wave sent towards the bridge at the start of the first slip (labelled “2” in Figure

1.15(b)) reflects from the bridge and returns to the bowing point, reducing the relative sliding

speed of the bow and string.

4. Because the coefficient of friction µ and the relative sliding velocity vb− v are both reduced,

the rate of generation of heat through friction, equal to µN(vb− v), drops. This allows the

rosin in the contact zone between the bow and the string to cool down.

5. As the rosin cools, µ increases, causing the sliding speed to diminish until it reaches zero; at

this point sticking has resumed.

This chain of events is illustrated in Figure 6.9.
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Figure 6.9: Illustration of the necessary chain of events for a short first slip (duration ≈βT ), when
the thermal plastic simulation model is used. At the start of the slip, the string acquires relative sliding
velocity, causing the rosin to warm up and soften. When the velocity wave sent towards the bridge at
the start of the slip returns to the bowing point, the slipping speed decreases. The resulting reduction
in heat production allows the rosin to cool down, and sticking to resume. With the existing ky vs. Θ
curve, insufficient heat is generated at the start of the first slip for the rosin to soften, and hence for the
hysteresis cycle to be completed. As such sticking only resumes once the velocity wave sent towards
the finger at the start of the slip returns to the bowing point.

The existing ky vs. Θ curve shown in Figure 6.6 is flat at low temperatures, and therefore while the

rosin’s temperature initially rises from ambient during slipping due to frictional heat generation,

the friction µN does not immediately drop. As such, when the velocity wave sent towards the

bridge at the start of the slip returns to the bowing point, the sliding velocity decreases, but the

rate of generation of heat is not sufficiently low for the rosin to cool down, and hence for sticking

to resume. In this situation, sticking only resumes once the second velocity wave (labelled “1” in
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Figure 1.15(b)), sent from the bowing point towards the finger at the start of slipping, returns to

the bowing point. Hence, if the ky vs. Θ curve is too shallow, there is a delay of (1− β)T between

the beginning and end of the first slip. This can be seen to be the case in Figure 6.8, for example.

If more heat were generated during the first slip, or if the same heat were to cause a greater decrease

in ky, or indeed if the friction coefficient dropped by some other means, then the velocity wave sent

towards the bridge at the start of slipping could reduce the sliding speed, causing the rosin to cool

down, and sticking to resume more rapidly.

METHODS FOR ENABLING FRICTION JUMPS AT FIRST SLIP

With the ky vs. Θ curve taking the shape shown in Figure 6.6, the temperature of the rosin in the

contact patch must increase by around 10 or 15◦C before the coefficient of friction will begin to

drop significantly and allow cooling and sticking. If, however, the ky vs. Θ curve was downwards-

sloping rather than flat at ambient temperatures, then any frictional heat generation during the first

slip would cause the coefficient of friction to start dropping as soon as the string started slipping.

If this drop is sufficiently large, then the rosin will cool down sufficiently after the return of the

velocity wave from the bridge to induce sticking, with little delay. And, as with experiment, this

would require the normal force N to exceed some value depending on the value of β; the drop in

friction coefficient is determined by the rate of heat generation, given by µN(vb− v).

The extent to which the ky vs. Θ curve should slope downwards at ambient temperatures depends

on the thermal heat capacity of the rosin inside the contact patch, as well as on the rate of conduc-

tion and convection of heat away from the contact zone. Using the parameter values relevant to

each of these that Smith and Woodhouse originally suggested [43] — which were after all, unlike

the ky vs. Θ curve, based on direct measurements of the relevant physical properties — it is possi-

ble to deduce the required slope by ensuring that the bridge force flies back at first slip by the same

amount as was measured in experiment.

6.4.3 OVERHEATING AT HIGH BOW SPEEDS

Another important instance in which the shape of the ky vs. Θ curve was seen to cause anomalous

behaviour in plastic thermal model simulations is at high bow speeds in the Guettler diagrams

of Figure 5.31. It was shown on page 149 that Helmholtz motion tended to become “rounded”

when the bow force and speed were large, because the string failed to resume sticking when the

Helmholtz corner passes the bowing point travelling towards the nut.

In this case, as with the lack of flyback at first slip, the failure of the slipping to stop after βT

seconds is due to a failure to complete the hysteresis cycle illustrated in Figure 6.9. At sufficiently

large bow speeds, enough heat is generated during slipping to increase the rosin temperature be-
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yond 45◦C, the (approximate) temperature where the ky vs. Θ curve becomes flat. A similar pattern

occurs at high temperatures where the ky vs. Θ curve becomes flat, compared with at first slip when

the rosin is at ambient temperature, where the ky vs. Θ curve is also flat. At first slip, the flatness

of the ky vs. Θ curve at low temperatures was shown to prevent µ from dropping during the first

slip, and hence the frictional heat generation from being sufficiently small after the return of the

bridge-side transverse wave to ensure cooling, and hence sticking. Similarly, if the rosin tempera-

ture becomes large due to large amplitude Helmholtz motion, the flatness of the ky vs. Θ curve can

prevent µ from dropping during the slipping portion of Helmholtz motion, and hence the frictional

heat generation from being sufficiently small after the Helmholtz corner passes the bowing point

after reflecting from the bridge to ensure that the rosin cools down and µ rises enough for the bow

to “grip”, or recapture, the string.

A typical example of this failure to complete the thermal hysteresis cycle quickly was shown in

Figure 5.34. In that example, the string began slipping when the Helmholtz corner passed the

bowing point on its way to the bridge, but the sliding speed did not decrease entirely back to zero

when the Helmholtz corner passed the bowing point on its way back to the finger; this is clearly

demonstrated in Figure 5.34(c). The temperature of the rosin in the contact patch is shown in Figure

5.34(b), and can be used to infer the position of the Helmholtz corner: the Helmholtz corner passes

the bowing point on its way to the bridge at each of the moments where the temperature suddenly

starts to rise (due to slipping); and the Helmholtz corner passes the bowing point on its way to the

finger at each of the moments where the temperature starts to decrease again (due to the reduction

in relative sliding speed). The bridge force is seen to drop (or “fly back”) halfway between these

times, which is the moment when the Helmholtz corner reflects from the bridge, but the end of

the flyback is rounded. The end of the slip does not occur until the rosin temperature drops below

about approximately 45◦C, which can be seen in Figure 6.6 to be the start of the flat portion of the

ky vs. Θ curve.

EFFECT OF OVERHEATING ON THE APPEARANCE OF THE GUETTLER DIAGRAM

It was shown in Section 5.3.2 that there was an apparent upper limit in bow acceleration for the

creation of Helmholtz motion in the Guettler diagram with the plastic thermal model, and that

this limit was attributable to the saw-tooth waveform associated with Helmholtz motion becoming

rounded. Furnished now with a knowledge that the rounding is caused by overheating, it is possible

to derive an expression for this upper limit.

The rate of generation of heat is equal to the quantity f × (vb− v), and hence the amount of heat

generated per cycle of Helmholtz motion is equal to
∫ T

0

µN(vb − v) dt.

Assuming a “theoretical Helmholtz motion” [22, Ch.2], in which the string speed v equals the

bow speed vb during sticking, which lasts for (1− β)T seconds per period, and − vb/β for the
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remaining βT seconds, and in which the coefficient of friction is roughly equal to some constant

µd during slipping, then this expression for the amount of heat generated per cycle of Helmholtz

motion is approximately equal to

µdNvb

(
1 + β

β

)

βT.

With the temperature rising gradually throughout each constant acceleration bowing gesture as the

bow speed increases linearly with time, the point in each measurement where the simulation is

most likely to have overheated, and hence where the motion is most likely to become rounded, is

at the end of the measurement. All measurements lasted for a quarter of a second, and hence the

value of vb at the end of each measurement is equal to 0.25 a. Hence, the amount of heat being

generated per cycle of Helmholtz motion, at the end of each simulation, is approximately:

µd N (0.25 a) (1 + β)T.

The dependence of the rosin’s temperature on the rate of heat generation means that the rosin will

pass into the flat region of the ky vs. Θ curve if this expression becomes too large. Assuming

that µd is approximately constant (around 0.35 or 0.4 with the existing ky vs. Θ curve at high

temperatures), and bearing in mind that T is the same for all cases here, one finds that the string

will overheat and its motion become rounded, if Na (1+ β) exceeds some value. Hence, the

boundaries of the Helmholtz motion regions at the right-hand sides of Figures 5.31(e), (f), (g) and

(h) are given by constant Na(1+ β), i.e. by

N ∝ 1

a (1 + β)
.

This expression predicts the behaviour in Figure 5.31 reasonably successfully, with the constant of

proportionality roughly equal to ten.

HOW TO MODIFY THE ky VS. Θ CURVE TO AVOID OVERHEATING

The smallest value of coefficient of friction predicted by the current plastic thermal model, accord-

ing to Figure 6.6, is 0.35. This value is sufficiently large that an appreciable quantity of heat can

still be generated during slipping, at a rate equal to µN(vb− v), regardless of the temperature of

the rosin. Consequently, the temperature can, and was frequently observed to when N and a were

large, continue rising without bound as the bow speed increases. It was shown already that when

the temperature of the rosin in the contact patch increases beyond 45◦C above ambient, the thermal

hysteresis cycle responsible for stick-slip motion becomes affected.

As a means of preventing the temperature of the rosin in the contact patch from rising into the

flat region of the ky vs. Θ curve at high temperatures, it is sufficient to extend the sloping portion

of the ky vs. Θ curve down to zero, or close to zero, i.e. to allow µ to drop to almost zero at

high temperatures. This would force the rate of heat generation to drop to very small values as

the temperature approaches the start of the of the flat region; and as the rate of generation of heat
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becomes arbitrarily small, the temperature cannot traverse into the flat region. To generate enough

heat to even approach the flat region would require a very large sliding velocity, to compensate for

the very small quantity of friction resulting from a small value of µ.

Alternatively, the cooling rate during fast sliding could be increased, to reflect the increase in air

cooling; this too would make it more difficult for the temperature to cross into the flat region.

6.4.4 HELMHOLTZ MOTION INTO DOUBLE SLIPPING

With the thermal plastic model, once a steady Helmholtz motion has been established with a single

stick and slip per cycle, gradually reducing the bow force to zero does not cause a second slip to

appear; rather, the existing slip becomes elongated, and the vibration waveform becomes generally

rounded. This was observed to be the case in Section 5.3.1, in the context of the Schelleng diagram

generated using the plastic thermal simulation model. An example of the bridge force for such a

vibration waveform, where the slip has become elongated, is shown in Figure 5.29; the analogous

operating point in experiments produced a double saw-tooth wave, like the one shown in Figure

4.18(b).

A reason why the plastic thermal model generally fails to predict the transition from single slip-

ping to double slipping at low bow forces is again related to the thermodynamics of the hysteresis

cycle sketched in Figure 6.9. At low values of N , the rate of heat generation, equal to µN(vb− v),

becomes sufficiently small that µ does not decrease very much during slipping; as such, when the

Helmholtz corner returns to the bowing point from the bridge and reduces the slipping speed (not

quite to zero, because the Helmholtz corner is attenuated by the reflection), the rate of heat genera-

tion is not sufficiently less than it was at the start of slipping for the rosin to cool down quickly, and

for sticking to resume without delay. Instead, this cooling process before recapture takes longer

than it would under normal conditions; hence sticking is delayed and slipping lasts for a longer

time. The corresponding shortening of the duration of sticking directly affects the mechanism, as

proposed by Schelleng [16], for forming a second slip: the compliance of the bridge causes the

friction force at the bowing point to fluctuate during sticking, with friction tending to rise and then

fall from the start to the end of sticking; the peak value of the fluctuating component of friction

is larger if the sticking time is larger, and if sufficiently large causes slipping. Thus at low bow

forces, where Schelleng’s mechanism for inducing a second slip is relevant, the shortened sticking

time associated with the thermodynamics of the plastic thermal model reduces the fluctuation in

friction, preventing a second slip from appearing.

This behaviour causes the bridge force to become rounded at the end of each flyback, in a similar

fashion to the effect of overheating as discussed in Section 6.4.3. This type of roundedness was

never observed in experiment under any circumstance, and should therefore be treated as a defect

of the existing plastic thermal model.
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COMPARISON WITH BEHAVIOUR OF FRICTION CURVE MODEL

It is interesting to review the behaviour of the friction curve simulation model as the bow force is

decreased, when the string has been initialized with Helmholtz motion. Because the friction curve

model involves a decrease in µ for any increase in relative sliding velocity, µ always increases and

then decreases as it passes over the peak in the friction curve during the transition from sticking

to slipping. Consequently, as illustrated in Figure 6.10, if the magnitude of the velocity wave (or

Helmholtz corner) that induces slip is denoted (∆vh)slip, and the smallest allowable magnitude of

the velocity wave that can restore sticking is denoted (∆vh)stick, then from Figure 6.10 (∆vh)stick <

(∆vh)slip. Therefore, if the magnitude of the Helmholtz corner, treated as a transverse velocity

wave, is (∆vh)slip, then sticking will resume when it returns from the bridge to the bowing point

provided it has not been attenuated by more than the difference between (∆vh)slip and (∆vh)stick.
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Figure 6.10: Diagram of the magnitude of transverse velocity wave required to induce sticking, com-
pared with the magnitude of the transverse velocity wave that initially caused slipping. These are
labelled (∆vh)stick and (∆vh)slip respectively. The difference between them causes the slipping time
of Helmholtz motion, with the friction curve model, to remain equal to βT as the bow force is de-
creased. Helmholtz motion breaks down when a second slip appears somewhere near the middle of the
sticking period.

As such, with the friction curve model, Schelleng’s mechanism for the breakdown of Helmholtz

motion as bow force is decreased occurs before the slipping time starts to increase. Unlike some

cases with the plastic thermal model, once a steady Helmholtz motion has been established, if a

Helmholtz corner succeeds in inducing slipping then it will succeed in inducing sticking a time βT

later.
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6.5 MODELLING CREEP

Examples from various situations in experiment were presented in Chapter 4, in which the string

appeared to move slowly relative to the bow, or “creep”, whilst apparently sticking (i.e. in between

bridge force flybacks). An interesting test of the simulation models is whether they can predict this

behaviour. Various situations in which creep may be important are considered in this section.

6.5.1 FLYBACKS AT FIRST SLIP THAT ARE NOT STEEP

In experiment, when the bow force N is only barely large enough to cause a flyback in the bridge

force at first slip, the flyback has generally been observed to be not as steep as it was when the

bow force was very large. A typical example of an experimental bridge force waveform generated

using a bow force that was just barely large enough to cause a flyback at first slip was shown in

Figure 6.7(b); in that case, the first flyback can be seen to be less steep than, say, in Figures 4.22(a)

and 4.22(c). The slow slipping speed required to make the bridge force flyback rounded could be

thought of as “creep”.

The plastic thermal model, by nature, predicts a delay between the start and finish of the first bridge

force flyback, since the first flyback requires a change in the temperature of the rosin. This delay

was even shown to be too long when using the old µ vs. Θ curve shown in Figure 6.6, although

it can be reduced by making the µ vs. Θ curve downwards-sloping at ambient temperatures, as

already discussed. Hence, depending on the choice of slope of the µ vs. Θ curve at ambient

temperature, the thermal hysteresis cycle will make the bridge force fly back quickly at large

values of N , not fly back at small values of N , and fly back relatively gradually at intermediate

values of N . In this respect then, the plastic thermal model is capable of predicting the detailed

motion of the string at first slip, given a suitable ky vs. Θ curve.

The friction curve model, on the other hand, either predicts an instantaneous change in the bridge

force at first slip (provided the normal force is large enough to induce a “friction curve jump” as

described on page 136) or no fly back at all. This behaviour is not in agreement with the observation

that some flybacks do occur in experiment that are not steep. However, it is important to remember

that the “friction curve jumps” responsible for instantaneous changes in string velocity (and hence

vertical bridge force flybacks) only serve as a method for keeping the operating point in the f -

v plane away from the “ambiguous” region of the friction curve. McIntyre and Woodhouse [7]

proved that the string’s bending stiffness causes these “jumps” to become spread out over a finite

period of time, but does not otherwise change them when using the friction curve model; hence, for

simplicity all friction curve jumps were assumed to be instantaneous in simulations based on the

friction curve model. As such, although a close examination of the bridge force around the time of

the first slip (see for example Figure 5.11) reveals unrealistic behaviour, it would not necessarily

lead to a knock-on effect on the rest of the transient.
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6.5.2 APPARENT CREEP BEFORE FIRST SLIP

REVIEWING THE EXPERIMENTAL EVIDENCE, AND METHODS OF MODELLING CREEP

It was demonstrated in Chapter 4 that the slope of the bridge force before the first slip sometimes

dropped below its nominal value of 2ZTvb/βT during sticking. This was evident for example in

Figure 4.41(c), by the deficit in the slope of the bridge force before the first fly back.

It is intuitive to treat this deficit in the slope of the bridge force as creep, and to include creep in

simulations of the bowed string by inclining the vertical portion of the friction curve. If the vertical

portion was rotated such that it was straight but no longer vertical, then the string would behave in

a quasi-“viscous” manner during sticking (c.f. Figure 1.12); tangential loads applied to the string

during sticking would cause a slow relative motion, which could be referred to as creep. This

is equally feasible for the plastic thermal model as it is for the friction curve model: the vertical

portion of the “perfectly plastic friction curve” in Figure 1.13(a) could be inclined in the same way.

This is illustrated in Figure 6.11(a).
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Figure 6.11: Two alternative, but essentially similar, methods for incorporating creep in to the plastic
thermal friction model. In each case sticking, or vertical, portion of the “perfectly plastic friction curve”
used to describe the dependence of friction f on relative sliding velocity vb− v at a given temperature
is altered, such that any non-zero quantity of friction will cause some slipping. In (a), the rosin behaves
like a viscous material until the friction reaches kyA, and like a plastic material thereafter. In (b), the
joins between the horizontal and vertical portions of the curve are rounded, to allow some slipping
before the friction reaches limiting static conditions.

Various alternative, but essentially similar, modifications to the sticking portion of the friction

curve could be attempted to produce a similar effect. For instance, making the join between the

sticking and the slipping portion of the friction curve rounded as in Figure 6.11(b) would mean that

slipping would begin before the shear stress in the contact patch had reached the shear yield stress.

A demonstration that incorporating such a model into the plastic thermal simulation model can

lead to much improved predictions is shown in Figure 6.12. The simulated bridge force waveform
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in Figure 6.12(b) was generated by rounding the join between the horizontal and vertical portions

of the “plastic friction curve” (as in Figure 6.11(b)), and also by incorporating the modifications

to the ky vs. Θ curve recommended in Section 6.4. The agreement between the simulated wave-

form in Figure 6.12(b) and the nominally similar experimental waveform in Figure 6.12(a) visibly

demonstrates the potential of a “creep model”.
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Figure 6.12: Example where rounding the vertical portion of the friction curve can lead to very suc-
cessful predictions of the bridge force waveform. To produce the waveform in (b), the ky vs. Θ curve
was modified as described in Section 6.4 to achieve an appropriate value of µs and a flyback, and the
method of rounding the vertical portion of the f -v curve shown in Figure 6.11(b) was used to model
creep. The dashed lines have a slope of 2ZT vb/βT , and hence indicate the theoretical value of bridge
force during perfect sticking; the creep-like behaviour is evident in both (a) and (b) by the steadily in-
creasing gap between the dashed line and the solid line. The values of N , a and β used in this example
are 2.32 N, 0.573 m/s2 and 0.08 respectively.

PROBLEMS WITH MODELLING CREEP, BASED ON EXISTING EXPERIMENTAL EVIDENCE

However, evidence was also presented in Chapter 4 that casts doubt on this method of including

creep in simulations: in particular, Figure 4.42. Figure 4.42 shows the theoretical value of bridge

force before first slip (given by 2ZTvbt/βT ) alongside the actual bridge force measurement, with

the latter lagging behind the former, as indeed one would expect it to according to the model of

creep developed above. However, the intriguing feature of Figure 4.42 — and for that matter

Figure 4.43 — is that the measured bridge force does not start to curve downwards before the first

fly-back, but instead continues to increase at a constant rate. The slope of the measured bridge
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force before first slip is always approximately 50% less than that of the theoretical bridge force

(this is well beyond the bounds of experimental error), and both are constant. This indicates that

the creep rate was constant for the entire period leading up to the first slip, even as the shear stress

acting on the contact patch changed from zero to the shear yield stress.

Simply inclining or rounding the vertical portion of the friction curve does not account for this

behaviour; instead, the entire vertical portion would need to be shifted to the left by a uniform

amount, to achieve a constant creep velocity. Shifting the vertical portion of the friction to the left

as such would be counter-intuitive, and certainly at odds with the model used to produce Figure

6.12(b). It is likely therefore that some other physical effect is responsible for the large — and

constant — deficit in the slope of the bridge force before first slip in the example shown in Figure

4.42.

As discussed in the context of Figure 4.42, the deficit in the slope of the bridge force could not

have been caused by a bandwidth limitation of the data acquisition hardware, since this would have

caused a gradual decrease, or curvature, of the slope. One possible alternative explanation is that

the bridge of the cello, or indeed the entire cello itself, behaved in a compliant spring-like manner.

As such, as the string was pulled outwards before the first slip, so too would the bridge have been

to an extent proportional to the force. This could therefore account for the large constant deficit in

the slope of the bridge force.

However, there is not sufficient evidence at the moment to prove whether bridge movement sig-

nificantly influences some bridge force waveforms. To ascertain the definite cause of the deficit

in bridge force before first slip will require further investigation, and is an interesting avenue for

future work.

6.5.3 OTHER EVIDENCE OF CREEP

Although it is true that the behaviour seen in Figure 4.42 may not be due to creep, there are other

instances of experimental data that do point far more strongly to the occurrence of creep. Three

examples are as follows:

1. In numerous bridge force measurements, the slope of the bridge force was observed to start

decreasing gradually before actually becoming negative. An example of this is shown in

Figure 6.12(a), in which the bridge force is seen to begin curving downwards in the last

few milliseconds before the flyback. This subtlety cannot be accounted for by any existing

friction model, since they predict that the friction coefficient does not continue increasing

after slipping starts, and hence that the bridge force increases according to a parabola (for

constant acceleration) or a straight line (for constant bow speed) and then abruptly begins to

drop. This can, however, be accounted for by a creep model like the one shown in Figure

6.11(b).
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2. Occasionally, the bridge force waveform was seen to oscillate with the saw-tooth waveform

associated with Helmholtz motion, but with a substantially reduced amplitude. This reduc-

tion in amplitude caused the slope of the bridge force during sticking to be reduced, and

although this is not easily seen by simply looking at the original bridge force signal, it is

readily apparent after “de-trending” the bridge force, i.e. subtracting from the bridge force

the function
∫ t

0
(2ZTvb/βT )dt, whose slope equals the theoretical slope of the bridge force

during sticking, as discussed in Section 4.2.3. An example of a reduced-amplitude saw-tooth

wave is shown in Figure 6.13: the measured bridge force is shown in Figure 6.13(a), and the

“de-trended” bridge force is shown in Figure 6.13(b). Whereas the de-trended bridge force

was shown to be horizontal during sticking under the vast majority of experimental con-

ditions — see for example Figures 4.4(a) and 4.5(a) — it is seen to be downwards-sloping

during sticking in the two periods marked “A” and “B” in Figure 6.13(b). This deficit in slope

is far beyond the bounds of experimental error, and suggests that the string fails to acquire

the bow speed during the sticking portions of stick-slip motion. This creep-like behaviour

was never predicted with the existing friction models, although it can be readily reproduced

by modifying the models as described in Figure 6.11.

3. The ability of the string to creep along the bow while nominally sticking can also be demon-

strated with ease by any reasonable violinist. With the bow pressed into the string near the

frog (or heel) with a large bow force, pulling the bow with a force not quite large enough to

induce slip will cause the string to slide slowly relative to the bow. This simple demonstra-

tion provides alternative evidence for the existence of creep, since both existing theoretical

models of friction (the friction curve and plastic thermal models) predict that very slow slid-

ing at large bow forces is unstable; in practice the this slow creeping can be sustained for

any arbitrary amount of time.
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Figure 6.13: The bridge force waveform for an apparent stick-slip vibration in which the velocity of
the string at the bowing point during sticking is considerably less than that of the bow. The top plot
shows the original bridge force waveform, and the bottom plot shows the effect of subtracting off a
line whose slope equals 2ZT vb/βT (the theoretical slope of the bridge force during sticking). In this
case, the bridge force in the times marked “A” and “B” looks like the saw-tooth wave of Helmholtz
motion, but turns out to have a smaller than expected amplitude; this is clear from the negative slope
of the bridge force during sticking in the lower plot.

6.6 SUMMARY OF FINDINGS

Possible explanations and remedies for some of the differences between the experimental and

simulated results presented in the previous two chapters are as follows:

• The striking similarity between vibration transients generated using the old friction curve

model with the same value of N/a can be accounted for by the following rule: holding the

dimensionless quantity N/Za(L/c) constant results in vibration transients that differ only

in amplitude, provided the quantities µs and µd are constant. The old friction curve model

was sufficiently steep that µd was always well approximated by 0.35, and the value of µs

was always equal to 1.2; hence the old friction curve model was well approximated by the

assumption of constant µd and µs. The wedge-shaped appearance of the experimental and

plastic thermal simulated Guettler diagrams can presumably be explained by a relatively

small change in µs and µd, whereas the lack of any clear trends in the Guettler diagrams
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generated using the friction curve model with the “reconstructed friction curve” in Section

5.19 is presumably due to large fluctuations in µd.

• The increase in limiting static coefficient of friction before first slip observed in experiment

at low bow speeds could be due to a junction growth mechanism, whereby the real area of

contact between bow and string gradually grows when subject to sustained tangential loads.

Trends in experimental data suggest that this contact area growth stops once the the real area

of contact fills the entire contact patch.

• The apparent “bridge force overshoots” observed in reconstructed friction curve model sim-

ulations were indirectly caused by the lack of curvature in the reconstructed friction curve.

The closeness of the hysteresis limits resulting from this lack of curvature meant that tor-

sional waves, whose wave speed is several times larger than that of transverse waves, cause

stick-slip and slip-stick transitions. These transitions are rapid, and continue until the re-

turn from the bridge of the relatively large transverse wave generated at the first slip. This

brief flurry of rapid stick-slip transitions causes the bridge force to fluctuate at the start of

each new “saw-tooth” in the bridge force; these fluctuations appeared as overshoots. This

behaviour was not observed in experiment, and may be inevitable for friction curves like

the “reconstructed” friction curve, which is flat in order to reflect dynamic measurements of

friction.

• A number of anomalies in the results from the plastic thermal friction model simulations

were shown to be due to the function proposed by Smith and Woodhouse [43] to describe

the variation of the shear yield strength ky of rosin with temperature. In particular:

– This function should not be flat at ambient temperatures; ky should instead start de-

creasing as soon as the temperature is increased from ambient. Otherwise, the string

will not “fly back” during the first slip, as it was seen to in experiment.

– The value of ky must drop to zero at high temperatures; otherwise the rosin will “over-

heat” in simulations based on the plastic thermal model, leading to behaviour that was

never observed in experiment.

– The largest value of ky must be chosen to give a limiting static coefficient of friction no

greater than that observed in experiment.

• “Creep” is likely to be responsible for various instances where the slope of the measured

bridge force signal during sticking was less than the theoretical value for the same bow

speed. One simple method for incorporating creep into the simulation model is to rotate

the vertical portion of the friction curve in an anti-clockwise direction, following which any

non-zero quantity of friction causes some relative motion between the bow and the string.

Similarly, one could round the top of the vertical portion of the friction curve.
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Chapter 7

EXPERIMENTS WITH REAL BOW

INTRODUCTION

All experimental and simulated data shown up to this point has been generated using a rigid point-

contacting bow, rather than a real bow with a finite width of compliant horse-hair. As the behaviour

of the string when bowed using a rigid point-contacting bow becomes better understood, it should

be put into perspective by testing the difference made by using a real bow. In this chapter, results

obtained using a real bow in place of the perspex rod are presented that aim to achieve this goal.
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7.1 EXPERIMENTAL SETUP

In an effort to explore any general changes in the string’s vibrational behaviour when it is bowed

with a real bow instead of the stiffened perspex rod as previously, the same bowing machine de-

scribed in Chapters 2 and 3 was adapted to use a real bow. The bow selected for use is a factory-

made fiberglass violin bow, of little monetary value — designed for beginner violinists, and used

instead by a beginner, and sometimes rather reckless, bowing machine. The general setup of the

bowing machine is sketched in Figure 7.1. The bow is held in a custom-fitting spark-eroded alu-

minum alloy clamp, whose interior is lined with a thin layer of rubber for extra grip.

rubber−lined
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Bow
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Figure 7.1: Drawing (not to scale) showing the essential features of the bowing machine with the real
bow in place of the perspex rod, which can be compared with Figure 2.14 on page 43.

The bow is lighter than the steel-filled perspex rod used previously, but the natural frequency of

the first vibration mode is lower due to the flexibility of the bow hair and the associated “bouncing

mode”. Consequently, the feedback control strategy of implementing an integrator controller, low-

pass filtered below the first natural mode, gives an inadequate closed-loop bandwidth: it was found

that with the controller designed for the perspex rod, the closed-loop bandwidth with a real bow is

approximately 6 Hz. Consequently, oscillations in bow force caused by external disturbances (the

sort that one would expect from a human with a shaky hand) are not damped.

A simple passive control scheme was used to suppress these oscillations, consisting of a light

frictional contact between the tip of the bow and a piece of paper attached to the linear motor using

an extension. This scheme was found to be sufficient to raise the damping of the bow’s bouncing

mode almost to critical: across the entire range of combinations of bow force and bow accelerations

used to generate Guettler diagrams for example, the bow force was found not to fluctuate through

bouncing by more than 3%.

The limiting static friction force required to cause relative movement between the bow and the

paper was found, using a set of scales, to be less than 0.01 N. Therefore, estimating the distance
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from the strain gauge to the tip of the bow to be five times greater than the distance from the strain

gauge to the bow/string contact, the resulting error in bow force should never become greater than

0.05 N.

7.2 RESULTS

With the bowing machine effectively functioning as it did with the perspex rod, similar experimen-

tal tests can be undertaken to those in Chapter 4. Of the three parameter spaces explored in Chapter

4, the N vs. β plane, the N vs. a plane and the N vs. vb plane, the second is the most relevant to

playability. For this reason, bowing gestures in which the bow force is held constant while the bow

is accelerates from rest are concentrated on in this chapter.

GUETTLER DIAGRAM AT A RANGE OF β VALUES

The Guettler diagram, indicating the time delay between first slip and the onset of Helmholtz

motion, as measured with the real bow at eight different values of β, is shown in Figure 7.2. β

is defined with a finite width bow as the distance from the centre of the bow hair to the bridge,

divided by the length of the string. This Figure may be directly compared with Figure 4.20, which

was generated with a perspex rod in place of the bow.

A quick comparison reveals that the results with the perspex rod and with the real bow, in Figures

4.20 and 7.2 respectively, are extremely alike — certainly more so than any of the simulation

results and the perspex rod results: the general extent of the light-shaded regions in Figures 4.20

and 7.2 are similar at all values of β except arguably 0.0449 and 0.0566 (Figures 7.2(b) and (c)

respectively); some of the “spottiness” of Figure 4.20(g) (where β= 0.1428), shown to be due

to multiple flyback in Section 4.3.2, is preserved; and the boundaries of the light-shaded regions

appear again to be approximately straight lines that pass somewhere near the origin.

However, there are some differences between Figures 4.20 and 7.2. Nearly all occurrences of

Helmholtz motion in Figures 7.2(g) and 7.2(h) involve a delay of around ten period lengths, where-

as in the corresponding cases with the perspex rod there were numerous cases in which Helmholtz

motion followed straight from the time of the first slip. The results with the real bow at β= 0.1133,

i.e. in Figure 7.2(f), are somewhat “smoother” than they were with the perspex rod; the light-shaded

region appears to be white at its center, and fade gradually and uniformly into black. At β= 0.0449

and β= 0.0566, shown in Figures 7.2(b) and 7.2(c) respectively, there are fewer occurrences of

Helmholtz motion than there were with the perspex rod.
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(a) β= 0.0357 (b) β= 0.0449

(c) β= 0.0566 (d) β= 0.0714

(e) β= 0.0899 (f) β= 0.1133

(g) β= 0.1428 (h) β= 0.1800

Figure 7.2: Experimentally measured “Guettler diagrams”, for eight different values of β, using the
real bow. In each plot, as previously when a perspex rod was used in place of a bow (see Figure 4.20
for comparison), the time taken to achieve Helmholtz motion relative to the time of the first slip at a
given combination of bow force and acceleration is given by the shade of the pixel at the corresponding
location in the N vs. a plane. White pixels indicate “perfect transients”, and black pixels indicate that
it took twenty or more period lengths to achieve Helmholtz motion. White pixels with crosses (“×”)
indicate unsuccessful measurements. 185
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EXAMPLES OF INDIVIDUAL BRIDGE FORCE WAVEFORMS

In general, the bridge force waveforms have a similar appearance when using the real bow com-

pared to when using the perspex rod. Five examples of bridge force waveforms are shown in

Figure 7.3: Figure 7.3(a) shows an example of a “perfect transient”; Figure 7.3(b) shows a case

where multiple flyback motion was developed after a delay of a few hundredths of a second; Fig-

ure 7.3(c) shows an example of raucous motion, as characterized by the prolonged sticking periods

and the lack of periodicity; Figure 7.3(d) shows an example of multiple slipping; and Figure 7.3(d)

shows a bridge force waveform that is typical of the results at small β.

The example of multiple flyback motion in Figure 7.3(b) is one example of several multiple flyback

motions observed at β= 0.1428. As with the perspex rod, the inconsistency, or visible “spottiness”

in the β= 0.1428 Guettler diagram (Figure 7.2(g)) is due to a tendency for multiple flyback motion

to form.

The “spike”-like feature discussed on page 100, seen in the bridge force at the end of prolonged

periods of sticking with the perspex rod, was still observed to occur with the real bow. The example

of raucous motion shown in Figure 7.3(c) contains a “spike”, although it is partially obscured by

the relatively low sampling rate used to acquire bridge force.

Two new features were seen in the bridge force with the real bow: differential slips and “over-

shoots”. The first of these, differential slips, was illustrated in Figure 1.8, and refers to the small

slips that occur at some points under the bow and not others, due to the kinematic incompatibility

of finite-width bows during Helmholtz motion. At low values of β, where differential slipping

was reported by McIntyre and Woodhouse to be most likely to occur [50], the bridge force was

occasionally observed to jump downwards by a small amount during periods of otherwise uninter-

rupted sticking. Three examples of these small drops in bridge force are shown in Figure 7.3(e).

It is plausible that these are caused by differential slipping, and indeed that this behaviour may

be responsible for the relative lack of occurrences of Helmholtz motion in Figures 7.2(b) and (c).

Differential slipping — if indeed these small slips are indicators of differential slipping — was

rarely observed at larger values of β.

The second of the two new features observed in the bridge force with the real bow, referred to

here as “overshooting”, is an apparent tendency for the bridge force to fly back too far during

slipping. Examples of these overshoots, which were again observed mainly at low values of β, are

shown in Figure 7.3(e). Interestingly, this tendency to overshoot is visibly similar to the behaviour

observed in friction curve simulations in Section 5.2.2, which was shown on page 163 to be due

to rapid stick-slip alternations at times of slipping, caused by the ability of torsional waves to

restore sticking when the friction curve is devoid of curvature. It seems possible, then, that these

torsion-induced “overshoots”, dismissed as being at odds with experiment when using a rigid point-

contacting bow, do occur when using a real bow.
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Figure 7.3: Examples of bridge force waveforms from various regions of the Guettler diagrams, with
the cello bowed using the real bow. The values of N , a and β for each example are, respectively: (a)
1.874 N, 2.379 m/s2, and 0.1133; (b) 2.316 N, 2.215 m/s2, and 0.1428; (c) 2.758 N, 0.737 m/s2, and
0.1428; (d) 1.579 N, 1.230 m/s2, and 0.0566; (e) 2.021 N, 0.244 m/s2, and 0.0449. In this figure, the
horizontal and vertical axes ranges are different in every plot, although the string’s natural period is
0.00680 s in all cases.
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REPEATABILITY: CONSISTENCY OF RESULTS AT A SINGLE β VALUE

As a measure of the repeatability of the transient behaviour of the string when bowed using a real

bow, four separate measurements of the Guettler diagram, with β= 0.08, were performed under

nominally identical conditions. The results, shown in Figure 7.4, are analogous to the sets of data

generated when using the perspex rod that were shown in Figures 4.25 and 4.29. A similar degree

of consistency is observed in both cases: the exact pattern of light and dark pixels is not preserved

from one set of data to the next, but the overall “spottiness” and approximate boundaries of the

Helmholtz motion region are very similar.
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Figure 7.4: Four separate experimental measurements of the Guettler diagram, each obtained using a
real bow with β= 0.08. As with the equivalent results shown in Figure 4.25 that were obtained using
a perspex rod, the shade of each pixel indicates the time delay between the first slip and the onset of
Helmholtz motion, with white pixels indicating no delay, and black pixels indicating a delay of twenty
period lengths or more. White pixels with black crosses (“×”) indicate that the first slip occurred less
than twenty period lengths before the end of the bridge force measurement, making it impossible to
deduce whether the transient time was twenty period lengths.

To facilitate a direct comparison with Figure 4.27, which showed the shortest and longest pre-

Helmholtz motion transient length from a number of nominally similar Guettler diagrams with the

perspex rod, the shortest and longest transient lengths from the four sets of data used to make Figure

7.4 are shown in Figure 7.5. The overall appearance is the same: in the left-hand plots, which show

the shortest (or “best”) transients, the Helmholtz motion region is seen to become gradually filled

in; the right-hand plots, which show the longest (or “worst”) transients, the Helmholtz motion
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region is seen to become gradually more sparse and narrower. The progressive narrowing of the

region in which the longest pre-Helmholtz motion transients are still quite short illustrates the

relative “reliability” of the centre of the Helmholtz motion region. Hence, as with the perspex rod,

a player would presumably find operating points near the centre of the Helmholtz motion region

most preferable.
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Figure 7.5: Shortest and longest transients in the first n plots (out of a total of four) shown in Figure
7.4. Transient lengths at a given combination of N and a are again given by the darkness of the pixel
at the corresponding location in the N vs. a plane. β is 0.08 in all cases here. The shortest (and hence
best) transients in the first n cases are shown in the left column, the longest transients (and hence
worst) transients are shown in the right column, and each row corresponds to a different value of n.
The results shown here can be directly compared with the equivalent results obtained using a perspex
rod in Figure 4.27.

LIMITING STATIC COEFFICIENT OF FRICTION, MEASURED AT FIRST SLIP

It was pointed out in Chapter 4 that the limiting static friction coefficient µs, as measured just

before the start of the first slip, becomes larger at low bow speeds. In the last chapter, a “junction

growth” model was proposed that appeared to account for this behaviour reasonably successfully.

The same measurement was repeated with the cello bowed using the real bow: the results are

shown in Figure 7.6. Figure 7.6(a) shows the value of µs obtained at each operating point in the N
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vs. a plane, if the four sets of data used previously to generate Figure 7.4 are averaged together. It

is quickly apparent that the rise in µs at low accelerations is still seen with the real bow, with the

exact pattern of variation of µs with respect to N at low accelerations discussed in Section 6.2.1

preserved.
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Figure 7.6: The value of coefficient of friction between bow and string shortly before the first slip. The
data plotted in (a) is the average of the values obtained from each of the four sets of data used to obtain
Figure 7.4; (b) shows the results obtained from a separate set of data in which the N -a parameter space
was traversed in the opposite order. Hence, the twenty values of acceleration were tested in ascending
and descending order in (a) and (b) respectively, and at each value of acceleration the twenty values
of force were tested in ascending and descending order in (a) and (b) respectively. The results in both
plots are similar to those seen with a rigid point-contacting perspex rod in Figures 4.30 and 4.32, in
that the rise in µs at low accelerations is still in evidence in a very similar fashion. However, the
interesting difference between both of these plots and Figures 4.30 and 4.32 is that µs drops towards
zero at low bow forces here, except at low accelerations — with the point-contacting perspex rod it
remained constant.

There is a surprising new feature of Figure 7.6(a) that was never observed when the cello was

bowed by the perspex rod: the value of µs appears to drop towards zero as the bow force N

is brought to zero. The increasingly dark appearance of pixels in the bottom few rows of data

in Figure 7.6(a) indicates this decrease. If extrapolated beyond the lowest value of N in Figure

7.6(a), the value of µs appears to pass very near zero at N = 0. This decrease in µs at low bow

forces appears not to occur at the left of the plot; at the lowest three values of acceleration, µs

appears to behave as it did with the perspex rod, for all values of N .

To investigate whether this dependence of µs on N was related to the order in which the measure-

ments were obtained, values of µs were calculated based on measurements obtained in the reverse

order, with the values of acceleration tested in descending order rather than ascending order, and

with the bow force varied in descending order rather than ascending order at each acceleration.

The results are shown in Figure 7.6(b), and clearly demonstrate that the order in which the force

and acceleration are varied is not responsible for the drop in µs at low bow forces. It seems,
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then, that whereas the contact mechanics of the perspex rod and the string change from “rough”

to “Hertzian” under a sustained tangential load, the contact mechanics of a real bow change from

some other type of mechanics to Hertzian under a sustained tangential load, with the mechanism

of the change still junction growth.

7.3 SUMMARY OF FINDINGS

The transient vibration response of the string to constant acceleration bowing gestures appears to be

very similar when the perspex rod is replaced by a real bow. The overall appearance of the Guettler

diagrams did not change, and various subtle details of the perspex rod Guettler diagrams were still

observed when using the real bow: the maximum bow force was again disproportionately large

when β= 0.1133 due to S-motion; and the string was still prone to exhibiting multiple flyback

motion when β= 0.1428. Consecutive measurements of the Guettler diagram reflect a similar

degree of “repeatability” to that observed with the perspex rod, and the evaluation of cumulative

longest and shortest pre-Helmholtz motion transient lengths reveals again that the centre of the

Helmholtz motion region is the most “reliable” to the player.

The few differences between the perspex rod and real bow Guettler diagrams were mostly seen at

small values of β. Individual bridge force waveforms generated at small β suggest that this may be

caused by occasional differential slipping and apparent “overshoots” in the bridge force flybacks.

The cause of the latter is unclear, although it is strikingly similar to the rapid torsion-induced

stick-slip alternations seen in the reconstructed friction curve simulations of Section 5.2.2.

Surprisingly perhaps, measurements of the limiting static friction coefficient at first slip reveal a

somewhat similar pattern to that seen with the perspex rod: the limiting static coefficient of friction

is larger at lower accelerations, and at low accelerations it is largest at low bow forces. However,

at larger bow accelerations, the limiting static coefficient of friction was seen to decrease towards

zero as the bow force decreases towards zero. This behaviour was certainly not observed with the

perspex rod, and apparently indicates a different tribological behaviour for the contact between

bow hair and strings.
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Chapter 8

CONCLUSIONS AND FUTURE WORK

.

.

8.1 MAIN FINDINGS OF THESIS

Theoretical models of the bowed string developed by past investigators are sufficiently advanced

that they can successfully predict most qualitative aspects of the motion of the bowed string, such

as the existence of “Helmholtz motion”. If these models were sufficiently accurate that they could

predict the precise details of the string’s vibration under any practical conditions, then they could

be utilized by makers of violins and their component parts to predict and understand ways of

improving the “playability” of a violin.

However, there is a surprising lack of detailed experimental validation of the theoretical models

of the bowed string, limiting the potential usefulness of this type of design study at the moment.

This thesis has presented experimental data from a real stringed instrument, and used it to asses

the accuracy of the existing theoretical models of the bowed string and to suggest methods for

improving them.

A bowing machine was constructed that controls the force and speed with which an instrument is

bowed. Bow speed is controlled using a combination of feedback control and open-loop compen-

sation, and measures were taken to limit the effects of controller windup. Bow force is controlled

using a feedback controller, with a careful mechanical design used to avoid the need to resort to

gain scheduling or switching. The response time of the speed controller to changes in speed de-

mand signal is 0.01 s, which is of the order of a single period of transverse string vibration, and

quicker than the response time of a human violin player. The force controller has a response time

of 0.2 s when bowing with a real bow and around 0.1 s when using a perspex rod instead, but was

only used in this project to maintain a constant bow force.

In the initial experimental tests described in this thesis, the bowing machine was used to bow a

cello with a perspex rod rather than a real bow. This allowed the computational complexities of

finite width ribbons of bow hair to be ignored in nominally similar computer simulations of the

bowed string, which focussed instead on the behaviour of the string when bowed simply by a rigid

point-contacting object. Simulated and measured Schelleng diagrams were used to compare the
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steady state vibration behaviour of the bowed string in the N vs. β plane, whereas simulated and

measured Guettler diagrams were used to compare the transient vibration behaviour of the bowed

string in the N vs. a plane, and to understand how well simulations predict its “playability”. The

main findings from these comparisons, and from examinations of individual vibration waveforms,

are as follows:

• Simulations based on neither the friction curve model nor the thermal plastic model suc-

ceeded in precisely predicting both the maximum and minimum bow force limits for sus-

taining Helmholtz motion during steady bowing, although the thermal plastic model was the

more successful of the two. In the case of the friction curve model, it was demonstrated that

these predictions could be manipulated by changing the details of the friction vs. relative

sliding speed relation.

• In experiment, the string was observed to “fly back” during the first slip provided the bow

force was sufficiently large. In plastic thermal model simulations, the string was apparently

reluctant to do so, whereas in friction curve simulations based on Smith and Woodhouse’s

[43] steady sliding curve the string “flew back” regardless of the normal force. The extent of

the flybacks in each case reflects the change in coefficient of friction incurred by slipping.

• When a new f -v relationship, derived from experimental data based on the extent of bridge

force flybacks, was used in place of Smith and Woodhouse’s [43] steady sliding measure-

ments in the friction curve model, any bridge force flybacks that occurred during the initial

transient part of the string’s motion were obscured by apparent “overshoots”. This was not

observed in experiment.

• The thermal plastic friction model was found to be far more successful at predicting the

appearance of the measured Guettler diagram than the friction curve model. Whether used

in conjunction with Smith and Woodhouse’s steady sliding friction curve [43] or with the

new “reconstructed friction curve”, Guettler diagrams predicted by the friction curve model

were relatively sparse in their appearance.

• The success of the various simulation models at predicting the transient behaviour of the

string was not reflected in their success at predicting the string’s steady state vibration

behaviour. In particular, improvements in the resemblance of simulated and experimental

Schelleng diagrams did not appear to correlate with improvements in the appearance of the

simulated and experimental Guettler diagrams. This suggests that the information about the

bowed string contained in the Schelleng and Guettler diagrams is mutually exclusive, and

that each diagram addresses a different aspect of an instrument’s playability.

• Plastic thermal simulations predict that the slipping time within Helmholtz motion becomes

elongated as the bow force is decreased with a constant bow speed, or as the bow speed is

increased with a constant bow force. This resulted in an apparent reluctance of the plastic

thermal simulation model to predict the formation of a second slip per period in situations
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where there had previously only been a single slip per period. This is contrary to the be-

haviour seen in experiments, in which Helmholtz motion was frequently seen to degenerate

into multiple slipping.

• Measured values of limiting static coefficient of friction between the string and the bow (or

rod) just before the first slip in a vibration transient were consistently larger in cases with

low bow speeds. All existing simulation models assume a uniform value for limiting static

coefficient of friction.

• In some bridge force measurements, the speed of the string at the bowing point in between

flybacks appeared to be slightly less than the speed of the bow. This behaviour was not

observed in simulations, and suggests the possibility that the string can “creep” while appar-

ently sticking.

Suggested explanations and remedies for some of these observations are as follows:

• The “overshoots” observed in the bridge force flybacks when the reconstructed friction coef-

ficient vs. sliding velocity relation was used by the friction curve model are caused by rapid

stick-slip alternations. These rapid stick-slip alternations are caused by torsional waves,

which are able to induce sticking and slipping due to the proximity of the hysteresis limits

associated with friction curves with relatively little curvature. The indication that experi-

mental results require the reconstructed friction curve to have very little curvature therefore

casts doubt on the friction curve simulation model itself: on one hand, experimental results

suggest that the friction curve should have relatively little curvature; on the other hand, simu-

lations based on a friction curve with little curvature are prone to exhibiting anomalous rapid

torsion-induced stick-slip alterations.

• The function used to relate the shear yield strength and temperature of rosin in the plastic

thermal simulation model should be modified in order to remove various differences between

the appearance of bridge force waveforms predicted by the plastic thermal simulation model

and those measured in experiment:

– The slope of the function at ambient temperature should be negative rather than zero;

the slope determines the extent to which the string “flies back” at first slip.

– The shear yield strength should drop to zero at high temperatures, to prevent overheat-

ing.

– The limiting static coefficient of friction should be adjusted to equal the value measured

in experiment.

• Creep, which presumably accounts for various instances in which the string speed at the

bowing point is apparently less than the bow speed during sticking, can be incorporated into

bowed string simulations by inclining or rounding the vertical portion of the function used

to relate friction to relative sliding velocity.
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• The Guettler diagrams constructed from experimental data are approximately “wedge-shaped”,

with the vertex of the wedge near the origin. It was also found that experimental vibration

waveforms generated with the same ratio N/a, or along the same radial line in the N vs.

a plane, were generally similar to each other. This can be explained in general terms us-

ing a dimensional analysis rule, which states that if the coefficient of friction during sliding

and the limiting static coefficient of friction are constant, then the pre-Helmholtz transient

duration depends only on N/aZ(L/c).

Subsequent experiments with a real bow in place of the rigid point-contacting perspex rod revealed

that most of these observations are not affected by the presence of a finite width of bow hair. The

only exceptions to this are the presence of “overshoots” in the bridge force similar to those seen

in simulations with the reconstructed friction curve model, and a tendency for the coefficient of

friction at first slip to vary roughly in proportion to the bow force at low values of bow force.

8.2 SUGGESTIONS FOR FUTURE INVESTIGATION

As stated in Chapter 1, the ultimate goal of this research is to develop the deterministic tools

necessary to understand the extent to which the various properties of the strings, the bow and

the violin influence playability. Until this goal is reached there is a clear need for further work.

Promising avenues for further investigation in the short term include the following:

• The recommended changes to the relationship between shear yield strength and temperature

were inferred from trends in experimental data. It would be more revealing to obtain direct

measurements of the shear yield strength of rosin at a range of temperatures. In addition,

the value of thermal heat capacity of rosin used in plastic thermal model simulations was

reported to be subject to doubt by Cobbold and Jackson [86], who originally measured it. It

would therefore be useful to obtain a new measurement of this quantity, and to compare it

with the value obtained by Cobbold and Jackson.

• Further measurements of the contact properties of rosined surfaces are required to understand

whether creep and contact growth, the mechanisms suggested to be responsible for various

features in bridge force measurements, do indeed occur in the moments leading to the first

slip. Direct measurements of friction, rather than indirect measurements deduced from the

bridge force waveform, would presumably be more conclusive in this regard.

• Rosin is presumably not perfectly plastic at a given temperature, and as such the shear stress

in the bow-string contact patch required for slipping may depend upon the relative sliding

velocity at a given temperature. Combining the friction curve and thermal plastic models

of rosin may therefore be fruitful, whereby the dynamic coefficient of friction depended on

both the relative sliding velocity and the temperature of the contact patch.
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• Evidence was presented in this thesis that paradoxically suggests that the function used to

describe the variation of friction with respect to relative sliding velocity in friction curve sim-

ulations should not be too curved, but that unless it is curved will suffer from “overshoots”

during slipping. As stated already, it is possible that there is no “middle ground” for the

friction curve model, and that it should be discarded in preference of a simulation model that

predicts hysteresis in the friction-velocity plane by some other mechanism. However, addi-

tional experimental data should be sought to confirm whether the friction curve, as deduced

from dynamic testing, should indeed be as straight as the “reconstructed friction curve” used

in Section 5.2. Also, there is some uncertainty, as reported by Woodhouse and Loach [27], as

to the torsional wave impedance of cello strings, which is a crucial parameter for the “over-

shoot” behaviour. There would appear to be considerable scope for a more comprehensive

testing of a family of candidate friction curves, using a nonlinear optimization technique.

• The reason for the decrease in limiting static coefficient of friction at first slip at low bow

forces, observed with the real bow and not with the perspex rod, is unclear at present. An

analysis of the contact mechanics of string/bow hair contact has not been attempted in this

thesis, but would presumably cast considerable light on this behaviour.

• The bowing machine and the cello were subject to some degree of disturbance in the course

of all experimental measurements shown in this thesis. In addition, the surface of the bow

and perspex rod used by the bowing machine could not have been perfectly uniform. These

sources of “noise” presumably account for the constant change in the detailed locations of

light and dark pixels in the Guettler diagrams of Figures 4.25 and 4.29. It would be an

interesting test of the simulation models, therefore, to attempt to include this type of noise

in simulations and perform multiple simulations, to see whether the inconsistency in the

detailed locations of light and dark pixels can be predicted by simulation.

• It was remarked that the minimum bow force limit in each simulated Schelleng diagram in

Chapter 5 was too small, and that this could presumably be fixed by making the simulated

bridge more flexible, i.e. by decreasing its effective dashpot rate λb. It would be revealing to

see the resulting change in the minimum bow force limit. Alternatively, the the experimental

Schelleng diagram could be remeasured with a heavy mute on the cello bridge.

• It would be straightforward to evaluate the admittance at the bridge notch of the cello used

in experiment, and to use it in Woodhouse’s [46] generalization of Schelleng’s equation for

the minimum bow force limit.
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