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Summary

Grain boundaries form the basis of an important Josephson junction tech-
nology in the cuprates and also limit the superconducting critical currents
attainable in practical, polycrystalline materials. An improved understand-
ing of these defects is therefore important for applications. The status of the
current understanding of cuprate grain boundaries is summarised and ex-
perimental investigations are presented, focusing on the less well understood
high angle boundaries.

Measurements of the capacitance of grain boundaries in the overdoped
superconductor Y1−xCaxBa2Cu3O7−δ, were performed as a function of the
calcium content, using the Josephson coupling across the boundaries. Par-
ticular care was taken to eliminate the effects of heating and stray capacitance
due to the substrate. The effect of thermal noise was also assessed. These
measurements provide important information about the area and the width
of the grain boundaries, that highlights their inhomogeneous nature.

A new technique was applied to measure the normal state properties of
YBa2Cu3O7−δ grain boundaries above the critical temperature. Since the
resistance of the adjacent material at high temperatures is comparable to,
or greater than that of the grain boundary, a compensating Wheatstone
bridge structure was used. The errors involved in this technique are care-
fully assessed and quantified. The normal state resistance of a number of
different grain boundary orientations was measured from room temperature
to the critical temperature. Detailed characterisation of the grain bound-
aries, including measurements of the critical current and the current voltage
characteristics at low temperatures, was performed. The results obtained
are used to assess the validity of the various theories for the grain boundary
electrical structure. A tunneling model that accounts for the band structure
of the material is developed and applied to potential barriers consistent with
a band bending model. This theory is shown to provide a convincing account
of the experimental results presented in this thesis.



xviii Summary



Acknowledgements

First I want to thank my supervisor Prof. Jan Evetts, who, by his patient
support, guidance and encouragement, made the work in this thesis possible.
His confidence and good humour have sustained me throughout the exper-
imental work and through the preparation of this thesis. Dr Edward Tarte
also provided informal supervisory support, particularly throughout the work
in Chapter 6 and during the year I spent growing thin films. I am grateful
for his never-failing cheerfulness, even through what I know must have been
some difficult times for him. I must also extend my heartfelt thanks to Sibe
Mennema, who collaborated with me during the measurements described in
Chapters 5 and 6. His commitment to the work and his friendship made
the task of passing on accumulated experimental knowledge much more en-
joyable, and I really missed working with him when the time came for him
to work independently. Dr Mark Blamire provided valuable suggestions for
improving both the experimental work on the normal state resistance and
the tunneling model. Dr Karl Sandeman’s good humour and patience de-
spite many difficulties were very encouraging during the modelling part of
the work. I was very privileged to work with him. I haven’t forgotten the
bottle of whisky I promised you Karl!

Thanks are also extended to Dr Philip McBrien, who invested consider-
able time at the beginning of this work, teaching me how to process and mea-
sure devices. Dr Micheal Hogg provided invaluable assistance with learning
atomic force microscopy and Dr Gary Gibson taught me the basics of de-
positing thin films by pulsed laser ablation. My thanks are also extended to
Dr John Durrell, who spent time teaching me how to use the group’s angular
critical current rig, for a series of experiments that were never completed.
I’ll always remember his good humoured advice and his delight in discussing
all things political. Dr Gavin Burnell deserves particular thanks: it’s hard
to think of any part of the lab that he hasn’t been involved in automating,
or building, and he has therefore contributed to this work in too many ways
to mention individually. Dr Doug Astill provided valuable technical support
during the year I spent growing thin films at the IRC in Superconductivity,



xx Acknowledgements

for which I am extremely grateful. In the same year I was very blessed with
the companionship and advice of David Ansell — who also taught me how
to solder properly! Dr Robert Schultz, Dr Jeong-Il Kye and Dr Byungdu
Oh are all acknowledged for providing thin films used in this investigation.
Sibe Mennema, Dr Henny Zandbergen and Mr Sorin Lazar are thanked for
their contributions to the Transmission Electron Microscopy work. Thanks
also go to Dr John Lister for providing me with an instant solution to an
integral I couldn’t do on one occasion! I’d like to thank Paul and Ken in the
Materials workshop for their patience with all the little (and not so little)
jobs that they patiently worked at. The same goes for Sam, Eric and Ian in
the IRC workshop, who have all built parts of apparatus that I have used in
this investigation.

I owe a good deal to various scientists who have provided valuable com-
ments on the work in this thesis. Dr John Cooper and Dr John Loram were
particularly patient in discussing the details of the normal state properties of
cuprates with me, for which I am very grateful. Dr Christian Jooss was also
very kind in sharing experimental results with me prior to publication and in
discussing the details of the band bending model in considerable depth. Dr
Christof Schnieder was also kind enough to share some preliminary data with
me and to discuss the use of the bridge technique. I am grateful for discus-
sions with the following people: Dr Alex Guerevich, Dr Juergen Halbritter,
Dr Hans Hilgenkamp, Prof. David Larbalestier, Prof. Peter Littlewood and
Prof. Jochen Mannhart . I would like to thank the group of Prof. Jochen
Mannhart (and in particular Dr Robert Schultz) for being so hospitable dur-
ing a visit to learn about their pulsed laser deposition facility.

I would also like to express my appreciation to the Interdisciplinary Re-
search Centre in Superconductivity and the Department of Materials Science
and Metallurgy for the award of a research council grant, financial support
in my final year and the provision of experimental facilities.

Needless to say I am very grateful for the support of many other people,
including: Dr Mark Blamire, Dr Nadia Stelmashenko, Dr Zoe Barber (I’ll
always remember the band of three visitors at the end of my first term when
I was unwell), Dr Robert Hadfield, Chris Bell, Dr Rumen Tomov (I’m going
home now Rumen!), Dr Bartek Glowacki, Dr Vassilka Tsaneva and Dr Karen
Yates. Special thanks go to Dr Chiranjib Mitra, who has been a valued com-
panion in prayer about work and life, as well as a great friend. I’ve enjoyed
working with everyone in the Device Materials group and particularly thank
my contemporary PhD students for the fun we’ve had together. Thanks also
go to Alicia, the IRC secretary, and to the IRC cleaners: John, Ron and
Graham - who all spurred me on during the difficult days of writing!

I’m very grateful for the friendship and support provided by my many



xxi

friends. Special thanks also go to James, Dave and Sheetala, who have always
been there for me during my time in Cambridge.

My family deserve enormous gratitude. They have always been ready to
go the extra mile for me, and have taught me by example the meaning of
love. Their support has always kept me going and inspired me. I wouldn’t
be here without them. Chau - you are now included in the family and your
patience with me in these last months has made me so glad that you will
soon be my wife.

Finally there is One who deserves the most thanks and all the praise. As
I write the last few words of this thesis I am reminded of 1 Corinthians 4:7,
“For who makes you different from anyone else? What do you have that you
did not receive? And if you did receive it, why do you boast as though you
did not?”. Without You, my God, I would never even have started a PhD,
let alone finished this thesis. I commit it to You. In the words of David,
which I now echo: “I love you, O Lord, my strength. The Lord is my rock,
my fortress and my deliverer; my God is my rock in whom I take refuge. He
is my shield and the horn of my salvation, my stronghold. I call to the Lord,
who is worthy of praise, and am saved from my enemies.” (Psalm 18:1-3)



xxii Acknowledgements



Chapter 1

Introduction

The discovery of high temperature superconductivity in 1986 [1] led to much
excitement about widespread practical applications of superconducting ma-
terials. Shortly after the discovery of these materials it was realised that the
critical currents attainable in polycrystalline material were severely reduced
by grain boundaries [1, 2, 3, 4, 5]. Since polycrystalline samples are necessary
for the production of long length superconducting wires or tapes, essential
for bulk applications, grain boundaries in superconducting materials have
become a subject of intensive study. Grain boundaries are also important for
many high Tc devices — for use in electronic applications. High angle grain
boundaries are Josephson coupled [6, 7] and have been used as the basis of
several junction technologies in the cuprates.

This chapter begins with a brief introduction to grain boundaries and the
nomenclature used to describe them. A brief review of superconductivity
and the Josephson effect follows. The important role of grain boundaries in
both bulk and electronic applications of high Tc superconductivity is then
highlighted. The remainder of this thesis is focused on investigating these
technologically important defects.

1.1 An Introduction to Grain Boundaries

The main features of grain boundary phenomenology are highlighted by the
nomenclature used to describe them. Three distinct classes of grain boundary
can be defined on the basis of the alignment of the crystallographic axis either
side of the boundary plane: [001] tilt, [100] tilt and [100] twist. These three
orientations are defined in Fig. 1.1. The term ‘tilt’ refers to a rotation about
an axis in the plane of the boundary whilst ‘twist’ refers to a rotation about
an axis perpendicular to the boundary. In general a grain boundary may
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Figure 1.1: Schematic illustrating the definitions of a) [001]-tilt, b) [100]-tilt and c) [100]

twist boundaries (adapted from [2]).

have components of all three of these misorientation types — boundaries
with more than one component are termed ‘mixed’.

The ‘misorientation angles’ (θ, φ and γ) are also defined in Fig. 1.1. For
the case of tilt boundaries additional ‘inclination angles’, α1 and α2, can be
defined on each side of the grain boundary. The inclination angle is defined
as the angle between the grain boundary plane and the axis that is rotated
out of that plane as the misorientation angle is increased from zero (see
Fig. 1.2 for a schematic representation). For a ‘symmetric’ tilt boundary
α1 = α2. The term ‘asymmetric’ is commonly used to denote boundaries in
which α1 = 0 and α2 is the total misorientation angle - this nomenclature is
adopted in this study.

The structure of the grain boundary is strongly dependent on the mag-
nitude of the misorientation angle. Grain boundaries of a given type can
be divided into distinct ‘low angle’ and ‘high angle’ classes. In ‘low angle’
boundaries the misorientation is accommodated by arrays of dislocations
separated by well lattice matched regions. Depending on the orientation of
the boundary several sets of dislocations may be required to accommodate
the misorientation. The distance between dislocations is determined by the
misorientation angle of the boundary. For example for an ideal [001]-tilt
boundary the misorientation, θ, is accommodated by an array of edge dislo-
cations with Burgers vectors, b in the [100] or [010] directions separated by
a distance D given by the Read-Shockley (or Frank’s) formula:



1.1 An Introduction to Grain Boundaries 3

Figure 1.2: Schematic illustrating the definition of the inclination angles in an [001] tilt

boundary (adapted from [8]).

D =
|b|

2 sin(θ/2)
(1.1)

As the misorientation angle is increased, the spacing between the disloca-
tions is reduced until a continuous disordered region appears at the boundary.
When this occurs, the boundary is termed a ‘high angle’ boundary. The grad-
ual merging of the grain boundary dislocation structure is well illustrated in
the high resolution transmission electron microscopy images of Wen et al.

[9], shown in Fig. 1.3. The change in the atomic structure at the boundary
is evident from z-contrast images of the boundary, due to Browning et al.

— which have sufficient resolution that the columns of atoms can be clearly
seen. Figure 1.4 shows two images, for high and low angle grain boundaries
in YBa2Cu3O7−δ. A clear difference in the atomic structure at the boundary
can be seen. Babcock and Vargas [10] identified that for [001] tilt boundaries
in YBa2Cu3O7−δ the dislocations merge into a continuous structure at an
angle of approximately 20◦.

Browning et al. have identified that high angle boundaries are comprised
of a number of structural units. The same structural units make up the
dislocation cores of low angle boundaries. Fundamental work on high angle
boundaries can therefore lead to an improved understanding of the electrical
structure of low angle grain boundary dislocation cores, as discussed below.

This study focuses on [001] tilt, high angle grain boundaries. As discussed
in the next section these grain boundaries are particularly important for
applications. Although this thesis focuses on high angle boundaries, the
insights gained may prove useful in furthering the understanding of low angle
boundary dislocation cores.
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Figure 1.3: High resolution electron microscopy images of YBa2Cu3O7−δ [001] tilt grain

boundaries of increasing misorientation angles. The white arrows mark the locations of the

dislocations where these are difficult to see. In the case of the 45◦ boundary the dislocation

structures have merged and a continuous barrier is formed at the interface. These grain

boundaries have been prepared by liquid phase epitaxy growth on MgO substrates [9].
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Figure 1.4: Z contrast images of a) a low angle [001] tilt boundary and b) a 30◦ [001] tilt

high angle boundary. The inferred locations of the atomic columns are marked. c) The

structural units that are the constituents of both the dislocation cores and the high angle

grain boundaries. Adapted from [11].
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1.2 An Introduction to Superconductivity

and the Josephson Effect

In this section a brief overview of the important properties of superconductors
is given. The basic principles of superconductivity are reviewed and then the
Josephson effect is described in more detail, because of its importance for
the understanding of high angle grain boundaries in high-Tc materials.

1.2.1 An Overview of the Basic Theory of Supercon-
ductivity and its Development

Superconductivity was discovered by the Dutch physicist Heike Kamerlingh
Omnes in 1911, two years after he invented a process to liquefy helium [12].
He found that just below 4.2 K the electrical resistance of mercury disap-
peared and that a loop of material was capable of carrying a persistent cur-
rent. He also noticed that at any given temperature this effect could be
suppressed by the application of a sufficiently strong magnetic field. The
temperature at which the resistance disappeared was termed the critical tem-
perature, Tc, whilst the critical field required to return the superconductor
to a resistive state was termed the thermodynamic critical field, Bc. In 1933
Meissner discovered that superconductors exhibit perfect diamagnetism [13],
that is they exclude magnetic field from their interior. The Meissner effect
distinguishes superconductors from perfect electrical conductors and is one
of the most fundamental properties of superconductivity.

In 1935 the first theoretical framework to provide a detailed understand-
ing of superconductivity was developed. The London theory was based on
the observation of perfect diamagnetism and the earlier suggestion (by Gorter
and Casimir [14]) that the magnetic properties of superconductors could be
understood by a two fluid model. Within the two fluid model there is an
electron charge density ρs = nse associated with electrons in the superfluid
condensate and a charge density ρn of electrons excited out of the conden-
sate and subject to the usual scattering processes. The London brothers
introduced two equations, which, in conjunction with Maxwell’s equations,
described the properties of the superconductor in a phenomenological manner
[15]:
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dJs

dt
=
nse

2

m
E (1.2)

∇× Js = −µ0nse
2

m
B (1.3)

where Js is the supercurrent density, B is the magnetic field density in the
superconductor and m is the mass of the electron.

The first London equation implies an accelerating current in a DC electric
field and so predicts zero resistance. Taking the curl of the Maxwell equation
∇×B = µ0(Js + Jn) and substituting in the second London equation (as well
as assuming Jn = 0, as is usually the case) we obtain: ∇2B = µ0nse

2B/m.
This result has the form of a screening equation and therefore defines a char-
acteristic decay length for the magnetic field λL =

√
(m/(µ0nse

2)). Within
the London penetration depth surface currents flow to screen the magnetic
field from the interior of the superconductor. The penetration depth is tem-
perature dependent since it depends on ns. A good empirical approximation
for its temperature dependence is λL(T ) = λL(0)/(1 − (T/Tc)

4)1/2.

The experiments of Pippard in the late 1940’s revealed that the penetra-
tion depth λ was markedly greater than λL in materials with short electronic
mean free paths. In order to explain this behaviour he proposed a form of the
second London equation in which the supercurrent is sensitive to non-local
electromagnetic fields in a region determined by the electromagnetic coher-
ence length, ξem [16]. If l is the electron mean free path, ξ−1

em = ξ−1
0 + l−1,

where ξ0 is the coherence distance in the pure metal.

At about the same time as Pippard’s work on the coherence length
Ginzburg and Landau developed a theory of superconductivity by applying
Landau’s theory of phase transitions to the superconducting state. Landau
had previously introduced the concept of an ‘order parameter’ to quantify
the ordering process that occurs during a phase transition. He had shown
that the free energy could be expressed in terms of this order parameter. In
the case of superconductors Ginzburg and Landau proposed a complex order
parameter ψ(r) = |ψ(r)| exp[iθ(r)]. The order parameter is related to the
density n∗

s of the superconducting condensate by the equation n∗
s = |ψ(r)|2.

By expanding the free energy in powers of ψ(r), neglecting high order terms
and minimising the resulting expression with respect to ψ∗(r), Ginzburg and
Landau derived a non-linear Schrödinger-like equation to determine ψ(r) (the
first Ginzburg Landau equation). In addition they showed that the current
density Js was related to this wavefunction by the equation:
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Js =
e∗|ψ(r)|2
m∗

(h̄∇θ − e∗A) (1.4)

where A is the magnetic vector potential and e∗ and m∗ are the charge
and the mass per condensate unit respectively (this is the second Ginzburg
Landau equation). The curl of this equation reduces to the form of the second
London equation, so the London penetration depth λL and the Meissner effect
are derived naturally from the Ginzburg-Landau theory. Note that, since we
now know the condensate consists of pairs of electrons, e∗ = 2e, m∗ = 2m
and n∗

s = ns/2. Note also that, because the theory is derived by neglecting
high order terms in the expansion of the free energy, it can only be applied
at temperatures close to the critical temperature, where the assumption that
n∗

s is small is valid. However equation 1.4 can be shown to follow from the
existence of a macroscopic wavefunction and is therefore much more generally
valid.

An important consequence of the existence of an order parameter is the
phenomenon of ‘fluxoid quantisation’. Consider a toroidal region of super-
conductor threaded by a magnetic field. Since the line integral of ∇θ around
a closed loop, L, must be an integral number of 2π if ψ is to be single valued,
the following equations can be derived from the second Ginzburg Landau
equation:

∮

L

m

e2ns

Js + A. dl =
h̄

2e

∮

L

∇θ. dl =
nh

2e
. (1.5)

The left hand side of this equation is referred to as the fluxoid. Under most
circumstances L can be chosen so that it lies well away from the edges of the
sample, where the persistent screening supercurrents flow within a distance
of approximately λL of the surface. The supercurrent term Js is zero in such
regions. By Stokes’ theorem, the integral around the closed loop of A is
equivalent to the surface integral of B = ∇× A over a bounding surface of
the loop — i.e. it is equivalent to the magnetic flux threaded through the
loop. The flux through the loop is therefore quantised in units of Φ0 = h/2e.

Solutions to the Ginzburg-Landau equations have a characteristic length
scale — the Ginzburg-Landau coherence length (ξGL) over which the order
parameter varies. The ratio of the coherence length to the penetration depth
κ = λL/ξGL determines whether the superconductor is classified as type I
(κ < 1/

√
2) or type II (κ > 1/

√
2). These two classes of superconductor

are distinguished by the sign of the surface energy of the boundary between
the superconducting and normal regions of the material. To understand this
effect consider the variation of both the order parameter and the magnetic
field at a boundary between a superconductor and a normal metal (an S-N
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B

Figure 1.5: Schematic diagram showing the variation of the magnetic field B and the

magnitude of the order parameter |ψ| at a boundary between a superconductor (S) and a

normal metal (N) in a type I and a type II superconductor.

boundary), as shown in Fig. 1.5. In a type I superconductor it is clear that
there is a region of thickness ≈ (ξGL − λL) from which the magnetic field is
held out, contributing a positive diamagnetic energy while not enjoying the
full condensation energy due to the depression of |ψ|. The surface energy
of such materials is therefore positive. The argument is reversed for a type
II superconductor, leading to a negative surface energy. As a result of the
tendency to minimise the surface energy, a long rod of type I superconductor
(aligned parallel to the applied magnetic field) exhibits a perfect Meissner
effect up to the thermodynamic critical field Bc, at which point the energy
of the field excluded from the superconductor is equal to the energy of the
condensate. In contrast, a similar rod of type II superconductor only displays
a perfect Meissner effect up to a smaller field Bc1, at which point it becomes
favourable for the condensate to split into alternating superconducting and
normal regions, to maximise the surface area. The so called ‘mixed state’
occurs in a field range between Bc1 < B < Bc2. The magnetic energy asso-
ciated with the mixed state is less than that associated with the Meissner
state, so Bc2 > Bc.

The mixed state of type II superconductors was first described by
Abrikosov in 1957 [17]. In recognition of their work on superconductiv-
ity both he and Ginzburg were awarded Nobel prize in Physics in 2003.
Abrikosov derived a solution to the Ginzburg-Landau equations that he in-
terpreted as a periodic array of quantised vortex lines. The order parameter
ψ(r) goes to zero along the axis of the vortex where the magnetic field is
maximal (see Fig. 1.6). Circulating supercurrent around the vortices gives
rise to a single quantum of flux in each vortex. By splitting the field inside
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B
local

Figure 1.6: Diagram showing the structure of an isolated flux line in a material with κ = 8.

The variation of the local magnetic field Blocal and the order parameter ψ(r) is shown.

Adapted from [18].

the superconductor into its smallest possible units the surface area of the N-S
surfaces is maximised. The flux-line lattice determines many of the practi-
cal properties of superconductors. When current density, Jc, flows through
a superconductor the flux line lattice experiences a force per unit volume,
Fp = Jc × B. This force tends to move the flux lines in a direction per-
pendicular to both the applied magnetic field and the current, producing an
electric field E = B × vf . In practice the flux lines are pinned by defects in
the material, so the force on them is opposed by some pinning force, which
gives the material a finite critical current above Bc1. It is the pinning of
vortices that usually limits the critical current in practical materials. The
irreversibility field, Birr, is the magnetic field strength at which the onset
of dissipation occurs (Birr < Bc2) and is also determined by the collective
pinning of the vortices.

The next major advance in the understanding of superconductivity was
the development of a microscopic theory of superconductivity by Bardeen,
Cooper and Schrieffer [19], for which they were awarded the 1972 Nobel
prize. Within the ‘BCS theory’ electrons near the Fermi energy are coupled
by a small attractive force due to electron-electron interactions via phonons.
Cooper had already shown that at zero temperature electron pairs in states
with opposite k vectors and spins are unstable to the formation of bound
states when there is an attractive force between them, no matter how small
the force is [20]. Within the BCS weak coupling theory electrons within an
energy h̄ωD of the Fermi surface are coupled in this way as a result of the
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electron phonon interaction and form a condensate of pairs that has many
Bose-like properties (ωD is the Debye frequency) . In order for there to be an
electron phonon interaction it must be possible for the electrons to scatter,
which at zero temperature requires some available states at the Fermi energy.
The Fermi level is therefore smeared out, with the gain in the kinetic energy
of the electrons being offset by their increased potential energy due to the
attractive interaction. The smearing of the Fermi surface occurs on an energy
scale of h̄ωD, with only those electrons within this range of the Fermi energy
involved in the pairing process. Because of the attraction between the pairs
a finite energy, 2∆, is required to break them and there is therefore a gap of
∆ in the excitation spectrum of the superconductor. The excitations (also
known as quasiparticles) must also occur in pairs.

In 1958 Gor’kov developed a non-local form of BCS theory [21]. The the-
ory introduced a complex, gap field ∆(r), such that |∆(r)| is equal to the local
value of the gap ∆. Gor’kov was able to show that the BCS theory reduces
to the Ginzburg-Landau theory in the limit when ∆(r) does not vary too
rapidly with position. The Ginzburg-Landau order parameter ψ(r) is essen-
tially proportional to the gap field ∆(r). The important phenomenological
and microscopic theories were therefore reconciled.

In 1973, another Nobel prize was awarded for work on superconductivity,
in this case to Giaever for his initial experiments on superconducting tun-
neling [22] and to Josephson for his pioneering contributions to the theory of
tunneling between superconductors [23]. The next section is devoted to the
theory of weak links between superconductors, of which the tunnel junctions
are one type. Such Josephson junctions form the basis of many of the most
important applications of superconductivity.

1.2.2 The Josephson Effect

The Josephson effect is a direct consequence of the macroscopic quantum
nature of the superconducting state. A wide variety of different structures
exhibit the Josephson effect, but in general these structures can be classified
into three groups: junctions with insulating barriers (SIS junctions), junc-
tions with normal metal barriers (SNS junctions) and regions of weakened
superconductivity due a constriction in the superconductor (ScS junctions).
In each case the wavefunctions of the superconducting electrodes are weakly
coupled in the junction region. Josephson treated the specific case of SIS
tunnel junctions, but the theory he derived is applicable in all three cases
(in some cases with minor modifications). Both ScS and SIS junctions play
important roles in determining the transport through grain boundaries in
YBa2Cu3O7−δ in different misorientation ranges.
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Figure 1.7: Contours of integration used to derive the magnetic field dependence of the

gauge invariant phase difference at different points across the junction. The screening

currents are also shown.

The DC Josephson equation relates the current density through the junc-
tion Js to the gauge invariant phase difference, φ, across it:

Js = J0 sin(φ) (1.6)

where J0 is the critical current density of the junction, which is the maximum
supercurrent density that the junction can sustain. In zero applied field φ is
simply the phase difference itself (θ2 − θ1, measured in the direction opposite
to the current flow), but because the phase difference is not gauge invariant
in the presence of a magnetic field an additional term is required:

φ = θ2 − θ1 −
2π

Φ0

∫ 1

2

A · dl (1.7)

where Φ0 is the flux quantum and A is the magnetic vector potential. Note
that equation 1.6 is the simplest appropriate form of the current phase re-
lation and deviations from such a form can occur (for example in certain
conditions ScS junctions have a non-sinusoidal current phase relation [24]).

The dependence of the phase on the vector potential means that the
supercurrent through the junction is dependent on the magnetic field. The
gauge invariant phase difference at a point x along the junction, as shown in
Fig. 1.7, can be related to the local magnetic field density in the following
manner. From equation 1.7 the difference between the gauge invariant phase
at x and at a point x+dx is given by:
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φ(x+dx)−φ(x) = (θA2
−θD1

)−(θD2
−θA1

)− 2π

Φ0

(∫ D1

A2

A · dl −
∫ A1

D2

A · dl

)

(1.8)
where the points A1, B1 etc. are defined in Fig. 1.7. Using the second
Ginzburg Landau equation (equation 1.4), the phase at D1 can be related to
that at A1 by integrating ∇θ along a horseshoe shaped path that runs out of
the region in which screening currents flow (the path A1B1C1D1). The path
of the loop is chosen to run perpendicular to the direction of the screening
currents which flow in the electrodes within a distance of the order of the
London penetration depth of the weakly linked region. It is closed well within
the superconductor where no currents flow. The phase difference is therefore
dependent only on the magnetic vector potential and the current term does
not contribute to the integral. We therefore have:

θD1
− θA1

=
2π

Φ0

∫

A1B1C1D1

A · dl (1.9)

The same argument can be used to relate the phase difference between points
A2 and D1 to an integral around the contour A2B2C2D2. Thus all the phase
terms in equation 1.8 can be replaced by contour integrals and the result
is that the phase difference φ(x + dx) − φ(x) is related to the integral of
A around the closed contour A1B1C1D1A2B2C2D2A1. The integral of the
magnetic vector potential A around a closed loop is simply the flux, Φ,
enclosed by the loop, which in this case is B(2λL + t)dx (where B is the
magnetic field density). φ is therefore related to B via the equation:

dφ

dx
=

2πB(2λL + t)

Φ0

(1.10)

If we assume the magnetic field is independent of x we can derive the
field dependence of the critical current, Ic, of the junction, by integrating
this expression, substituting into equation 1.6 and integrating again. For a
junction with a uniform critical current density J0 the result obtained is:

Ic = I0

∣

∣

∣

∣

∣

sin(πΦ
Φ0

)
πΦ
Φ0

∣

∣

∣

∣

∣

(1.11)

where I0 = J0A (A is the junction area). This is the classic ‘Fraunhofer’
pattern that is so called as a result of the analogy with Fraunhofer diffrac-
tion from a single slit, which produces the same interference pattern. It is
illustrated in Fig. 1.8.
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Figure 1.8: The ideal critical current versus applied flux curve (Fraunhofer pattern) for a

short, uniform Josephson junction. Adapted from [18].

In the general case the magnetic field is not independent of the position in
the junction, as a result of screening currents which flow within the junction.
For the simple case depicted in Fig. 1.7 the Maxwell equation dBy/dx = µ0Jz

can be substituted into the differential of equation 1.10 to yield:

d2φ

dx2
=

2πµ0(2λL + t)Jz

Φ0

=
2πµ0(2λL + t)J0 sinφ

Φ0

=
sinφ

λ2
J

(1.12)

where we have defined the Josephson penetration depth λJ = [Φ0/(2πµ0J0]
1/2.

When the junction’s largest lateral dimension is less than λJ the right hand
side of this equation is effectively zero and the field can be treated as uniform.
Long junction effects occur when the Junction has one or more dimensions
significantly greater than λJ . The form of the Fraunhofer pattern is altered
and typically sharper features are observed. Depending on the geometry of
the junction the curve may also become asymmetric.

The DC Josephson relation determines the properties of junctions biased
below the critical current. When a junction is biased in a finite voltage state
the AC Josephson relation also applies. The AC Josephson relation relates
the rate of change of phase across the junction to the voltage, V , dropped
across it:

h̄
∂φ

∂t
= 2eV. (1.13)

For a constant voltage bias the AC Josephson relation predicts that the
phase increases linearly with time: φ = 2eV t/h̄ + φ0. Substitution of this
phase into the DC Josephson relation (equation 1.6) leads to a supercurrent
that oscillates at a frequency V/Φ0 — the Josephson frequency (ωJ/2π). If a
combination of a DC and AC voltage is applied (for example by means of a
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microwave source) then the phase itself oscillates at the angular frequency of
the source ωrf . When the angular frequency of the Josephson oscillations is
an integer multiple of ωrf (ωJ = nωrf ) the time averaged Josephson current
is non-zero and a Shapiro spike is observed [25]. Equivalently the spikes occur
at voltages given by Vn = nh̄ωrf/2e. The appearance of these spikes in the
current-voltage characteristic is known as the inverse AC Josephson effect.
The effect is now utilised in the international standard of the volt [26].

In practice a voltage bias is hard to achieve because of the low impedance
of the junction. Under most circumstances the junction is therefore biased
by a constant DC current. Under a DC bias, typical high Tc junctions are
well described by the resistively and capacitively shunted junction (RCSJ)
model. Within this model the Josephson current, quasiparticle current and
the displacement current are treated as parallel contributions to the total
current through the device. The quasiparticle current is modelled as an
ohmic resistance, an approximation which is reasonable for high Tc junctions
when the current bias is such that the voltage across the junction is of order
10 mV or less. Adding the current components in parallel gives the following
expression for the total current through the device:

I = I0 sinφ+
V

Rn

+ C
dV

dt
. (1.14)

where Rn is the normal state resistance of the junction and C is its capaci-
tance. Using equation 1.13 to express each component in terms of the phase
gives:

I = I0 sinφ+
h̄

2eRn

dφ

dt
+
h̄C

2e

d2φ

dt2
. (1.15)

We can re-arrange this equation into the form:

− d

dφ
(−Iφ− I0 cosφ) − h̄

2eRn

dφ

dt
=
h̄C

2e

d2φ

dt2
. (1.16)

This equation is similar to the equation of motion of a particle sliding
down a tilted washboard potential in a viscous fluid. If we interpret φ as
the distance of the particle along the x-axis, the first term on the left hand
side is minus the gradient of the potential (i.e. the force), which takes the
form of a uniform slope modulated by a cosine (i.e. a tilted washboard). The
second term is a viscous damping force, proportional to the velocity, which
acts in the direction opposite to the particle’s motion. The term on the
right hand side is the acceleration of the particle, with the quantity h̄C/2e
being proportional to the inertia of the particle. The slope of the washboard
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Figure 1.9: The tilted washboard analogue for the RCSJ model. The phase difference

across the junction is analogous to the position of the particle along the x-direction. The

particle is moving in a viscous fluid (the viscosity being dependent on the normal state

resistance) and its inertia is determined by the value of the capacitance. The slope of

the washboard is determined by the applied current whilst the size of the crenulations is

related to the critical current.

is determined by the applied current, whilst the size of the crenulations is
determined by the critical current. This scenario is illustrated in Fig. 1.9.

In the limit of zero capacitance a balance is maintained between the force
down the slope and the viscous damping term. For small tilts (I < Ic) the
particle comes to rest in the washboard hollows. For larger tilts (I > Ic) the
particle slides continuously but unsteadily down the washboard producing a
finite but varying voltage. With a finite capacitance the particle remains at
rest as the current is increased from zero to Ic and begins to move when the
current reaches Ic. However, as the current is decreased below the critical
current in the voltage state the particle is not immediately brought to rest
as its finite inertia carries over the part of the washboard where it receives
a force in the opposite direction to its motion. A finite voltage is therefore
obtained at currents below the critical current on the return portion of the
current voltage characteristic and the current voltage characteristic becomes
hysteretic. When the junction is in the voltage state (independent of the
capacitance), the voltage oscillates at the Josephson frequency V/Φ0. For
currents just above the critical current the voltage time characteristic consists
of a series of narrow pulses, whilst at higher applied currents it reduces to
a sinusoidal form. In each case the integral over a single voltage pulse with
respect to time is a single flux quantum.

For non-zero capacitance equation 1.15 must be solved numerically. Mc-
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Cumber has published the results obtained from a numerical analysis [27]. In
the case of zero capacitance an analytical solution exists. The time averaged
voltage in this instance is given by: V = I0Rn

√

(I/I0 − 1)2.

The RCSJ model and its mechanical analogue are useful tools for analysing
the current voltage characteristics of Josephson junctions. It is important for
the capacitance measurements described in Chapter 4 of this thesis. In the
next section the importance of grain boundaries for high temperature super-
conductor technology is highlighted. Josephson effects form the basis of a
number of the applications of the technology.

1.3 Grain Boundaries and Applications of High

Tc Superconductors

Applications of high Tc materials can be divided into two categories, elec-
tronic and large scale. Electronic applications typically rely on the unique
high frequency properties of Josephson junction devices or on the low mi-
crowave surface resistance of superconductors. Large scale applications re-
quire long lengths of conductor and often involve operation in magnetic fields
of several Tesla. Grain boundaries are important for both types of applica-
tion: grain boundary Josephson junctions are employed in many electronic
applications of high Tc superconductors and grain boundaries limit the per-
formance of the second generation of long length high Tc conductors.

1.3.1 Grain Boundary Josephson Junctions for Elec-

tronic Applications

Much of the effort to produce a viable high Tc junction technology has been
focused on the superconductor YBa2Cu3O7−δ, primarily because it’s physical
properties and growth mechanisms are well understood and because high
quality thin films can be grown in situ by several deposition techniques on
various substrates. A number of the junction technologies developed are
dependent on the weak link properties of grain boundaries. The bicrystal [4],
step edge [28] and biepitaxial [29, 30] junction technologies are all based on
the formation of artificial grain boundaries in thin films usually, though not
exclusively of YBa2Cu3O7−δ. These different types of junction are illustrated
in Fig. 1.10.

The most flexible type of junction is the bicrystal junction. These are
fabricated by sintering two orientated singe crystals of SrTiO3 together and
then cutting the resulting bicrystal into thin substrates. This fabrication
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process allows any grain boundary orientation to be produced, but is unsuit-
able for some applications since the location of the junctions is fixed by the
bicrystal line. For most applications, [001] tilt boundaries are employed. The
work in this thesis is focused on such [001] tilt bicrystal boundaries, since
they offer a flexible means of studying individual boundaries in a controlled
manner and have the most relevant geometry for applications.

Step edge junctions make use of the fact that YBa2Cu3O7−δ grows in a
different orientation on milled ramps in LaAlO3 (and on various other sub-
strates). Since the milled steps can be located anywhere on the boundary,
the technique is suitable for scale up, however the junction to junction repro-
ducibility is relatively poor. Figure 1.11 shows how the step in the substrate
produces two 90◦, asymmetric tilt boundaries. Step edge junctions have now
been largely superseded by interface engineered, ramp type junctions [31, 32].
Instead of a step in the substrate a YBa2Cu3O7−δ-insulator bilayer is milled
into a ramp which is subsequently treated to damage the YBa2Cu3O7−δ near
the surface (for example by a high energy ion mill or by plasma etching).
Finally an additional YBa2Cu3O7−δ layer is deposited over the ramp, or al-
ternatively, a thin metallic or insulating layer is deposited followed by a
YBa2Cu3O7−δ counter-electrode. While these more complex structures are
not simply grain boundaries, an improved understanding of grain boundaries
will contribute to the understanding of the physics of these more complex
interfaces.

The various biepitaxial techniques exploit differences in the epitaxial re-
lationships of various buffer layers to rotate the crystallographic axes of the
YBa2Cu3O7−δ in selected regions of the film. The technique was originally
proposed by the Conductus group [29], but has recently been used by the
group in Naples to produce both tilt and twist grain boundaries on a single
device [30]. The Naples geometry can exploit the d-wave order parame-
ter symmetry of the cuprates to produce π loops, in principle allowing the
fabrication of novel, scalable devices with possible applications in quantum
computing [33].

The most wide-spread application of these junction technologies is the
fabrication of high Tc SQUIDs (Superconducting Quantum Interference De-
vices). Since large numbers of junctions are not required for SQUIDs, the
bicrystal technology, which is still the most reliable and straightforward
means of fabricating high Tc junctions, is the most widely employed. An
extensive review of the applications of SQUIDs employing high Tc junctions
has been performed elsewhere [34]. SQUIDs function as extremely sensi-
tive magnetic field sensors. Although high Tc SQUIDs are typically slightly
less sensitive then their low Tc counterparts, there is often a significant ad-
vantage gained in the signal to noise ratio as the SQUID can be placed
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Figure 1.10: Schematics showing the geometries of the various types of Cuprate Josephson

junction technologies that use grain boundaries. a) Bicrystal grain boundary. An artificial

grain boundary is fabricated in the substrate and a thin film is grown epitaxially on it.

b) Step edge junction. A step is milled in the substrate (typically LaAlO3 or SrTiO3)

and a film is deposited over the step. Grain boundaries form since the film grows in a

different orientation on the step. c) Biepitaxial junction as developed by Char [29]. A

layer of MgO is used to rotate the orientation of a SrTiO3/YBa2Cu3O7−δ bilayer grown

on a sapphire substrate. d) Biepitaxial junctions as developed by Di Chiara et al. [30].

In this case a (110) orientated SrTiO3 substrate is employed and an MgO layer rotates

the YBa2Cu3O7−δ orientation. Both tilt and twist boundaries can be obtained by this

technique by patterning the microbridge either as shown in the figure (for a tilt boundary)

or perpendicular to the orientation shown (for a twist boundary). Panels a) and b) are

adapted from reference [34].
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Figure 1.11: Transmission electron micrograph of a cross section through a step edge

boundary. Two 90◦ grain boundaries that form at the edges of the step can be clearly

seen and are marked by the open arrows. Part of the step-edge YBa2Cu3O7−δ film was

removed during the TEM specimen preparation.
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closer to room temperature specimens due to relaxed cooling constraints.
Of particular current interest are applications in magnetoencephalography
(measurements of magnetic signals from the human heart), non-destructive
evaluation, scanning SQUID microscopy and geophysics. Other potential ap-
plications involving high Tc junctions include radiation detectors and mixers.
Since the Josephson junction technologies in the Cuprates are still much less
reproducible than those in low temperature superconductors, high Tc digi-
tal circuits are a distant prospect. The need for improved understanding of
materials issues is critical for the development of electronics applications.

1.3.2 Grain Boundaries in Coated Conductors

Large scale applications of high Tc superconductors require long lengths of
continuous superconducting material. Conductors must necessarily be poly-
crystalline and therefore contain grain boundaries. Since the current carry-
ing capacity of even low angle boundaries is less than that of the bulk, grain
boundaries play a critical role in conductor technologies.

The development of high Tc conductors has focused on two materials:
(Bi,Pb)2Sr2Ca2Cu3O10+δ (Bi-2223) and YBa2Cu3O7−δ (YBCO-123).
Bi-2223 conductors (often termed first generation conductors) are currently
in commercial production with the major market being current leads to low
Tc magnets. The rolling deformation used to produce the tape leads to a
filamentary structure with a marked, uniaxial, c-axis texture, as shown in
Fig. 1.12a. (Bi,Pb)2Sr2Ca2Cu3O10+δ is strongly anisotropic and it is the
anisotropy in the current transfer, rather than the grain boundary network,
that limits the critical current in significant applied fields at the 77 K operat-
ing temperature [35] (the crossover from grain boundary limited transport to
bulk limited transport has been found to occur at fields of a few 10’s of mT
at 77 K by irradiation experiments [36]). It is this anisotropy that restricts
the use of Bi-2223 conductors to low fields, since the irreversibility field, Birr,
at which the conductor has zero critical current, is also anisotropic. The use
of the conductor is limited by the strongly suppressed ab-plane Birr at 77 K
(approximately 0.2 T) and by its high cost [37]. For this reason a second
generation of conductors is being developed based on the less anisotropic
material YBa2Cu3O7−δ (YBCO-123), which has an ab-plane Birr of approxi-
mately 7 T at 77 K. Up to fields of several Tesla at 77 K, the current carrying
capacity of these YBa2Cu3O7−δ conductors is limited by the reduced criti-
cal current of [001] tilt boundaries that occur between adjacent grains [38].
Much of the technology focuses on improving the grain to grain alignment of
the material, either by epitaxial growth on textured, buffered metallic tapes
or by producing a textured buffer layer on top of an untextured metallic tape
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by special deposition techniques. The two most widely applied techniques,
which typify each of these routes, are the rolling assisted biaxially textured
substrate (RABiTSTM) process and the ion beam assisted deposition (IBAD)
process. These two processes, which currently produce the highest critical
current conductors, are described in brief below.

Within the RABiTSTM process Ni or Ni alloy substrates are rolled and
annealed to produce a textured metal substrate. Various buffer layers are
deposited to maintain the texture of the substrate (in fact the texture can be
slightly improved by these buffer layers) and to provide a diffusion barrier to
the Ni. The YBa2Cu3O7−δ is then deposited onto the final buffer layer and
a silver cap-layer is added to provide environmental protection, a resistive
shunt in case of quenches and good electrical contact to the conductor. A
typical architecture would be: Ni (50-100 µm) - Y2O3 (10 nm) - Y-ZrO2

(300 nm) - CeO2 (10 nm) - YBa2Cu3O7−δ (0.3-2 µm) - Ag (3 µm). Recent
results from the RABiTSTM process are given in reference [41].

More flexibility on the substrate choice is available with the IBAD tech-
nique: typically Inconel or Hastelloy substrates are employed but some groups
use other materials, such as stainless steel [42]. The substrate is coated with
an IBAD layer which is usually a 0.5-1µm thick Y-ZrO2 film textured by
bombardment with an inclined beam of Ar-ions (a much thinner IBAD layer
(∼10 nm) of MgO may be used, but the texture produced is not as good
as Y-ZrO2). This layer must necessarily be deposited in vacuum, which is
both costly and time consuming — this is the major drawback of the IBAD
process. The YBa2Cu3O7−δ can be deposited directly onto the IBAD layer,
or for some processes, an additional thin buffer layer of Ce-O2 is deposited.
Finally the cap layer is added - which is typically Ag or Au. Recent IBAD
results are given in reference [43].

The IBAD and RABiTSTM conductors represent the current state of the
art in coated conductor technology. The detailed processing of these complex
conductors is beyond the scope of this thesis and the reader is referred to the
literature for more detailed reviews [37]. The current carrying capacity of all
of the second generation of coated conductors is limited by the grain bound-
ary networks in these conductors. This is illustrated in the magneto-optical
image of a RABiTSTM conductor shown in Fig. 1.13. The bright, field pene-
trated regions of the conductor coincide with the resistive regions at currents
above the critical current. It is clear that the grain boundary network limits
the self field critical current through the conductor. The problem of current
percolation through grain boundary networks is complex and of considerable
technological importance [44]. The percolation is quite different in IBAD and
RABiTSTM conductors due to significant differences in grain size (typically
0.5 microns for IBAD and 50 µm for RABiTSTM). This work focuses on
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Figure 1.12: First and second generation high Tc conductors. a) Scanning elec-

tron microscope images of the longitudinal and transverse fracture surfaces of a

(Bi,Pb)2Sr2Ca2Cu3O10+δ filament from a first generation conductor. Adapted from [39].

b) Second generation coated conductor architecture for the RABiTSTM and the IBAD

processes. Adapted from [40].
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Figure 1.13: Magneto-optical images at 77 K of a RABiTS conductor in self-field with

different applied currents. The bright regions show the penetration of magnetic field into

the conductor, which clearly occurs along the grain boundary network. Even at currents

well below the critical current magnetic flux penetrates into the superconductor. Adapted

from [37].

studying the fundamentals of transport through individual grain boundaries,
which are the basic building block of these complex networks. The grain
to grain alignment is sufficiently good in coated conductors that high angle
[001] tilt boundaries, of the type studied in this work, are extremely rare (or
non-existent) in coated conductors. Despite this the electronic structure of
high angle boundaries is almost certainly similar to that found in the dislo-
cation cores of low angle [001] tilt boundaries, which are structurally similar
to the high angle boundaries studied here. Already improvements in the
critical currents of high angle boundaries by calcium doping [45] have been
transferred to low angle boundaries [46] and to coated conductors [47]. An
improved understanding of grain boundaries in these complex materials may
open the way to further engineering of grain boundary properties.
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Chapter 2

YBa2Cu3O7−δ and Grain
Boundaries in YBa2Cu3O7−δ

In this chapter the properties of YBa2Cu3O7−δ that are relevant to high angle
grain boundary transport are reviewed. The properties of grain boundaries in
this material are then discussed, with particular emphasis on the observations
important for understanding the nature of these defects. In view of the huge
amount of literature in the field this review is not intended to be exhaustive,
and the reader is referred to the extensive review recently published in the
literature [1]. Instead the important work in the field is highlighted, with an
emphasis on experiments that probe the nature of the boundaries themselves.

2.1 Properties of YBa2Cu3O7−δ

The superconductor YBa2Cu3O7−δ was identified [2, 3] shortly after the dis-
covery of the discovery of high Tc superconductivity by Bednorz and Müller
[4]. Its discovery was met with significant excitement since it was the first
superconductor to have a critical temperature above liquid nitrogen temper-
atures. The importance of YBa2Cu3O7−δ for both bulk and electronic appli-
cations of high Tc superconductivity was discussed in the previous chapter.
In this section we review the basic properties of this superconductor that are
relevant for the remainder of this thesis.

2.1.1 Physical Structure

The detailed structure of YBa2Cu3O7−δ with a range of δ has been char-
acterised in considerable detail by neutron powder diffraction [5]. The key
structural results obtained are summarised in Fig. 2.1. The superconducting
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phase is orthorhombic, with the tetragonal symmetry being broken by the
formation of the C-Ox chains shown at the base and top of the unit cell in
Fig. 2.1a. The structure is related to the cubic perovskite structure with
the copper oxide planes and chains being separated by blocking layers that
contain the barium or yttrium cations. Doping experiments in which the
blocking layer cations are replaced by other elements with different valencies
helped to elucidate the role of the oxygen content in determining the physical
properties of the cuprates [6]. In YBa2Cu3O7−δ oxygen doping creates va-
cancies in the Cu-Ox chains and this changes the effective Cu valency of the
CuO2 planes, altering the carrier density and hence the electrical properties.
The chains can be thought of as providing a charge reservoir for hole doping
the CuO2 planes. It is certainly the case that in other cuprates without Cu-
Ox chains, the oxygen content in the blocking layers, which are essentially
ionic with no free carriers, acts as a simple charge reservoir. The situation
in YBa2Cu3O7−δ is more complex than this simple picture, since the chains
themselves contain free carriers and contribute to the normal conductivity,
and to the supercurrent [7].

In practice untreated single crystals and thin films of the superconducting,
tetragonal phase of YBa2Cu3O7−δ are microtwinned with a domain size in
the range of 30-100 nm. The twin boundaries form in the {110} type planes.
Twining in thin film samples is well illustrated by a recent experiment in
which suspended bridges are detwinned by thermal anneals [8] (for single
crystals thermal anneals must be performed by applying a uniaxial stress
to the crystal but in the film this is already present due the mis-match
with the substrate). Figure 2.2 shows polarised light optical micrographs
of twinned and untwinned microbridges. The characteristic ‘tweed’ pattern
of twinning observed in panel a) will be present in all YBa2Cu3O7−δ films
grown on SrTiO3. This means that in practice any transport measurements
average the properties of the material in the a and b directions and anisotropy
between these two directions cannot be observed.

2.1.2 The p-T Phase Diagram

A detailed survey of the physics of YBa2Cu3O7−δ is beyond the scope of this
thesis. Here some of the important features of the physics that are relevant
to grain boundaries are reviewed from a purely phenomenological viewpoint.
As discussed in the previous section the superconductivity and many of the
other transport properties of YBa2Cu3O7−δ and in cuprates in general are
primarily associated with the CuO2 planes. It is convenient to draw a phase
diagram for the properties of the planes at various temperatures as a function
of the number of holes p per CuO2 plane. The so called p−T phase diagram
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Figure 2.1: Summary of the structure of YBa2Cu3O7−δ as a function of oxygenation δ,

as detrmined by neutron powder diffraction. a) Orthorhomic and b) tetragonal unit cells.

c) and d) show the unit cell parameters as a function of oxygenation. The occupancy of

various sites as a function of oxygenation is shown in e). Adapted from [5].
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Figure 2.2: Polarised light optical micrographs of a) twinned and b) untwinned

YBa2Cu3O7−δ microbridges. From [8].
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is reasonably universal for hole doped cuprates and and data from a number
of different materials and measurements is found to produce a consistent
picture [9].

Figure 2.3 shows a schematic of the p− T phase diagram as proposed by
Tallon and Loram [9]. In the center of the phase diagram is a ‘dome’ shaped
region of superconductivity with a maximum in Tc just below p = 0.2. A
more detailed discussion of the superconducting state is carried out in the
next section. The Tc maximum defines the location of ‘optimal doping’, below
which the material is described as being ‘under-doped’ and above which it
is referred to as ‘over-doped’. Slightly under-doped samples have properties
dominated by a pseudogap (that is a reduction in the density of states at the
Fermi-energy), which is a present only in certain regions of the Fermi-surface.
The pseudogap is found to be maximum along the < 100 > directions and
minimum along < 110 > type directions [10] (as discussed in the next sec-
tion this is the same symmetry as the order parameter in the superconducting
state). The highly underdoped region is one of the few parts of the phase
diagram that is theoretically understood. In this region the material is an
antiferromagnetic insulator, which is somewhat surprising from the point of
view of band theory as by simply counting charges the material is expected
to be metallic with a half filled band. The antiferromagnetic state is caused
by strong electron-electron interactions which lead to an additional Coulomb
energy, U , for double occupancy of each electron state. The so called Hub-
bard U , causes the band to split in two and produces a Mott insulator. On
the over-doped side of the phase diagram more conventional Fermi liquid be-
haviour is restored and a coherent, 3 dimensional Fermi surface is visible in
both angle resolved photoemission spectroscopy measurements (ARPES) [11]
and recently in polar angular magnetoresistance oscillations (AMRO) [12].
The Fermi surface here is found to agree well with band structure calculations
that use conventional techniques. For the particular case of YBa2Cu3O7−δ,
with δ = 0 the material is only slightly overdoped, so to obtain large over-
doping substitution of the yttrium cation must be performed (for example
by calcium). In the optimally and overdoped regimes the Fermi surface is
well described by band structure calculations [11].

One possible phenomenological understanding of the p−T phase diagram
is that the pseudogap is caused by increases in the electron-electron corre-
lations. When the on site repulsion is much less than the bandwidth then
instead of two Hubbard bands a smearing out of the Fermi-surface occurs to
avoid double occupancy, leading to the pseudogap. As the number of holes
per Cu-O plane is reduced the onsite repulsion increases in magnitude, as
does the pseudogap. Such an interpretation must be treated tentatively but
it nonetheless helps to understand how on the underdoped side the mate-
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b)

c)a)

Figure 2.4: Calculated band structure and Fermi surface of YBa2Cu3O7−δ, from local

density functional theory. a) The orthorhombic unit cell. b) Bands in the range -1 eV to

+2 eV relative to the Fermi energy. c) Fermi surface cross sections in all of the symmetry

planes. Adapted from [13].

rial can be treated as an insulator, whilst on the overdoped side it can be
considered to be a metal with a less than half full band.

Band structure calculations for YBa2Cu3O7 are shown in Fig. 2.4. The
Fermi surface consists of two nested, tubular hole surfaces due to the two
CuO2 planes centered on the (π/a, π/b) axis, and a planar surface that
originates from the chains (towards the (π/a, 0) point the chain surface
folds over at the top of the Brillouin zone to form a saddle like structure).
The Fermi surface geometry is very different from the spherical geometry
appropriate for many metals and is essentially two dimensional.
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2.1.3 Superconductivity in YBa2Cu3O7−δ

As yet the mechanism for superconductivity in the cuprates is not estab-
lished. However a large amount of experimental work has been carried out
and a great deal is known about the nature of superconductivity in these
materials. Here we briefly mention some of the ways in which YBa2Cu3O7−δ

differs from low temperature superconductors with a particular focus on the
properties relevant to grain boundaries. The basic theory and history of
superconductivity was reviewed in the previous chapter.

YBa2Cu3O7−δ is a strongly type II superconductor. Although the pair-
ing mechanism is clearly different from that of low temperature supercon-
ductors many aspects of transport are familiar. The fluxoid quantum in
YBa2Cu3O7−δ is h/2e [14] (where h is Plank’s constant and e is the elec-
tronic charge) which suggests that the superfluid consists of pairs of holes or
electrons as in conventional BCS superconductivity. Flux lines are present
in the material, and though the localised nature of the superconductivity
leads to some unusual behaviour, many of the transport properties can be
understood within the context of the anisotropic Ginzburg Landau theory.
The anisotropy in the penetration depth, λ, and the coherence length, ξ,
is caused by the association of superconductivity with the C-O layers. The
c-axis penetration depth is approximately 5-7 times larger than the ab plane
penetration depth (λab ≈ 135 nm [15]), likewise the c-axis coherence length
is the same factor larger than the ab plane value (ξab ≈ 1.6 nm [15]).
Anisotropic Ginzburg Landau theory assumes a homogenous material and
for some high Tc superconductors the superconducting planes are sufficiently
decoupled that the vortices also decouple between Cu-O planes, forming flux
pancakes. While the anisotropy in YBa2Cu3O7−δ is unlikely to be sufficient
for such a flux line structure, flux pancakes are widely believed to underlie
many of the transport properties of Bi2Sr2CaCu2O8, where λc/λab ≈ 150.
The material anisotropy also leads to enhanced pinning for field parallel to
the ab plane and produces an anisotropic irreversibility field. The collective
properties of vortices in YBa2Cu3O7−δ and other high temperature supercon-
ductors (often termed ‘vortex matter’) is a subject of considerable interest
and complexity [16]. In addition it is the pinning and channelling of vor-
tices by dislocation arrays that determines the transport properties of low
angle grain boundaries in many temperature and field regimes (see [17] and
references therein and [18]).

It is now clear that in YBa2Cu3O7−δ and other related compounds the
pair wavefunction has dx2−y2 symmetry [19], which means that the supercon-
ducting gap is zero in some directions of the crystal. The gap nodes occur in
the same directions as the nodes of the pseudogap in the normal state. The
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Figure 2.5: Order parameter symmetry of YBa2Cu3O7−δ. The figure shows a plane of

the Brillouin zone with a schematic Fermi surface. The order parameter symmetry is

shown in the center of the figure and the variation of the superconducting gap is drawn

schematically around the Fermi surface.

main features of the order parameter symmetry are shown diagrammatically
in Fig. 2.5. The order parameter symmetry has a number of important
implications for the properties of grain boundaries as the complex, facetted
structure of these defects can lead to frustration effects and the generation
of ‘π shift’ Josephson junctions. This will be discussed in greater detail below.

In this section the properties of the superconductor YBa2Cu3O7−δ have
been briefly reviewed, with a strong emphasis on the relevant physics for
grain boundaries. The important role of the CuO2 planes was emphasised
and the phenomenology of these planes was discussed in terms of the differ-
ent properties obtained at different doping levels. The non-spherical Fermi
surface geometry in the overdoped regime was emphasised — in this thesis
the important implications of this geometry from the point of view of tun-
neling calculations are highlighted. The properties of the superconducting
condensate were also discussed and the anisotropic nature of the material as
well as the dx2−y2 order parameter symmetry were highlighted as being rel-
evant to grain boundary transport. In the next section the techniques used
to prepare artificial grain boundaries, as well as their influence on the grain
boundary microstructure are discussed in detail.
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a) b)

Figure 2.6: Schematic of the nucleation of high Tc films under different growth conditions.

a) Surface migration length λ is much smaller than substrate terraces l, leading to growth

by 2D islands or 3D spirals. b) λ > l produces growth by migration to the substrate steps.

The transition from island to step flow growth can be observed by the loss of the reflection

high energy electron diffraction (RHEED) oscillations as shown in the figure. Adapted

from [21].

2.2 Growth and structure of grain boundaries

in YBa2Cu3O7−δ

The properties of grain boundaries are strongly affected by the detailed mi-
crostructure of these complex defects. The microstructure is in turn deter-
mined by the growth conditions. The growth conditions depend strongly on
the technique used to produce the grain boundaries and also on the details
of the deposition procedure. It is therefore clear that some of the structural
features observed in grain boundaries may not be universal. Most of the
work performed to date has been carried out on artificial grain boundaries,
prepared by the epitaxial growth of thin films on bicrystalline substrates
[20]. Usually SrTiO3 bicrystals are employed, and pulsed laser deposition is
used to grow the films, as in this study. The microstructure of films grown
by other techniques on different substrates can vary significantly. This is
an important issue and may effect the applicability of results from bicrystal
grain boundaries to coated conductor systems. Here the results obtained
on SrTiO3 bicrystals with pulsed laser deposition are considered, although
results obtained by other techniques are highlighted at the end of this section.

Critical in producing the microstructure of a thin film is the nucleation
and growth mode of the film on the substrate. Three types of microstructure
are typically observed in YBa2Cu3O7−δ thin films, characteristic of different
growth modes [22, 21]. These growth modes are step flow growth, 2D island
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growth and 3D spiral growth (note that the growth in each of these modes
should be considered to be a form of layer by layer, or Frank-Van der Merwe,
growth [22]). Step flow growth occurs when the surface migration length, λ,
of the incoming atoms is significantly greater than the length of the terraces
formed by the step edges on the substrate, l. When λ > l growth occurs
due to the attachment of atoms to the edges of the terraces in the substrate.
For YBa2Cu3O7−δ the step flow growth mode is observed only on vicinal
substrates (with a surface deliberately cut at an angle to the c-axis) and is
therefore not observed in films used to produce [001] tilt grain boundaries.
For λ < l nucleation of growth islands occurs and growth occurs by the addi-
tion of atoms to those islands, either producing 2D growth islands or growth
spirals. Spirals are favoured either for smaller values of λ or for higher growth
rates (and hence supersaturation of atoms on the surface) [22]. The value of
λ is determined by the diffusivity of atoms on the surface of the substrate, D,
(determined by the substrate temperature and properties) and the residence
time , τ , that the atoms remain on the substrate for (determined by the
deposition technique and for vacuum techniques the background pressure):
λ = Dτ . Figure 2.7 shows YBa2Cu3O7−δ films displaying each of these three
growth modes. For pulsed laser deposition the typical growth mode is the
2D island mode, which leads to a granular structure for the thin films defined
by the merging of the different growth islands. It is also possible to induce
spiral growth in the films under certain deposition conditions [22].

The island growth mechanism of the films leads to a meandering mi-
crostructure [24] on the micron length scale for [001] tilt boundaries. A
typical meandering grain boundary is shown in Fig. 2.8a, which shows a
low magnification transmission electron microscopy image of the boundary,
with the view direction along the c-axis. The meanders are caused by the
overgrowth of individual growth islands onto the opposite side of the sub-
strate. The 3 dimensional topography of the overgrowth has been a subject
of some debate, with some authors claiming that the overgrowth occurs at
the film-substrate interface, leading to non-epitaxial growth [25] and others
that the grain boundary wanders away from the bicrystal line as the film
grows thicker [26, 27]. In fact, as the cross sectional TEM images in Figs.
2.8b and c show, both types of behaviour can be observed, depending on the
growth conditions of the films. The overall meander structure is strongly de-
pendent on the growth conditions of the film and can be modified by altering
the deposition conditions [24, 28]. It is clear that the detailed microstructure
of these grain boundaries is extremely complex and highly dependent on the
details of the film deposition.

On smaller length scales the grain boundaries are composed of nanoscale
facets, which form in order to minimise the grain boundary energy. A TEM
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a) b)

c)

Figure 2.7: Atomic force microscopy images of different growth structures in

YBa2Cu3O7−δ thin films. a) Step flow growth structures for a pulsed laser deposition

(PLD) film on a vicinal SrTiO3 substrate. From [23] b) 2D island growth structure of a

PLD film on a c-axis orientated SrTiO3 substrate. From [21]. c) 3D growth spirals (right)

and 2D islands (left) shown together on a sputtered film grown on a c-axis orientated

SrTiO3 substrate. From [21].
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Figure 2.8: a) Low magnification TEM image showing the meandering grain boundary

microstructure. The viewing direction is slightly tilted away from the [001] zone axis to

improve the contrast between the two sides. From [27]. b) TEM image through a cross

section of a 5◦ [001] tilt grain boundary, grown by off axis laser ablation. From [17]. c)

TEM image through a cross section of a 24◦ [001] tilt grain boundary (from chapter 6 of

this thesis).
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image of a facetted grain boundary is shown in Fig. 2.9. Jin et al. have per-
formed extensive studies on the nature of facetting in various grain bound-
aries in different geometries [29, 30], for sputter deposited films. They con-
clude that for [001] tilt boundaries there are three factors that control the
formation of facets. Firstly the boundary plane is defined in miller indices
(hk0) in both crystals where h, k ≤ 5. Secondly the sum of the inclination
angles of [100] axes (α1 and α1) of the two crystals with respect to the grain
boundary plane is equal to, or extremely close to the misorientation angle
(θ): α1 + α2 − θ ≤ 2◦. Note that finite values of α1 + α2 − θ are possi-
ble if a disinclination (that is a wedge shaped crystal defect that is added
or removed to the local lattice) is present at both ends of the facet. The
third factor determining the allowable facets is that the angle between the
designed grain boundary plane and the facet plane should not be greater
than 30◦. These rules, which are essentially empirical, are based upon obser-
vations from a wide range of grain boundary geometries. It is the individual
facets which form the basic building blocks of YBa2Cu3O7−δ grain boundaries
and the boundary behaviour can be considered in terms of large numbers of
individual facets wired in parallel. The inhomogeneous nature of the grain
boundaries, down to the smallest length scales, makes it hard to make defini-
tive conclusions about the transport through them, since any measurement
necessarily involves a complex averaging process.

The structure of YBa2Cu3O7−δ grain boundaries has also been charac-
terised on an atomic length scale, by means of z-contrast TEM imaging [31].
On these small length scales the distinction between low and high angle
boundaries becomes evident, and the boundary is seen to consist of either
an array of dislocations (a low angle boundary) or a continuously disordered
layer (a high angle boundary), as discussed in the previous chapter. For
convenience, Fig. 1.4, which illustrates the differences in atomic structure
between high and low angle boundaries is reproduced here as Fig. 2.10. Both
the low angle boundary dislocation cores and the high angle boundary disor-
dered layer were found to consist of the same structural units. It is estimated
that the cross over from low to high angle behaviour occurs at grain bound-
ary misorientation angles of approximately 20◦ [32]. These images confirm
that there are no second phases or segregated impurities present at the grain
boundary.

The complex structure of YBa2Cu3O7−δ grain boundaries represents a
significant challenge to researchers trying to understand their fundamental
properties. Recently, however, it has been shown that for thin films grown
by liquid phase epitaxy (LPE), large single facet grain boundaries can be
fabricated for certain misorientation angles [33]. The single facets are ob-
tained since the growth spirals favoured for LPE growth form with much
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Figure 2.9: HRTEM image of an α1 =11◦, α2 =26◦ [001] tilt boundary (total misorien-

tation 37◦) showing the facetted structure.The crystallographic planes of the individual

facets are marked either side of the boundary. From [29].

larger dimensions than the islands typically observed in pulsed laser depo-
sition. By repeating some of the work performed on PLD grown bicrystals
with these single facet boundaries it should be possible to eliminate many of
the experimental uncertainties associated with the complex microstructure
and inhomogeneities.

The use of vicinal bicrystal substrates (such as a symmetric [100] tilt
bicrystals) induces a step flow growth mechanism on the electrodes and there-
fore leads to grain boundaries that do not meander. Recent studies indicate
a more homogenous microstructure for such grain boundaries, although the
nature and extent of the grain boundary facetting has not been characterised
in detail [34, 35]. The use of vicinal substrates may be an alternative route
to obtaining single facet boundaries with deposition techniques other than
LPE.

2.3 Phenomenology of Low and High Angle

Grain Boundaries

This thesis focuses on the transport properties of high angle grain boundaries,
so this will be the focus of this review. The properties of low angle grain
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Figure 2.10: Z contrast images of a) a low angle [001] tilt boundary and b) a 30◦ [001] tilt

boundary. The inferred locations of the atomic columns are marked. c) The structural

units that are the constituents of both the dislocation cores and the high angle grain

boundaries. Adapted from [31].
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boundaries have been discussed in depth elsewhere [17, 18] and so will not
be covered in detail here. The transport properties of low angle boundaries
are determined by the reduced cross sectional area of the conductor due to
the dislocations at the boundary (the dislocations themselves are insulating),
as well as the pinning, channelling or cutting of vortices in the grain bound-
aries. As a result of the interaction of the flux lattice with the dislocations
the transport properties are strongly dependent on the angle of the applied
magnetic field to both the grain boundary plane and the Cu-O planes. In a
high angle boundary the dislocation array is replaced by a continuous layer of
disordered material at the boundary. Transport is dominated by the Joseph-
son coupling across the boundary (a brief overview of the basic theory of the
Josephson effect is given in the previous chapter) although the nature of the
barrier is still disputed [1].

In section 1.1 the distinction between high and low angle grain bound-
aries is made on the basis of the structure of the boundary region. Low angle
boundaries were defined in terms of an array of dislocations, whilst high an-
gle boundaries have a continuous disordered layer present at the boundary.
Based on this definition of low and high angle boundaries (which is conven-
tional in other materials) it is estimated that the crossover between the two
behaviors occurs at a misorientation angle of approximately 20◦ [32]. How-
ever in the literature the low/high angle distinction is often made on the ba-
sis of the phenomenology discussed above — i.e. low angle boundaries show
flux flow type behaviour whilst high angle boundaries are Josephson cou-
pled. Because Josephson coupling can occur across narrow superconducting
constrictions [36], these two definitions produce different crossover misorien-
tation angles. Furthermore a single grain boundary can show high and low
angle behaviour in different temperature regimes. To understand this effect
consider a single (low angle by the structural definition) grain boundary as
an array of superconducting microbridges, separated by the dislocation cores.
Within the isotropic Ginzburg Landau theory the occurrence of Josephson
coupling in a microbridge is determined by the ratio of the Ginzburg Landau
coherence length ξGL to the effective length over which the non-linear effects
of the weak link extend, Leff [37]. Note that Leff is typically determined
by the larger of the dimensions of the microbridge, so that if the length L
is much less than the width w then Leff ≈ w. Josephson coupling is pre-
dicted to occur for values of Leff < 3.5 ξGL for the isotropic case, although
this value is likely to be different for the anisotropic high Tc superconductors
(Leff < a ξab

GL, for some constant a). Since ξGL is a function of temperature it
is possible to observe a crossover from strong to weak coupled behaviour for
certain samples in which the dislocation spacing (or channel length) is of the
order of ξGL. Such a crossover has been observed by Redwing et al. in a 10◦
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symmetric [001] tilt boundary at 75 K [38]. The authors interpret their re-
sults in terms of long narrow channels (Leff ≈ l), whilst in fact the behaviour
is more likely determined by the dislocation spacing (Leff ≈ w), which, ac-
cording to Equation 1.1 is approximately 2 nm at this misorientation angle.
As a result of the observation of this crossover the high angle/low angle dis-
tinction based on the Josephson effect is often taken as 10◦, although in fact
it is likely that such crossover behaviour is observable in a range of grain
boundary angles (those for which w < a ξab

GL(T = 0)). To avoid confusion
between the two ways of defining the low/high angle boundaries in this work
grain boundaries which are Josephson coupled but nonetheless have distinct,
separate dislocations will be termed ‘intermediate angle’ boundaries. Note
that Redwing et al. observe no Josephson coupled temperature range for 7◦

symmetric [001] tilt boundaries and no strong coupled temperature range for
15◦ symmetric [001] tilt boundaries. This sets some limits on the angular
range of the intermediate angle boundaries.

The situation is complicated by the fact that both the stress field and
possibly the charge on the grain boundary can extend the insulating region
of the dislocation cores beyond their physical size [39, 40], so it is possible
that there is a continuous electrical barrier at the interface when distinct
dislocations are sufficiently closely spaced. Fortunately this study focuses
on [001] tilt boundaries with a misorientation greater than 20◦, where there
is a continuous structural barrier at the interface. These boundaries can
therefore be straightforwardly classified as high angle boundaries.

2.4 An Experimental Survey of Important

High Angle Grain Boundary Properties

In this section a number of the experimental results that shed light on the
transport mechanism through high angle boundaries are highlighted. Key
results that provide clues as to the transport mechanism are discussed — for
a comprehensive survey of the transport properties, see the recent review by
Hilgenkamp and Mannhart [1].

2.4.1 Current-voltage characteristics

Until this study the current-voltage characteristics of high angle grain bound-
aries were believed to be similar to those predicted by the resistively and
capacitively shunted junction (RSCJ) model, except in the case of some de-
oxygenated boundaries. Indeed at low voltages the RSCJ model is obeyed.
The observation of Shapiro steps upon microwave irradiation confirms that
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a) b)

Figure 2.11: a) Current voltage characteristic of a 24◦ [001] tilt YBa2Cu3O7−δ grain

boundary. The thickness of the track across the boundary is 2.3µm, and the film is

120 nm thick. The measurement is taken at 4.2 K. b) Temperature dependence of the

critical current and the IcRn product for this junction. Data obtained by C. W. Schneider,

adapted from [1].

the boundaries are Josephson coupled, and the amplitude of the steps is typ-
ically well described by the RSJ model for boundaries with low capacitance
[41] (note that subharmonic Shapiro steps, due to long junction effects, can
also be observed). A typical current-voltage characteristic for a 24◦ symmet-
ric [001] tilt boundary is shown in Fig. 2.11a. Over the measurable voltage
range (which is limited by the critical current of the track) the normal re-
sistance is constant. The current voltage characteristic is hysteretic, which
can be caused by either heating of the boundary or a capacitive shunt (see
chapter 4).

The measurements on a slightly deoxygenated 36◦ symmetric [001] tilt
boundary and a fully oxygenated asymmetric 45◦ [001] tilt boundary pre-
sented in chapter 6, confirm that non-linear behaviour can be observed on
larger voltage scales of approximately 100 mV. The results obtained from
asymmetric 45◦ [001] tilt grain boundaries are shown in Fig. 2.12, together
with results from symmetric 24◦ [001] tilt boundaries for comparison. Non-
linear current-voltage characteristics have been observed in deoxygenated 24◦

symmetric [001] tilt boundaries [42] and have now been confirmed in an ad-
ditional asymmetric 45◦ [001] tilt grain boundary [43]. The form of these
current voltage characteristics is discussed in detail in chapters 6 and 7.

A number of authors have measured the temperature dependence of the
current voltage characteristic below the critical temperature. For junctions
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Figure 2.12: Current density voltage curves at 10 K for 24◦ symmetric and 45◦ asymmet-

ric [001] tilt grain boundaries. The data were obtained from a Wheatstone bridge and

have consequently been normalized so that the results are representative of a single grain

boundary.

with an RSCJ like form as shown in Fig. 2.11a the temperature dependent
properties can be characterised by the critical current and the normal re-
sistance. Fig. 2.11b shows that the critical current changes almost linearly
with temperature over a wide range. A review concludes that similar tem-
perature dependencies are observed for grain boundary junctions fabricated
in a number of different ways [44]. The normal state properties of the grain
boundaries (in the case of the junction in Fig. 2.11 - the normal resistance)
are temperature independent up to the critical temperature [45].

2.4.2 Magnetic Field Dependence of the Critical Cur-

rent

The magnetic field dependence of the critical current gives important in-
formation about the spatial homogeneity of the Josephson current. As dis-
cussed in the previous chapter, in a planar vertical low Tc junction the field
dependence is strongly effected by whether the dimensions of the junction
are significantly longer or shorter than the Josephson penetration depth,
λJ = Φ0/(2πµ0Jc(2λ + t)) (where, Φ0 is the flux quantum µ0 is the per-
meability of free space, Jc is the critical current density, λ is the London
penetration depth and t is the thickness of the Junction in the direction of
the current flow — t � λ in this case). For junction lengths of the order
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of, or greater than, the penetration depth, self field effects are important
and the junction is in the long junction limit. For a 24◦ symmetric [001] tilt
boundary with a critical current of order 109 Am2 such a calculation yields a
value of λJ of order 1 µm at 4.2 K. The situation is complicated in the high
Tc grain boundary geometry by ‘flux focusing’ effects due to the adjacent
electrodes [46, 47]. Such effects alter the effective value of λJ since the field
penetrates further into the electrodes than the London penetration depth.
They also make it difficult to assess the field in the junction region, which is
increased significantly above the applied field. From an experimental point
of view long junction type critical current-field dependencies can be observed
in 24◦ symmetric boundaries with widths of order 10µm at 4.2 K.

Figure 2.13 shows typical critical current–field dependencies for a number
of junctions of different misorientation angles. The 24◦ boundary has sharp
features characteristic of long junction effects. These effects are reduced as
the misorientation angle is increased, the critical current falls and the Joseph-
son penetration depth increases. Even when the Josephson penetration depth
is larger than the size of the junction the curves usually deviate significantly
from the classic single slit Fraunhofer patterns characteristic of low Tc small
junctions, indicative of inhomogeneity in the current distribution. Various
authors have attempted to retrieve the current distribution by phase retrieval
algorithms [48, 49], and they report inhomogeneous current distributions for
all the solutions they find. It seems likely that the unusual field depen-
dency of the critical current is caused by the inhomogeneous, facetted and
meandering microstructure. For some grain boundary angles (particularly
45◦ asymmetric boundaries) the interaction of the facetted microstructure
with the dx2−y2 order parameter symmetry may also lead to the formation
of π junctions at the grain boundary, leading to highly anmolous, symmetric
curves with maxima at finite fields. Non integer flux quanta, characteristic
of π junction effects, have been observed at 45◦ asymmetric grain boundaries
[50]. The observation of regular Fraunhofer patterns at some 45◦ asym-
metric [001] tilt, single facet, liquid phase epitaxy (LPE) grown bicrystals
confirms the important role of the microstructure in producing such irregu-
lar Fraunhofer patterns [51]. Interestingly, not all the LPE bicrystals showed
such regular Fraunhofer patterns. Some displayed them only on certain cool
downs, with symmetric, irregular patterns with minima at zero field observed
on subsequent cool downs [52] (this may be indicative of unusual effects due
to trapped flux in junctions of this geometry).
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Figure 2.13: Critical current vs. magnetic field for [001] tilt boundaries of various misori-

entations at 4.2 K. The magnetic field is orientated parallel to the c-axis of both grains

and its value has not been corrected for demagnetisation effects. The films were all 120 nm

thick except the 45◦ asymmetric boundary, which was 40 nm thick. Junction widths were

between 3 and 6 µm. Data obtained by C. W. Schneider, adapted from [1].
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2.4.3 Orientation Dependence of Grain Boundary Prop-

erties

Many authors have collated critical current data for grain boundaries of var-
ious misorientations from different studies. There is usually a large amount
of scatter in the data from a given misorientation angle, reflecting the strong
dependence of the properties of the boundaries on the growth conditions.
Rather than presenting collated data with a large amount of scatter, data
from a single study is shown here. Hilgenkamp and Mannhart’s data [53],
showing the angular dependence of the critical current and the normal state
resistance, are shown in Fig. 2.14. In this study all the films were grown
in the same laboratory so the scatter is less than that typically observed.
Detailed coverage of the literature is given in [1] — the data in Fig. 2.14 is
representative of that of the whole literature.

Between 15◦ and 45◦ the critical current drops by a factor of 1000 and the
normal resistance increases by a factor of 20. This leads to a decrease in the
IcRn product from close to 2 mV to 0.1 mV. The exponential decrease in the
critical current density is evident in these plots and an exponential decrease
in the resistance area product is also suggested, with a possible plateau at
45◦ (although there is considerable scatter here). There is little difference
between the behaviour of the symmetric and asymmetric boundaries (note
that for this study asymmetric boundaries are defined so that the inclination
angle on one side of the boundary, α1, is fixed at α1 = 45◦). It is important to
note that this result does not imply that the critical current and the normal
resistance are dependent only on the total misorientation. In a study by
Ivanov et al. the critical current was found to vary by a factor of 1000 as
the inclination angle was changed with fixed misorientation angle [54]. The
results obtained from this study are shown in Fig. 2.15. Ivanov et al. use
a direct tunneling model incorporating the order parameter symmetry and
the anisotropy in the Fermi surface, similar to that developed in Chapter 7,
to explain the decrease in the critical current. Their model, which is able to
predict the IcRn product, explains why this is typically much less than the
superconducting gap.

Since both the critical current and the normal state resistance of the
boundaries depend strongly on the detailed orientation of the the grains
either side of the boundary, the facetted and meandering microstructure de-
scribed in the previous section is likely to lead to highly inhomogeneous
transport across the boundary. Such effects are further exaggerated in the
critical current distribution across the junction due to the dx2−y2 order pa-
rameter symmetry of YBa2Cu3O7−δ, as discussed in the previous subsection.
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Figure 2.14: Misorientation dependence of a) the critical current density, b) the normal

state resistance area product and c) the IcRn product for symmetric (open circles) and

asymmetric (filled squares) [001] tilt boundaries. The asymmetric grain boundaries were

arranged with the [110] direction parallel to the boundary plane normal (i.e. with one of

the inclination angles α1 fixed at α1 = 45◦). All the data were obtained at 4.2 K. Note

that for the 45◦ boundaries the maximum in the critical current does not necessarily occur

at zero applied field, Ha, so in the case of these boundaries the maximum critical current

in the range 0 ≤ Ha ≤ 20 G were taken.
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a)

b)

c)

Figure 2.15: a) Schematic view of the bicrystal Josephson junction: γL,R are the angles

between the boundary normal vector and the [110] directions on opposite sides of the grain

boundary (γL = 45◦ −α1, γR = 45◦ −α2 for the inclination angles α1 and α2 used in this

work). b) Ic (open circles) Rn (open squares), and their product IcRn (solid diamonds)

vs. fan angle γL (γR = γL − 32◦) for b) a 3.5 µm wide microbridge and c) a 7 µm wide

microbridge. The total misorientation is kept fixed at 32◦. Adapted from [54].
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2.4.4 Grain Boundary Capacitance and Fiske Reso-

nances

The capacitance of YBa2Cu3O7−δ grain boundaries was first measured by
Winkler et al., who observed convincing Fiske resonances in a 36◦ asym-
metric boundary [55]. The Fiske resonances enabled them to determine the
junction capacitance independently from the hysteresis in the current voltage
characteristic and thus convincingly determine its value. This early experi-
ment has since been repeated by a number of groups, who all report similar
values of the grain boundary capacitance [56, 57, 58, 59, 60, 61, 62, 63].

The observation of Fiske resonances in the junction not only enables the
grain boundary capacitance to be determined but also demonstrates that the
grain boundary itself is insulating. A Fiske resonance is essentially a cavity
mode resonance of the insulating part of the junction. It occurs when the
frequency of the Josephson oscillations (V/Φ0, where V is the voltage across
the junction and Φ0 is the flux quantum) matches a cavity resonance of the
insulating junction cavity. The voltage (Vn) at which an nth order Fiske
resonance occurs is given by the following equation:

Vn =
nΦ0

2l
√
L′C ′

, (2.1)

where l is the width of the junction and L′ and C ′ are the inductance and
capacitance, per unit length of the junction. 1/

√
L′C ′ is the velocity of the

waves in the junction cavity. An nth order Fiske resonance corresponds to
a cavity resonance in which n/2 wavelengths fit into the junction cavity,
and so has a frequency n/2l

√
L′C ′. The resonances are strongest when the

critical current is suppressed to a minimum by the magnetic field. The data
of Winkler et al. is summarised in Fig. 2.16. The field dependencies of the
resonances are in striking agreement with the theoretically predicted forms.

From equation 2.1 1/
√
L′C ′ can be extracted from a series of resonances

by plotting n/2l versus Vn. The capacitance can then be calculated if the
inductance per unit length of the junction, given by L′ = µ0(t + 2λeff )/h)
(where µ0 is the Permeability of Free space, h is the film thickness, λeff is
the effective London penetration depth and t is the thickness of the junction
— t � λeff ) is known. The effective penetration depth λeff is equal to the
London penetration depth λL in the thick film limit (λL � h) and is given
by λeff = λ2

L/h in the thin film limit (λL � h). In practice λL is of the
same order as the film thickness, so both expressions yield similar results
and different authors have assumed both limits [55, 61].

It is desirable to have both Fiske resonance and hysteresis estimates of
the grain boundary capacitance. Generally these two techniques yield similar
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values, confirming the validity of the technique and demonstrating that the
hysteresis in the current voltage characteristic is caused by the capacitance.
Typical values for the capacitance of well oxygenated [001] tilt symmetric
24◦ grain boundaries are in the range 0.1-0.2 Fm−2 [63].

Fiske resonances could not be supported in a metallic layer so there must
be an insulating layer that is continuous from one end of the junction to
the other (although it is still possible that there are pinholes in this layer).
The work of Winkler et al. therefore ruled out all SNS type models for
YBa2Cu3O7−δ grain boundaries.

2.4.5 Relationships between Ic, Rn and C

The IBM group were the first to speculate that the critical current – normal
resistance (IcRn) product of the grain boundaries appeared to scale with the
junction critical current density, Jc [45]. Since then the scaling of the junction
critical voltage with the resistance has been a controversial topic, with a
wide range of results reported. Some authors assert that the IcRn product
scales with the critical current as IcRn ∝ J0.5

c , for all grain boundaries.
Other authors claim that the scaling law is not always observed [53]. The
reason for the controversy becomes clear when the data is carefully examined.
Fig. 2.17a shows the type of plot that is often presented in the literature as
an argument for IcRn ∝ J0.5

c behaviour [64]. Data from a huge variety of
junction types and with a great range of critical currents are presented in
the same plot. Fig. 2.17b shows data from all the 24◦ symmetric [001] tilt
grain boundaries measured by P. F. McBrien during his PhD, fabricated in
Cambridge and at Strathclyde [65]. For this data the scaling is clearly not
apparent and it appears that for this fixed grain boundary angle IcRn is
approximately constant over the measurable range (to within the scatter in
the data).

This controversy has been resolved by the experiments of the Cornell
group. Sydow et al. took a series of similar symmetric 24◦ [001] tilt grain
boundaries and altered their oxygen content by a series of anneals and by
electromigration (the application of a large DC current to the microbridge
across the boundary — which alters the local oxygen content of the sample in
its vicinity) [66]. With both techniques the IcRn product shows IcRn ∝ J0.5

c

at low critical currents and IcRn ≈ constant at currents above approximately
104 Acm−2 (note that the current above which IcRn ≈ constant seems to be
sample dependent). The data of Sydow et al. is shown in Fig. 2.17c and d.

To draw any conclusions from these scaling laws it is necessary to to
determine the cause of the variations in the critical current and the nor-
mal resistance. Proponents of the resonant tunneling model argue that it
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a)

b)

Figure 2.16: Results demonstrating the observation of Fiske resonances in a 30◦ asym-

metric (α1 = 0, α2 = 30◦) grain boundary. a) Resonances spaced at regular voltages

are clearly observable in the current voltage characteristics at different temperatures. b)

The amplitude of the first, second and third Fiske resonances (I1, I2 and I3 respectively)

display maxima at the minima in the junction critical current (I0) as the applied field is

changed (different symbols denote different measurement times and the solid curves are

the theoretically predicted curves). Adapted from [55].
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a) b)

c) d)
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Figure 2.17: Scaling of the critical voltage (IcRn) with the critical current density Jc. a)

Data collation due to Halbritter [64], supposedly demonstrating the universal IcRn ∝ J0.5
c

behaviour. b) Data from symmetric 24◦ [001] tilt grain boundaries grown in Cambridge

and Strathclyde and measured by P. F. McBrien [65]. The IcRn product is a constant for

these boundaries over an order of magnitude in Jc within the scatter of the data. c) and d)

Data from a series of grain boundaries that have been oxygen treated by anneals in ozone,

oxygen and argon and b) by electromigration. Both types of treatment are expected to

alter the oxygen content of the films (the former globally and the latter locally at the grain

boundary). Only at lower critical currents is the IcRn ∝ J0.5
c scaling observed. At higher

currents IcRn ≈ constant.
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Figure 2.18: Scaling of the junction capacitance with the normal resistance for symmet-

ric 24◦ [001] tilt grain boundaries grown in Cambridge and Strathclyde. This data was

measured by P. F. McBrien [65], and corresponds to that shown in Fig. 2.17b.

is the barrier thickness that is changing [67, 64]. Within a resonant tun-
neling framework the Cooper pairs tunnel directly across the barrier whilst
quasiparticles tunnel via intermediate states. For a barrier of thickness 2d
the tunnel current for the superconducting component is therefore propor-
tional to e−2Kd whilst that for the quasiparticles is proportional to e−Kd, for
some constant, K. This (very simplified) picture, predicts that Ic ∝ 1/R2

n, or

equivalently IcRn ∝ I
1/2
c . Such a picture may apply in the case of poorly oxy-

genated grain boundaries. Ic ∝ 1/Rn behaviour observed in well oxygenated
samples seems to be more indicative of direct tunneling. For a series of fully
oxygenated samples (such as that shown in Fig. 2.17b) such changes may be
associated with variations in the grain boundary active area. If certain facet
orientations carry the bulk of the current through the boundary then changes
in the facet structure could lead to changes in the effective area. However
this does not explain how deoxygenating a single sample produces the same
scaling laws.

Measurements of the grain boundary capacitance appear to confirm an
effective area model for fully oxygenated samples. Fig. 2.18 shows the vari-
ation of the capacitance (measured as described in the previous subsection)
with the grain boundary resistance for the same set of samples shown in Fig.
2.17b. The capacitance gives information about the grain boundary barrier
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width independently of its height and so provides further useful insights into
the variations occurring in the electrical barrier. The capacitance, C, is found
to vary approximately as C ∝ 1/Rn, which seems to be more consistent with
variations in effective area.

In recent work on 32◦ and 40◦ asymmetric mesoscopic junctions Tza-
lenchuk et al. report that the scaling law IcRn ∝ I

1/2
c is obeyed [68]. They

also note that the junction critical current no longer scales with width below
a critical junction length, which may indicate that these submicron junctions
are particularly prone to deoxygenation effects. The capacitance of the grain
boundaries scales as 1/Rn. These results do not seem compatible with either
a resonant tunneling model or with changes in effective area, and appear to
indicate that the situation is more complex than either picture can account
for.

Unfortunately no capacitance data exists for a single grain boundary that
has been oxygen depleted in a controlled manner, so the mechanisms under-
lying the IcRn ∝ I

1/2
c and the IcRn ≈constant behaviour remain unclear.

2.4.6 Noise Properties

Studies of the noise produced by grain boundary junctions give further in-
sights into the transport mechanism. A number of groups have investigated
the noise properties of grain boundary junctions of various types. Here a
brief summary of the results that are relevant to the grain boundary trans-
port mechanism is given. A detailed overview is given by Hao et al. [69].

In experiments to measure the grain boundary noise the quantity mea-
sured is usually the spectral density of the voltage fluctuations at a fixed bias
current, SV (f). SV (f) is defined in the following way:

Sv(f) =

∫ ∞

0

(

< V (τ)V (0) > − < V >2
)

cos(2πfτ) dτ, (2.2)

where < V (τ)V (0) > is the autocorrelation of the voltage at time τ with
that at the start of the measurement, < V > is the DC voltage and f is the
frequency of the measurement. SV (f) is the fourier transform of the autocor-
relation function of the voltage fluctuations and is therefore proportional to
the energy density of the fluctuations per unit frequency interval (according
to the Wiener-Kinchin theorem). It has units of V2Hz−1.

Of particular interest for understanding the transport mechanism through
grain boundaries is the excess noise observed in grain boundary junctions.
This is the noise that occurs above the thermal (white) noise that is present
in all Josephson junctions [70]. The frequency dependence of the excess
noise observed in YBa2Cu3O7−δ bicrystal junctions has been observed to be
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proportional to 1/f . Such 1/f noise can be caused by charge trapping in the
barrier, or by thermally activated flux motion at the grain boundary or in the
nearby film, but is most likely attributable to charge trapping, for reasons
discussed below. Because the trapping of charge alters the potential of the
grain boundary barrier, 1/f noise contains important information about the
properties of the grain boundary barrier.

Kawasaki et al. [71] demonstrated that at low bias currents this 1/f
excess noise was dominated by fluctuations in the critical current and that at
high bias currents it is dominated by resistance fluctuations. Fig. 2.19a shows
the dependence of the measured noise of a YBa2Cu3O7−δ grain boundary as
a function of the bias current, together with calculated components from
different sources — which confirms this observation. The critical current
and normal resistance fluctuations can be extracted by measuring currents, I,
close to the critical current, Ic and at currents much greater than the critical
current. The critical current fluctuations are therefore given by |δIc/Ic| =

S
1/2
V /IcRd at I ≈ Ic and the normal resistance fluctuations are given by

|δRn/Rn| = S
1/2
V /IRn at I � Ic (Rd is the dynamic resistance). The 1/f

frequency dependence of both of these noise sources is apparent from the
data shown in Fig. 2.19c and d.

From the point of view of grain boundary mechanisms two results are par-
ticularly important. The first is the question of whether the critical current
and normal resistance fluctuations are correlated. If so this would demon-
strate that their origin is charge trapping at the boundary, which increases
the critical current and decreases the resistance simultaneously by increas-
ing the local barrier potential. Whilst increases in the critical current are
expected to occur at the same time as decreases in the normal resistance
(anti-correlation) the measured voltage fluctuations are expected to occur
in the same direction because an increase in the critical current results in
a decrease in the measured voltage (see Fig. 2.19b). Thus if the measured
resistance and current fluctuations are directly correlated a charge trapping
mechanism seems likely. Marx et al. have indeed observed such a positive
correlation between critical current and resistance fluctuations in 24◦ sym-
metric [001] tilt YBa2Cu3O7−δ grain boundaries [72]. However, in an earlier
experiment, Hammond et al. observed no correlation between the two quan-
tities in an asymmetric 45◦ [001] tilt bi-epitaxial junction (Conductus type)
[73]. Hilgenkamp and Mannhart have noted that a likely explanation for this
is d-wave pairing effects, which lead to a redistribution of the supercurrent
along the facetted boundary for large misorientation angles (and particularly
for asymmetric 45◦ boundaries) [1]. The normal current and supercurrent
distribution is therefore different in higher angle boundaries, leading to un-
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correlated behaviour. Because the correlation is observed in the absence of
these d-wave effects, the work of Marx et al. demonstrates that the 1/f noise
is indeed due to charge trapping in the grain boundary. Subsequent work on
submicron junctions has confirmed this conclusion [74].

Since the critical current and resistance fluctuations originate from small
changes in the barrier potential at the grain boundary the ratio of |δIc/Ic|
to |δRn/Rn| is of particular interest. If Rn is related to Ic by an equation of
the form Rn = KIq−1

c (implying IcRn ∝ Iq
c ) then it must also be true that

Rn(1 + δRn/Rn) = KIq−1
c (1 + δIc/Ic)

q−1. Using a binomial expansion the
following result is therefore implied: |δIc/Ic|/|δRn/Rn| = 1/(q − 1). Most
previous measurements of excess noise in grain boundary junctions report
|δIc/Ic|/|δRn/Rn| ≈ 2 [67, 69, 71] which implies q ≈ 0.5 in agreement with
the result obtained from the scaling of the critical voltage at low critical
currents discussed in the previous section. A major problem in assessing
the literature is that in most noise studies the authors do not publish the
critical current density of the boundaries being measured. This makes it hard
to compare the noise data with the scaling laws discussed in the previous
subsection — since this scaling appears to occur in lower critical current
grain boundaries. It would be interesting to study the noise properties of
high critical current grain boundaries as oxygen is removed - to see whether
the observations of Sydow et al. [66] are confirmed in the noise data. A
further point to note is that the noise data implies that the addition of a
small amount of charge to the grain boundary causes similar changes to the
grain boundary barrier as those that occur in the scaling laws, which appear
to be associated with the local oxygen content of the boundary. This suggests
a link between the charge on the boundary and the doping in the boundary
region.

2.4.7 The Influence of Calcium Doping

Calcium doping, both globally and locally, has been shown by a number of
independent groups to significantly increase the critical current of both low
and high angle boundaries [75, 76, 77, 78, 79]. The Ca2+ ions substitute for
Y3+ in the blocking layers between the Cu-O planes, leading to the creation
of additional holes in the Cu-O planes to maintain the charge balance. This
allows the overdoped region of the phase diagram in Fig. 2.3 to be accessed
when the material is well oxygenated [80]. In addition it is possible that the
calcium may diffuse preferentially to the grain boundaries and alter charge
that is present on it.

Schmehl et al. were the first to demonstrate that calcium doping of the
films increases the critical current density of the grain boundaries [75]. They
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Figure 2.19: A summary of the important noise properties of grain boundaries. a) Spectral

density of noise measured at 60 kHz as a function of bias current, for a YBa2Cu3O7−δ

grain boundary grown on a 24◦ symmetric [001] tilt SrTiO3 bicrystal. The total noise

(e) can be broken down into several components — resistance fluctuations (a), critical

current fluctuations (b) a correlation term (c) and thermal noise (d). At low bias crit-

ical current fluctuations dominate the observed spectral density, whilst at high bias the

resistance fluctuations dominate. b) Diagram illustrating how fluctuations in the critical

current, δI, result in voltage fluctuations, δV , of opposite sign to fluctuations of the nor-

mal resistance, δR. The correlation between the two types of fluctuation demonstrates

whether the supercurrent and the normal current flow in the same channels. Frequency

dependence of c) the critical current and d) the normal resistance fluctuations measured

on a 24◦ symmetric [001] tilt MgO bicrystal. Adapted from [69].
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observed over an order of magnitude enhancement in the critical current den-
sity of 24◦ symmetric [001] tilt boundaries when the films were homogenously
doped. A corresponding decrease in the normal resistance area product was
also observed. Their results are shown in Fig. 2.20. Enhancements in the
critical current density of low angle grain boundaries were subsequently ob-
served by several groups [78, 79]. The work in Chapter 4 of this study also
confirms the result on high angle grain boundaries.

The interpretation of these results remains difficult. Schmehl et al. inter-
pret their results in terms of a band bending model, with the principle change
occurring being an increase in the local carrier density (leading to a decrease
in the extent of the band bending — see the next section for a discussion
of the band bending model). It is known from experiments on thin films
that Calcium substitution leads to over-doping [80], but there are a num-
ber of additional ways in which the Calcium could alter the grain boundary
properties. For example Calcium could segregate preferentially to the grain
boundary and alter the charge on it. Recent TEM evidence shows that the
basic structural units comprising the grain boundary are unchanged by the
addition of Calcium [81], but also highlights that the substitution of Calcium
for Yttrium may be greater within the structural units. Alternatively, if all
grain boundaries are oxygen depleted then the Calcium doping could lessen
the effect of this, since a reduction in the oxygen content of overdoped films
initially results in an increase in the critical temperature. In Chapter 4 a
careful examination of the capacitance of Calcium doped films is performed.
The results obtained from this study indicate that the situation may be more
complex than a simple reduction in the width of the band bending.

In this section the transport properties of high angle grain boundaries
have been reviewed, with an emphasis on experiments that shed light on the
nature of the boundary. A number of important points come out of these
experimental results:

• From the Fiske resonance data it is clear that the boundaries are largely
insulating (although they may contain pinholes).

• The orientation dependence of the junction properties is strongly sug-
gestive of tunneling behaviour.

• With the exception of LPE junctions of certain misorientation angles
the Fraunhofer patterns of the junctions indicate that the current trans-
port is extremely inhomogeneous. The scaling of the capacitance with
the normal resistance in well oxygenated grain boundaries is character-
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a) b)

Figure 2.20: The effect of Calcium doping on the grain boundary properties. a) the

increase of the critical current and b) the decrease of the normal state resistance as the

calcium concentration x is increased in the Y1−xCaxBa2Cu3O7−δ films. Adapted from

[75].

istic of variations in the effective area of the boundary and therefore
also indicates inhomogeneous transport properties.

• The role of oxygen in the grain boundary is critical. Deoxygenated
grain boundaries obey the scaling law IcRn ≈ J

1/2
c . Such a law is

consistent with a resonant tunneling model of transport through the
boundary. Similar scaling of the critical voltage is implied by the noise
data, although the range of critical currents over which this observation
is valid is uncertain. Higher critical current boundaries show different
scaling, with IcRn ≈ constant.

• Calcium doping clearly leads to increases in the grain boundary crit-
ical current and decreases in its resistance. This may indicate that
the charge on the boundary and the carrier density of the film play
important roles in the transport through it. The addition of Calcium
may make the boundary less sensitive to changes in oxygenation, since
removal of oxygen from an over-doped region will initially increase its
critical temperature.

In addition to these general points it is clear that a large number of issues
need clarification. The observations on sub-micron junctions in which the
scaling of capacitance with resistance seem indicative of changes in effective
area but which nonetheless show IcRn ≈ J

1/2
c behaviour [68] seem to indicate
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that a simple resonant tunneling interpretation of the scaling laws is not
appropriate for these junctions. Another issue is that, as a result of sample
to sample variations, it is very difficult to compare different studies in the
literature, especially when important grain boundary parameters, such as the
critical current and normal resistance, are not always quoted. This is a major
problem with the noise data, for example. In order to make further progress
in the field, it is necessary to establish either a technology that produces
junctions with reproducible properties (the single facet LPE bicrystals seem
to be a promising avenue of research [33]) or to perform many different types
of experiment on a single sample. The controlled alteration of the properties
of a single boundary, for example by oxygen annealing, offers a way to explore
the spread in grain boundary properties that is much better defined than the
growth of large numbers of samples.

In the next section the physics of grain boundary transport is discussed,
in the light of these experimental results.

2.5 Grain Boundary Mechanisms

In this section the different mechanisms that are proposed to be responsible
for the observed grain boundary transport properties are reviewed. First,
mechanisms associated with the dx2−y2-wave order parameter are discussed,
as it is now established that YBa2Cu3O7−δ has such an order parameter and
that it plays an important (though probably not dominating) role in grain
boundary transport. Secondly, the electrical structure of the boundary is
discussed and, as a result of an absence of convincing microstructural data,
this section is necessarily more tentative. A number of authors propose
models with varying degrees of complexity and these models often produce
conflicting predictions. The assertion in a recent review that the models are
not mutually exclusive [1], cannot be generally applied, as there are clear cut
differences between the mechanisms proposed. However it is certainly true
that the influence of several effects can occur concurrently — for example it is
now clear that dx2−y2 order parameter effects will certainly occur in addition
to one of the other proposed mechanisms (or possibly some mechanism that
has not been thought of).

2.5.1 The dx2−y2-Wave Order Parameter

Predominant dx2−y2 order parameter symmetry is now well established for
YBa2Cu3O7−δ [19]. This has a number of implications for studies on grain
boundary transport, some of which are illustrated in Fig. 2.21.
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Even in the absence of a grain boundary tunnel barrier Fig. 2.21a shows
that the order parameter itself must be depressed as a function of position
in a direction perpendicular to the boundary in order that it remains single
valued at the plane of the boundary. Such a depression occurs over a distance
of approximately one coherence length [82]. This order parameter depression
gives rise to quasiparticle states bound by Andreev reflections at the grain
boundary plane. Depending on the trajectory of quasiparticles incident on
the grain boundary they may also experience a sign change of the pair poten-
tial when they are reflected at the boundary, or transmitted through it. This
effect can give rise to bound quasiparticle states at mid-gap energy, which
can be observed as zero-bias anomalies in tunneling spectroscopy. Such zero
bias anomalies have been observed in YBa2Cu3O7−δ grain boundary junc-
tions [42, 83], and are expected to cause further reductions in the critical
current [84].

In addition to these frustration effects the tunneling process itself is de-
pendent on the orientation of the adjacent grains, as a result of the dx2−y2

symmetry (see Fig. 2.21b). The orientation dependence of the tunnel cur-
rent has been calculated for the case of a highly directional tunneling process
[85]. For an unfacetted 24◦ symmetric [001] tilt boundary this mechanism
results in a 17% suppression of the critical current from tunneling across the
same barrier with a 0◦ misorientation [86], much less than that observed (see
Fig. 2.14). It is therefore significant, but not the primary mechanism that
depresses the junction critical current.

The facetting of the grain boundary, can, in specific configurations, pro-
duce frustrated geometries in which some facets become π junctions. One
such configuration is illustrated in Fig. 2.21c. At zero applied field the
current flow across the π junctions occurs in the opposite direction to that
through the normal junctions and this can result in a significant reduction
of the critical current [86]. Hilgenkamp predicts such an effect can lead to
approximately an order of magnitude depression in the critical current of a
typical facetted 36◦ symmetric [001] tilt boundary (compared to an identical,
unfacetted boundary with a misorientation of 0◦) — this should be compared
with the three order of magnitude decrease in the critical current observed
[1, 53]. It is therefore clear that this effect does not dominate the trans-
port through the boundary. Furthermore unfacetted 45◦ asymmetric [001]
tilt boundaries grown by LPE have been shown to have critical currents only
slightly greater than facetted grain boundaries [33, 53]. Some other mecha-
nism must therefore produce the majority of the current depression at the
grain boundary.

The effects of the dx2−y2 pairing are therefore significant, but another
mechanism must be responsible for much of the suppression of the grain
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boundary critical currents. Since it is known that the grain boundary is in-
sulating the obvious mechanism is tunneling of some form, although several
different possibilities have been highlighted. In the next section the detailed
nature of the barrier itself is discussed, with particular reference to the mech-
anisms of current transfer.

2.5.2 The Nature of the Grain Boundary Barrier

It is known that the grain boundary is largely insulating but its precise na-
ture is still disputed. The type of barrier present is a critical question in
terms of the development of a tunneling model. There are essentially two
schools of thought as to the type of insulator present at the grain boundary.
The first proposes that in the region of the grain boundary the compound
reverts to the insulating parent phase that occurs when the Cu-O planes are
not doped by holes (see Fig. 2.3). The mechanism for this can be either
local oxygen depletion [87] or disruption of the charge transfer mechanism
due to disorder or strain [64]. This mechanism yields an insulator with a high
density of localised states. The appropriate insulating gap is approximately
2 eV. The tunnel barrier would therefore have a height of order 1 eV and
be interrupted by a number of localised states, through which quasiparti-
cles (but not pairs) may tunnel resonantly. Such models are usually referred
to as ‘resonant tunneling’ models. Hopping transport through intermediate
states has been described theoretically by Glazman and Matveev, for the
equivalent system of a thin amorphous film [88]. They predicted the form of
the low temperature conductance voltage curve and the temperature depen-
dence of the normal state resistivity in the form of power series with variable
coefficients. The Glazman-Matveev theory has been successfully applied to
describe the properties of YBa2Cu3O7−δ ramp-edge junctions with various
barrier materials (e. g. SrRuO3 [89] and PrBa2Cu3O7−δ [90]) and with in-
terface engineered junctions (effectively ion beam damaged ramp edges with
no barrier material) [91]. These types of junctions are all somewhat differ-
ent to grain boundary junctions and generally involve either a thin film of
another material or a damaged layer of YBa2Cu3O7−δ, so the theory seems
more applicable in these cases than in the case of a single grain boundary.
The scaling of the resistance area product with the critical current appears
to indicate that this model might apply for deoxygenated grain boundaries
— although this is not definitively established. Similarly the ratio of the
resistance noise to the critical current noise appears to imply some form of
resonant tunneling although it is not clear whether the noise data comes from
fully oxygenated grain boundaries with large critical currents.

The second school of thought proposes that the local band structure is
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Figure 2.21: Illustration of mechanisms related to the dx2−y2 pairing that reduce the criti-

cal current density at the grain boundary. a) The magnitude of the order parameter (|∆|)
is depressed over a distance of approximately one coherence length (ξ) due to frustration

caused by the orientation of the crystallographic axis and their alignment with different

signs of the order parameter. b) For a highly directional tunnelling process the number of

pairs available for tunneling across the barrier changes with the orientation of the order

parameter to the grain boundary plane. c) For a facetted boundary the geometry of the

facets can lead to frustration effects and the formation of π junctions. In arrays of 0 and

π junctions the local Josephson current flows in the opposite direction to the applied bias

for some facets. Based on [82].
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distorted by charge residing on the boundary, resulting in a phenomenon
referred to as ‘band bending’ [92], which is known to control the properties
of semiconductor interfaces [93, 94, 95] and also occurs at grain boundaries
in Mn doped SrTiO3 [96]. Within a band bending picture charge is trapped
on the grain boundary at localised states. The local bandstructure is dis-
torted by the potential associated with this trapped charge and the bands
are shifted in energy as a function of distance from the grain boundary. The
presence of the trapped charge on the boundary leads to a carrier depleted
region adjacent to it, the width of which is given by the electrostatic screen-
ing length λel (which is in the range of several Å to 1 nm for the cuprates [1]).
λel is determined by the charge on the boundary, Q, and the carrier density,
n, giving λel ≈ Q/2ne, assuming a completely charge depleted layer (e is the
electron charge). Since the electrostatic screening length and the distance
between the mobile charge carriers is comparable, the charge screening is not
governed by a simple solution of Poisson’s equation as in the semiconductor
case, but the barrier energy Eb will be of a similar order of magnitude to the
Poisson result Eb = Q2/8nε, where ε is the dielectric constant. These equa-
tions give reasonable estimates of both the normal resistance area product
and the capacitance of the boundary with a barrier height of order 0.1 eV
[92]. They also predict an unconventional shape for the tunnel barrier (see
Fig. 2.22).

The sign of the charge trapped on the boundary determines the direction
of band bending. In Fig. 2.22 the boundary is assumed to trap holes and
therefore to cause a reduction in the local potential. There has recently been
some contention over the sign of the band bending [97]. Bending of the band
in the opposite direction is expected if the boundary traps electrons. It is
difficult to assess which scenario occurs because the situation depends heavily
on the poorly understood physics of the bulk material. If the material can
be treated as a conventional Fermi-liquid at optimum doping then it the fact
that the Fermi level is close to the bottom of the band in Fig. 2.4 would
seem to point to electron trapping at the boundary. However if a picture in
terms of a hole doped Hubbard band is more appropriate then the diagram in
Fig. 2.22 is probably more accurate. Such a scheme appears to be upheld by
the sign of field effect experiments, which show an enhancement of the grain
boundary critical current when the gate voltage produces hole accumulation
near the surface of the electrode [98, 99, 100]. Note that there is an isolated
result that disagrees with the sign of the effect observed in these studies [101],
but in this case there was a rather large leakage current.

The band bending model also predicts increases in the grain boundary
critical current with increases in the carrier density, and was the motivation
for performing the Calcium doping experiments. Such band bending is not
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significant in conventional superconductors because the carrier density in
these materials is significantly larger than it is in the cuprates, so the length
scales involved are negligible.

In addition to these two views as to the nature of the grain boundary
barrier there is some debate as to whether the boundary contains pinholes at
all grain boundary angles, as proposed by Sarnelli and Testa [102]. Supercon-
ducting pin-holes (also known as ScS junctions or Dayem bridges [103, 104])
are clearly important in the intermediate angle boundaries defined in section
2.3, but Sarnelli and Testa propose that they persist at grain boundary angles
where the disordered region observed by transmission electron microscopy is
continuous. They propose a two channel model of conductivity, with trans-
port of quasiparticles by resonant tunneling through the insulating regions
of the boundary and transport of pairs and quasiparticles through the pin-
holes (the insulating regions are assumed to be of the same form as the grain
boundary barrier in the resonant tunneling model). For fully oxygenated
samples they predict that the transport will be dominated by the channels.
As the oxygen content is reduced the channel contributions are reduced and
the normal resistance is dominated by resonant tunneling whilst the critical
current is severely depressed.

In summary there are three possibilities for the current transfer through
the insulating grain boundary. The first is resonant and direct tunneling
through an insulator with a 1 eV gap, the second is direct tunneling through
a 0.1 eV barrier induced by band bending and the third is current transfer
through pinholes in the insulating seam at the boundary.

2.5.3 The Role of Oxygen

The oxygen content of the boundary has been shown to be important by
a number of experiments involving annealing and electromigration [66]. As
discussed above, it seems likely that the local oxygen content at the grain
boundary is reduced in 24◦ [001] tilt boundaries which show resonant tun-
neling type behaviour. This would make sense as the underdoped phase
proposed for the boundary in this model occurs in severely oxygen depleted
YBa2Cu3O7−δ. Within a band bending picture the local oxygen content will
determine the carrier density and therefore deoxygenated grain boundaries
will be wider and correspondingly have a reduced critical current and normal
resistance area product. Both models predict that oxygen depletion leads to
a wider barrier.

Some authors propose that changes in the oxygenation lead to changes in
the effective area of the grain boundaries [105]. Such a filamentary model pro-
poses that the oxygen disorder forms filamentary structures that change the
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Figure 2.22: a) Resonant tunneling model of the barrier at a high Tc grain boundary. The

interface is characterised by a seam of the insulating parent compound (I) containing a

high density of localised states. Quasiparticles tunnel resonantly via these localised states

whilst the Cooper pairs must tunnel directly. The barrier energy Eb is approximately 2 eV

above the Fermi energy (µ1 on side S1 and µ2 = µ1−eV on side S2). b) A possible scenario

for the band bending model for the potential barrier at the interface. The band is distorted

over the electrostatic screening length λel, leading to a local insulator (due to a full band)

with a characteristic energy scale, Eb, of order 0.1 eV. The number of free carriers n is

reduced in the region surrounding the boundary leading to a rapid suppression of the

order parameter ∆. The charge density on the barrier, ρ, is high in the carrier depleted

regions of the boundary and a corresponding opposite charge is located on the structurally

disordered layer of the grain boundary (not shown).
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GB

Figure 2.23: Schematic showing a proposed filamentary microstructure for a grain bound-

ary. Filaments of material with reduced oxygen order such that the material has a sup-

pressed but finite critical temperature are interspersed between more oxygen depleted

regions that do not superconduct. The critical current of the boundary is determined by

the overlap of filaments from either side of the grain boundary.

effective area of the grain boundary, as illustrated in Fig. 2.23. This model
has a number of similarities in its predictions to the ScS model discussed
above. Its major difficulty is that the structures proposed seem somewhat
arbitrary, and, while they explain some of the transport properties there is
no direct evidence for their existence. It seems unlikely to this author that
these filamentary structures could exist in the oxygen sublattice of a grain
boundary that is similar in form to that shown in Fig. 2.10.

As discussed in the previous section, capacitance measurements from large
numbers of [001] tilt boundaries grown with a range of critical currents appear
to indicate changes in effective area, but these changes could be related to
microstructural differences as they are measured on different films. As yet
there is no published data on the capacitance of a single grain boundary that
has been oxygen depleted — such an experiment might help to clear up the
question of effective area.
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2.6 Summary

In this chapter a survey of the YBa2Cu3O7−δ grain boundary literature has
been performed. Initially the properties of bulk YBa2Cu3O7−δ relevant to
grain boundaries were discussed. The relationship between the structure
and the electronic properties as well as the high Tc phase diagram were high-
lighted. The properties of the superconducting condensate were also briefly
discussed and in particular the dx2−y2 order parameter was highlighted.

The properties of the grain boundaries themselves were then discussed
in some detail, focusing particularly on high angle boundaries. The grain
boundary microstructure is complex on a number of length scales, with mi-
croscale meandering and nanoscale facetting contributing to the rich variety
of structural features. On atomic scales high angle boundaries consist of
structural units, which also make up the dislocation cores in low angle bound-
aries. The grain boundary structure is remarkably small and Z-contrast im-
ages show that the lattice appears undistorted just a few atomic spacings
away from the grain boundary line.

The literature on electrical measurements of grain boundaries was then
reviewed. The situation is complex and no coherent picture emerges from the
experiments reported to date. The current voltage characteristics highlight
the Josephson coupling across high angle boundaries and these boundaries
appear to conform well to the RCSJ model at low voltage bias. At higher
biases non-linear current voltage characteristics are observed. The critical
current is found to decrease approximately linearly as the sample is warmed
towards Tc from low temperatures. The normal state properties are typically
temperature independent below the critical temperature. The magnetic field
dependence of the critical current points to inhomogeneous grain bound-
aries and in some cases anomalous Fraunhofer patterns are caused by the
interaction of the facetted microstructure with the dx2−y2 order parameter.
The strong relationship between grain boundary orientation and the current
through the boundary appears indicative of tunneling behaviour. The ob-
servation of Fiske resonances in the boundary indicates that the boundary
layer is insulating, further supporting a tunneling model. The relationships
between the different junction properties are complex and are best assessed
in the context of single grain boundaries which are treated to modify their
oxygen content. Experiments on 24◦ symmetric [001] tilt boundaries indicate

that the deoxygenated grain boundaries obey the scaling law IcRn ≈ J
1/2
c .

Similar scaling of the critical voltage is implied by the noise data, although
the range of critical currents over which this observation is valid is uncer-
tain. In the noise experiments the grain boundary barrier is modified by
charge trapping in the boundary region implying a link between the charge
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on the boundary (which changes in noise experiments) and the local doping
(which is altered in experiments where the boundaries are deoxygenated).
Well oxygenated (higher critical current) boundaries obey the scaling law
IcRn ≈ constant [66]. The Calcium doping experiments can be interpreted in
a number of ways — but may indicate that the charge and the local carrier
density determine the properties of the barrier, by a band bending mecha-
nism. Many of the experiments are difficult to interpret and compare because
of the irreproducibility of the properties of the grain boundaries. In order to
make further experimental progress a focus on fabricating more controlled
grain boundary structures may be necessary. Alternatively focusing a num-
ber of experiments on a single, well characterised, grain boundary, may help
clarify some of the issues. In addition the controlled alteration of single grain
boundaries may be a better way to understand the scatter in the data in the
literature than the fabrication of large numbers of different boundaries with
varying microstructures.

The present theoretical understanding of grain boundaries was also dis-
cussed. The interaction of the dx2−y2 order parameter symmetry with the
grain boundary microstructure was mentioned since such effects are well es-
tablished. They cannot however account for all the transport properties and
in particular the strong suppression of the critical current and normal resis-
tance with the misorientation angle is not explained. The competing theories
for the nature of the current transfer across the grain boundary were then
highlighted. Three possibilities were discussed: resonant and direct tunnel-
ing through an insulator with a 1 eV gap, direct tunneling through a 0.1 eV
barrier induced by band bending and current transfer through pinholes in the
insulating seam at the boundary. The issues surrounding what occurs when
the grain boundary is oxygen depleted were also highlighted. The lack of a
consensus as to the mechanism that controls the grain boundary properties is
indicative that, despite all the work carried out to date, a full understanding
of these complex defects is yet to emerge.
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Chapter 3

Experimental Methods

This chapter details the experimental techniques used to fabricate, char-
acterise and measure the devices that were investigated during this work.
Fabrication involved the deposition of thin films by pulsed laser deposition
and the subsequent patterning of devices by photolithography and Argon ion
milling. Characterisation consisted of atomic force microscopy, transmission
electron microscopy and electrical measurements using a standard dip probe.

3.1 Pulsed Laser Deposition

Pulsed laser deposition is widely used for the deposition of high temperature
superconducting thin films. The basic principle is that a target is ablated by
an focused laser beam (typically an excimer laser with λ = 308 or 248 nm
with an energy density of between 1 and 3 J cm2 per shot and a frequency
of several Hz). Because of the short wavelength of the laser, the photons of
the beam are immediately converted into electronic excitations which subse-
quently transfer their energy to the lattice via electron-phonon interactions.
This leads to a sudden increase of the local temperature and, for a high
enough power density (> 107-108 Wcm−2), an explosive removal of mate-
rial. Two length scales are particularly important for the ablation process,
the thermal diffusion length and the optical absorbtion depth. The larger
of these determines the length scale of heating in the surface of the target
(for high Tc superconductors the thermal diffusion length is usually largest).
Provided that the energy per pulse exceeds the latent heat of vaporisation
for the heated volume of material, the material is vaporised congruently and
stoichiometry is maintained. For lower pulse energies the target surface is
melted and vaporised in a similar manner to conventional thermal evapo-
ration and multi-element targets are not ablated stoichiometrically. There
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is therefore a threshold power density for stoichiometric ablation, which is
1 J cm−2 for YBa2Cu3O7−δ[1].

For practical ablation yields the ablated particulates cannot escape the
surface collisionlessly. There is therefore a layer in contact with the target in
which reflections and collisions occur. This layer is referred to as the Knudsen
layer. As a result of the Knudsen layer there is a significant transfer of energy
from the ablated material back to the target surface. The energy transfer is
both thermal and mechanical and results in the formation of a thin liquid
layer on the target surface. Interaction of this liquid with the laser and/or
Knudsen layer can produce ejected molten droplets of liquid. In addition,
the ejection of larger, solid particulates can also occur, due to roughening of
the target surface by repeated melt-freeze cycles of the irradiated material or
due to defects in the target making it vulnerable to fracture. It is therefore
important to use a smooth and dense target. The occurrence of particulates
and droplets in the ablation plume is intrinsic to the deposition process and
it can be very hard to eliminate them from thin films. Both droplets and
particulates can be observed in YBa2Cu3O7−δ films grown by pulsed laser
deposition [2]. Particulates are common in the films grown in this study and
a major part of the optimisation of the growth process was to minimise the
particulate density on the films.

In the system used to grow the films used in this study the films are grown
in an oxygen atmosphere. As the ablated plume moves towards the substrate
reactive and non-reactive collisions take place within the plume itself, at the
contact between the plume and the ambient atmosphere (the collision front)
and near the substrate surface. The background pressure affects both the
geometry of the plume and oxygen content of the film and is therefore a
critical deposition parameter. The growth rate is also strongly dependent on
the background pressure.

Species impinging onto the substrate from the plume require a certain
amount of time for surface diffusion and incorporation into proper lattice
sites. The diffusion and growth mechanisms of the films on the substrate
surface are particularly important for the formation of the grain boundary
microstructure and were discussed in more detail in section 2.2. The deposi-
tion rate and the energy of the impinging species both contribute to the film
growth process. These are in turn determined by the background pressure,
the target-substrate distance and the laser repetition rate. The optimum
distance between the target and the substrate at a given pressure is often
found to be close to the tip of the visible plasma plume, which provides a
useful starting point when optimising the pressure for a given target sub-
strate distance. The substrate temperature determines the diffusion rate on
the substrate and is therefore also critical to the deposition process.
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Figure 3.1: A schematic pulsed laser deposition system, shown together with the most

critical process parameters.

A schematic pulsed laser deposition system, together with the key process
parameters for deposition is shown in Fig. 3.1. Detailed reviews of the PLD
process can be found in references [3, 4, 5, 6]. The system used in Cambridge
is similar to the system depicted here. In the following sections the detailed
deposition procedure that was developed during the course of this work is
described. This procedure was used for the growth of the Cambridge films.
The deposition procedures for films produced at the University of Augsburg
and at LG Electronics are described in references [7] and [8] respectively.

3.1.1 Substrates and Substrate Preparation

The substrates used in this study are manufactured by Shinkosha Ltd, Pi-
Kem Ltd and Crystal GmbH. In this work all the single crystal films used
were grown on polished (100) surfaces of SrTiO3. Artificial grain boundaries
were grown on [001] tilt bicrystal substrates.

Before the films were deposited the substrates were cleaned ultrasonically
in acetone. The polished surface of the substrate was then placed face down
on an Anticon gold sealed cleanroom wipe, which had been saturated with
isopropanol. The surface of the substrate was rubbed on the wipe for 1-3 min-
utes, taking care to ensure that the isopropanol did not dry out. The sample
was then returned to the acetone, and cleaned ultrasonically for a further 10
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minutes, followed by 10 minutes of ultrasonic cleaning in isopropanol. The
substrate was then dried with an air gun. Careful cleaning of the substrate
in this manner was found to be an important part of a reproducible growth
process.

3.1.2 Pulsed Laser Deposition Process

The on axis pulsed laser deposition system used for the growth of the Cam-
bridge films in this study is similar in design to the schematic system shown
in Fig. 3.1. The laser used was a Lambda Physik Compex 201 KrF eximer
laser (wavelength 248 nm). The laser beam is guided into the chamber with
a series of mirrors and just before it enters the vacuum system it passes
through a rectangular aperture (24 mm by 10 mm) and a lens. The lens
focuses the beam so that the beam cross sectional area is typically reduced
to approximately 4 mm2 at the target surface. The vacuum system in which
the deposition occurs has a base pressure of less than 10−6 mBar. Within
the vacuum system, the target is mounted in a carousel that allows it to
be moved behind a water cooled shield while the substrate is heated to the
deposition temperature and during the post deposition anneal. The target
itself is rotated during deposition. Next to the carousel is a shutter that can
be placed between the target and the substrate to prevent deposition during
pre-ablation. The heater is mounted opposite the target and its position can
be varied so as to alter the target – substrate distance. The heater consists
of two Whatlow Firerod FRE1J42A cartridge heaters mounted in an oxida-
tion resistent stainless steel block. The heater temperature is monitored by
means of a commercial thermocouple embedded in the block. The reading of
the thermocouple will be significantly greater than the surface temperature
of the substrate but as long as the temperature is maintained at a consistent
value this makes little difference from the point of view of optimising the
deposition process.

For the films used in this thesis Praxair, sintered, YBa2Cu3O7−δ targets
were used with a density of greater than 5.95 g cm−3. These targets were
glued with silver paint to a target holder which fitted into the target carousel.
Before each deposition run the target carousel was removed from the system
and the target holder was removed from the carousel. The target was re-
polished using metallography paper (the final stages of polishing used grit
1000 paper). Care was taken to ensure that the target was flat and that the
pressure on it was even during polishing — to ensure the surface of the target
is perpendicular to the laser beam when it is mounted in the system. Excess
dust was removed with an air gun. The surface of the water cooled shield of
the carousel was also cleaned, with dilute phosphoric acid solution, to remove
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YBa2Cu3O7−δ deposits from the previous run. The target was replaced in
the carousel and carefully aligned with the edge of the carousel, so that the
target substrate distance was fixed from run to run.

After re-mounting the target the carousel was then replaced in the vac-
uum system and the target was moved into the correct position for depo-
sition. The beam profile was measured outside the chamber by placing a
piece of fax paper in front of the focusing lens and firing the laser, to ensure
that the laser beam was aligned properly with the aperture. The energy of
the beam was then measured both outside and inside the chamber (using a
Fieldmaster energy meter) and noted for comparison with previous runs —
it was therefore possible to track the transmissivity of the lens as a function
of time, and to determine when the lens needed cleaning. A small piece of
fax paper was then pressed up against the target’s face and the laser was
fired once more. The spot size was measured at the target and this area was
used to determine the energy density of the laser at the surface of the target.
Typically the energy density at the target was 2 Jcm−2.

After the substrate had been cleaned, silver paint (Acheson Electrodag
1415M) was applied to its reverse side using a fine paintbrush. The substrate
was then gently placed onto the heater. Gentle pressure was applied to the
corners of the substrate to ensure only a thin layer of paint remained between
the substrate and the heater. At this stage it was critical to ensure no air
bubbles formed under the substrate. A small piece of lens tissue was then
placed on the polished surface of the substrate and on top of this a small
weight was placed – to keep the substrate in good contact with the heater.
The heater was then warmed to 90◦C to dry the glue.

After approximately 30 minutes the weight and lens tissue were removed
and the heater was remounted in the vacuum system. The chamber was
pumped down to a pressure of less than 10−6 mBar. At this point a constant
flow of oxygen (regulated by an MKS mass flow controller) was switched on.
The oxygen pressure was controlled by regulating the mass flow controller
and by the continued operation of the backing pump on the system. Typically
the pressure was maintained at 0.25 mBar throughout the deposition process
(measured by means of a Leybold CM1 capacitance manometer gauge). The
flow of water to the cooled shield in the target carousel was switched on and
the target was moved behind the shield. The heater was then switched on
and set to ramp the temperature up to the deposition temperature (for a
typical deposition this was 765◦C) at 30◦C/min.

Once the heater had reached temperature the target was moved into place
and the pre-ablation shutter was moved between the target and the substrate.
The motor to rotate the target was switched on. The laser was fired 500 times
to pre-ablate the target. The shutter was removed and once the temperature
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had re-stabilised, the deposition was started. In a typical run the laser was
fired 8000 times which produced approximately 100 nm thick YBa2Cu3O7−δ

films.
When the deposition was finished the target rotation was turned off and

the target was moved behind the water cooled shield. The chamber was then
filled with close to 1 atmosphere of oxygen for the post deposition anneal.
The film was then cooled to 540◦C at 15◦C/min and then from 540◦C to
450◦C at 4◦C/min. The substrate was held at a temperature of 450◦C for 20
minutes and then cooled to 430◦C at 4◦C/min. After a period of 30 minutes
the heater was switched off, to facilitate rapid cooling to room temperature.
Once the heater had cooled to close to room temperature, the system was
opened up to air and the heater was removed. Finally, the substrate was
detached from the heater using a razor blade.

3.2 Film Characterisation

The as grown films were primarily characterised by transport measurements.
However, because the film microstructure plays a significant role in deter-
mining the properties of the devices, the surface properties of the films were
carefully studied by atomic force microscopy. For bicrystal samples the grain
boundary microstructure was characterised at the surface of the film with
this technique, which enabled an assessment of the grain boundary meander.
Atomic force microscopy was also used to characterise devices fabricated from
the films. In addition a transmission electron microscopy cross section was
fabricated from a grain boundary sample grown in Cambridge and imaged at
the Dutch National Centre for High Resolution Electron Microscopy. This
enabled the microstructure of the boundary to be characterised throughout
the thickness of the film.

3.2.1 Atomic Force Microscopy

Atomic force microscopy (AFM) measurements were performed on all the
bicrystal films measured in this study, in order to assess the quality of the
films and to characterise the meandering path of the grain boundary at the
film surface. A Digital Instruments Nanoscope III was used in tapping mode
for the purposes of this characterisation (for full technical details of the AFM
see reference [9]).

The basic operating principles of the tapping mode AFM are illustrated
in Fig. 3.2. The sample is mounted beneath the cantilever and is moved with
respect to it by means of piezoelectric crystals in the scanner. The cantilever
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is oscillated at its resonant frequency by a separate piezoelectric crystal. A
laser is reflected off the tip of the cantilever and the intensity of the reflected
beam is detected by a split photomultiplier. As the cantilever oscillates the
differential signal at the photomultiplier also oscillates. A feedback loop
adjusts the position of the sample so that the amplitude of the signal is
maintained at a constant value. The value of the z signal (calibrated to give
an accurate height) is recorded as the tip is rastered across the sample in
the x–y plane to produce an image of the sample topography. The velocity
of the tip across the surface is determined by the scan rate (the frequency
associated with a raster forwards and backwards of the tip) and the image
dimensions. The lateral resolution of the instrument and the quality of the
images obtained is dependent on the details of the feedback parameters, the
tip velocity, and the type of tip used, as well as on the imaging environment
(images in this study were all obtained in air). The AFM used for this work
was well calibrated in the z-direction — a maximum error of ±2 nm was
observed imaging 180 nm deep pits on a calibration sample. The AFM tips
used were Nanoworld NCH standard tips, with typical tip radius of curvature
less than 10 nm.

A typical AFM image of one of the samples used in this study is shown
in Fig. 3.3 (this was a single crystal film, grown at LG Electronics and
subsequently fabricated into bridge structures for the investigation described
in section 5.3). The growth islands are clearly visible and a large particulate
is also visible in the lower part of the image. Within the individual growth
islands, steps of approximately unit cell dimension are visible. In addition
to characterising the film surface and the grain boundary topography, AFM
is a useful tool for studying devices and was also used for measuring the
thicknesses of the thin films, as described below.

3.2.2 Transmission Electron Microscopy

The samples used in the transmission electron microscopy investigation of
the grain boundary were prepared and imaged at the Dutch National Cen-
tre for High Resolution Electron Microscopy (Delft, the Netherlands) in the
laboratory of Henny Zandbergen. The sample preparation was performed
by Sorin Lazar and the images were produced by Sibe Mennema. Only the
important technical details of the sample preparation and imaging are given
here.

The samples were prepared with a FEI Company dual beam SEM/FIB
nanofabrication facility. Lamellae are cut perpendicular to the grain bound-
ary plane and to the film surface using SEM/FIB and are thinned to approx-
imately 100 nm. The microscope used to produce the images is a Philips
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Figure 3.3: AFM image of a c-axis orientated single crystal film grown at LG electronics.

The growth islands are clearly visible and growth steps, with dimensions of approximately

unit cell size, are visible. A cross section (marked by a white line across the image) is also

shown. The two arrows (marked by perpendicular lines on the image) are separated in the

z-direction by 1.1 nm, which is approximately equal to the c-axis unit cell dimension.
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CM30T Transmission Electron Microscope with a thermionic electron gun.
The cathode material was LaB6 and the acceleration voltage was 300 kV.
The microscope has a point to point resolution of 0.23 nm.

3.3 Device Fabrication

In this section the various stages of device fabrication are described in detail.
Note that for some films not all the stages were necessary — for example, for
single crystal samples it was not necessary to perform an HF etch to reveal
the bicrystal line.

3.3.1 Preparation of Films Before Patterning

In the case of the high resistance Wheatstone bridge devices particular care
needed to be taken to avoid shorts during measurement. Therefore, before
these devices were patterned the silver paint that was used to attach the
substrate to the heater was removed. Firstly the film was covered with a layer
of photoresist (Clariant AZ1529, spun for 30 s at 6000 rpm and baked for 1
minute at 100◦C). This layer of resist was used as a protective layer to prevent
damage to the sample. To remove the silver paint, the sample was carefully
rubbed on a piece of metallography paper with the substrate side down. The
edges of the film were also carefully cleaned, using a piece of metallography
paper wrapped around a pair of tweezers. Provided sufficient care was taken
the film was not damaged by this process since it was protected by the
photoresist. The protective layer of resist was removed by ultrasounding (for
2 minutes) and airbrushing with acetone and rinsing in isopropanol. The
sample is dried with filtered compressed air from an air gun. This procedure
for removing the resist was used throughout the fabrication process.

For films grown at LG Electronics 10 mm by 10 mm substrates were used
and these films were diced into two parts before processing. After removal of
the silver paint, a new protective layer of resist was produced as described
above and the films are mounted on a glass block with wax which is in turn
mounted in a diamond dicing saw. The saw was then carefully aligned with
the center of the film and the film was cut into two. The resist was then
removed as described above.

3.3.2 HF Etch

The artificial grain boundary of a bicrystal substrate is not easily visible,
except under strong backlighting or when viewed at an oblique angle. It
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was therefore necessary to etch the substrate so that the grain boundary
can be clearly viewed and aligned with the mask that was used to pattern
the devices. In an HF etch the grain boundary is preferentially etched and
becomes clearly visible.

Before etching the substrate part of the YBa2Cu3O7−δ film was removed.
A small region of the film was removed where the bicrystal line meets the
edge of the film. This was done by first patterning the film with a mask
that exposes this region and then removing the exposed YBa2Cu3O7−δ with
a wet etch. Clariant AZ1529 resist was spun onto the film and baked as
described in the previous section. A mask with two notches at the edge
of the film was then projected onto the film surface for 3 minutes, using a
Cannon PPC 210 projection print camera fitted with a UV light source. The
regions of the resist exposed to the light undergo a photochemical reaction
and become soluble in a developer solution. A mixture of 4 parts of Clariant
AZ photoresist developer to 1 part water (by volume) was used to develop
the resist. The film was left in the developer solution until the exposed resist
had been removed (this was determined by eye). The sample was rinsed in
distilled water and blown dry with a compressed air gun. The same procedure
for patterning with the Cannon projection camera was used for fabricating
most large features. Having removed two notches from the resist the film was
then placed in a solution of 2.5% Phosphoric acid, which chemically etches
the YBa2Cu3O7−δ in these regions, revealing the underlying substrate.

After the YBa2Cu3O7−δ etch the photoresist was not removed from the
film and it was taken directly to the department’s dedicated HF etch facility.
It was then etched for 30 s in 7% HF solution and rinsed in two stages by
distilled water, to remove any acid residues. The photoresist was removed as
described above. The film was then ready for the patterning of devices.

3.3.3 Patterning of Devices

For the fabrication of devices a thinner layer of resist was used to achieve
sharper small features. Clariant AZ5214 resist was applied as described pre-
viously and spun onto the film at 6000 rpm for 30 s. Particular care needed
to be taken to ensure a smooth resist layer and it was often necessary to spin
the resist on several times before baking. During the spinning of a resist a
thicker layer of resist forms at the edge of the sample — the so called ‘edge
bead’. For the contact lithography process used to fabricate devices this
needed to be removed before processing.

The edge bead was usually removed using the Cannon projection camera,
as described above. A rectangular mask with truncated corners was used as
the edge bead is typically largest at the corners of the film. The next stage
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Figure 3.4: The effect of an HF Etch on a bicrystal. a) Schematic of the bicrystal after

the YBa2Cu3O7−δ has been removed in the grain boundary vicinity and the substrate has

been etched with HF. b) Optical micrograph (from [10]) of an etched grain boundary.

of patterning was performed in a Karl Suss MJB3 mask aligner. The film
was mounted in the mask aligner and brought into direct contact with the
mask. The mask aligner was used in a soft contact configuration, and good
contact between the sample and the mask was achieved by applying pressure
by raising the chuck beneath the film. The device mask usually contains
alignment marks that were lined up with the bicrystal line of grain boundary
samples. For the bridge devices used in Chapters 5 and 6 the alignment
was critical and the procedure could often take several hours. Once the
sample was aligned with the mask and in good contact the resist was exposed,
typically for 4 s (note that exposure times needed to be lengthened a little
as the lamp in the mask aligner aged). The film was removed from the mask
aligner and the resist was developed in a mixture of 2 parts of Clariant AZ
photoresist developer to 1 part water (by volume). The time taken to develop
the resist was typically 30 s although this needed to be judged by eye as it
was critical not to over-develop — which led to a rounded resist profile and
poorer definition features.

Once the resist was developed the pattern in the resist was transferred
to the film by argon ion milling. During the milling process argon ions
from a plasma are accelerated at the sample which mills the film away. The
regions of the film beneath the photoresist are protected by the layer of
resist above them whilst exposed regions are milled. Because of the highly
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directional nature of the milling process the features produced are much
cleaner than those produced by a chemical etch and so a greater resolution
can be achieved. For the devices fabricated for Chapter 4 a large diffusion
pump based vacuum system was used for the milling. The system base
pressure was ≤ 4 × 10−6 mBar. During milling an Ar / 2% O2 mixture was
introduced into the chamber at a pressure of 2.1 × 10−4 mBar (maintained
by a needle valve to regulate the flow of gas into the chamber), the beam
voltage was maintained at 500 V, the beam current at 10 mA the discharge
voltage at 42 V and the accelerator voltage was maintained at 70 V. For the
remainder of this work a turbo-pump based system with a load lock chamber
was used — this considerably reduced the pumping time to reach the base
pressure and the improved ion gun milled at a greater rate. The base pressure
of this system was < 1 × 10−7 mBar. The milling parameters were: Ar /
2% O2 pressure of 2.1 × 10−4 mBar, beam voltage of 500 V, beam current
of 20 mA, the discharge voltage of 42 V and accelerator voltage of 100 V. In
both systems the sample stage is water cooled and rotated during the milling
process, to ensure uniform milling.

When the film was milled through (confirmed by visual inspection of
the sample and checked by measuring the resistance between two corners
of the insulating substrate) the resist was stripped as described previously.
This process is illustrated in Fig. 3.5. In the next stage of processing gold
contacts were sputtered onto the sample.

3.3.4 Gold Contact Deposition

Gold contacts were deposited onto the samples by a lift off process. A pho-
toresist layer was patterned so that holes were present in the regions where
gold contacts are desired, using the cannon projection mask system and Clari-
ant AZ1524 resist, as described above. The film was then mounted into the
gold deposition system which was pumped down to ≤ 4 × 10−6 mBar (note
that the vacuum system used for gold deposition was also equipped with an
ion gun and was used for the ion milling of the samples in Chapter 4, as
described above). A pure argon pressure of 5 × 10−2 mBar was introduced
into the chamber and the gold was deposited by DC sputtering. During DC
sputtering a large DC voltage is applied between the gold target (connected
as the cathode) and ground. The argon ions are produced in the gas and ac-
celerated towards the gold cathode, colliding with it and sputtering the gold
atoms which move towards the substrate. More details of the sputtering pro-
cess are given in reference [11]. Sputtering was performed at 30 W power,
leading to a gold deposition rate of 3.3 nm s−1. The target was presputtered
for 30 s to remove contaminant before the film was deposited. Again, the
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sample holder was water cooled to ensure the film was not heated too much
during the deposition.

After deposition the system was brought up to air and the sample was
placed into a beaker of acetone. As the photoresist is dissolved, the regions of
gold that were deposited on top of it are removed, leaving behind gold on only
the exposed areas of the contact. To remove the resist the beaker of acetone
was usually placed in an ultrasound bath for several seconds. When the resist
had been completely removed the film was dried as described previously and
the sample was ready for measurement. The lift-off process is illustrated in
Fig. 3.6.

3.3.5 Film Thickness Measurement

The film thickness was measured by patterning and wet etching a small notch
in the leads running to the devices. A wet etch was used to avoid the removal
of any of the substrate, as for example, ion milling would. This notch was
usually located close to the devices to minimise errors due to variations in
thickness across the film. A mask with a small square opening was used to
pattern a notch over one of the tracks using the cannon projection system and
Clariant AZ1524 resist, as described above. The YBa2Cu3O7−δ in this region
was removed by a wet etch in phosphoric acid, using the same procedure as
was employed to remove the film before the grain boundary HF etch. The
photoresist layer was then stripped in the usual manner. The substrate step
height was then measured with either a profilometer (for the work in Chapter
4) or by Atomic Force Microscopy, as described above.

3.4 Electrical Characterisation

After sample fabrication the chip was mounted on a copper sample holder
designed to fit into the custom built dip probe used for the measurements
of this thesis. A thin layer of nail varnish was used to attach the sample
to the copper block and electrical connections to the sample were made by
ultrasonic wedge bonding with 25 µm diameter aluminium and gold wire.
The sample block was then measured in a dip probe built by Phil McBrien
and modified by the author. The lower end of the probe consists of a diode
thermometer, heater and a coil mounted in a copper block (the coil can be
wired in series with an additional coil to apply a magnetic field to the sample).
Measurement lines running to the sample are wired through capacitive lead
through filters (RS part number DLT 1000) to attenuate high frequency noise.
The lines are not thermally grounded or twisted in pairs (twisted pairs are not
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Figure 3.7: Schematic showing the standard setup used for electrical measurements in this

thesis.

used to ensure maximum flexibility in the measurement configuration). 19
measurement lines run down through the probe. These wires are connected
via shielded twisted pairs to a voltage amplifier or current source by a matrix
board or alternatively by a computer driven switch array. While the switch
array increased the signal noise it offered considerable time savings for the
measurement as several devices could be measured simultaneously through
a single cool down. Current was applied to the devices by means of a quasi-
DC (∼15 Hz) low noise current and voltage source (a typical noise level
was 0.5-1 µV in a 10 kHz bandwidth). In the standard setup, the output
voltage was amplified by a low noise amplifier and detected by 16 bit National
Instruments analogue-to-digital (AD) card. The signal is also filtered by a
band pass filter. All the measurements reported in this thesis are carried out
with a four point technique.

Temperature control is performed by a Lakeshore 340 temperature con-
troller. For temperature dependent measurements the sample was cooled at
4 K per minute — at this cooling rate the difference between measurements
performed on cooling down and heating up the sample is less than 0.5 K. In
addition by measuring a sample on a cool down at this rate and measuring
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the same sample immersed in liquid nitrogen, it was possible to determine
that the temperature lag between the sample and the thermometer during
cooling at this rate was less than 2 K (this is the approximate accuracy of
the temperature measurements for the data in Chapter 6). Note that it was
found that, for measurements of critical currents, the best procedure was
to cool the sample through the critical temperature in helium vapour with
the temperature controller switched off and the devices shorted. In this way
trapped flux in the grain boundary junctions was avoided.

For the capacitance measurements, magnetic field was applied to the sam-
ple using a 1000 turn coil wound by the author and mounted to produce a
field in the c-axis direction. This coil was used in conjunction with a smaller
coil already mounted in the probe. This arrangement allowed the application
of field of up to 4 mT using a second computer controlled precision current
source set up to apply a DC current.

The standard measurement setup is illustrated in Fig. 3.7.
For low noise voltage measurements (in particular the measurements of

critical current distributions presented in Chapter 6), an EG & G Princeton
Applied Research 5320L lock-in amplifier was used. A 1 kHz reference voltage
signal (typically with amplitude 5 mV) was combined with the DC offset
voltage output from the AD card used to control the current source using a
unity gain op-amp adder box. The combined signal was then amplified using
the current source employed in the standard setup, whilst the output voltage
was amplified and then detected by the lock in amplifier. The measurement
setup for lock-in measurements is illustrated in Fig. 3.8.

For all the above measurements the apparatus was computer controlled
and driven by the Dualscope software written in LabVIEWTM by Gavin
Burnell. The use of this software to control and record the measurements
saved a considerable amount of time in performing the measurements.

3.5 Annealing

The annealing experiment described in Chapter 6 was carried out using a
specially designed quench furnace. For samples that were annealed it was
found that wire bonds needed to be made using gold wire, to avoid contam-
ination of the contact pads by aluminium residues left after the removal of
wire bonds. Such contamination caused severe degradation of the contact
between the gold and YBa2Cu3O7−δ.

The basic configuration of the furnace is shown in Fig 3.9. Before the
anneal the sample was placed in a small bucket made from high purity gold
foil and platinum wire. It was then suspended within the glass tube of
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the furnace as shown in Fig. 3.9. The tube was sealed and an oxygen
nitrogen mixture was flowed through it. The furnace was then heated to the
anneal temperature. The temperature and the ratio of nitrogen to oxygen
was chosen to produce the desired oxygen concentration [12, 13]. The samples
were annealed in argon-oxygen mixtures at constant temperature for periods
of greater than 7 hours. After the anneal the lower seal was removed from
the tube and a small thermos filled with liquid nitrogen was placed under
the tube. The magnet holding the sample in the centre of the tube furnace
was then removed and the sample drops into the liquid nitrogen, resulting in
a rapid quench (see Fig. 3.9). The sample was then removed and warmed to
room temperature under flowing nitrogen-oxygen mix, to prevent any water
condensing on it as it heated up.
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Chapter 4

The Capacitance of
Y1−xCaxBa2Cu3O7−δ Grain
Boundaries

As discussed in Chapter 2, the early work of the IBM group demonstrated
that grain boundaries were the limiting factor determining the critical current
in bulk high-Tc samples [1, 2, 3]. Since then there has been a major effort to
increase the grain boundary critical currents in these materials [4]. Recently
it has been demonstrated that improvement in the critical currents attain-
able in the technologically promising superconductor YBa2Cu3O7−δ, can be
achieved by doping the grain boundaries with calcium [5, 6, 7, 8, 9, 10]. Local
Calcum doping has been successfully employed to improve the critical cur-
rents of ion-beam-assisted-deposition coated conductors [11]. While this dis-
covery was met with significant excitement in the applied superconductivity
community, the mechanisms by which Calcium doping improves the critical
current are not established. The role of grain boundary charging, overdoping
and band bending [12] has not yet been unequivocally demonstrated and the
microstructural evidence is still disputed [13]. In this chapter experiments
to determine the variation of the grain boundary capacitance with Calcium
doping are reported. These measurements were performed in order to gain
insight into the manner in which Calcium doping alters the grain boundary
properties. The capacitance of the boundary is determined by the width of
the potential barrier and is not dependent on the barrier height — unlike
the other transport properties, such as the normal state resistance and the
critical current. Such measurements therefore give an additional insight into
the nature of Calcium doping.

In this chapter the results obtained from a study of the capacitance of
24◦ [001] tilt Calcium doped grain boundaries are presented. The capaci-
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tance of high angle grain boundaries has previously been determined from
measurements of current–voltage characteristic hysteresis and by measuring
the voltages of Fiske resonances [14, 15, 16, 17, 18, 19, 20, 21, 22]. This study
is the first time the technique has been applied to Y1−xCaxBa2Cu3O7−δ. Ca-
pacitance as a function of doping was determined from hysteresis in the
current–voltage characteristics of Josephson junctions fabricated from thin
film bicrystals. The properties of the films are examined and the technique
is described in detail. Considerable care was taken to eliminate the effect
of parasitic contributions to the capacitance from the substrate [22] and in-
creases in the apparent capacitance due heating effects [23], so that the grain
boundary capacitance alone is measured. The effect of thermal noise, which
can reduce the measured capacitance [24], is also assessed. In addition to the
capacitance, the normal resistance and the critical current is measured. The
values of all these parameters are compared to gain insight into the nature
of Calcium doping.

4.1 Properties of the films used in this study

Epitaxial thin films were deposited by pulsed laser deposition from poly-
crystalline Y1−xCaxBa2Cu3O7−δ targets onto 24◦[001] tilt SrTiO3 bicrystal
substrates. Five films were grown: one for each of the dopings x = 0.0,
x = 0.1, x = 0.2, and two with doping x = 0.3. Film thicknesses were mea-
sured by atomic force microscopy on a wet etched step and were in the range
120–180 nm. The films used in this study were grown at the University of
Augsburg and the deposition conditions are described in detail in a previous
publication [5]. Films grown under identical conditions in the same labora-
tory have been extensively characterised [5, 6, 7] so in this study only limited
characterisation was performed. Details of the film properties are given in
Table 4.1.

The surface properties of the films were characterised by atomic force mi-
croscopy. Representative images of samples with each doping are shown in
Figs. 4.1 and 4.2. All the films are very smooth with few or no particulates
on the surface. In the case of the 0% Calcium doped sample there are a few,
micron wide, irregularly shaped particulates that are most likely ‘boulders’
— larger pieces of target material ablated in the deposition process and sub-
sequently embedded in the film [25]. The addition of calcium appears to have
a significant effect on the growth of the films. In general the grain size in the
calcium doped films is smaller. The 10% doped sample has an unusual sur-
face morphology, with some much larger grains forming between the smaller,
more typical grains. There are not likely to be secondary phases in this film,



4.1 Properties of the films used in this study 109

a)

b)

10 mm 0 mm5mm

5mm

10 mm

10 mm 0 mm5mm

5mm

10 mm

70 nm

35 nm

0 nm

40 nm

20 nm

0 nm

Figure 4.1: Atomic force microscope images of Calcium doped bicrystal films grown at

the University of Augsburg. a) 0% Ca doped film, B190 (image scanned at 0.7 Hz). b)

10% Ca doped film, B191 (image scanned at 0.6 Hz). In both cases image resolution is

512 samples per line. Both films are grown on 24◦ [001] tilt bicrystals. Both images were

obtained with the assistance of Michael Hogg.
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Figure 4.2: Atomic force microscope images of Calcium doped bicrystal films grown at the

University of Augsburg. a) 20% Ca doped film, B274 (image scanned at 0.76 Hz). b) 30%

Ca doped film, B294 (image scanned at 0.86 Hz). In both cases image resolution is 512

samples per line. Both films are grown on 24◦ [001] tilt bicrystals. Image a) was obtained

with the assistance of Michael Hogg.
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Table 4.1: Properties of the films used in this study. The films were grown at the University

of Augsburg and the growth conditions are described in a previous publication [5]. All the

films were grown on 24◦ symmetric [001] tilt bicrystals. Film thicknesses were measured

by either atomic force microscopy or profilometery, on wet etched steps.

Calcium Augsburg Critical Film
Doping Growth Temperature Thickness

Run
0% B190 92 K 160 nm
10% B191 84 K 170 nm
20%† B274 78 K 134 nm
30%‡ B192 80 K 175 nm
30% B294 82 K 120 nm

† There were no hysteretic junctions on this sample, so the grain boundary
capacitance was not measured.
‡ This sample was measured with the assistance of Phil McBrien. It was
destroyed during the first set of measurements and so is not referred to ex-
tensively below.

since 10% is well below the solubility limit for Calcium in YBa2Cu3O7−δ

[26, 27, 28, 29]. The transport properties of this film were also intermediate
between those of the 0% and the 20% samples, suggesting that the different
microstructure does not alter the transport properties significantly. The 20%
and 30% doped films have similar grain sizes and a series of small holes are
present at the boundary. Such holes are often observed at bicrystal grain
boundaries and are also present in the substrate [30, 31, 32, 33]. The obser-
vation of these holes on a specially fabricated 0◦ bicrystal demonstrates that
they result from the bicrystal fusion process [33]. The principle effect of such
holes will be to reduce the effective area of the boundary.

Films grown under the same conditions as those used in this study have
been studied extensively. It is clear from Rutherford backscattering experi-
ments that the transfer of the doped target material to the film is stoichio-
metric [5] and from annealing experiments that the films are overdoped [5].
The critical temperatures of these films are consistent with those reported
by Schneider et al. [6].

In conclusion the properties of the films used in this study are consistent
with those observed by the Augsburg group in their original study of Calcium
doped bicrystals [5, 6, 7]. The surface morphology of the films is found to
vary with Calcium doping and, in particular the grain size appears to be
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reduced by the addition of Calcium — this is consistent with the previous
observations of the Augsburg group [5]. The films have a low density of
particulates and are in general very smooth.

4.2 Preparation and measurement of the de-

vices

The films were patterned into micro-bridges by photolithography and argon
ion milling, as described in Chapter 3. The mask design used is shown in
Fig. 4.3. This mask was designed for 5 mm ×10 mm samples, and the films
supplied by the University of Augsburg were approximately 3 mm ×10 mm,
so not all the devices shown could be fabricated. The widths of the bridges
in this study were therefore between 2 µm and 6 µm, and only the lower
part of the mask was employed — this is shown in an expanded view in
Fig. 4.3. The widths of the bridges were measured after patterning by
optical microscopy. The grain boundary is aligned with the mask so that
each microbridge contains a single, Josephson coupled, boundary.

Current biased current-voltage characteristics were measured by the stan-
dard four point technique, with the sample immersed in liquid helium or in
helium vapour, at atmospheric pressure. The apparatus used is described in
Chapter 3. Fig. 4.4 shows a series of typical current density-voltage charac-
teristics for the 3 µm wide junctions, as well as the detail of the hysteresis for
the 30% calcium doped 2 µm junction. The critical current criterion adopted
was a significant increase above the noise level (typically 1 µV). The same
criterion was used to define the return currents. Junction normal resistances
were obtained from current-voltage characteristics with large applied bias,
such as those shown in Fig. 4.4(a).

4.3 Determining the Intrinsic Capacitance of

the Grain Boundaries

The capacitance of the grain boundaries can be measured by taking advan-
tage of the Josephson coupling that occurs across them. Josephson junction
capacitances can be determined from values of the return current and the
critical current extracted from current voltage characteristics such as those
shown in Fig. 4.4(b). Within the resistively and capacitively shunted junc-
tion (RCSJ) model it is possible to determine the McCumber parameter, βc,
from the ratio of the critical current, Ic, to the return current, Ir, using the
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Figure 4.3: Mask design used for the fabrication of microbridges with different widths

on Calcium doped films. The grain boundary was aligned with the dashed and crossed

line in the center of the mask. Due to the reduced size of the samples only the smaller

microbridges were fabricated, these are shown in an expanded view.
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Figure 4.4: (a) Current density-voltage characteristics for 3 µm wide junctions of each of

the 3 dopings, measured at 4.2 K with the sample immersed in liquid helium. (b) Detail

of the hysteresis for the 30% doped 2 µm wide junction. 10 consecutive measurements are

shown to give an indication of the noise level.
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numerical result of McCumber [34]. βc is in turn related to the capacitance
by the following equation:

βc =
2eIcR

2
nC

h̄
, (4.1)

where e is the electronic charge, h̄ is Planck’s constant divided by 2π, Rn is
the normal resistance of the junction and C is its capacitance.

This equation predicts a linear relationship between βc and Ic given that
all the other parameters are constant. It is possible to suppress the critical
current of a junction by applying a DC magnetic field in the junction plane
so the relationship between βc and Ic can be measured experimentally. Fig-
ure 4.5 shows such a relationship for one of the grain boundary junctions
measured in this study. It is clear that the relationship between these two
quantities is not linear for this device at either 4.2 K or 15 K. As expected,
the normal resistance is found to be independent of the applied magnetic field
and therefore the capacitance must be increasing at lower critical currents or
the hysteresis must be due to some other effect.
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The reduction of the critical current by the application of a magnetic field
results in a reduction of the return voltage at which the junction switches
back into the superconducting state. When a voltage is dropped across the
Josephson junction the current oscillates at a frequency proportional to the
applied voltage. So reducing the critical current also has the effect of reduc-
ing the frequency of the Josephson oscillations. The dielectric properties of
the SrTiO3 substrate are frequency dependent and at lower frequencies the
relative dielectric constant can be extremely large. It is therefore possible
that a parasitic capacitance is added to the system at lower voltages as elec-
tric field is diverted into the high dielectric constant substrate. This situation
is illustrated in Fig. 4.6(a). As shown in Fig. 4.6(b), the dielectric constant
of SrTiO3 is a function of both frequency and temperature [35]. The Joseph-
son voltages equivalent to the frequencies are shown as an alternative x-axis
in Fig. 4.6(b). It is clear that in the 0-1 mV voltage range the parasitic
capacitance is likely to increase at lower voltages (and hence reduced critical
currents).

A second possible explanation for the non-linear curves observed in Fig.
4.5 is that the hysteresis observed is dominated by heating [23]. Self-heating
of the junction can cause a reduction in the return current and can lead
to hysteresis even in the absence of capacitance. To understand this effect
consider traversing a single hysteresis loop in the I–V curve. As the current
is initially increased the sample is in the superconducting state and there is
no dissipation or heating. Once the sample switches into the normal state
there is a voltage across the junction and power is dissipated as heat. The
junction temperature rises. Provided this rise in temperature is significant
there will be a corresponding decrease in the critical current. The junction
will switch back at the reduced critical current, appropriate for its increased
temperature. For junctions that are already hysteretic heating effects will
increase the amount of hysteresis.

Finally there is the possibility that the hysteresis is suppressed by thermal
noise in the junction, which leads to switching out of the superconducting
state at a reduced current and switching back at an increased current. While
this cannot explain the results of Fig. 4.5 it is nonetheless important to
assess its effect on the measurement as it is likely to be a major source of
error.

The effects of both the substrate and heating must be ruled out in any
measurement of the grain boundary capacitance and the error due to thermal
noise should be estimated. In the remainder of this section the experiments
performed to ensure that the measured capacitance is that intrinsic to the
grain boundary and to assess the effect of thermal noise are described.
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Figure 4.6: a) Diagram illustrating the effect of a large substrate capacitance on the electric

field distribution in the vicinity of the grain boundary. The substrate contributes parasit-

ically to the overall capacitance. b) Schematic temperature and frequency dependance of

the dielectric constant of single domain SrTiO3. The equivalent Josephson voltage for a

given frequency is shown as an alternative x-axis. Based on Neville, Hoeneisen and Mead

[35].
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4.3.1 Eliminating Substrate Effects from the Capaci-

tance Measurement

To rule out substrate effects it is necessary to demonstrate that the junction
properties are measured at a sufficiently large frequency that the dielectric
constant of the substrate is low. The detailed behaviour of the dielectric
constant of SrTiO3 is shown schematically in Fig. 4.6(b). At 4.2 K and at low
frequencies the relative dielectric constant (εr) is very high (approximately
20,000). εr remains high until the soft optic phonon frequency, νso, is reached.
At this point there is a rapid drop in εr with increasing frequency and at high
frequencies εr ≈ 10. As the temperature is increased the zero frequency value
of εr is reduced, whilst νso increases, but similar behavior is observed. The
location of the sharp drop in the dielectric constant is also dependent on the
domain structure in the SrTiO3, which forms as the sample is cooled below
110 K [36], so the diagram is necessarily a schematic representation of the
behaviour of the substrate.

If the substrate does cause the variations in capacitance shown in Fig.
4.5 then it should be possible to observe voltage (effectively frequency) and
temperature dependencies of the capacitance that reflect the behaviour of
the dielectric constant. Figure 4.7 shows the data from Fig. 4.5 plotted
in an alternative manner, as capacitance versus return voltage. The return
voltage is the appropriate voltage for the re-trapping process and so reflects
the frequency at which the capacitance is measured (frequency is shown as
an alternative x-axis). In addition to the data from the 30% Calcium doped,
2 µm junction, results from other devices on the same sample are also shown.
A sharp increase in the capacitance at low frequencies is apparent for all the
junctions and in addition occurs at the same frequency as the sharp rise
in the dielectric constant of SrTiO3 (see Fig. 4.6). At larger voltages and
hence frequencies the capacitance of both the 2 and 3 µm junctions levels
out to a constant value, indicative of a negligible substrate contribution.
The same behaviour was observed from an additional 5 µm junction on the
same sample. The capacitance of the 4 µm junction varies continuously over
the measurable range so there is always some substrate capacitance. It is
therefore not possible to measure the grain boundary capacitance of this
junction by this technique. The high frequency capacitance of the 2 µm
junction measured at 15 K is the same as the 4.2 K value, in very different
thermal conditions. The onset of the increase in the capacitance due to
parasitic substrate contributions occurs at a higher frequency at 15 K than
at 4.2 K. The magnitude of the parasitic contributions is also reduced, as
expected from Fig. 4.6(b).

This consistency of the results in Fig. 4.7 with the behaviour of the
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Figure 4.8: Fiske resonance dispersion relations for undoped junctions from Tarte et al.

[21], from Medici et al. [19] and for the 30% doped junctions from this study.

substrate shown in Fig. 4.6(b) shows that the effects of the substrate on the
measurement are observed. Other authors have observed similar, enhanced
grain boundary capacitances in hysteresis [17] and Fiske resonance [17, 15]
measurements of YBa2Cu3O7−δ (on SrTiO3) grain boundary capacitance at
low frequencies. Nakajima, Yokota, Myoren, Chen and Yamashita confirmed
that this effect was due to the substrate capacitance by demonstrating a
large electric field effect [17]. Tarte et al. have observed a similar transition
in the capacitance of YBa2Cu3O7−δ grain boundaries on SrTiO3 at a voltage
of 0.25 mV (equivalent to a frequency of 130 GHz), by observations of the
Fiske resonance dispersion relation [21]. Their results are discussed in more
detail below. The parasitic substrate contribution to the capacitance can
be eliminated by measuring the capacitance in the high frequency region.
Notice that the measured capacitance of the 2 µm junction at the highest
return voltages is slightly increased. This increase is not observed in the
same junction at 15 K and may result from the onset of heating effects. The
effect of heating on the measurement is assessed in more detail below.

Fiske resonances have been frequently used to determine the capacitance
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of YBa2Cu3O7−δ grain boundaries [14, 15, 16, 17, 22]. The voltage (Vn) at
which an nth order Fiske resonance occurs is given by the following equation:

Vn =
nΦ0

2l
√
L′C ′

, (4.2)

where Φ0 is the flux quantum, l is the width of the junction and L′ and
C ′ are the inductance and capacitance, per unit length of the junction. An
nth order Fiske resonance corresponds to a cavity resonance in which n/2
wavelengths fit into the junction cavity.

Using equation 4.2 the inductance per unit length of the junction can
be determined from the Fiske resonance voltage. If the inductance of the
junction is dominated by the superconducting electrodes, then the value of
the inductance can be simply related to the London penetration depth. By
plotting the Fiske resonance voltage against the inverse junction width (effec-
tively a dispersion relation for the junction cavity) the junction inductance
can be determined from the gradient if the capacitance is known from the
hysteresis. Fig. 4.8 shows a plot of data from several undoped junctions from
the literature, together with the data obtained from the 30% doped junction.
It is clear that the dispersion relation for the undoped data has two linear
regimes—one at low voltages (below 0.3 mV) and one at high voltages (above
0.3 mV). Analysis of the data in the high voltage regime produces a reason-
able penetration depth of 180 nm for the junction region [22]. The lower
voltage regime, however, has an increased gradient and does not produce a
consistent penetration depth. This is because, at these reduced voltages (and
hence reduced Josephson frequencies) the dielectric constant of the substrate
is extremely large and substrate effects increase both the inductance and
capacitance per unit length of the junction (see Fig. 4.6).

It is clear that the data obtained for the 30% doped sample is all in this
low frequency, substrate dominated, region. Although this means a quantita-
tive analysis of the Fiske resonances is not possible, qualitative observations
can be made. The gradient of the curve for the 30% doped sample is ap-
proximately 5 times greater than that previously observed for an undoped
sample in the same low frequency regime. This indicates that the junction
capacitance has increased significantly. The fact that the resonances occur
at such low voltages is a further indication of an increased capacitance and
is consistent with the observations from the hysteresis measurements.

In addition to measuring the frequency dependence of the capacitance by
suppressing the critical current with a magnetic field the temperature de-
pendance of the zero field capacitance was measured. The data from this
experiment is shown in Fig. 4.9. In addition to the measured capacitance
per unit area the variation of the return voltage with temperature is shown.
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Figure 4.9: a) Temperature dependence of the zero field capacitance of a number of junc-

tions in the study. The capacitance is determined from the hysteresis in the I-V curve

with the sample in helium vapour, or immersed in liquid helium at 4.2 K. In most cases

the capacitance is independent of temperature to within the error associated with the

measurement (approximately 10% if the systematic errors are ignored). b) Return voltage

of these junctions as a function of temperature. With the exception of the 3 µm 30%

Calcium doped junction the return voltages are all above the substrate dominated regime

at 4.2 K.
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In general the return voltage decreases as the temperature increases, since
at higher temperatures the critical current is reduced. It is clear that in
most cases the capacitance is approximately temperature-independent over
the measurable range. At 4.2 K the return voltages of all the samples with
the exception of the 3 µm 30% doped junction are out of the substrate dom-
inated regime — determined from Fig. 4.7. The effect of the substrate for
this junction is to cause a rise in the capacitance, since as the temperature is
increased the location of the drop in the substrate dielectric constant moves
up in frequency and the return voltage drops further into the substrate dom-
inated regime. The decreasing capacitance of the 2 µm junction may be
associated with heating effects at low temperatures causing an artificially
inflated low temperature capacitance value. The temperature independence
of the 2 µm undoped junction capacitance provides further evidence that the
technique is consistent — a temperature independent capacitance would not
be observed up to 40 K if the measured capacitance were dominated by the
substrate or if the hysteresis were caused by heating. The effect of heating
is assessed in more detail in the next part of this section.

4.3.2 Eliminating Heating Effects

The discussion in the previous section highlighted the possibility that heat-
ing may contribute significantly to the measured hysteresis. In order to
investigate this possibility a detailed model for heating in the high-Tc grain
boundary was developed, in collaboration with E. J. Tarte. This model is
described in full in appendix A. By adapting the model of Skockpol, Beasley
and Tinkham [23] to the geometry of our bicrystal grain boundaries it is
possible to calculate the temperature rise expected at any point in the I–V
curve.

Table 4.2 shows the calculated temperature increases for all the hysteretic
junctions measured in this study, at key points on the I–V curve. The
power dissipated in these junctions typically leads to temperature increases
of the order of 1 K at the return current. For the junctions measured in
this study the critical current is found to be temperature independent at
low temperatures, so small variations in temperature are unlikely to make a
significant difference to the hysteresis.

The expected hysteresis (α = Iret/Ic) due to a small temperature rise at
the junction is α = 1 + (∆T/Ic)× dIc/dT . A typical value for 1/Ic × dIc/dT
is -3×10−3 K−1 for an optimally doped 24◦ [001] tilt YBa2Cu3O7−δ grain
boundary [4]. For temperature rises of order 1 K this leads to α = 0.997,
which should be compared to the measured values in this study, in the range
0.95 to 0.995. The temperature increases associated with heating in the
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Table 4.2: Temperature rise associated with heating of the junction in the normal state

at the return current, ∆Tret, and at the critical current, ∆Tcrit. Values are calculated for

different values of x in Y1−xCaxBa2Cu3O7−δ, different junction widths w and different

temperatures, T . The return voltage, Vret, is also shown for easy comparison with Fig.

4.7. The calculations were performed using the model outlined in the appendix. Note

that the predicted temperature increase is approximately the same for all the junctions

in the study and that it is strongly reduced as the temperature is increased.

x w(µm) T (K) Vret (mV) ∆Tcrit (K) ∆Tret (K)
0 4 4.2 0.6 1.0 0.9
0 3 4.2 0.5 1.0 0.7
0 2 4.2 0.7 1.7 1.0

10 4 4.2 0.3 0.9 0.7
10 3 4.2 0.6 1.9 1.3
10 2 4.2 0.4 0.9 0.8
30 5 4.2 0.2 0.6 0.5
30 4 4.2 0.1 0.5 0.4
30 3 4.2 0.2 0.7 0.6
30 2 4.2 0.6 2.3 1.6
30 2 15.0 0.5 0.3 0.2
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2 µm 30% Calcium doped junction are the largest. This was the junction in
which heating effects were expected from the rise in the capacitance observed
at high return voltages in Fig. 4.7 and the temperature dependance of the
capacitance in Fig. 4.9. The observation of the onset of heating effects in this
junction gives confidence that such effects do not occur in the other junctions,
in which less power is dissipated at the return current. In the case of this
junction the capacitance could be extracted from measurements at 15 K,
where the heating is significantly reduced. In addition most of the junctions
measured in this study had a temperature independent capacitance, as shown
in Fig. 4.9. The observation of a temperature independent capacitance
suggests that heating effects are negligible — it is clear from the data in Table
4.2 that the effects of heating are strongly reduced at higher temperatures.

Heating effects can therefore be eliminated by careful consideration of
the temperature and magnetic field dependence of the critical current. A
self-consistent picture emerges from these measurements and indicates that
it is possible to measure the grain boundary capacitance using the junction
hysteresis. Further evidence for the consistency of the technique comes from
the scaling of the measured capacitance with junction width, shown in Fig.
4.10. Having demonstrated that the capacitance measured is due to the grain
boundary itself, the next section assesses the systematic effect of thermal
noise on the measured hysteresis.

4.3.3 The Effect of Thermal Noise on the Measured
Capacitance

Thermal or other noise sources cause a reduction in the measured critical
current and an increase in the return current, producing a systematic under-
estimate of the capacitance. The washboard analogue for the resistively and
capacitively shunted Josephson Junction provides a simple explanation for
this effect (see chapter 1) . In the presence of a noise source the supercon-
ducting state becomes metastable at currents just below the critical current,
when the size of the washboard potential well becomes comparable to kT
(where k is Boltzmann’s constant and T is the noise temperature). The
junction switches into the normal state prematurely as a result of noise ex-
citation out of the potential well. Similarly the return process can occur at
currents greater than the return current, with the noise source leading to
premature re-trapping into the washboard potential well. As a consequence
of the noise the junction does not switch out at a fixed current, but rather
the observed critical currents are distributed across a finite range of currents.
By measuring the distribution of the observed critical currents it is possible
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to determine the lifetime of the states corresponding to the observed currents
and the true critical current can then be determined from the distribution of
these lifetimes [24].

Kramers [37] showed that in the intermediately damped (or the transition
state) regime the lifetime, τ , of the state corresponding to a current just below
the critical current is given by:

τ−1 =
ω

2π
exp

(

− E

kT

)

, (4.3)

where ω/2π is the frequency of escape attempts from the potential well, E
is the energy of the washboard potential barrier, k is Boltzmann’s constant
and T is the temperature. For a Josephson junction tilted washboard the
values of E and ω are:
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where I is the current of the metastable state, Ic is the true (zero noise)
critical current, C is the junction capacitance and Φ0 is the flux quantum.
The assumptions implicit in the above analysis are that ωτ � 1 and that
E/kT > RCω > 0.8. The junctions in this work satisfy these requirements.

To calculate the inverse lifetime of a given current state, the critical
current data is reduced to the form of a histogram with N current bins.
The lifetime of the state corresponding to each current bin, τ−1(K) (where
K = 1...N) can then be determined. The K = 1 bin is defined as that with
largest critical current and the K = N bin as that with the smallest. Fulton
and Dunkleberger showed that τ−1(K) is given by [24]:

τ−1 (K) =
dI

dt

1

∆I
ln

(

∑K
j=1 P (j)

∑K−1
i=1 P (i)

)

, (4.6)

where dI/dt is the current sweep rate at the Kth current bin, ∆I is the
width of the current bin and P (i) is the number of switching events that
occur within the ith current bin. In deriving this equation it is assumed that
İ/Ic � ω, τ−1 and that the current applied can be approximated as increasing
linearly with time over the period corresponding to a single current interval.
Again these approximations are valid for our experimental conditions.

Having calculated τ−1 for a number of current intervals it is possible to
produce a plot of ln(2πτ−1/ω) versus E/k, provided a value for the true (zero
noise) critical current, Ic, is assumed. Initially this is fixed at the value of
the largest critical current observed. From equation 4.3 it is clear that such
a graph should have an intercept of zero and a gradient of 1/T , where T is
the noise temperature. The value of Ic is increased until the condition of
zero intercept for the graph is satisfied. In this way the true critical current
is determined and the noise temperature can also be extracted from the
gradient of the graph.

Fig. 4.11(a) shows the distribution of critical currents obtained for the
2 µm 30% Ca doped junction, together with the theoretical distribution ob-
tained from the above analysis. Fig. 4.11(b) shows the plot of ln(2πτ−1/ω)
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versus E/k that was used to calculate the true critical current and the noise
temperature. For this data the noise temperature is 54 K, significantly above
the measurement temperature of 4.2 K. This excess noise could be due to
Johnson noise transmitted down the wires in the measurement probe to the
device, and indeed in previous experiments to measure critical current distri-
butions special precautions had to be adopted to prevent this [24, 38]. The
bandwidth of this measurement (effectively the inverse total measurement
time to the attempt frequency ω) is sufficiently large that the contribution of
1/f noise to the switching distribution is expected to be negligible in com-
parison to the white noise. The fact that Fig. 4.11(b) is linear indicates
that the noise is frequency independent, so the above analysis is applicable.
The value of the true critical current was found to be 3.67 mA, so the value
measured is approximately 4% lower than the true value. The effect of this
systematic under-estimate is discussed below.

The return currents can also be treated by a similar analysis to estimate
the effect of the noise [39, 40]. Generally the return currents are less suscep-
tible to thermal noise than the critical currents [41], so it is more difficult to
measure their distribution. The 2 µm 30% Ca doped junction was found to
have a non-thermal current distribution. A possible cause of this problem is
that shot noise makes a significant contribution to the noise across the junc-
tion. Likharev identifies the limit at which shot noise becomes important
as voltages above 0.5 mV at 4.2 K [41]. This is comparable to the return
voltage across the junction when it switches back (0.48 mV in zero field).

Assuming that the effect of the noise on the return current is compara-
ble to its effect on the critical current (i.e. the measured return current is
4% above the true return current) the systematic error in the capacitance
can be estimated. This assumption will over-estimate the effect of noise on
the measurement, since the critical current distribution is generally broader
than the return current distribution for a given noise temperature. The 4%
errors in both the critical and return current translate to a 25% systematic
under-estimate of the capacitance. While this is significant, it is much less
than the 500% increases in the capacitance observed as the calcium doping is
increased from 0% to 30% (see Fig. 4.12). The error is also consistent, as the
capacitance of the junctions scales well with the track width (see Fig. 4.10)
and is approximately temperature independent (see Fig. 4.9). This consis-
tency occurs because the noise temperature is larger than the measurement
temperature in all cases and indicates that the noise is fundamental to our
measurement apparatus.

Thermal noise therefore produces a significant, but consistent under-
estimate of the capacitance. The measured capacitance is likely to be ap-
proximately 75% of the true value in the absence of thermal noise. This is
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significantly less than the 500% increase in the capacitance observed as the
Ca doping is changed.

In summary measurements of the junction capacitance from the current–
voltage hysteresis demonstrate that it is dominated by the substrate at low
frequencies. By measuring the capacitance at higher frequencies the intrinsic
grain boundary capacitance can be determined. The results obtained from
hysteresis measurements on the 30% Calcium doped junctions are in qualita-
tive agreement with the data from Fiske resonances, although the resonances
themselves all occur in the low frequency, substrate dominated regime and
so cannot be used to extract the capacitance. The temperature dependence
of the capacitance was measured for all the junctions in this study. For the
undoped 2 µm wide junction the capacitance was measured up to 40 K and
was found to be temperature independent, this is further evidence that the
technique is viable. There was some indication that heating may be signifi-
cant, particularly in the case of the 30% Calcium doped 2 µm junction which
had the highest critical current density of all the junctions measured in this
study. Calculations of the temperature rises associated with heating of the
junctions revealed that this junction had the largest heating effect. A self-
consistent picture emerges from these measurements and indicates that it is
possible to measure the grain boundary capacitance using the junction hys-
teresis. The major error associated with this technique is due to suppression
of the junction hysteresis by thermal noise. The effect of thermal noise can
be estimated by measuring the distribution of critical currents obtained from
sequential measurements. Such a measurement demonstrates that thermal
noise produces a systematic under-estimate of the capacitance of approxi-
mately 25%, which is much less than the 500% increase in the capacitance
observed in the next section.

4.4 Capacitance as a Function of Doping

Fig. 4.12 shows the transport and normal state properties of the films mea-
sured at 4.2 K, together with the capacitance, as measured by the junction
hysteresis. The previous discussion has demonstrated that both heating and
parasitic substrate capacitances do not effect the results. The effect of ther-
mal noise is that the measured capacitances are approximately 25% less than
the true values, and this should be considered when interpreting the results.
Note also that there are further systematic errors associated with the ac-
curacy of measuring the size of the tracks and the film thickness, which,
together with the random errors associated with determining the return cur-
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rent and the critical current, amount to approximately 15% of the measured
capacitance values.

There is a clear trend of increasing capacitance per unit area, decreasing
resistance-area product and increasing critical current density as the calcium
doping in the films is increased. The results, including the scatter in the
data, are consistent with the previous work by Schneider et al. [6]. The
capacitance of the junctions increases from 0.2 Fm−2 for the undoped sample
to a maximum value of 1.2 Fm−2 for the 30% doped sample.

4.5 Discussion

The measured values of the grain boundary capacitance for doped and un-
doped samples can now be compared with the other properties of the bound-
aries — to gain further insight into their nature.

The undoped boundaries had a capacitance of 0.2 Fm−2, similar to the
value of 0.1 Fm−2 predicted by Mannhart and Hilgenkamp using the band
bending model [12]. A similar approach is used to consider the results from
the undoped film. The capacitance per unit area, C/A, is related to the
barrier thickness, t, by the simple relation: C/A = (εrε0)/t, where εr is the
relative dielectric constant, and ε0 is the permittivity of free space. The
barrier thickness, t, is made up of two depletion regions, width ld, and the
structural width of the boundary, d (t = 2ld + d). d has been measured by
TEM and was found to be a few atomic spacings, independent of misorienta-
tion angle [42]. The width of the boundary is assumed to be d ≈ 0.2 nm and
the dielectric constant is taken as εr ≈ 20, a value well within the range of
values in the literature [12]. The capacitance per unit area measured in this
study for undoped boundaries is 0.2 Fm−2. Assuming a uniform barrier it is
possible to calculate the width of the depletion region: ld = 0.3 nm. The built
in voltage, Vbi, is related to ld by Vbi = l2den/2ε0εr, where e is the electronic
charge and n is the carrier density (4.5× 1027 m−3 for YBa2Cu3O7−δ). Using
this relation a value of Vbi = 0.2 V is calculated. The built in voltage and the
measured capacitance can be used to calculate the charge on the boundary,
which in turn enables an estimate of the number of charge trapping sites
per unit area of the boundary, SGB. In this case SGB = 3 × 1017 m−2 (using
SGB = CV/eA). This value is within an order of magnitude of that predicted
by Browning on the basis of the structural unit model [43].

A uniform boundary with a capacitance per unit area of 1.0 Fm2 (the
capacitance of the 30% doped boundaries) has a total width, t, of 0.2 nm, if
εr is 20. However it is not possible to conclude that the Ca doping has com-
pletely eliminated the charge on the boundary (leaving just the structural
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Figure 4.12: Dependence of (a) the normal resistance area product, (b) the capacitance

per unit area, (c) the critical current density and (d) the critical temperature, on the

amount of calcium doping. (a) to (c) were measured with the samples immersed in liquid

helium at atmospheric pressure. The different symbols correspond to junctions of different

widths. Experimental errors are approximately 15% of the measured value in (a) and (c)

and 1 K in (d). The errors in (b) are discussed in more detail in sections 4.3 - 4.4.
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width of the boundary), since the observed decrease in resistance is too small.
A four fold decrease in the width of the barrier would produce an extremely
large decrease in the barrier resistance, which is exponentially dependent on
the barrier width. The relationship between the resistance and the capaci-
tance as the doping is varied is shown in Fig. 4.13. This relationship is well
approximated by the following equation:

C/A ∝ 1

RnA
. (4.7)

Such a relationship is inconsistent with a simple model of the grain bound-
ary in which the tunnel barrier is homogenous across the width of the junc-
tion. The change in the capacitance is much too large for the observed
changes in the normal state resistance. The data does not, however, rule
out a tunnelling model because of the extremely inhomogeneous nature of
grain boundaries in YBa2Cu3O7−δ. The microstructure of grain boundaries
in thin film samples is typically very complex [44, 45], with structures that
include nanoscale facetting [46, 42] and microscale meandering [47] of the
grain boundary. The capacitance per unit area of the grain boundary scales
as the inverse of the boundary thickness (C/A = (εrε0)/t) whilst the resis-
tance area product will, to a good approximation, scale as RnA ∝ e−At, where
A is some tunneling constant. The resistance area product will therefore be
dominated by contributions from the narrowest regions of the barrier [48],
whilst the capacitance is sensitive to the entire width of the barrier. With
inhomogeneities on many length scales it is difficult to predict the expected
relationship between the normal resistance area product and the capacitance
per unit area, but it is clear that the capacitance will change more rapidly in
relation to the resistance area product than a simple one dimensional model
would predict. The relationship between capacitance per unit area and resis-
tance area product given in Equation 4.7 has been observed by a number of
authors with various grain boundary geometries [22, 49]. Such a relationship
is consistent with changes in the effective area of the boundary. This may
imply that the narrowest regions of the boundary dominate both the capac-
itance and the normal resistance and that the proportion of these regions is
increasing as calcium is added. Such a conclusion is necessarily tentative. A
possibility within a band bending context is that the charge on the boundary
is inhomogeneous along its length — with some parts of the electrical barrier
being relatively unaffected by band bending. The addition of Calcium may
reduce the charge and hence the boundary width on the other areas of the
boundary and therefore effectively increase the active area of the boundary.

The interpretation of the capacitance data is further complicated since
it is not clear how the addition of Calcium alters the dielectric constant
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of the barrier region. Despite such difficulties in interpretation, it is clear
that calcium doping produces a definite increase in the capacitance of the
boundary.

4.6 Summary

The capacitance of 24◦ [001] tilt Calcium doped Y1−xCaxBa2Cu3O7−δ grain
boundaries has been measured for thin films with x in the range 0.0 to 0.3.
The capacitance was determined from the hysteresis in the I–V character-
istic. By measuring the capacitance as a function of the voltage across the
junction it was possible to observe the contribution of both parasitic substrate
capacitance and heating to the hysteresis. At 4.2 K, the substrate contributes
to the capacitance at return voltages below approximately 0.25 mV. Heat-
ing can increase the measured capacitance at high bias voltages and heating
effects were observed in one of the junctions measured. However, since the
effects of heating and the substrate could be observed in the measurement
it was possible to eliminate them by using values of the measured capaci-
tance in the regime where they had no effect. The effect of thermal noise
on the measurement was assessed and is an order of magnitude less than the
observed changes in capacitance. The grain boundary capacitance increased
from 0.2 Fm−2 for x = 0 to a maximum value of 1.2 Fm−2 for x = 0.3. Due
to the complex structure of the boundaries, and in the absence of knowledge
of how doping effects the dielectric constant, it is difficult to make definite
conclusions about how these capacitance changes relate to changes in the
boundary’s electrical structure. However, the results do seem consistent with
changes in the effective area of the boundary occurring as Calcium is added.
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Chapter 5

Measuring the Normal State
Properties of YBa2Cu3O7−δ
Grain Boundaries

In previous studies of the transport properties of YBa2Cu3O7−δ grain bound-
aries measurements have been performed below the critical temperature, Tc

[1]. The absence of any data for the normal state properties of YBa2Cu3O7−δ

grain boundaries was the motivation for developing a technique to measure
grain boundary properties above Tc. This is not a simple task, since the
resistance of a 0.1 × 2µm2 24 ◦[001] tilt grain boundary (4 Ω at 290 K, as
measured in this work) is significantly less than the resistance of even very
short adjoining tracks (≈ 33 Ω for a 0.1 µm thick square section at 290 K
[2]). The normal state properties cannot, therefore, be accurately measured
with the standard four point technique. However, if the resistance of the
adjoining tracks is compensated, by means of a Wheatstone bridge structure
[3, 4, 5], it is possible to measure accurately the properties of isolated grain
boundaries. In this chapter the development of this technique for use on
YBa2Cu3O7−δ grain boundaries is described.

5.1 The Wheatstone Bridge Technique

The technique employed to isolate the grain boundary resistance is derived
from the simple concept of a Wheatstone bridge. As shown in Fig. 5.1a, if a
bridge is fabricated with identical arms (resistance R) then in the standard
configuration the measured voltage is zero. This can be realised in practice
by fabricating a bridge in which each of the four arms are composed of
identically patterned regions of a uniform thin film.
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Figure 5.1: Diagrams illustrating the concept of the Wheatstone bridge device. a) If a

bridge is fabricated with arms of identical resistance, R , then the measured voltage is

zero. b) If an additional grain boundary resistance, rgb, is added in each arm the voltage

measured is Irgb/2 for applied current I.

If an additional grain boundary resistance, rgb, is added in series with
two arms of the bridge in a non symmetric manner, as shown in Fig 5.1b,
then a voltage is developed across the structure. In practice this is achieved
by carefully aligning a patterned bridge across a grain boundary, so that the
grain boundary contributes additional resistance asymmetrically to two arms
of the bridge. It is straightforward to show that the ratio of the measured
voltage, V , to the applied current, I, is then given by:

V

I
= −rgb

2
(5.1)

This technique was first used by Mathur et al. [3] to measure the magne-
toresistance of La0.7Ca0.3MnO3 grain boundaries. We performed several ex-
periments to find the best structure for use with YBa2Cu3O7−δ grain bound-
aries and to understand the sources of error in the technique. These experi-
ments are discussed in the next section.

5.2 Optimising the Properties of the Bridges

In practice it is not possible to fabricate perfectly symmetric bridge struc-
tures. In the absence of the grain boundary, imbalance is caused by asymme-
tries due to film inhomogeneity and the lithographic resolution. Fabricating
sufficiently balanced bridges in YBa2Cu3O7−δ is more challenging than doing
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Figure 5.2: Circuit diagram for bridges containing imperfections. a) An off grain boundary

bridge. b) A bridge aligned with a grain boundary. Each arm of the bridge contains a

small imperfection, changing its resistance from the mean value R to R(1 + δx), where

δx � 1.

so for La0.7Ca0.3MnO3 boundaries, because the bulk material has a higher
resistance (so that lithographic inhomogeneities in the bridges produce a
greater absolute change in their resistance) and the grain boundaries have
a lower resistance (which means that the bridges must be better balanced
for the grain boundary signal to be greater than that of the bridge alone).
It is therefore necessary to consider in detail the effect of such asymmetries
on the signal measured by a bridge and to understand their source in our
experiments.

5.2.1 Imperfect Bridges

Figure 5.2a shows the circuit diagram for a bridge with small asymmetries
due to imperfections in fabrication. Each arm of the bridge contains a small
imperfection, changing its resistance from the mean value R to R(1 + δx),
where δx � 1. A current I is applied between the points B and D. The
voltage VAC measured between points A and C is given by:

VAC = IR
(2 + δ1 + δ4)(2 + δ2 + δ3)

4 + δ1 + δ2 + δ3 + δ4

(

1 + δ4
2 + δ4 + δ1

− 1 + δ3
2 + δ2 + δ3

)

(5.2)

By Taylor expanding the quotients and neglecting terms of order δ2
x the

following result is obtained:

VAC ≈ IR

4
(δ2 + δ4 − δ1 − δ3) (5.3)
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Similarly, if current I is applied between points A and B the voltage measured
between D and C, V ∗

DC , is given by:

V ∗
DC ≈ IR

4

(

1 +
3

4
(δ1 + δ3) −

1

4
(δ2 + δ4)

)

(5.4)

If the same current is applied between B and C, the voltage measured between
A and D, V ∗

AD, is:

V ∗
AD ≈ IR

4

(

1 +
3

4
(δ2 + δ3) −

1

4
(δ1 + δ3)

)

(5.5)

Since by definition δ1 + δ2 + δ3 + δ4 = 0, the mean resistance of an arm R is
given by:

R = 2
V ∗

AD + V ∗
DC

I
(5.6)

We define the quantity ∆R:

∆R = 4
VAC

I
(5.7)

It is clear from Equation 5.3 that ∆R is of the same order as the quantities
Rδx. It is therefore possible to measure the mean resistance of a single arm
and to estimate the size of the resistance deviations from measurements of
the bridge in different configurations.

When the bridge is aligned with a grain boundary as shown in Fig. 5.2b
the voltage measured between A and C when current is applied between B
and D is given by:

VAC ≈ −I
2

(

rgb +
R

2
(δ1 + δ3 − δ2 − δ4)

)

(5.8)

to first order in δx. The resistance, VAC/I, of a bridge away from the bound-
ary is therefore a good estimate of the error in rgb/2 for an identical bridge
patterned on the boundary.

The results derived in this section give useful insights into the properties
of the bridge system. Using the above results it is possible to evaluate the
properties of single crystal bridges in a non-destructive manner. Both the
resistance of a single arm and the magnitude of the differences in resistance
between the arms can be determined from measurements of the bridge in dif-
ferent configurations. It is also shown that the errors obtained are applicable
when a grain boundary is aligned with the device. In the next section these
results are applied to different bridge structures fabricated on single crystal
YBa2Cu3O7−δ films.
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Table 5.1: Resistance of bridges with different geometries fabricated on a single crystal

YBa2Cu3O7−δ film, nominally 100nm thick. The various bridge geometries are illustrated

in Fig. 5.3. The resistance is measured at 290 K.

Bridge geometry Fig. 5.3a Fig. 5.3b Fig. 5.3c Fig. 5.3d
VAC/I (Ω) -6 ≈ 9† 11 69
R (Ω) 879 - 69 1232
∆R (Ω) 24 - 43 275

† This bridge was damaged by application of too large a current before the
controlled temperature measurement was performed, so the temperature for
this measurement is not accurately known, although it is likely to be within
a few degrees of 290 K.

5.2.2 Bridge Geometry

Bridges of various geometries were fabricated and measured in order to ob-
tain estimates of realistic experimental values of ∆R in relation to R, given
our fabrication procedure (the fabrication and measurement procedures are
described in chapter 3). The geometries investigated are illustrated in Fig.
5.3, together with the intended location of the grain boundary. Devices were
fabricated on a single crystal YBa2Cu3O7−δ film, nominally 100 nm thick
and the resistance was measured at 290 K. The results obtained from this
preliminary study are shown in Table 5.1.

Several conclusions can be drawn from the results in Table 5.1. Firstly it
is clear that the device structure shown in Fig. 5.3a outperforms the other
geometries considerably. The quantity of relevance for comparison with the
grain boundary resistance is VAC/I (and not ∆R), since it is this measured
resistance that will compete with the signal from the grain boundary on a
bicrystal sample. The resistance of a single 0.1× 2µm 24◦symmetric bound-
ary is approximately 4 Ω at 290 K — so a single boundary crossing two arms
would contribute a signal of 2 Ω to each of the bridges (see Equation 5.1).
The bridge in Fig. 5.3a is designed so that there are 19 such boundaries in
each arm. The estimated total signal obtainable from a device aligned with a
grain boundary (34 Ω) is therefore significantly greater than the error signal
obtained from this measurement of a single crystal sample. It is equally clear
that the bridges shown in Figs. 5.3 c and d are unsuitable - as the measured
signal in the case of these devices is significantly greater than the 2 Ω signal
that the single grain boundary per arm would generate. The device shown in
Fig. 5.3b may have been damaged during processing, or possibly the bridge
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d)c)

b)
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100   mm

GBGB
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Figure 5.3: Initial devices used to investigate the feasibility of using bridges to measure

the normal state properties of the boundary. Bridges with a number of crossings were

investigated, running both perpendicular (a) and at an angle to (b) the grain boundary

plane. Small bridges consisting of single track arms were also investigated (c and d). For

each device the position of the grain boundary is marked by two arrows labelled ’GB’.
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arms at different angles milled in an asymmetric manner, producing a large
imbalance.

In order to understand the origins of the asymmetries in the bridges we
performed a detailed analysis of the resistance of the bridge shown in Fig.
5.3c. On the length scale of this device (10 µm) the film properties were
expected to be uniform, so the principle source of error should be the lithog-
raphy. We therefore imaged the bridge using an atomic force microscope
(Fig. 5.4a) and estimated from this image the resistance of the bridge.

The atomic force microscope (AFM) image in Fig. 5.4a was converted to
a black and white image, so that regions above 0.8 µm in height appeared
black, whilst those below appeared white (Fig. 5.4b). The bridge was then
split into four different arms (Fig. 5.4c) and these images were resampled
to increase their resolution. A vertical array of lines, spaced at intervals of
one pixel in the original image, was superimposed on top of these images,
producing a bitmap like that shown in Fig. 5.4d. The software package
‘Scion Image’ was then used to extract the areas of all n segments of the
ith arm, Ai

j where j = 1 . . . n. The areas Ai
j are proportional to the widths,

wi
j, of the individual segments since the segments are all 1 pixel wide. A

reasonable approximation to the total resistance of the ith arm will be given
by the expression:

Ri ≈ ρl

t

n
∑

j=1

1

wi
j

(5.9)

where ρ is the resistivity of the film, l is the length of a single pixel in the
original AFM image and t is the thickness of the film (assumed to be uni-
form across the device). This expression assumes that the resistance of each
segment can be simply added to that of the previous segment. It therefore
completely ignores current redistribution effects, but should, nonetheless,
produce an order of magnitude estimate of the bridge imbalance. Since in
this case the film resistivity was not measured, but the mean resistance of
the bridge arms, R, was known (see Table 5.1) — it was simpler to normalise
the results in the following manner:

Ri ≈
4
∑n

j=1
1

wi
j

∑4
k=1

∑n
j=1

1
wk

j

R (5.10)

Using Equation 5.5 and 5.7 the value of ∆R can be estimated from the image
using the following expression:
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Figure 5.4: Analysis of the small bridge resistance. a) An atomic force microscope image

is made of the bridge (image resolution: 512 samples per line, scan rate: 0.5 Hz). b) The

image is processed so that the flat regions of the bridge appear black. c) The bridge is

separated into individual arms. d) Each bridge is divided into sections and the area of

each of these sections is then computed. This area is proportional to the width of the

section.
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∆R ≈
4
(

∑n
j=1

1
w2

j

+
∑n

j=1
1

w3

j

−∑n
j=1

1
w1

j

−∑n
j=1

1
w4

j

− Γ
)

Γ
R (5.11)

where Γ =
∑4

k=1

∑n
j=1

1
wk

j

.

Applying the above analysis to the device shown in Fig. 5.4, leads to an
estimated ∆R of 19 Ω (or equivalently an estimated VAC/I of 5 Ω) which
is approximately half the measured value in Table 5.1. This agreement is
relatively good considering the approximations made in the analysis — fur-
thermore the estimated ∆R is less than the measured value, as expected.
An underestimate occurs because the resistance of the corners in Fig. 5.4c
was ignored. In addition current redistribution effects will also increase the
measured resistance.

The previous discussion demonstrates that, in the case of small bridges,
the principle sources of error are asymmetries in the lithography. With a
short track these inhomogeneities can lead to relatively large changes in the
resistance of the track and so small devices are not optimum. The device
shown in Figure 5.3a, consists of a n smaller tracks in series, with a total
grain boundary resistance of nrgb. As the value of n increases, the standard
deviation of the total resistance increases as

√
n but the total grain boundary

resistance increases as n. The signal to noise ratio is therefore predicted to
increase as

√
n. For this reason we decided to investigate bridges similar to

that shown in Fig. 5.3a, but of increasing length, to further improve the
technique.

5.2.3 Bridge Length

A mask with a number of similar bridges, each with a different number of
grain boundary crossings per arm, was designed in order to further optimise
the bridge structure. The 3 device geometries investigated are illustrated
in Fig. 5.5. Note that these structures have several improvements over the
device shown in Fig. 5.3a. The voltage taps in the center of the device are
located symmetrically with respect to the arms above and below them. The
region of track with these voltage taps has also been lengthened, to ensure
that current redistribution effects do not cause asymmetry in the resistance
of the arms above and below it (current coming into the left hand track
follows a ‘u’ shaped path, turning back on itself, whilst current leaving the
track follows a dogleg). In addition to this, many of the sharp corners in
the device have been rounded, to facilitate more consistent processing (this
is difficult to see in the figure).
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Table 5.2: Effect of varying the number of grain boundary crossings on the spread in

resistance of bridges fabricated on single crystal films. The standard deviation of the

resistance of bridges of each type, σn−1, is given.

Bridge Geometry Fig. 5.5a Fig. 5.5b Fig. 5.5c
Crossings per arm of bridge 11 21 41
σn−1 at 250 K (Ω) 33.8 5.8 62.3
σn−1 at 150 K (Ω) 22.0 3.7 40.6

These structures were patterned onto a number of films grown under
identical conditions. The resistance of the devices was then measured as a
function of temperature (the fabrication and measurement of these devices
was performed by S. H. Mennema, using the procedures described in chapter
3). For this experiment 8 devices were fabricated on each substrate so more
detailed statistics could be obtained. The best estimate of the population
standard deviation for the resistance of this group of bridges, σn−1, is shown
in Table 5.2. The resistance of the devices was found to vary with tempera-
ture in the same way as a YBa2Cu3O7−δ track (the critical temperatures of
the films were between 87 and 89 K). This indicates that the inhomogeneities
in the structure result from normal YBa2Cu3O7−δ.

The results from Table 5.2 indicate that the geometry in 5.5b is optimum.
As the device size increases a larger portion of the film is sampled so film
inhomogeneities become an increasing problem. This is the likely reason for
the larger standard deviation of the devices depicted in Fig. 5.5c. The stan-
dard deviation of the devices shown in Fig. 5.5a is significantly greater than√

2 times those in 5.5b (as would be expected from the statistics discussed in
the previous section). It therefore seems that the signal to noise ratio does
not follow the simple

√
n relationship proposed in the previous section. It

is likely that there is a more complex interplay between film homogeneity,
lithography and device design for these larger structures.

The structure in Fig. 5.5b, with 21 crossings per arm of the bridge, was
used as the basis for the remainder of this investigation, since the results
above indicate that such a structure is optimal. Figure 5.6 shows the final
mask design adopted for the remainder of this study. 8 Bridges in total are
arranged on the mask, 5 aligned with the grain boundary and 3 away from
it (to serve as controls). In addition to these there are 3 tracks (2 crossing
the boundary and 1 not) to facilitate standard, 4 point, measurements of
the both the grain boundary I–V characteristics and the single crystal R–T
characteristics. The bridges are labelled B1 to B8 and the tracks T1 to T3.
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Figure 5.5: Mask design used to investigate the effect of varying the length of the bridges.

Bridges with a) 11, b) 21 and c) 41 traverses of the grain boundary per arm were investi-

gated. In each case the position of the grain boundary is marked by two arrows labelled

’GB’.
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The resolution of the bridge technique, using this mask, is assessed in the
next section.

5.3 Resolution of the Technique

A single crystal film was grown at LG Electronics, in order to determine
the resolution of the technique with devices fabricated in our experimental
facilities. This film was patterned with the mask design shown in Fig. 5.6
and the resistance of each bridge was measured between room temperature
and the critical temperature with a current bias of 5 µA (the equipment
used is described in Chapter 3). The measured resistance (Rm) was then
normalised as it would be were a grain boundary present in the bridge to
produce the equivalent resistance area product ReqA, defined by:

ReqA =
2Rmwt

n
(5.12)

where w is the width of the narrow tracks in the center of each bridge arm
(measured by atomic force microscopy), t is the film thickness (measured
by atomic force microscopy on a wet-etched step) and n is the number of
crossings per arm of the grain boundary (in this case 21). The factor n is
present because, were the pattern to be aligned with a grain boundary, there
would be n boundary resistances contributing in series to the additional
resistance in each grain boundary arm. By normalising the data in this
manner the results obtained are directly comparable to the resistance area
product of a grain boundary.

The mean resistance of the devices in Fig. 5.7 at 250 K is (−5 ± 4) ×
10−14 Ωm2. This value is sufficiently close to zero to indicate that there is
no significant systematic imbalance in the bridge structure adopted. The
variation of the bridge resistance is also not correlated with the position of
the bridge on the sample (see Fig. 5.6 for the positions of bridges 1 to 8
along the grain boundary), which indicates that systematics associated with
variations in film properties are also not significant. For the bridges with
larger resistance, the variation of the resistance with temperature is similar
in form to that characteristic of bulk, optimally doped YBa2Cu3O7−δ, which
indicates that the main contribution to the imbalance is from such material.
It is clear that the technique is sensitive to resistance area products of order
1 × 10−13 Ωm2, which corresponds to 15◦ [001] tilt boundaries [6]. It should
be noted that this is not necessarily the ultimate resolution of the technique
— with improved lithography and film homogeneity it may be possible to
significantly improve the quality of the bridges.
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Figure 5.6: Chip layout and device structure adopted for the experiments reported in

the remainder of this chapter. a) Detail of the central region of the chip, showing the

individual bridges and tracks as they are arranged down the grain boundary. Bridges are

marked B1, B2. . . whilst tracks are marked T1, T2. . . b) Detail of the bridge structure.

c) Detail of tracks 1 and 2. d) Detail of track 3. In all panels the position of the grain

boundary is marked by two arrows labelled ’GB’.
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Figure 5.7: Equivalent resistance area product shown against temperature for 8 devices

patterned on a single crystal substrate. The devices are named according to the convention

set out in Fig. 5.6.
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Figure 5.8: Grain boundary related sources of systematic error in a bridge. The figures

show cross sections of tracks from part of a Wheatstone bridge structure. a) A track on a

compensating bridge arm away from the boundary. b) When a grain boundary is aligned

with the track the boundary itself occupies a small volume of the track (shown in red).

There is thus a missing volume of normal track that is over-compensated by the balancing

arm of the bridge. c) Since there is a groove associated with the boundary — the film

thickness in the region of the boundary is slightly depressed. This means that there is a

higher resistance portion of track associated with each grain boundary.

In conclusion the results from single crystal bridges indicate that, given
the currently available facilities, it is possible to measure resistance area
products of order 1×10−13 Ωm2, with a signal to noise ratio of 1. However, the
addition of a grain boundary to the system may add additional, systematic
errors to the bridge devices. These sources of error are discussed in the next
section.

5.4 Further Possible Sources of Error

In addition to the sources of error discussed above, further systematics occur
when a grain boundary is aligned with the bridges. Errors are caused by
the finite volume of the grain boundary itself, and by the inter-grain groove
associated with the boundary. These sources of error are illustrated in Fig.
5.8. Additionally heating of the grain boundary may lead to errors.

The finite volume of the grain boundary means that a small volume of
normal track is missing from the track that the boundary crosses. This means
that the measured resistance area product, RmA, of the boundary is given
by:

RmA = RnA− lgbρ (5.13)

where ρ is the resistivity of the film and the other symbols are as defined in
Fig. 5.8.
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Figure 5.9: Atomic force microscope cross section through a grain boundary, illustrating

the grain boundary groove. a) The line along which the cross section is taken. b) Film

height shown against distance along the cross section. The two red arrows in both a) and

b) are positioned either side of the boundary. The image was scanned at 0.88 Hz with a

resolution of 512 samples per line. The image in a) has a height scale of 30 nm (0 nm

shown in black, 30 nm shown in white).

At 300 K for optimally doped YBa2Cu3O7−δ the quantity lgbρ is approx-
imately 10−14 Ωm2, assuming lgb is 1 nm and ρ is 0.15 mΩcm [2]. This is an
order of magnitude less than the equivalent resistance area product shown
in Fig. 5.7.

The groove associated with the grain boundary extends over distances
considerably larger than the boundary itself. Figure 5.9 shows that such
a groove is typically comparable in depth to the grooves associated with
different grains. However the presence of the boundary forces a groove to be
present along the length of the bicrystal line.

The reduced cross section of the track near the boundary increases the
measured resistance area product. Provided the size of the groove is small
compared to the film thickness the measured resistance area product is ap-
proximately:

RmA ≈ RnA+ lgrρ
dg

t
(5.14)

where the terms are defined in Fig. 5.8.
Fig. 5.9 shows that dg ≈ 10 nm and ld ≈ 100nm. lgrρdg/t is therefore

approximately 5 × 10−14Ωm2 at 300 K, assuming ρ is 0.15 mΩcm [2]. This
is of a similar order to the equivalent resistance area products shown in Fig.
5.7 and is therefore not likely to significantly change the resolution of the
technique. However it should be noted that this is a systematic error, and it



5.5 Application of the technique 157

does provide a limit on the available resolution, given the film microstructure.

A further possible source of error is heating of the boundary. The heat
transfer across the grain boundary is determined by both the thermal conduc-
tivity, κ, and the heat transfer coefficient across the substrate-film boundary,
α, as discussed in Chapter 4. κ is strongly dependent on temperature be-
low 100 K [7], as is α below 30 K [8, 9] — so it is possible that the grain
boundary heating associated with the dissipation occurring at the boundary
changes with temperature and therefore effects the results. The effect of this
potential source of error is dependent on both the bias current and on the
temperature variation of the resistance itself. Above the critical tempera-
ture, Tc, it is unlikely to be a significant source of error, as the bias current
used (5 µA) is small. Below Tc the critical current makes it necessary to
use a higher bias current for measuring the normal resistance. However, the
normal resistance of grain boundaries below Tc has been observed to be tem-
perature independent in previous studies [10] and in the work presented in
the next chapter. Given a temperature independent normal state resistance,
heating is not significant a problem — as the resistance of the boundary is
not changed by heating. In addition the observation of a temperature inde-
pendent normal state resistance is evidence for the absence of heating effects,
as the heating of the boundary is likely to be strongly temperature dependent
at low temperatures.

In summary the additional systematic effects that occur when a grain
boundary is aligned with the bridge device have been assessed and are all
comparable to or less than the resolution of the technique. In the next section
the results obtained from applying the technique on a single bicrystal sample
are described.

5.5 Application of the technique to a

YBa2Cu3O7−δ Grain Boundary

In order to test the technique on a YBa2Cu3O7−δ grain boundary a film was
grown on a 30◦symmetric [001] tilt SrTiO3 bicrystal. This film was grown at
LG Electronics under identical conditions to the film used in Section 5.3. It
was patterned in Cambridge and the grain boundary was carefully aligned
with the devices as shown in Fig. 5.6. Above the critical temperature, Tc,
the normal resistance is obtained by the application of a small current bias
of 5 µA to the bridge. Below Tc the normal resistance is more difficult to
determine, because of the critical current of the film. The critical current can
be suppressed by the application of a low frequency (<10 GHz) microwave
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signal to the boundary [5]. In the absence of a microwave source it was found
that good values of the resistance area product are obtained by measuring
at a sufficiently large voltage that the film critical current causes a negligible
effect. This is illustrated in Fig. 5.10. If the quasiparticle current voltage
(I–V ) characteristic is linear, then it is expected that the static (I/V ) and
dynamic dI/dV ) resistances should be equivalent. The figure shows that this
is the case provided that the data is analysed at sufficiently high voltages.

The results in Fig. 5.11 show the measured normal resistance area prod-
uct of the five grain boundary devices on the 30◦ bicrystal. It is clear that the
temperature dependance of the resistance area product is markedly different
from that in Fig. 5.7. The resistance is fairly temperature independent for
this grain boundary — this result implies that there is no large contribution
from normal YBa2Cu3O7−δ tracks. Note that the data in the vicinity of Tc

is omitted for clarity — the resistance simply drops to zero for the data ob-
tained above Tc at low current bias, whilst the high current bias data below
Tc diverges due to flux flow in the connecting tracks. For some devices large
peaks or troughs in the resistance are also observed as the sample is cooled
though Tc — these are simply due to small differences in Tc between differ-
ent arms of the bridges producing imbalance in the bridge structure. The
consistency of this data (together with the consistency of the data obtained
for other grain boundary angles in Chapter 6) is convincing evidence for the
viability of the technique discussed in this chapter.

Figure 5.12 shows the resistance area product from bridge 4 subtracted
from that of bridge 7. The resulting temperature dependance is markedly
similar to that of normal YBa2Cu3O7−δ and is of a similar magnitude to the
signals obtained from the control bridges shown in Fig. 5.7. This is what is
expected from the bridges and is further evidence that the technique is well
understood. The offset in the resistance is likely caused by differences in the
grain boundary properties from bridge to bridge. Note that the form of this
curve suggests that this offset is temperature independent. This is important
since if such an offset is present from device to device it is possible that there
is a difference between the additional grain boundary resistances on opposite
arms of the same bridge. For a bridge in which the two grain boundary
contributions rgb(T ) and r(T )gb(1 + ∆) differ by a constant percentage it is
straightforward to show that the voltage measured in the same configuration
as in Fig. 5.1 is given by:

V

I
= −rgb

2

(

1 +
∆

2

)

(5.15)

provided that ∆rgb/(2R+ rgb) � 1 (in fact this is essentially a limiting case
of equation 5.8). So the measured resistance is simply scaled by a factor
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Figure 5.12: Temperature dependance of the difference between the Resistance Area Prod-

uct of bridge 7 and bridge 4 on the 30◦ symmetric [001] tilt boundary. The form of the

temperature dependence is similar to that of optimally doped YBa2Cu3O7−δ, and so is

associated with an imbalance in the bridge.

of (1 + ∆/2) if there is an offset of this form between the two arms of a
bridge. The overall temperature dependance of the signal is unaffected, and
the mean properties of the grain boundaries are measured.

A consistent decrease in the grain boundary resistance as the sample is
cooled through Tc is observed. Its magnitude (approximately 0.5×10−13 Ωm2)
appears an order of magnitude too large to be accounted for by the grain
boundary groove. Since the resistance of this grain boundary is largely tem-
perature independent the jump cannot be well explained by heating effects
either. Schneider et al. have observed that this difference is not consistent
from device to device and furthermore that it can be eliminated altogether
[5]. There are several possible explanations for this behaviour. Firstly, be-
cause of the critical current of the junctions, it is necessary to measure the
resistance of the junction at a finite voltage below the critical temperature,
Tc, and at zero voltage above Tc. If there is some small difference in the
resistance between these two voltages this will result in an offset at the crit-
ical temperature. Schneider et al. use a low frequency microwave source to
suppress the critical current of the samples so that they can measure the
resistance at zero bias below the critical temperature. They found that us-
ing other criteria for the normal resistance produced discontinuities similar
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to those observed in our study [11]. It is also possible that there are higher
resistance regions of film associated with the grain boundary that are shorted
out in the superconducting state but that contribute an additional resistance
in the normal state. The presence of such regions may be dependent on
the growth conditions, and a different film microstructure could explain why
Schneider et al. do not observe such a discontinuity.

In summary the data in Figs. 5.7 and 5.11 indicate that it is possible to
use the Wheatstone bridge technique on YBa2Cu3O7−δ and that consistent
results may be obtained from bridges patterned over grain boundaries. The
properties of five wheatstone bridge devices patterned on the same sample
are consistent, with small differences from bridge to bridge. The device to
device variation is consistent with the error signals observed from bridges
patterned on a single crystal sample, which indicates that the technique is
well understood. In the next section a new technique proposed by another
group is described, and compared with the results discussed in this section.

5.6 An Alternative Technique

Schneider et al. have recently introduced an alternative technique to the
bridge technique described above [5]. Instead of using a bridge to compensate
the resistance of the adjoining tracks they employ reference tracks adjacent
to the boundary. A single track is patterned across the grain boundary and
in addition two identical tracks are patterned either side of this track. The
voltage signal obtained from the adjacent tracks can then be compared (to
ensure that it is equal) and then subtracted from that of the grain boundary
track to obtain the grain boundary signal. The experimental arrangement
that they used is shown in Fig. 5.13. The grain boundary resistance, Rgb, is
obtained in the following manner:

Rgb ≈ 1

I

(

Vmeas −
V ∗

g1 + V ∗
g2

2

)

(5.16)

where the terms are defined in Fig. 5.13.

Schneider et al. report that they obtain significantly improved results
over the bridge technique by using this method. However, their bridges seem
to be significantly less well balanced than those measured in this study. The
bridges they use appear to be 3 times larger than those in Fig. 5.6 — and
so may be subject to the variations in film properties discussed above. It
is clear however, that their alternative technique produces good results for
high angle boundaries. In addition the authors do not observe a significant
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Figure 5.13: The structure used by Schneider et al. to measure the resistance of a 45◦ sym-

metric [001] tilt boundary [5]. The grain boundary resistance is obtained by subtracting

the mean resistance of the two adjacent tracts from the grain boundary tracks.
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discontinuity in the measured resistance at the critical temperature on grain
boundary samples — unlike that observed in this study.

5.7 Summary

In this chapter a bridge technique to measure the normal state resistance of
grain boundaries in YBa2Cu3O7−δ has been introduced. The technique has
been analysed in detail and a number of useful results for characterising the
bridges have been derived. A preliminary study on a number of bridges indi-
cated that the use of smaller bridge structures is limited by the quality of the
lithography, whilst larger structures are limited by both the lithography and
the film homogeneity. The device structure adopted as a result of these pre-
liminary studies was a meandering bridge that crosses the grain boundary 21
times in two of the four bridge arms. A study on single crystal bridges shows
that these devices can be used to measure resistance area products greater
than 1× 10−13 Ωm2 (equivalent to the resistance of 15◦ [001] tilt boundaries
[6]), as fabricated in our experimental facilities. Further systematic errors
due to the presence of the grain boundary in the device are discussed and
shown to be the same order as, or less than 1×10−13 Ωm2. The application of
the method to a 30◦ [001] tilt grain boundary demonstrates consistent results
both above and below the critical temperature. The device to device varia-
tion is consistent with the error signals observed from bridges patterned on a
single crystal sample, which indicates that the technique is well understood.
Finally an alternative method for measuring the normal state resistance of
large angle grain boundaries was compared with the technique described in
this chapter.
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Chapter 6

Normal State Properties of
YBa2Cu3O7−δ Grain
Boundaries as a function of
Misorientation

In this chapter the technique developed in Chapter 5 is applied in a study of
the properties of YBa2Cu3O7−δ grain boundaries as a function of misorienta-
tion. The first measurements of the normal state properties of a number of
grain boundary orientations are described. As mentioned previously, there
is little data available in the literature for the normal state properties [1] —
the only other work is an unpublished study on 45◦ symmetric and asymmet-
ric [001] tilt boundaries [2]. The data presented provides a valuable tool in
distinguishing between the various models proposed for high Tc grain bound-
aries (see reference [1] and Chapter 2 for a detailed analysis of the current
models for high Tc grain boundaries).

A series of 4 films was grown on bicrystalline samples of different misori-
entations. 24◦symmetric, 37◦symmetric and 45◦asymmetric [001] tilt grain
boundaries were grown in Cambridge (using the procedure described in chap-
ter 3) and a 30◦symmetric boundary was grown at LG Electronics. These
films were patterned into bridges using the mask illustrated in Fig. 5.6 and
following the procedure outlined in Chapter 3. The properties of devices
from each film were then measured in detail — so that information on both
the normal state properties and the technique itself was obtained.
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Table 6.1: Growth conditions for films used in this chapter. The films were all grown in

Cambridge with the exception of the 30◦ symmetric [001] tilt boundary, which was grown

by LG Electronics. Full details of the Cambridge growth procedure are given in Chapter

3.

Bicrystal Growth Power Target Oxygen Film
Angle Temper Density Substrate Pressure Thickness

-ature at Target Distance
45◦† 765 ◦C 2.2 Jcm−2 57 mm 200 mBar 135 nm
36◦‡ 765 ◦C 3.3 Jcm−2 57 mm 200 mBar 77 nm
30◦‡ 800 ◦C 1.4 Jcm−2 43 mm 1000 mBar 210 nm
24◦‡ 765 ◦C 3.7 Jcm−2 57 mm 200 mBar 120 nm

† Asymmetric [001] tilt
‡ Symmetric [001] tilt

6.1 Properties of the films used in this study

Table 6.1 summarises the growth conditions and the thicknesses of the films
used in this study. These films were characterised electrically by resistivity
measurements and their surface properties were measured by Atomic Force
Microscopy (AFM). In addition Transmission Electron Microscopy (TEM)
samples were prepared from one of the samples (the 24◦symmetric [001] tilt
bicrystal) and subsequently imaged. A good understanding of both the sur-
face and the bulk properties of the films was obtained in this way.

Figure 6.1 shows Atomic Force Microscope images of films grown at both
the I. R. C. in Superconductivity and LG Electronics (note that Fig. 6.1b
is typical of the surface properties of the films grown in Cambridge). As
discussed in Section 5.4 the grain boundary is associated with a groove of
approximately 10 nm in depth — similar in magnitude to the inter-grain
grooves. The boundary is therefore visible in both images. Due to their
large size and irregular shapes the particulates on the films are most likely
’boulders’ — larger pieces of target material ablated in the deposition process
and subsequently embedded in the film [3]. These boulders will reduce the
effective area of the grain boundary slightly (if they happen to lie over it)
but should not effect the measurements significantly in other ways. The
particulate density of the Cambridge film is higher than that of the LG film
and the grain size is somewhat larger — this is probably due to differences
in the growth conditions.
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Figure 6.1: Atomic force microscope images of bicrystal films used in this study grown

at LG Electronics and at the I. R. C. in Superconductivity. a) The 30◦bicrystal (grown

at LG Electronics). b) The 37◦bicrystal (grown at the I. R. C. in Superconductivity). In

both cases the image is scanned at 0.7 Hz and the resolution is 512 samples per line.
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The detailed microstructure of the grain boundaries themselves is clearly
important for this investigation. For this reason Transmission Electron Mi-
croscopy was performed on a cross sections of the film through the 24◦ grain
boundary. The samples were prepared by Sorin Lazar and imaged by Sibe
Mennema in the laboratory of Henny Zandbergen. A dual beam scanning
electron microsope/focused ion beam (SEM/FIB) was used to cut the lamel-
lae, which meant that it was possible to prepare sections perpendicular to
both the grain boundary and the substrate surface. This non-standard geom-
etry provides a unique view of the grain boundary microstructure throughout
the film. Full experimental details are given in Chapter 3.

Figure 6.2 shows the TEM images obtained from the film. Panels a) and
b) illustrate the geometry of the lamellae with respect to the grain boundary.
Panels c) and d) show two sections at different point through the boundary.
Both images are bright field images taken along the [100] direction of the
darker side of the bicrystal — this is why there is a strong contrast between
the two sides of the bicrystal. In both cases the grain boundary itself is
clearly visible. Panel c) shows that in some regions of the boundary individ-
ual grains extend across the bicrystal line and grow non-epitaxially on the
opposite side of the bicrystal. Such a microstructure has been observed pre-
viously on YZrO2 bicrystals [4]. It is possible that the non-epitaxial regions
of the YBa2Cu3O7−δ are significantly strained as a result of a large mismatch
with the underlying substrate lattice parameters (particularly close to the in-
terface with the substrate). If this is the case they will have a reduced critical
current and critical temperature and may even be non-superconducting. The
grain boundary 3 dimensional microstructure is illustrated schematically in
Fig. 6.3. The projected structure is similar in form to the model of Moeckly
et al. [5]. The overgrowth mechanism is a plausible means of producing
the kind of microstructure that Moeckly et al. envisage and would limit the
active area of the boundary. Such inhomogeneities in the grain boundary
structure are typical of the complexity of these defects, with structures that
also include nanoscale facetting [6, 7] and microscale meandering [8] of the
grain boundary. It is interesting to note that the overgrowth of these grain
boundaries contrasts with the results on different films in which the grain
boundary essentially follows the bicrystal line along the substrate/film inter-
face and then deviates away from this line through the thickness of the film
[9, 10]. This indicates that the model proposed by Ayache et al. [11] for
the grain boundary three dimensional topography is not universal and that
the properties of these complex defects can depend strongly on the growth
conditions. Miller et al. have observed that the grain boundary meander
depends on the growth conditions [8, 12], so it is not surprising that other
structural features are also effected. It is clear from the image in panel d)
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Figure 6.2: Transmission Electron Micrograph (TEM) of cross sections through the 24◦

bicrystal. a) Diagram showing the plane of the TEM lamella (shown in red). b) Image

obtained from the dual beam scanning electron microscope/focused ion beam used to

prepare the sample. An entire lamella is shown. c) and d) Transverse TEM images through

the grain boundary at different points. In both cases the images are bright field images

taken along the (100) direction of the darker side of the bicrystal. The YBa2Cu3O7−δ film

is marked ‘YBCO’ and the SrTiO3 substrate is marked ‘STO’.
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Figure 6.3: Schematic showing the effect of overgrown grains on the grain boundary 3

dimensional structure. The film on the right hand side of the boundary has been removed

from the diagram to reveal the boundary topography. In a single plain of the boundary

the current is limited to narrow constrictions in which the film is not excessively stressed.

As the film grows away from the substrate the size of these constrictions increases. This

is a reasonable mechanism to produce the microstructure proposed by Moeckly et al. [5]

and would mean that the effective area of the grain boundary was limited by the grain

size.

that the YBa2Cu3O7−δ grain boundary does not always deviate significantly
from the substrate boundary along its length — in some regions the two
grain boundaries are essentially coincident.

In addition to characterising the structure of the films, measurements of
the film resistivity were performed. Track 2 in Fig. 5.6c was used in order to
characterise the properties of a section of single crystal YBa2Cu3O7−δ track.
This device is one aspect of the mask that could be significantly improved —
the track is too short and narrow for accurate measurements of the resistivity
of the material. A longer, wider section of track would be more appropriate,
since then it would be possible to accurately define the location of the voltage
contacts and lithographic inhomogeneities will play less of a role.
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Figure 6.4 shows the results obtained for the film resistance-temperature
characteristics. The form of the curves in a), b) and d) is similar to that
observed in thin films [13, 14, 15, 16] and single crystal samples [17, 18] with
δ = 0.05. The estimated values of the resistivity are approximately 50%
higher than those reported. It is likely that this discrepancy results from
systematic errors in measuring the film thickness, track width and contact
separation (in this case the voltage contacts were 2 µm wide and were only
separated by 5 µm). The curve in c) is more consistent with δ ≈ 0.19, so this
film is likely to be somewhat underdoped. This film was also significantly
thinner than the others used in this study, which may be related to its non-
optimal doping. It appears that a mistake was made in the growth and
subsequent oxygenation of this sample.

In summary the films employed in this investigation have been charac-
terised by AFM, TEM and electrical resistivity measurements. The AFM
images reveal that the films are reasonably flat and contain particulates that
are most likely ’boulders’, chunks of target material removed during the
ablation process. The TEM studies revealed that in some regions of the
film the grain boundary overgrows the bicrystal line producing regions of
non-epitaxial growth. The resistivity measurements show that the electri-
cal characteristics of the films are comparable and consistent with optimal
doping, with the exception of the 36◦ symmetric boundary, which is slightly
underdoped.

These films were fabricated into Wheatstone bridge and single track de-
vices. These devices were also characterised by AFM, as described in the
next section.

6.2 Devices Characterisation

Each of the films described above were patterned into devices using the mask
shown in Fig. 5.6. Particular care was taken in order to align the pattern
accurately to the grain boundary — the alignment stage of the lithography
often taking several hours. Figure 6.5 shows part of a fabricated device on
the 24◦ bicrystal. This device was typical of those fabricated in this study.
The 2 µm tracks in the centre of the bridge arm are faithfully reproduced
from the mask by the lithographic process. The quality of these tracks is
critical for the successful operation of the devices as they contribute a good
proportion of the resistance of the device and in addition run across the grain
boundary itself. Although there are occasional defects (for example in the
very top track shown there is a small notch missing) in general the tracks
are of consistent width. It is clearly possible to fabricate high quality devices
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Figure 6.4: Bulk resistance-temperature characteristics for the films measured in this

study. Data is shown for: a) 24◦ symmetric boundary, b) the 30◦ symmetric boundary,

c) the 37◦ symmetric boundary and (d) the 45◦ asymmetric boundary. The insets show

detail of the region close to the critical temperature, Tc. The approximate resistivity is

shown as an alternative y-axis. Note that, because the electrically conducting thickness of

the film is not known, the resistivity is necessarily an estimate. In this case the track width

was measured only in the case of the 45◦ boundary (2 µm wide), in all other cases it was

assumed to be 2 µm. Note also that a track containing a grain boundary was measured

for the 24◦ boundary, since on this bicrystal the non-grain boundary track was damaged

during processing.
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Figure 6.5: Atomic force microscope image of part of a bridge device on the 24◦ bicrystal.

The image is scanned at 0.3 Hz and the resolution is 512 samples per line.

of this size using our, standard UV–lithography, process. It is nonetheless
likely that the technique will be improved by the use of a higher resolution
mask aligner with a lower wavelength UV source or by the use of an electron
beam lithography system.

Having discussed the properties of both the films and the devices, the
next section describes the measurements of the normal state properties of
the grain boundaries themselves.

6.3 Normal State Resistance as a function of

Misorientation

The principle aim of this investigation was to measure the normal state re-
sistance of a series of grain boundaries of different misorientations and to
correlate the normal state properties with other transport characteristics. In
this section the normal state measurements above the critical temperature,
Tc, are presented.
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Figure 6.6 shows the normal state resistance above Tc for all the samples
measured in this study. Panels a to d show the data from the 24◦, 30◦ and 36◦

symmetric and from the 45◦ asymmetric samples respectively. Panel e shows
the data obtained from a single crystal control sample (also shown in Fig.
5.7) for comparison with the grain boundary results. The marked difference
between the behaviour in a to d and that in e is further evidence that the
technique is viable. Note that one device is missing from the 24◦ sample
as this device was damaged during processing. The results from a given
sample are typically very consistent from device to device. The functional
form of the resistance is very similar, although there is approximately a 20%
variation in its magnitude. Such variations are not too surprising — the
boundaries themselves are extremely inhomogeneous and previous work on
bicrystal junction arrays has shown that macroscopic transport properties (in
particular the critical current) can vary greatly along the length of a single
grain boundary [19, 20, 21, 22]. For the 24◦ and 30◦ samples it is also possible
to observe a small device to device error that is due to bridge imbalance —
this can be revealed by plotting the difference between the curves obtained
from different devices — as illustrated in Fig. 5.12. Such errors can be
eliminated by taking an mean over all the devices on a single boundary —
since the bridge imbalance itself has been shown to have a random sign
(see panel e). The panel in f shows such a mean over all devices from each
misorientation angle.

There is a clear transition in the data from behaviour in which the re-
sistance remains almost temperature independent at low misorientation to
an almost linearly decreasing resistance at larger misorientation. In the case
of the 24◦ and the 30◦ symmetric samples the resistance levels off at lower
temperatures — this is consistent with the current–voltage data below Tc

presented below — the normal state properties are essentially temperature
independent below 80 K. Although a similar trend is not visible in the data
above Tc for the 37◦ symmetric and 45◦ asymmetric samples the current-
voltage curves from these devices are also temperature independent below
80 K — indicating that a levelling off occurs. A transition from a constant
resistance at lower temperatures to a roughly linearly decreasing resistance
at higher temperatures has also been reported for a 45◦ symmetric bicrystal
[2] and is consistent with all the other available data (see below). Since the
37◦ symmetric sample was slightly underdoped it is expected that its resis-
tance is larger than would be the case for optimally doped samples. This is
the likely reason why its room temperature resistance area product is greater
than that of the 45◦ asymmetric boundary from the same growth series.

Figure 6.7 shows all the other data currently available on optimally doped
YBa2Cu3O7−δ grain boundaries. Data from a subsequent study in Cambridge
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Figure 6.6: Zero bias resistance area product shown against temperature for the devices

measured in this work (as grown). a)–d) Data from each of the devices measured on

24◦, 30◦, 37◦symmetric and 45◦asymmetric grain boundaries respectively. The devices

are named according to the convention set out in Fig. 5.6. e) Data from control sample

with no grain boundary. f) Comparison of data from different grain boundary angles,

showing the mean over all the devices for each sample. Note that in each case the data is

normalised so that it is comparable to single junction data.
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Figure 6.7: Other measurements of YBa2Cu3O7−δ grain boundary normal state resistance

area product. a) Mean resistance area product of 5 bridges on a 37◦ bicrystal grown in

Cambridge (measured by Sibe Mennema) [23]. The insert shows the characteristics of the

five devices used in this study. Note that the growth conditions for this film are different

from those used for the films reported in this study, which is why the resistance area

product has decreased significantly. b) and c) Results obtained by Christof Schneider on

single bridges fabricated on bicrystal samples grown in Augsburg [24]. d) Results obtained

from an alternative technique (described in section 5.6) by the Augsburg group [2]. Note

that in each case the data is normalised so that it is comparable to single junction data.
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(with films grown under different conditions to those in this study) and from
an additional study in Augsburg are reported. The Augsburg group are able
to continue the normal state resistance measurements below Tc since they
use a low frequency microwave source to suppress the critical current [2].
The results are generally consistent with those reported in this study, al-
though the resistance area products are all significantly lower. The reason
for this difference is probably differences in the growth conditions for the
different samples. Large variations in the properties of grain boundaries of a
fixed misorientation have been reported in the literature [1] — these are pri-
marily attributed to differences in the growth conditions and corresponding
grain boundary microstructure. It is clear that although the magnitude of
the resistance area product is not the same for these additional studies, the
functional form of the variation is comparable. This may indicate that the
grain boundary effective area is largely responsible for the differences in the
transport properties for a fixed misorientation angle. In the preceding discus-
sion the overgrowth of the grain boundary, and corresponding non-epitaxial,
highly stressed, growth was highlighted as a possible mechanism for changes
in the effective area of the grain boundary. A further possibility is that a
single facet orientation is responsible for the bulk of the current carrying
capability of the grain boundary. The facet and meander structure is known
to be highly dependent on the growth conditions of the film [8, 12].

In conclusion, the measured normal state resistance of these grain bound-
aries is self consistent and consistent with other studies in the literature. The
magnitude of the normal state resistance is higher than that measured in
other studies, but is nonetheless within the spread reported in the literature.
For the two higher angle boundaries (36◦ symmetric and 45◦ asymmetric) the
resistance area product decreases approximately linearly above Tc, whilst for
the lower angle boundaries (24◦ and 30◦ symmetric) it is almost temperature
independent. Below Tc it is possible to investigate the entire current–voltage
characteristic of the devices. The next section describes these measurements
in detail.

6.4 Current Density–Voltage Characteristics

as a Function of Misorientation

Below the critical temperature (Tc) the current density–voltage (J–V ) curves
were measured for all the devices as a function of temperature. Although
there is some variation from device to device the data in Fig. 6.8 shows
that the behaviour at 10 K is reasonably consistent for each sample. The
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differences between the J–V curves correlate with the differences observed
in the normal state results and most likely reflect variations in the grain
boundary properties along its length, as discussed in the previous section.
The functional form of the J–V curves, like those of the RnA–T curves is
consistent from device to device.

The 24◦ and 30◦ symmetric boundaries have current density–voltage char-
acteristics similar to the majority of those reported in the literature and con-
sistent with the early work by the I. B. M. Group [25]. The absence of excess
currents is usually observed in short junctions less than 3 µm wide [1]. The
J–V characteristic is essentially linear over the measurable range of ±20 mV.
The J–V characteristic of the 36◦ symmetric and the 45◦ asymmetric bound-
aries can be measured over a much greater range (±150 mV) because of their
higher resistance. The reason for this is that flux flow in the film adjacent to
the boundary occurs at a roughly constant current for a fixed temperature
— so the measurements of the grain boundaries are limited by a maximum
current bias at a given temperature. For the lower resistance samples the
obtainable voltage range is therefore much smaller than for the higher resis-
tance samples. The higher angle boundaries have clearly non-linear current
density–voltage characteristics in the voltage range of ±150 mV. Such char-
acteristics are also observable in single tracks across the grain boundary (see
Fig. 6.10), and have been observed by other authors in both optimally doped
[2] and underdoped [26] YBa2Cu3O7−δ grain boundaries.

Figure 6.10 shows the current density–voltage characteristics for two sin-
gle track devices on the 36◦ symmetric and 45◦ asymmetric samples. The
non-linear current voltage characteristics observed in the bridges are also ob-
served in these devices. The conductance–voltage characteristics calculated
from the J–V curves are also shown. These characteristics are not parabolic
(see the detailed analysis in the next chapter). Froehlich et al. maintain that
they have observed parabolic conductance–voltage characteristics in their de-
oxygenated 24◦ [001] tilt grain boundary [26], however they observe the cur-
rent voltage characteristics over a limited range and the barrier height they
obtain from their fit (eV = 20 meV) is far too low to be consistent with the
other transport properties. In particular the grain boundary resistance has
previously been shown to be constant up to 100 K for 24◦ symmetric [001] tilt
boundaries [27], and in this work such a temperature independent resistance
is observed up to 300 K for similar boundaries. With such a low barrier
height, quasiparticle thermal emission should be significant even below Tc

(eV/kb = 270 K, where kb is Boltzmann’s constant). Below approximately
30 mV a reduction in the conductivity is observed. This may be a feature
caused by the superconducting gap although further investigation is neces-
sary to confirm this. The presence of this feature makes it difficult to extract
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Figure 6.8: 10 K current density – voltage characteristics for all the devices on each

bicrystal sample (measured as grown). a)–d) shows data from each of the devices measured

on 24◦, 30◦, 37◦symmetric and 45◦asymmetric grain boundaries respectively. The data

has been normalised so that it is comparable to single junction data.
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Figure 6.9: Current density voltage characteristics as a function of temperature, for each

misorientation angle measured (measured as grown). a)–d) shows data from each of the

devices measured on 24◦, 30◦, 37◦symmetric and 45◦asymmetric grain boundaries respec-

tively. The data shown is obtained from bridge 1 on each of the samples and has been

normalised so that it is comparable to single junction data. As shown in Fig. 6.8, there is

some variation in the characteristics between devices, but all devices produce results that

are essentially temperature independent.
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the zero bias resistance area product from the data at low temperatures.
The J–V characteristics show that below 80 K the normal state properties

of all the grain boundaries studied are essentially temperature independent.
Thus the zero bias normal state resistance must be constant at low tempera-
tures, for all the samples. Figure 6.11 shows the form of the complete RnA-T
curve that is measured in this study. The value of the zero bias resistance
below Tc is obtained from linear fits to the J–V curves close to the origin.
This is done by eye for each device to avoid the difficulties due to the critical
current of low bias measurements of the normal state resistance below Tc.
The resistance area product is then averaged over the devices (note that in
the case of the 45◦ junction the data from bridge 4 is treated as an outlier).
It is clear that the zero bias resistance area product of the 36◦ symmetric and
45◦ asymmetric boundaries is constant below Tc and decreases approximately
linearly above Tc. The resistance of the 24◦ symmetric boundary is almost
temperature independent between 4 K and room temperature and the 30◦
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symmetric sample shows behaviour intermediate between the 45◦ asymmetric
and the 24◦ symmetric boundary.

Since the J–V characteristic is temperature independent for all the de-
vices, heating is not likely to have a significant effect on the measured charac-
teristics. However, it is nonetheless worthwhile to consider the temperature
rises expected at large voltages, where the heating is expected to be most sig-
nificant. At the maximum current bias (typically 1-5 mA) the voltages across
the individual junctions range from 20 mV for the 24◦ boundary to 170 mV
for the 36◦ boundary. The heating at each grain boundary can be estimated
using the model from Appendix A. This is necessarily an approximation be-
cause the model assumes that the thermal conductivity is proportional to T 2,
where T is the temperature. While this assumption is accurate below 10 K
it is less accurate (although not entirely unreasonable) between 10 and 20 K.
The 10 K current–voltage characteristics shown in Fig. 6.9 were analysed
using the model at the maximum current bias. The predicted temperature
rises were 6 K, 6 K, 21 K and 9 K for the 24◦, 30◦, 36◦ and 45◦ samples
respectively. Note that the value of 21 K predicted for the 36◦ sample is so
large that the model is unlikely to be accurate. This approximate calculation
shows that heating is significant at large bias in these devices. Fortunately
the properties of the grain boundaries are temperature independent, so this
heating does not effect the measured J–V characteristic. It is clear from
the analysis of the heating that temperature independent J–V curves are
unlikely to result from a measurement where the characteristic was severely
effected by heating. Both the thermal boundary resistance and the thermal
conductivity, which are critical parameters in the model, vary rapidly with
temperature over the range explored in this investigation [28, 29]. The heat-
ing of the grain boundaries does explain why flux flow occurs in the film at
applied currents significantly less than the critical current of YBa2Cu3O7−δ

(YBa2Cu3O7−δ critical currents are typically in the range of 1011 Am−2 to
1012 Am−2 at helium temperatures [30]).

In conclusion, non-linear current density–voltage characteristics have been
observed for the 36◦ symmetric and the 45◦ asymmetric grain boundaries be-
low Tc. These characteristics have been confirmed in both single track and
bridge devices. Straight line fits to the curves at voltages greater than the
critical current but sufficiently low that the current density–voltage charac-
teristic is linear, were performed. The values obtained from these fits were
used to estimate the temperature dependance of the grain boundary resis-
tance area product at low temperatures. In all cases the low temperature
resistance area product was found to be temperature independent. Such
temperature independent behaviour indicates that heating, while estimated
to be significant at large bias, does not alter the results obtained. Both the
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current density–voltage curves and the resistance area product–temperature
data provide new insights into the grain boundary problem. In particular this
data set provides an excellent testing ground for the various models of grain
boundaries in high Tc superconductors, since two independent curves must
be fitted. These results are analysed in the context of the existing models of
grain boundaries in the next chapter. In the next section we discuss in detail
the spread in the properties of grain boundaries in a single bridge, and its
implications for the analysis of this data.

6.5 Spread in Grain Boundary Properties

within a Bridge

The previous discussion has highlighted the inhomogeneous nature of grain
boundaries in YBa2Cu3O7−δ. Both the critical current density and the nor-
mal resistance area product have been observed to vary over an order of
magnitude for a given grain boundary misorientation [1]. The complex struc-
ture of the boundaries includes nanoscale facetting [4, 6, 7] and microscale
meandering [8] and the resulting microstructure is heavily dependent on the
growth conditions of the thin films [8, 12]. It is this complex microstruc-
ture that produces inhomogeneities in the transport properties at both the
nanoscale and the microscale and that leads to the observed irreproducibility
of the macroscopic transport properties. The critical current of grain bound-
ary arrays has also been observed to be very inhomogeneous with a number
of studies showing large variations across a grain boundary in a single sample
[19, 20, 21, 22]. Since the bridge technique measures the average properties
of two arrays of grain boundaries it is important to understand the spread
in the properties of the boundaries in the individual arrays in the device.

The grain boundary critical currents provide a useful means of assessing
the spread in the transport properties of junctions fabricated on a single de-
vice. The critical current spread can be estimated by performing sensitive
measurements of the current–resistance characteristics using a lock-in ampli-
fier. The full experimental setup is described in Chapter 3. The switching
of individual junctions can be detected as a sudden increase in the resis-
tance at a given applied current. In the Wheatstone bridge device geometry
the current is split between two parallel arrays of grain boundary Josephson
junctions. The equivalent circuit in the superconducting state is shown in
Figure 6.12a). When a current less than the sum of the critical currents of
the lowest critical current junctions in the left and right hand arrays (I l

1 +Ir
1)

is applied, no voltage is measured. As the current approaches I l
1 + Ir

1 it re-
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distributes such that the current in the left hand arm is I l
1 and the current in

the right hand arm is Ir
1 . At this point the two junctions switch together and

the current is redistributed according to the resistances of the two junctions.
The resistance of the device increases from zero to some finite value at this
current. Further discontinuities in the measured resistance occur as different
junctions switch and the current is redistributed accordingly. In some cases
several junctions will switch simultaneously, either because their critical cur-
rents are extremely close or because the sudden increase in the resistance
of one arm leads to a sudden increase in the current flowing through the
opposite arm. It is clear that the applied current is not always an accurate
measure of the critical currents of the junctions, but that, particularly after a
number of junctions in each arm have switched, the current will redistribute
fairly evenly down the left hand and right hand arms of the bridge. Half
the applied current is therefore a reasonable estimate of the critical current.
The total spread in the critical currents of the junctions in each device can
therefore be obtained from this method.

In order to ensure that the technique produces valid results a number of
experiments were performed. The results obtained from both the positive
and the negative sides of the resistance–current curve were compared, along
with the results from a subsequent cool down. Figure 6.13 shows that these
results are consistent with small differences occurring between subsequent
cool-downs. If the distribution of switching events is plotted these differ-
ences are relatively minor and a fairly consistent picture emerges. Note that
the number of switching events is typically significantly less than the number
of junctions, so the distributions cannot be treated simply as critical current
distributions. It is possible to measure the discontinuity in the resistance at
each switch and to estimate the number of junctions that switch. There is
some indication in the distribution of these discontinuities that this approach
may be valid. However the results obtained from such an analysis are ulti-
mately somewhat over-analysed — in the text below the distributions of the
switching events themselves are shown as this was considered to be a more
transparent way of analysing the data. This means that the distributions
observed may be suppressed somewhat from the true critical current distri-
bution — particularly in current ranges where large numbers of junctions
switch — as in these regions it is likely that several junctions will switch
together. Provided these limitations are kept in mind the switching event
distributions may be used to derive useful information about the devices.

To confirm the assumption that the current divides approximately evenly
between the two junction arrays bridge devices were severed as shown in
Fig 6.12b. Bridge 1 on the 45◦ asymmetric sample and bridge 2 on an
additional 30◦ sample were used for this experiment (the 30◦ sample grown
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Table 6.2: Approximate spread of critical current densities in each of the samples measured

in this investigation. These critical current ranges are necessarily approximate because of

the bridge geometry. They are obtained from the data in Fig. 6.15.

Bicrystal Sample Range of Critical Currents
45◦ asymmetric [001] tilt 2×109 – 5×1010 Am−2

36◦ symmetric [001] tilt 2×1010 – 2×1011 Am−2

30◦ symmetric [001] tilt 5×1011 – 3×1012 Am−2

24◦ symmetric [001] tilt 2×1012 – 5×1012 Am−2

at LG Electronics was on a 10×10 mm substrate and was cut into 2 parts —
the second part was used for this experiment, the first for the remainder of
this study). A single bridge is measured before and after one of the junction
arrays is severed — by photolithographically patterning a small hole over the
array and wet etching to remove the YBa2Cu3O7−δ. For both of these samples
the results in Fig. 6.14 show that the technique is remarkably consistent. The
detailed form of the curves is discussed in further detail below.

Figure 6.15 shows representative resistance voltage characteristics near
the critical current from each of the samples measured in this study. In each
case the data is taken from bridge 1 on the sample. As with the normal
resistance data there is a clear distinction between the behaviour of the 24◦

and 30◦ samples and that of the 36◦ and 45◦ samples. The large peaks in the
data of the 36◦ and 45◦ samples are associated with the abrupt switching of
these junctions, which indicates that these junctions’ McCumber parameters
are sufficiently large that abrupt switching occurs out of the superconduct-
ing state [31, 32]. Such abrupt switching behaviour is also observed in single
tracks patterned across the grain boundaries in these two samples — as
shown in panels e and f. Unfortunately the large changes in the resistance
that occur appear to induce other junctions in the bridges to switch, making
the data very difficult to analyse, especially at lower currents. For this rea-
son the detailed distribution of switching events cannot be unambiguously
investigated for these two samples. Nevertheless the approximate range of
critical current densities present in each sample can reasonably be estimated
from the data. Table 6.2 shows the approximate range of critical currents
present in each sample — obtained from the data in Fig. 6.15. These critical
currents are within the range of values in the literature [1].

For the 24◦ and 30◦ samples the currents at which switching events occur
were extracted from the data. As discussed above this was not possible in
the case of the 36◦ and 45◦ samples since the results at low currents are not
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Figure 6.14: Current density–resistance characteristic of a bridge on a) 30◦ and b) 45◦

samples before and after the bridge has been broken open to form a single array. The

correspondence between the different curves is good.

straightforwardly interpretable. Figure 6.16 shows the distribution of switch-
ing events versus current density on both linear and logarithmic scales — for
both of the measurable samples. These distributions are consistent with
other measurements in the literature [19, 20, 21, 22]. Some authors claim
that the distribution of critical currents observed is normal [19, 20] — this
data does not appear to support this view. There is some evidence for the
log-normal distributions proposed by Shadrin, Jia and Divin [21, 22]. How-
ever, the switching distribution data should not be interpreted too heavily
— the technique does not make it possible to observe the switching of all the
junctions individually so there is necessarily some bias in the distributions
observed. The majority of the switching events occur within the ranges set
out in Table 6.2, this data is therefore a good indication of the overall spread
in the junction properties within individual bridges.

Having considered the range of critical currents present in each sample it
is important to note that the measurements of the previous two sections are
necessarily averaged over grain boundaries with quite variable properties.
This is a particular problem with almost all experiments on grain bound-
aries — since with conventional samples it is simply not possible to fabricate
sufficiently narrow tracks that there are no microstructural variations along
the boundary. Although these experiments highlight the problems inherent
with grain boundaries, it is at least clear that there is no difference between
this study and the vast majority of the literature (in which measurements
of single tracks are performed). The bridges involve averaging the proper-
ties of grain boundaries over a number of tracks but even measurements on



192 Grain Boundary Properties as a function of Misorientation

0

10

20

30

40

50

0 10
0

2 10
9

4 10
9

6 10
9

D
e
v

ic
e

R
e
si

st
a

n
ce

(W
)

Currnent Density (Am
-2

)

0

10

20

30

40

50

60

70

80

0 10
0

1 10
9

2 10
9

3 10
9

D
e
v

ic
e

R
e
si

st
a

n
c
e

(W
)

Currnent Density (Am
-2

)

0

200

400

600

800

1000

1200

0 10
0

1 10
8

2 10
8

D
e
v

ic
e

R
e
si

st
a

n
c
e

(W
)

Currnent Density (Am
-2

)

0

80

160

240

320

400

480

560

640

0 10
0

2 10
7

4 10
7

D
e
v

ic
e

R
e
si

st
a

n
c
e

(W
)

Currnent Density (Am
-2

)

0

40

80

120

160

200

240

280

0 10
0

4 10
7

8 10
7

1 10
8

D
e
v

ic
e

R
e
si

st
a

n
c
e

(W
)

Currnent Density (Am
-2

)

0

50

100

150

0 10
0

4 10
7

8 10
7

1 10
8

D
e
v

ic
e

R
e
si

st
a

n
c
e

(W
)

Currnent Density (Am
-2

)

a) b)

c) d)

24 sym° 30 sym°

45 asym
single track

°36 sym
single track

°

e) f)

45 asym°36 sym°
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critical current for each grain boundary measured in this study. In each case the data is
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individual tracks involve averaging over a number of facets and meanders.
The facet and meander structures are the source of the inhomogeneities

reflected in the critical current measurements. The TEM investigation above
shows that individual meanders can overgrow the bicrystal line producing
non-epitaxial regions of film. This mechanism may lead to changes in the
effective area of the boundary as discussed previously. The facets add an
additional element of complexity to the system. The critical current through
individual facets has been shown to depend on the orientation of the facets
with respect to the grains either side (the so called inclination angles) as well
as on the total misorientation (which is essentially unchanged across the en-
tire facetting structure) [6]. The individual facets themselves may vary signif-
icantly in their electrical widths. Since the transport through the boundaries
is almost certainly tunneling (see the discussion in Chapter 2) the effect of
variations in the facet width would be that the narrowest facets would dom-
inate the transport properties (due to the exponential decay of the tunnel
current with width). The facetting therefore produces another mechanism
by which the effective area of the boundaries can be reduced. Facetting adds
an additional element of complexity to measurements of the critical current,
since the dx2−y2 order parameter can interact with the facet structure to pro-
duce a significant decrease in the observed critical current [33, 34]. This may
mean that the critical current spreads measured are an over-estimate of the
spread in the normal state transport properties on which this study focuses.
There is some evidence that this is the case from the close agreement of the
single track current density–voltage characteristics in Fig. 6.10 with those
of the bridges in Fig. 6.9. The other sources of variation discussed change
the effective area of the boundary and so the transport properties measured
are at least proportional to those of single facet boundaries. A liquid phase
epitaxy technique has recently been employed to grow macroscopic single
facet grain boundaries [35] of certain misorientations. Such single facet grain
boundaries are highly desirable for fundamental studies of transport prop-
erties, as they remove many of these difficulties. It would be interesting to
repeat some of this work with such samples.

In summary the distributions of the critical currents in each of the bridges
have been estimated by accurate measurements of the bridge resistance–
voltage curves in the region close to the critical current. Experiments in
which a bridge device is measured on multiple occasions, in which the pos-
itive and negative branches of the same curve are compared and in which
individual bridges are severed so as to measure a single array, confirm that
the technique is a reasonable way of investigating the critical current spread.
The spread in the critical currents occurs over half to one order of magni-
tude for the different samples in this investigation. For the two lower angle
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Figure 6.16: Distribution of switching current densities for a) the 24◦ and b) the 30◦

symmetric samples. This distribution should be a reasonable approximation to the critical

current distribution. The two distributions are also shown with a logarithmic current scale

(panels c) and d) — note that J0 is an arbitrary constant).The 30◦ symmetric sample in

particular shows evidence for the log normal distribution proposed by Shadrin, Jia and

Divin [21, 22].
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samples the critical current distribution could be investigated. While the
results are not sufficiently quantitative to be conclusive, there is some indi-
cation that the critical currents obey the log normal distribution proposed by
Shadrin, Jia and Divin [21, 22]. The implications of the spread in the critical
currents were considered in some detail. The variations in the grain bound-
ary properties are likely to be associated with variations in the effective area
of the boundary or with the dx2−y2 order parameter. The averaging process
inherent to macroscopic measurements of normal state properties is therefore
less complex than it might initially seem. However it would nonetheless be
useful to repeat these experiments on single facet boundaries in which the
microstructure is significantly less complex [35].

Both the normal state and other transport properties of these samples
have been characterised in considerable detail. In the next section the effect
of a controlled anneal on the 30◦ sample is discussed. By annealing the
samples it is possible to alter the properties of the surrounding film without
changing the grain boundary structure.

6.6 Properties as a Function of Oxygenation

A final experiment was performed in order to investigate the properties of
de-oxygenated grain boundaries. The 30◦ symmetric grain boundary was
annealed in a mixture of 0.2% Oxygen in Nitrogen (i.e. 0.2% of the total
number of molecules in the gas mixture were Oxygen molecules) at 500◦C for
7 hours. This time is sufficient to underdope the entire sample homogenously.
The sample was then quenched into Liquid Nitrogen (the apparatus used
for this experiment is described in detail in Chapter 3). The properties of
the sample were measured in detail both before and after this annealing
procedure so that a detailed comparison could be made.

Figure 6.17 summarises the results obtained from this experiment. The
critical temperature of the sample is reduced from 92 K to 43 K and the bulk
resistance–temperature curves are consistent with a decrease in the doping
from δ ≈ 0.05 to δ ≈ 0.45 [13] (note that, as discussed in section 6.1, the
estimated absolute values of the resistivity are high). The form of the re-
sistance temperature curve suggests that the sample is strongly underdoped
after annealing. The effect of underdoping is to bring the sample into the
pseudogap regime of the high–Tc phase diagram [36, 37] (see the discussion
in chapter 2). Since it is likely that the transport mechanism for high angle
boundaries involves tunneling of some form (as concluded in chapter 2) the
presence of a (direction dependent) gap in the normal state density of states
will almost certainly alter the tunnel current in some directions.



196 Grain Boundary Properties as a function of Misorientation

0

4 10
-12

8 10
-12

1.2 10
-11

1.6 10
-11

0 80 160 240

R
e
si

st
a

n
c
e

A
r
ea

P
r
o
d

u
ct

(W
m

-2
)

Temperature (K)

30 sample
after deoxygenation

°

30 sample° as grown

37 sample°

as grown

-1 10
10

-5 10
9

0

5 10
9

1 10
10

-30 -20 -10 0 10 20 30

C
u

r
re

n
t

D
en

si
ty

(A
m

-2
)

Voltage (mV)

d) e)

30 sym after
deoxygenation

°

10K

80K

70K

60K

50K

40K

30K

20K

-3 10
10

-2 10
10

-1 10
10

0

1 10
10

2 10
10

3 10
10

-150 -100 -50 0 50 100 150

C
u

rr
en

t
D

en
si

ty
(A

m
-2

)

Voltage (mV)

30 sym before
deoxygenation

°

c) d)

a)

p

0

20

40

60

80

100

120

0

1 10
-6

2 10
-6

3 10
-6

4 10
-6

0 50 100 150 200 250 300

R
es

is
ta

n
ce

(W
)

A
p

p
r
o
x

im
a

te
R

e
sistiv

ity
(W

m
)

Tem erature (K)

30
o

sym

0

35

90 92 94 96 98

R
(W

)

T (K)

0

50

100

150

200

250

300

350

400

0

4 10
-6

8 10
-6

1.2 10
-5

0 50 100 150 200 250 300

R
e
si

st
a

n
c
e

(W
)

A
p

p
r
o

x
im

a
te

R
esistiv

ity
(W

m
)

Temperature (K)

30
o

sym post

deoxygenation

0

70

40 50

R
(W

)

T (K)

b)

0

5 10
-12

1 10
-11

1.5 10
-11

2 10
-11

0 100 200

R
e
si

st
a

n
c
e

A
r
ea

P
r
o
d

u
ct

(W
m

-2
)

Temperature (K)

30 sample
after deoxygenation

°

30 sample° as grown

Bridge 1

Bridge 2

Bridge 4

Bridge 5

Bridge 7

Figure 6.17: The effect of de-oxygenating one of the samples. Bulk resistance-temperature

characteristics of the 30◦ film a) before and b) after deoxygenation. The insets show

detail of the region close to the critical temperature, Tc. c) Resistance area product shown

against temperature for all the wheatstone devices patterned over the 30◦ symmetric

boundary before and after the film was deoxygenated. d) Comparison with the as grown

37◦ symmetric boundary (Tc=82 K)—in this case the mean over all the devices is shown.

The current density–voltage characteristic for bridge 1 is also shown both before (e) and

after (f) de-oxygenation. Note that for the bridge measurements the data is normalised

so that it is comparable to single junction data.
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Panels c and d in Figure 6.17 show the change in the behaviour of the
zero bias normal state resistance as a function of temperature. There is a
striking difference between the pre and post anneal characteristics. At higher
temperatures the post anneal characteristics are markedly similar to those
of the 36◦ symmetric and 45◦ asymmetric boundaries. At low temperatures
the zero bias resistance increases rapidly with decreasing temperature — this
may be a sign of a gap opening up in the density of states. The Pseudogap
is zero along the kx = ±ky directions and maximum along the kx = 0 and
ky = 0 directions [36]. The normal to the grain boundary plane in the 30◦

symmetric sample is tilted at ±15◦ to the kx = 0 direction on the two sides
of the boundary. The tunnel current is highly dependent on the density of
states in these normal directions [38, 39] so it should be possible to observe the
pseudogap in the underdoped state (assuming that tunneling is the transport
mechanism).

The current density–voltage (J–V ) characteristics are measurable over a
significantly greater voltage range and are clearly non-linear. Interestingly
the value of the resistance obtained from a fit to the J–V characteristic shown
in Figure 6.17 e is 1 × 10−11 Ωm−2 — significantly lower than the value of
the zero-bias resistance measured close to the critical temperature (the fit
is performed at sufficiently low voltages that the curve is linear). The J–V
curves are measured below Tc so the pseudogap is replaced by the anisotropic
superconducting gap, which has dx2−y2 symmetry [40] and therefore maxima
and minima in the same locations as those of the pseudogap. The gap energy
scale is of order 10 meV and is too small to be observed clearly in the J–V
characteristics. Above the critical temperature the normal resistance is mea-
sured with a constant current bias of 5 µA. The maximum voltage measured
is therefore approximately 0.1 mV. The pseudogap energy scale is similar to
that of the superconducting gap — approximately 10 meV [36] and these
low bias measurements will therefore be highly sensitive to it. While the
pseudogap is the most obvious explanation for the observed sharp increase
in the resistance area product at low temperatures, further work is necessary
to convincingly confirm this. If the pseudogap is being probed, high angle
grain boundaries may prove to be a useful means of studying the normal
state gap in YBa2Cu3O7−δ and other high temperature superconductors.

The effect of the anneals on the critical currents of the grain boundaries
in the bridge is shown in the current–resistance characteristic in Fig. 6.18.
The critical current is decreased by two orders of magnitude and its spread is
increased slightly by de-oxygenation. The large peaks characteristic of abrupt
switching appear in the underdoped sample. The fact that the critical current
spread remains reasonable in this sample after annealing indicates that it may
be possible to anneal a single sample multiple times. In this case the anneal



198 Grain Boundary Properties as a function of Misorientation

0

10

20

30

40

50

60

70

80

0 10
0

1 10
9

2 10
9

3 10
9

D
e
v

ic
e

R
e
si

st
a

n
c
e

(W
)

Currnent Density (Am
-2

)

0

80

160

240

320

400

480

560

640

0 10
0

2 10
7

4 10
7

6 10
7

8 10
7

D
e
v

ic
e

R
e
si

st
a

n
ce

(W
)

Currnent Density (Am
-2

)

a) b)

30 sym
as grown

° 30 sym
deoxygenated

°

Figure 6.18: Current–resistance characteristic close to the critical current for bridge 1 on

30◦ sample a) before and b) after deoxygenation.

conditions dramatically changed the doping of the sample so the change in
the grain boundary properties should be an extreme case. It is particularly
interesting to anneal a single sample multiple times because the doping can
then be altered progressively without changing the detailed microstructure
of the grain boundary. The sample to sample irreproducibility is a major
problem in the study of grain boundaries in YBa2Cu3O7−δ, so performing
repeated experiments on a single sample is desirable.

In this section the effect of homogenously deoxygenating the 30◦ sym-
metric sample was examined. The transport properties measured are con-
sistent with a reduction in the doping of the YBa2Cu3O7−δ from δ ≈ 0.05
to δ ≈ 0.45. At higher temperatures the properties of the grain boundary
change from the almost temperature independent lower angle behaviour to
that more characteristic of the higher angle boundaries. As the sample is
cooled towards Tc, the resistance increases rapidly at low bias, most likely as
a result of the normal state gap. Further work is necessary to confirm this.
The critical current of the grain boundaries was reduced by almost two orders
of magnitude, whilst the spread in the critical currents was increased. The
promise of repeated annealing experiments was highlighted — by exploring
a range of doping levels with a single sample experiments can be performed
with the same grain boundary microstructure. This may lead to a more sys-
tematic understanding of grain boundary properties and in addition should
establish whether the technique is suitable for investigating the pseudogap
in the normal state.
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6.7 Summary

In this chapter a detailed study of the transport properties of grain bound-
aries of various misorientations has been reported. 24◦, 30◦ and 36◦ symmet-
ric and 45◦ asymmetric [001] tilt grain boundaries were investigated. The
transport properties have been correlated with the previously unmeasured
normal state resistance of these grain boundaries.

Initially the films used in this investigation were characterised in detail
by AFM, TEM and by measuring their electrical resistivity. The films were
reasonably flat, with some particulates on their surface. The grain boundary
has been shown to overgrow the substrate bicrystal in some regions — pro-
ducing regions of non-epitaxial growth. The resistivity measurements show
that the electrical characteristics of the films are consistent with optimal
doping, with the exception of the 36◦ symmetric boundary, which is slightly
underdoped. The fabrication of devices from the films was also characterised
by atomic force microscopy and the devices were found to be of good quality.

The normal state resistance of the grain boundaries was measured using
a number of devices on each sample and was found to be self consistent
and consistent with other studies. The magnitude of the low temperature
normal state resistance was found to be within the spread reported in the
literature. The resistance area product of the higher angle boundaries (36◦

symmetric and 45◦ asymmetric) decreased approximately linearly above Tc,
whilst that of the lower angle boundaries (24◦ and 30◦ symmetric) was almost
temperature independent. Below Tc the current–voltage characteristics of the
devices were measured. Devices on the higher angle samples showed non-
linear current voltage characteristics that were also observed in single track
devices. The conductance–voltage characteristics were not quadratic for the
single track devices, so a standard, spherical Fermi surface picture does not
apply.

The bridges used in this investigation were found to consist of grain
boundaries with a significant spread in critical currents. The critical currents
were estimated by careful resistance measurements using a lock-in amplifier
and were typically spread over half to one order of magnitude about the
mean. The effect of this variation in critical currents on the validity of the
normal resistance measurements was discussed. It is likely that the variations
reflect changes in the effective area of the grain boundary, or that they result
from the d-wave order parameter and so overestimate the variations in the
normal state resistance. The potential of liquid phase epitaxy grown single
facet grain boundaries [35] for eliminating these problems was highlighted.

While the critical current spread leads to some difficulties in interpreta-
tion, this data is nonetheless a useful body of knowledge with which to test
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the various models of YBa2Cu3O7−δ grain boundaries. The current density–
voltage curves and the resistance area product–temperature data represent
two, essentially independent sets of data which must be explained by any
model for high Tc grain boundaries. The data are analysed in the context of
different models in the next chapter.

The experiment in which a single grain boundary was underdoped high-
lighted the potential of annealing experiments on a single grain boundary.
Such experiments allow changes in the bulk properties of the sample without
changes in the microstructure of the grain boundary itself. The effect of un-
derdoping the 30◦ symmetric boundary was dramatic, with behaviour in the
resistance area product characteristic of higher angle samples at higher tem-
peratures and a sharp increase in the normal state conductance at lower tem-
peratures (possibly due to the pseudogap opening up). The results showed
that it may be possible to use grain boundaries as a means of investigating
the normal state pseudogap.

In the next chapter a detailed analysis of both the normal state resistance
and the current voltage characteristics is performed. The results are analysed
in the context of the various transport models for high-Tc grain boundaries.
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Chapter 7

Analysis of the Normal State
Results

In this chapter the results presented in the previous chapter are analysed in
terms of the various models for high angle grain boundaries in the literature.
This analysis is necessarily complicated by the inhomogeneities in the bound-
ary highlighted in the work presented in Chapters 4 and 6. Since the analysis
of the grain boundaries is complex even for a uniform barrier, the arguments
in this chapter will be primarily focused on models that take no account
of the barrier inhomogeneity. The inhomogeneous grain boundary structure
cannot of itself explain the current voltage and the resistance temperature
data of the previous chapter, since both measurements were performed on
a single boundary with a fixed structure. However the results obtained are
necessarily an average of the transport properties which are known to be
non-uniform across the width of the barrier. Some experiments (such as
those presented in Chapter 4) appear to indicate that the major effect of the
inhomogeneities is to limit the grain boundary effective area. If this is the
case then uniform barrier models are likely to produce reasonable fits to the
data.

As discussed in Chapter 2, the electrical barrier present at a high angle
grain boundary can be modelled in one of three ways:

• An insulating barrier with a low height of order 100 meV caused by a
local distortion of the band structure (Band bending model [1]).

• A Mott insulating barrier with a gap of order 1 eV, containing a high
density of localised states. Supercurrent transport occurs through the
barrier by direct tunneling whilst the quasiparticles tunnel resonantly
(Resonant tunneling type models [2, 3, 4, 5, 6, 7]).
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• An insulating barrier perforated by pinholes through which the super-
current transport occurs (ScS type models [8, 9, 10]).

The main focus of this chapter will be on the band bending model. The
reason for this focus is that this is currently the most plausible model for high
angle grain boundaries. The model developed in this chapter will show that
the magnitude of the normal state resistances of [001] tilt grain boundaries
are consistent with the lower barrier heights associated with a band bending
model. A band bending framework is developed that accounts for the results
of Chapter 6 in a reasonable way. The resonant tunneling model is associated
with a multi-step tunneling process, with larger barrier heights than the band
bending model. The direct tunneling model developed for the band bending
calculations can be used to show that the thickness of the barrier required
for direct tunneling with a 1 eV barrier height is less than the interatomic
spacing, which demonstrates that a resonant tunneling model is implausible.
It is also shown that the results of the previous chapter are inconsistent with
transport that is dominated by narrow constrictions.

7.1 A Direct Tunneling Band Bending Model

The band bending model describes transport through the boundary as being
dominated by tunneling. In this section a tunneling model with band-bending
type potential barriers is developed. The spherical Fermi-surface results of
Stratton [11] and others [12] cannot be applied to the essentially two di-
mensional Fermi surface topology of YBa2Cu3O7−δ. It is therefore necessary
to account more completely for the bandstructure of the material within a
tunneling model.

While the bandstructure is properly accounted for, a number of approx-
imations are still implicit in the analysis that follows. Firstly, the bending
of the band structure is modelled by the simplest approach of employing a
trapezoidal barrier. The detailed physics of the band distortion is not con-
tained within such an approach and a more difficult calculation would need
to be carried out to include such effects. Secondly, the model assumes that
the tunnel barrier is uniform along the length of the grain boundary. This is
clearly not the case for the boundaries measured in this study, as discussed
previously. Thirdly, as a result of the low resistance of the grain boundaries,
the tunnel barriers that are employed are necessarily very narrow, typically of
order 1 nm wide. The model that is used employs the WKB approximation
to calculate the tunnel current, which implicitly assumes that the poten-
tial changes that occur do so over distances that are large compared to the
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electron wavelength, which is also of order 1 nm. An estimate of the errors
involved in using the WKB approximation may be obtained by comparing
the exact value of the transmission probability with that given by the WKB
approximation for a rectangular barrier. For an electron with a wavevector
at the Fermi surface of YBa2Cu3O7−δ (wavevector, k = 2.04 × 109 m−1 and
effective mass, m = 4.5me, where me is the electron mass) the exact expres-
sion gives a transmission probability of 0.09 for a tunnel barrier of width
0.5 nm and with height 100 meV above the Fermi energy. This is signifi-
cantly greater than the WKB transmission probability of 0.03. However the
model should predict the correct order of magnitude of the tunnel current
and therefore provide a reasonable basis on which a more detailed formal-
ism could be based. Finally the model is formulated within the independent
electron approximation, which assumes that the electrons tunneling are in-
dependent particles [13]. Such an assumption may not apply to the Cuprates
in the normal state, dependent on the validity of a Fermi-liquid picture. As a
result of the independent electron assumption, it is necessary to perform the
calculation for electrons in a band that is less than half full, which requires
the assumption of a negative trapped charge on the boundary.

Despite these limitations, the model that is developed is a significant
improvement over the currently available models for direct tunneling. Fur-
thermore, it reproduces the form of the data well and therefore provides a
reasonable basis on which more detailed calculations can proceed.

7.1.1 Theory of Tunneling in Metal-Insulator-Metal

Junctions

In this section we describe the theory for tunneling through a metal-insulator-
metal junction, within the independent electron approximation. We start by
considering the case of a tunnel junction in which the two electrodes consist
of an identical metal in the same orientation. The equations given below will
need to be generalised subsequently, since the crystallographic axes on either
side of the grain boundary are rotated with respect to one another. The net
current through the tunnel junction is obtained by subtracting the current
from side b to side a of the junction, Jb→a, from that in the opposite direction,
Ja→b: J = Ja→b − Jb→a. Within the independent electron framework, the
current in each direction is determined by the following equations [12, 14]:
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Ja→b =
2e

(2π)3

∫∫∫

BZ

v · n⊥fa(Ea) [1 − fb(E)]D(E,k‖, V ) d3k (7.1)

Jb→a =
2e

(2π)3

∫∫∫

BZ

v · n⊥ [1 − fa(E)] fb(E)D(E,k‖, V ) d3k (7.2)

where e is the electron charge, E is the total energies of electrons in state k, v
is the electron group velocity, n⊥ is a unit vector normal to the grain bound-
ary plain, fa(E) and fb(E) are the Fermi functions defined on sides a and b
of the boundary respectively, k‖ is the wavevector of the electron projected
into the plain of the boundary, V is the applied voltage and D(E,k‖, V ) is a
transmission probability. The integral is carried out over the first Brillouin
zone (BZ).

Equations 7.1 and 7.2 are derived by summing the expectation values of
the current operator in the eigenstates of the Schrödinger equation. Duke
gives a detailed derivation [12]. The physical origin of the terms in each equa-
tion can be understood straightforwardly. Consider, for example, Equation
7.1. In order for an electron to tunnel it must come from an occupied state on
side a and enter an unoccupied state on side b. This is the origin of the two
Fermi function terms. The number of electrons that tunnel is proportional to
the rate at which electrons hit the barrier in a given k-state, which in turn is
proportional to v ·n⊥. Finally the factor D(E,k‖) is determined by the form
of the potential barrier and represents the decay of the wavefunction in the
barrier region. Harrison has shown that, within the WKB approximation,
the value of D(E,k‖, V ) is given by:

D(E,k‖, V ) = exp

(

−2

∫ x2

x1

|k⊥(x)|dx
)

= exp

(

−2

√

2m∗

h̄2

∫ x2

x1

(

φ(x, V ) − E +
h̄2|k‖|2
2m∗

)1/2

dx

)

(7.3)

where k⊥ is the momentum component parallel to the boundary normal, x1

and x2 are the classical turning points in regions 1 and 2 respectively (i.e.
the points at which |k⊥| = 0), φ(x, V ) is the potential of the tunnel bar-
rier (which is a function of both position, x, and applied voltage, V ) and
m∗ is the effective mass of the electrons (throughout this work a band av-
erage of m∗ = 4.5me, where me is the electron mass was used). Here we
have assumed conservation of total energy (i.e. an elastic scattering pro-
cess) and conservation of transverse momentum, k‖, and used the relation
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E = h̄2(−|k⊥|2 + |k‖|2)/2m∗ + φ (from the Schrödinger equation) to deter-
mine |k⊥| (the minus sign occurs because in the barrier region, where the
wavefunction decays, k⊥ is imaginary).

When a voltage, V , is dropped across the barrier the Fermi level on side
b of the boundary drops in energy by an amount eV (i.e. µa−µb = eV where
µa is the Fermi level on side a and µb is that on side b). The Fermi functions
are therefore given by:

fa(E) =
1

exp
(

E−µa

kBT

)

+ 1
= f(E) (7.4)

fb(E) =
1

exp
(

E−µb

kBT

)

+ 1
= f(E + eV ) (7.5)

where kB is Boltzmann’s constant and T is the temperature.
We can also use the relation v · n⊥ = h̄−1∂E/∂k⊥ to substitute for the

group velocity. Since the two integrals are identical, we can combine the two
terms to obtain the net current density J , which is given by:

J =
2e

(2π)3h̄

∫∫∫

BZ

∂E

∂k⊥
[f(E) − f(E + eV )]D(E,k‖, V ) d3k (7.6)

This expression forms the basis of the analysis in the subsequent sections.

7.1.2 One Dimensional Model

We consider first a one dimensional limit of this problem which displays the
basic phenomenology observed in the more accurate calculations. Taking
Equation 7.6 in a one dimensional limit, we obtain the following expression
for the total current, I:

I =
2e

h̄

∫ E(π/a)

0

[f(E) − f(E + eV )]D(E, V ) dE (7.7)

where D(E, V ) is given by:

D(E, V ) = exp

(

−2

√

2m∗

h̄2

∫ x2

x1

(φ(x) − E)1/2 dx

)

(7.8)

A trapezoidal potential barrier function is employed, since by the use of
different parameters both band bending and classical tunnel barriers can be
investigated. The form of the potential used is:
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φ(x, V ) =



































φ0x

wb

− eV x

2wb + w0

, 0 ≤ x < wb

φ0 −
eV x

2wb + w0

, wb ≤ x < wb + w0

φ0(w0 + 2wb − x)

wb

− eV x

2wb + w0

, w0 ≤ x ≤ 2wb + w0

(7.9)

where φ0 is the zero voltage barrier height, wb is the width of the trapezoidal
banks and w0 is the width of the central, rectangular part of the boundary.

The form of φ(x, V ) is illustrated in Fig. 7.1. It is clear from the figure
that the limits of integration in Equation 7.8, x1 and x2, are a function of
both E and V , since the integral is carried out over the regions in which the
barrier potential is greater than the initial energy of the electron E.

The values of x1 and x2 are given by:

x1 = E

(

φ0

wb

− eV

2wb + w0

)−1

, 0 ≤ E < E2 (7.10)

x2 =























(

φ0
2wb + w0

wb

− E

)(

φ0

wb

+
eV

2wb + w0

)−1

, 0 ≤ E < E1

φ0 − E

eV
(2wb + w0), E1 ≤ E < E2

(7.11)
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where E1 and E2 are given by:

E1 = φ0 − eV

(

wb + w0

2wb + w0

)

(7.12)

E2 = φ0 − eV

(

wb

2wb + w0

)

(7.13)

Note that for E > E2 thermal emission over the barrier occurs. This can be
included in the model by assigning a transmission probability of 1 to energies
greater than E2. The integrals in Equation 7.8 can be evaluated analytically
using these values for x1 and x2. The symbolic expressions obtained save
a considerable amount of computation time in subsequent generalisations of
the model. For completeness the complete form of D(E, V ) is given below:

D(E, V ) =







exp
(

−4
3

√

2m∗

h̄2 g1

)

, 0 ≤ E < E1

exp
(

−4
3

√

2m∗

h̄2 g1

)

, E1 ≤ E < E2

(7.14)

where:

g1 =
(φ0 − E − eV wb/(2wb + w0))

3/2

φ0/wb − eV/(2wb + w0)
+

(φ0 − E − eV (wb + w0)/(2wb + w0))
3/2

φ0/wb + eV/(2wb + w0)

+
2wb + w0

eV

[

(

φ0 − E − eV
wb

2wb + w0

)3/2

−
(

φ0 − E − eV
wb + w0

2wb + w0

)3/2
]

(7.15)

g2 =
(φ0 − E − eV wb/(2wb + w0))

3/2

φ0/wb − eV/(2wb + w0)
+

2wb + w0

eV

(

φ0 − E − eV
wb

2wb + w0

)3/2

(7.16)

These expressions have been checked against numerical evaluations of the
integrals and shown to be correct.

The model can be understood conceptually in a reasonably straightfor-
ward manner. The important terms in the expression for the current, I,
are the Fermi function terms f(E) − f(E + eV ) and the attenuation factor
D(E, V ). The two Fermi functions define a ‘window’ of electron energies that
can tunnel. This Fermi window broadens with increasing temperature, so at
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Figure 7.2: Diagram showing how the temperature dependence of the resistance is altered

by the form of the barrier in a simple 1 dimensional tunneling model. The two Fermi func-

tions define a ‘window’ of electron energies that can tunnel. The Fermi window broadens

with increasing temperature. For a rectangular barrier the higher energy electrons see a

barrier with the same width but a reduced height. For the case of a trapezoidal barrier

the height and the width of the barrier are reduced. The temperature dependence for such

barriers is therefore more pronounced.

higher temperatures higher energy electrons can tunnel. The exponent in
D(E, V ) increases roughly as the product of the the barrier width with the
square root of the barrier height. For a rectangular barrier, higher energy
electrons see a barrier with the same width but a reduced height. In the
case of a trapezoidal barrier, the height and the width of the barrier are re-
duced for higher energy electrons. The temperature dependence is therefore
more pronounced for the trapezoid barrier. Figure 7.2 shows this principle
schematically.

The current through the barrier can be calculated in specific cases by
numerically evaluating the the integral in Equation 7.7. Results obtained
from small trapezoidal barriers with heights of order 100 meV are shown in
Figures 7.3 and 7.4. The reason this parameter range is employed becomes
apparent in the next section, where it is shown that the barrier height must
be in this range in order to explain the magnitude of the resistance area prod-
ucts of the grain boundaries. It is clear from the figures, that in this simple
one dimensional picture, the behaviour of the resistance-temperature and the
current voltage characteristics is similar to that observed in the experimental
data presented in the previous chapter. In particular, the temperature de-
pendence of the resistance area product seems consistent with a trapezoidal
barrier, which suggests a band bending type picture. Note also that the ma-
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Figure 7.3: Variation of the resistance temperature and current voltage characteristics with

barrier height in a simple 1 dimensional tunneling model with trapezoidal and rectangular

barriers. a) Resistance temperature curves and b) current voltage curves for a trapezoidal

barrier as the barrier height is increased in 0.02 eV increments from 0.12 to 0.20 eV. c)

and d) Resistance temperature and current voltage characteristics for a rectangular barrier

with a comparable resistance as the barrier height is increased in the same range. The

terms φ0, wb, and w0, that describe the detailed barrier shape, are defined in Fig. 7.1.
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jority of the temperature dependence results from the mechanism depicted in
figure 7.2 and not from thermal emission, since a barrier height of 150 meV
corresponds to a temperature of approximately 1800 K.

The variation of both barrier height or barrier width independently could
explain the change in the behaviour as the misorientation angle is changed.
In a grain boundary it is likely that these two parameters are in fact linked,
by a relationship of the form φ0 ∝ w2

b [1, 15], so that a combination of
the variation of φ0 and wb explains the experimental results. The form of
the current voltage curves are also similar to those observed in the previous
chapter. Unfortunately, these results cannot be directly compared to the
experimental data, since it is not possible to predict the magnitude of the
current density in a three dimensional scenario from this simple 1 dimensional
picture. Nevertheless, a qualitative comparison with the data shows that this
model has significant promise. For this reason the model was developed in
three dimensions.

7.1.3 Tunneling Between Misorientated Crystals

In the simple one dimensional model presented above, it is not possible to
account for detailed band structural effects. Although the model shows some
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of the basic features of the data, quantitative fits to the data are not possible.
A more detailed approach is therefore desirable. For any grain boundary, the
tunnel current between misorientated crystals must be calculated, so a gener-
alised form of Equation 7.6 is required. Figure 7.5 shows the typical scenario
for an [001] tilt boundary. The generalised tunneling equation appropriate
for the case where the crystallographic axis either side of the barrier are not
aligned is:

Ja→b =
2e

(2π)3h̄

∫∫∫

BZ

∂Ea

∂ka
⊥

f(Ea) [1 − f(Ea + eV )]D(Ea,ka
‖) dka

xdk
a
ydk

a
z

(7.17)

Jb→a =
2e

(2π)3h̄

∫∫∫

BZ

∂Eb

∂kb
⊥

[

1 − f(Eb)
]

f(Eb + eV )D(Eb,kb
‖) dkb

xdk
b
ydk

b
z

(7.18)

where the a or b superscript refers to quantities defined on side a or b. In the
general case these two expressions cannot be straightforwardly combined and
each contribution must be calculated separately. However in the particular
case of a symmetric boundary the symmetry of the problem means that the
equations can still be combined and Equation 7.6 is recovered. A model
which takes advantage of this symmetry has been developed with a simple,
but representative, two dimensional band structure. This is described in the
next section.

7.1.4 A Model for Symmetric [001] Tilt Boundaries

For the particular case of a symmetric [001] tilt boundary the integrands in
Equations 7.17 and 7.18 are identical with the exception of the Fermi-function
terms. The two expressions can therefore be combined and Equation 7.6 is
recovered. If in addition a simple band structure is employed, the problem is
simplified significantly. The YBa2Cu3O7−δ band structure illustrated in Fig.
2.4 can be reasonably approximated by an extruded square Fermi surface, as
illustrated in Fig. 7.6. The E − k relationship is assumed to be linear in the
region close to the Fermi-level and therefore takes the form:

E(kx, ky, kz) =

{

β|ky| + η, |kx| > |ky|
β|kx| + η, |kx| < |ky|

(7.19)

where β and η are constants. The value of β is taken as 7 × 10−29 Jm, in
agreement with band structure calculations [16]. A quantity γ is defined such



7.1 A Direct Tunneling Band Bending Model 217

4 10´
9

0 4 10´
9

6 10´
9

8 10´
9

2 10´
9

0

2 10´
9

6 10´
9

8 10´
9

Ef

ky (m )
-1

k (m )
-1

x
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a = 0.385 nm b = 0.385 nm and c = 1.168 nm. Energy contours are shown at 400 eV

intervals around the Fermi energy, which is marked Ef . The Fermi surface is shown as
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that the Fermi surface intersects the kx axis at kx = γπ/a, where a is the
unit cell dimension in the x direction. γ is taken as 1/4 and η is defined via
the relation η = Ef −βγπ/a. The unit cell is assumed to be tetragonal, with
dimensions a = b = 0.385 nm and c = 1.168 nm.

The angle between the grain boundary normal and the kx direction, α, is
simply half the misorientation angle for a symmetric grain boundary. Figure
7.7 shows the definitions of key directions in k-space for the calculation. With
this simple Fermi surface it is straightforward to show that the quantity
∂E/∂k⊥ is given by:

∂E

∂k⊥
=























ky

|ky|
β cos(α), |kx| > |ky|

kx

|kx|
β sin(α), |kx| < |ky|

(7.20)

It is clear from Equation 7.20 that the regions of Fermi surface with group
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velocity towards the barrier are regions a, b, d, and g as defined in Fig. 7.7.
These four regions of Fermi surface contribute to the net current across the
grain boundary. While regions a and d have the same group velocity, the k‖
contributions from points located symmetrically with respect to the kx-axis
are different, so the tunnel current from these parts of the Fermi surface is
not the same (the same applies to regions b and g). k‖ is given by:

k‖ = k − k⊥ = [kx, ky, kz] − (kx cos(α) + ky sin(α)) [cos(α), sin(α), 0]

= [sin(α) (kx sin(α) − ky cos(α)) , cos(α) (ky cos(α) + kx sin(α)) , kz]
(7.21)

therefore |k‖|2 is given by:

|k‖|2 = k2
z + (kx sin(α) − ky cos(α))2 . (7.22)

Consider first the zero temperature limit of Equation 7.6. In this limit the
Fermi function terms f(E)−f(E+eV ) become a unit step that is 1 between
Ef − eV and Ef and is zero at other energies. Equation 7.6 becomes:

J(T = 0, V ) =
2e

(2π)3h̄

(

∫ π/c

kz=−π/c

∫ π/a

ky=kx

∫ γπ/a

kx=γπ/a−V/β

β cos(α)D

(

E − h̄2|k‖|2
2m∗

, V

)

d3k

+

∫ π/c

kz=−π/c

∫ π/a

kx=ky

∫ γπ/a

ky=γπ/a−V/β

β sin(α)D

(

E − h̄2|k‖|2
2m∗

, V

)

d3k

+

∫ π/c

kz=−π/c

∫ −kx

ky=−π/a

∫ γπ/a

kx=γπ/a−V/β

β cos(α)D

(

E − h̄2|k‖|2
2m∗

, V

)

d3k

+

∫ π/c

kz=−π/c

∫ −ky

kx=−π/a

∫ γπ/a

ky=γπ/a−V/β

β sin(α)D

(

E − h̄2|k‖|2
2m∗

, V

)

d3k

)

(7.23)

where D(E− h̄2|k‖|2/2m∗, V ) is defined as in Equation 7.14 with the substi-
tution E → E − h̄2|k‖|2/2m∗. The integration areas are shaded in grey in
Fig. 7.7. These expressions are used to calculate the zero temperature resis-
tance area product and the zero temperature current voltage characteristics
presented below.

At finite temperatures the Fermi function terms do not simply alter the
integration limits and the form of Equation 7.23 is altered. The calculation
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time can be limited by making the integration limits temperature dependent.
For the calculations below the following expression for J is used:

J(T, V ) =
2e

(2π)3h̄

(

∫ π/c

kz=−π/c

∫ π/a

ky=kx

∫ B

kx=A

β cos(α)g(E)D

(

E − h̄2|k‖|2
2m∗

, V

)

d3k

+

∫ π/c

kz=−π/c

∫ π/a

kx=ky

∫ B

ky=A

β sin(α)g(E)D

(

E − h̄2|k‖|2
2m∗

, V

)

d3k

+

∫ π/c

kz=−π/c

∫ −kx

ky=−π/a

∫ B

kx=A

β cos(α)g(E)D

(

E − h̄2|k‖|2
2m∗

, V

)

d3k

+

∫ π/c

kz=−π/c

∫ −ky

kx=−π/a

∫ B

ky=A

β sin(α)g(E)D

(

E − h̄2|k‖|2
2m∗

, V

)

d3k

)

(7.24)

where:

g(E) = f(E) − f(E + eV ) (7.25)

A =
γπ

a
− V + nkBT

β
(7.26)

B =
γπ

a
+
nkBT

β
. (7.27)

By experimenting with different values of n it was found that with n = 10
the value of the resistance is correct to within 3% in the high temperature
limit and to less than 1% in the low temperature limit. This value of n was
used in subsequent calculations.

The value of J is determined numerically from the above expressions using
the Mathematica software package.

Representative results from this model with a variety of parameters are
given in Fig. 7.8. Results obtained from a trapezoidal barrier shape are
shown, as this shape reproduces the experimental data better than a rectan-
gular barrier. These results are similar in form to those shown for the simple
1-dimensional model in Figs. 7.3 and 7.4, but the model allows the prediction
of the magnitude of the current density and the resistance area product. The
magnitude of the current density and the resistance area products with these
model parameters is similar to the values measured in the previous chapter.
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Figure 7.8: Variation of the resistance temperature and current voltage characteristics

with changes in barrier shape for a model that accounts for the Fermi surface of the

material. The results shown are obtained for a 36◦ symmetric [001] tilt boundary (which

corresponds to α = 18◦, as defined in Fig. 7.7). a) Resistance temperature curves and b)
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defined in Fig. 7.1.
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Figure 7.9: Predicted variation of the resistance area product-temperature and current

density-voltage characteristics with grain boundary [001] tilt misorientation. a) Resistance
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misorientation angle, θ, is changed (Note that θ = 2α with α defined in Fig. 7.7). The

terms φ0, wb, and w0, that describe the detailed barrier shape are defined in Fig. 7.1.

In addition to the effect of the barrier shape there is also a significant effect
of the misorientation angle on the behaviour of these properties. For changes
in the misorientation in the absence of changes in the barrier shape, the model
predicts a three fold increase of the resistance area product at 4.2 K as the
misorientation angle is decreased from 45◦ to 14◦. This effect is primarily due
to changes in the group velocity of the electrons towards the barrier, which
increases by a similar factor as the misorientation is changed. With more
complex band structures the effect may be different, due to a differences in
the density of states around the Fermi surface. In the absence of changes
in barrier shape the model predicts a resistance area product that decreases
with increasing misorientation angle whilst the experimental observations in
this thesis and elsewhere [17] show a clear trend of increasing resistance area
product with increasing misorientation angle. Thus misorientation effects
alone are not dominant. Within a band-bending picture the trapped charge
on the boundary increases with the barrier width, which produces changes
in the barrier shape with increasing misorientation angle. Such barrier shape
effects will dominate over the changes due to the misorientation angle alone.

In order to fit the experimental data of chapter 6 a model in which
the barrier width is related to the barrier height is adopted. According
to the band bending model the two quantities wb and φ0 should be related
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by by the equation φ0 = ne2w2
b/2ε, where e is the electronic charge, n is

the carrier density (n ≈ 4.5 × 1027 m−1) and ε is the dielectric constant
(ε = ε0εr). For the fits shown in Fig. 7.10 the parameters used in Table

7.1 are used. These parameters are constrained by the relation wb = Kφ
1/2
0

where K = 1.372 × 10−9 V−1/2m. This value of K corresponds to εr ≈ 75
and n ≈ 4.5 × 1027 m−1. This value of the dielectric constant is somewhat
higher than that assumed in the calculations of the capacitance in Chap-
ter 4, but is nonetheless within an acceptable range [1]. It is likely to be
slightly inflated as a result of fitting the slightly underdoped data of the 36◦

boundary assuming an optimal carrier density. The fits to the data are in
reasonable agreement with both the current voltage and the resistance tem-
perature data. The agreement is not perfect, but the model reproduces the
important features of the data, which, considering the spread in the prop-
erties of the boundaries within an individual bridge, is probably as much
as could be expected. Importantly, the correct magnitude of the resistance
area product is reproduced by the model. This is an important issue with
the resonant tunneling model, which is discussed in detail in the next sec-
tion. In addition a band bending and tunneling model provides a natural
explanation for the experimental data obtained from the deoxygenated 30◦

symmetric [001] tilt boundary (see Fig. 6.17). The carrier density is expected
to be reduced in the deoxygenated samples, increasing the extent of the band
bending and leading to a barrier shape more characteristic of higher angle
boundaries. In addition at lower temperatures the normal state psuedogap
is expected to reduce the density of states at the Fermi-energy, leading to
an increased normal state resistance, as is observed. Further modelling is
necessary to confirm the consistency of the results with a psuedogap picture.

The model described in this section has been developed further in collab-
oration with Karl Sandeman. He has developed a model based on numerical
solution of Equations 7.17 and 7.18 that can deal with both symmetric and
asymmetric tilt boundaries and arbitrary band structures. This model is
described in detail in a recent pre-print [18]. Similar barrier heights (of
0.19 eV above the Fermi energy) and widths (approximately 0.5 nm at the
Fermi level) are obtained by fitting the same experimental data, using a
more realistic band structure that accounts for the in plane features of the
YBa2Cu3O7−δ band structure.

In summary a band bending tunneling model has been developed which
is in reasonable agreement with the experimental observations of this study.
This model is in good agreement with the major features of the data and
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Table 7.1: Parameters used for the direct tunneling band bending model fits to the data

in Fig. 7.10. α is half the misorientation angle (see Fig. 7.7), φ0 is the barrier height, wb

is the width of the band bending region and w0 is the structural width of the boudnary

(see Fig. 7.1).

Grain Boundary α (◦) φ0 (eV) wb (nm) w0 (nm)
36◦ symmetric [001] tilt 18 0.155 0.540 0.385
30◦ symmetric [001] tilt 15 0.130 0.495 0.385
24◦ symmetric [001] tilt 12 0.080 0.388 0.385

reproduces the correct magnitude of the resistance area product. In the next
two sections the data is compared to the predictions of two other models for
low angle grain boundaries — the resonant tunneling model and ScS models.

7.2 Resonant Tunnelling

Within the resonant tunneling model the grain boundary is described as a
disordered region with a high density of localised states [5, 6, 7, 2, 3, 4].
The quasiparticles tunnel through the boundary in a multi-step process via
a number of intermediate states. Since the Cooper pairs cannot occupy these
localised states, they must tunnel directly. The theory, and the experimental
evidence that is cited in its support, are described in detail in Chapter 2.
A particular point that is discussed in detail in this chapter is that of the
scaling of the critical voltage, IcRn, with the critical current density, Jc.
The resonant tunneling model predicts IcRn ∝ J0.5

c , but the experiments
of Sydow et al. [19] show that such behaviour is only observed at critical
current densities below approximately Jc = 107 Am−2 to Jc = 109 Am−2 for
24◦ symmetric [001] tilt boundaries. It is worth noting that in this study
the 24◦ [001] tilt sample had a range of critical currents between 2 and 6 ×
109 Am−2, which is above the range that the behaviour characteristic of
resonant tunneling is observed.

Reasonable agreement can be obtained between the experimental data
and models developed for resonant tunneling through amorphous barriers.
Glazman and Matveev have predicted both the temperature dependence
of the zero bias conductance and the current voltage characteristic at low
temperatures for this scenario [20]. The Glazman-Matveev theory has been
successfully applied to describe the properties of YBa2Cu3O7−δ ramp-edge
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Figure 7.10: A band bending model fit to the normal state resistance-temperature and

current-voltage characteristics of symmetric [001] tilt grain boundaries measured in this

study. a) Resistance area product vs. temperature. Solid lines show the experimental

data and dashed lines show the theoretically predicted values. The experimental data

is an average over bridges for each misorientation value. The arrows indicate the exper-

imental values of the resistance at low temperatures obtained from the current voltage

characteristics. b) Current density-voltage curves for the 36◦ [001] tilt boundary. The

coloured lines show experimental data (from bridge 1) obtained at various temperatures,

whilst the black line shows the 0 K theoretical curve obtained with the same parameters

as the fit in a). The fit parameters used to obtain the various curves are given in Table

7.1.
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junctions with various barrier materials (e.g. SrRuO3 [21] and PrBa2Cu3O7−δ

[22]) and with interface engineered junctions (effectively ion beam damaged
ramp edges with no barrier material) [23]. The theory predicts power se-
ries forms for the conductance (G = 1/R) as a function of temperature and
voltage in the low voltage and low temperature regimes respectively:

G(T ) = A+ νB(kbT )4/3 + C(kbT )5/2 + . . . , eV � kT (7.28)

G(V ) = A+ ξB(eV )4/3 + . . . , eV � kT (7.29)

where e is the electron charge, V is the voltage, kb is Boltzmann’s constant, T
is the temperature and A to C are constants. The terms preceded by B and C
represent tunneling via two and three intermediate states respectively (direct
tunneling and tunneling via one intermediate state produce temperature or
voltage independent contributions within the model). ν and ξ are numerical
factors which are approximately 50 and 1 respectively.

These two equations can be compared against the temperature depen-
dence of the normal state resistance and against the low temperature current
voltage curves, where these are non-linear. Note that at 100 K, kT/e = 8 mV
so the large bias current voltage curves of the 36◦ symmetric and the 45◦

asymmetric boundaries measured in the previous chapter satisfy the require-
ment eV � kT and the zero bias resistance measurements above Tc for all
the samples satisfy eV � kT . Fig. 7.11 shows two plots to assess the data
of the previous chapter against the resonant tunneling model. The low tem-
perature conductance is linear when plotted against V 4/3, which is what is
expected from the model. For the resistance temperature fit the value of
the constant A is determined by the zero temperature, zero bias resistance,
whilst B is constrained to agree with the corresponding value for the cur-
rent voltage curve. Without a third order term the fit is almost temperature
independent given these constraints.

A major problem with the Glazman-Matveev theory is that it is difficult
to make quantitative predictions about the magnitude of the conductance,
since there are so many undetermined parameters contained within the con-
stancts A, B and C. Within a resonant tunneling model the relevant energy
scales for tunneling are significantly different from those associated with a
band bending model. The material is predicted to undergo a transition to
a Mott insulating state with an insulating gap of the order of 1 eV in the
vicinity of the grain boundary [3]. Application of the model of the previous
section to a rectangular barrier of height 1 eV and width 0.385 nm (the unit
cell size, which is the same order of magnitude as the inter-atomic spacing in
the grain boundary region) yields a zero temperature resistance area product
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of 4 × 10−11 Ωm−2, which is four times larger than any of the experimen-
tal values measured in this study. Although the resonant tunneling process
leads to lower resistances for barriers that are wide enough for tunneling
via multiple states, tunneling between the states must occur through several
‘hops’ of interatomic distance. If a single tunneling stage produces too high a
resistance then a multi-step process is not viable. This is a significant prob-
lem for resonant tunneling models and may suggest that if indeed resonant
tunneling does occur, the energy scale associated with the localised states is
smaller than expected. At present no grain boundary mechanism is proposed
that accounts for such a scenario. Note also that resonant tunneling models
cannot account for the de-oxygenated data shown in Fig. 6.17. This data
seems more consistent with a direct tunneling model, although more detailed
modelling is necessary to confirm this.

In conclusion the resonant tunneling model has been assessed in the con-
text of the data of Chapter 6. While the Galzman-Matveev theory for res-
onant tunneling [20] is in reasonable agreement with the experimental data,
the magnitude of the normal state resistance is too low to be consistent with
the expected electronic structure within such a model. The resonant tunnel-
ing model is therefore tentatively ruled out, at least in its present form.

7.3 Constriction Models

The constriction model proposed by Sarnelli et al. [8, 9, 10] describes the
grain boundary as an array of point contacts separated by insulating regions.
As described in Chapter 2 this model must necessarily apply in some range
of angles between the flux flow regime and the point at which a continu-
ous barrier is established across the grain boundary (i. e. for intermediate
angle boundaries, such as the 10◦ symmetric [001] tilt boundary observed
by Redwing et al. [24]). The normal resistance data enables us to assess
whether the model applies for grain boundary misorientation angles of 24◦

and greater, as is suggested by its proponents [10], or whether it is restricted
to a limited range of grain boundary angles, large enough so that dislocations
are sufficiently close together that Josephson coupling occurs, but below the
misorientation angle at which the barrier becomes continuous.

The normal state properties of point contact arrays are determined by the
size of the constrictions. Two limiting cases are of interest: constrictions with
dimension, a, much larger than the mean free path, l, and those with much
smaller dimensions. In these two limits the resistance of a singe constriction
Rc is given by:
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Rc =















Bρ

a
if a� l,

Cm∗vF

ne2a2
if a� l,

(7.30)

where B and C are geometrical factors close to unity, ρ is the bulk resistivity
of the material, vF is the effective mean velocity of the electrons at the Fermi
energy, n is the number of electrons per unit volume of the material, m∗

is the effective mass of the electrons and e is their charge. When N such
constrictions are added in parallel the resistance area product will be given
by RnA = RcA/N .

In the former case the properties of the constriction are similar to those
of the bulk (this is known as the Maxwell or diffusive regime). The expected
temperature dependence of the normal state resistance is therefore that of
a narrow track of normal YBa2Cu3O7−δ — a linearly increasing resistance.
In the latter case (known as the Sharvin or ballistic regime) the constric-
tion effectively limits the passage of electrons in an analogous manner to the
passage of a dilute gas through a hole [25]. In the optimally doped state
(in the absence of psuedogap effects) the carrier density is temperature in-
dependent. The Fermi velocity is fixed by the details of the band-structure
and is therefore also expected to be temperature independent. Therefore the
Sharvin resistance is usually temperature independent. Between these two
limits the properties have been shown to evolve continuously according to an
expression derived by Wexler [26, 27].

A transition between the Maxwell and Sharvin temperature dependencies
is also possible, since the mean free path varies with temperature. In this
case it is expected that the resistance would be constant at low temperatures
and at high temperatures it would increase linearly, with intermediate be-
haviour between the limits. Note that the mean free path of YBa2Cu3O7−δ

is approximately 10 nm at 90 K [28], so unit cell sized constrictions (such as
those proposed by Sarnelli and Testa) are within the Sharvin regime at the
critical temperature.

The data in Fig. 6.6 show a general trend of decreasing resistance area
product with increasing temperature. This is not consistent with any of
the above scenarios and therefore constriction dominated behaviour seems
unlikely. The normal state resistance of the 24◦ symmetric boundary is ap-
proximately temperature independent, however, since the microstructure of
a 24◦ boundary is similar to that of higher angle boundaries it seems unlikely
that the behaviour observed is due to constrictions.
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7.4 Summary

In this chapter a number of different models for grain boundaries have been
compared with the experimental data obtained in Chapter 6. A direct tun-
neling, band bending model that properly accounts for the bandstructure of
the YBa2Cu3O7−δ was developed. This model produces results that are con-
sistent with the experimental data, and also predicts the correct magnitude
of the normal state resistance. Within the model the effects of changing the
extent of the band bending and the barrier height separately were investi-
gated. In addition it was shown that the effect of altering the misorientation
independently of the potential barrier was opposite in sign to the experimen-
tally observed changes in the normal state resistance. Reasonable fits to the
experimental data were obtained by varying the barrier shape and height in
a manner consistent with the band bending model. Importantly the correct
magnitude of the normal resistance area product is predicted by this model,
as well as the basic functional forms of the temperature dependence of both
the zero bias resistance area product and the current voltage characteristic.

Two other models are compared with the experimental data. The reso-
nant tunneling model is consistent with the functional form of both the cur-
rent voltage and resistance temperature characteristics, provided that tun-
neling via, zero, one, two and three intermediate states are included within
the model (the current voltage characteristic can be accounted for by tun-
neling via zero, one and two intermediate stages). The resonant tunneling
model does, however, predict barrier heights of approximately 1 eV, which
seem to be too large to be consistent with the observed magnitude of the re-
sistance area product. For barriers of atomic thickness that have this height,
the direct tunneling model developed in this chapter predicts resistance area
products that are four times larger than any of the experimental values mea-
sured in this study (and more than an order of magnitude larger than the
minimum values of the resistance area product measured). If direct tunnel-
ing produces a resistance that is too high then a resonant tunneling process
consisting of several tunneling steps with similar barrier thicknesses must
produce a resistance that is too large.

A constriction type model predicts either a temperature independent zero
bias normal resistance for constrictions smaller than the mean free path, or,
for larger constrictions, predicts that the resistance varies in the same manner
as the bulk. Neither of these two scenarios can account for experimentally
observed resistance–temperature characteristics for all misorientation angles,
and the data therefore rules out the constriction models.

The direct tunneling, band bending, scenario therefore remains the most
plausible model at the present time and accounts for the bulk of the ob-
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servations in this thesis. The possibility of some other mechanism remains
however, and further measurements and modelling are necessary to conclu-
sively demonstrate that the band bending model applies.



232 Analysis of the Normal State Results



Bibliography

[1] J. Mannhart and H. Hilgenkamp, Materials Science and Engineering B
56, 77 (1998).

[2] J. Halbritter, Physical Review B 46, 14861 (1992).

[3] J. Halbritter, Physical Review B 48, 9735 (1993).

[4] J. Halbritter, IEEE Transactions on Applied Superconductivity 13, 1158
(2002).

[5] R. Gross, Interfaces in Superconducting Systems, chapter Grain-
Boundary Josephson Junctions in the High-Temperature Superconduc-
tors, pages 176–209, Springer, New York, 1994.

[6] R. Gross et al., IEEE Transactions on Applied Superconductivity 7,
2929 (1997).

[7] O. M. Froehlich, P. Richter, A. Beck, D. Koelle, and R. Gross, IEEE
Transactions on Applied Superconductivity 7, 3189 (1997).

[8] A. Sarnelli, P. Chaudhari, and J. Lacey, Applied Physics Letters 62,
777 (1993).

[9] A. Sarnelli, G. Testa, and E. Eposito, Journal of Superconductivity 7,
387 (1994).

[10] A. Sarnelli and G. Testa, Physica C 371, 10 (2002).

[11] R. Stratton, Journal of the Physics and Chemistry of Solids 23, 1177
(1962).

[12] C. B. Duke, Tunneling in Solids, Solid State Physics, Supplement 10,
Academic Press, New York, 1969.

[13] W. A. Harrison, Physical Review 123, 85 (1961).



234 BIBLIOGRAPHY

[14] E. L. Wolf, Principles of Electron Tunneling Spectroscopy, International
Series of Monographs on Physics, 71, Oxford Universtiy Press, New
York, 1985.

[15] W. E. Taylor, N. H. Odell, and H. Y. Fan, Physical Review 88, 867
(1952).

[16] R. E. C. W. E. Pickett and H. Krakauer, Physical Review B 42, 8764
(1990).

[17] H. Hilgenkamp and J. Mannhart, Applied Physics Letters 73, 265
(1998).

[18] J. H. T. Ransley et al., cond-mat/0311386, 2003.

[19] J. P. Sydow, M. Berninger, R. A. Buhrman, and B. H. Moeckly, Super-
conductor Science and Technology 12, 723 (1999).

[20] L. I. Glazman and K. A. Matveev, Soviet Physics JETP 67, 1276 (1988).
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Chapter 8

Conclusions and Further Work

8.1 Conclusions

The major conclusions of this work are summarised below.

The Capacitance of Y1−xCaxBa2Cu3O7−δ Grain Boundaries

In chapter 4 the first measurements of the grain boundary capacitance
of 24◦[001] tilt Y1−xCaxBa2Cu3O7−δ grain boundaries are presented. Mea-
surements have been performed on films with x in the range 0.0 to 0.3. The
capacitance was determined from the hysteresis in the I–V characteristic.
The study highlighted the importance of eliminating systematic effects from
the measurements and particular care was taken to eliminate effects due to
the substrate, heating and thermal noise. By applying magnetic field to the
junction it was possible to measure the capacitance as a function of return
voltage (or equivalently as a function of the Josephson frequency). Such
measurements show that at 4.2 K with return voltages below approximately
0.25 mV, the capacitance is dominated by the substrate, but that at higher
voltages the intrinsic grain boundary capacitance can be measured. Heating
effects were also observed in the junction in which the greatest power was dis-
sipated. By measuring the critical current distribution of one of the junctions
the effect of thermal noise on the measurement was assessed and, although it
was significant, it was an order of magnitude less than the observed changes
in capacitance. This work highlights the importance of assessing these effects
in future capacitance measurements based on the Josephson effect.

The grain boundary capacitance was found to increase from 0.2 Fm−2 for
x = 0 to a maximum value of 1.2 Fm−2 for x = 0.3. The magnitude of the
capacitance for undoped samples is consistent with a band bending model.
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However as the calcium doping is increased the capacitance per unit area,
C/A is found to increase as C/A ∝ 1/RnA, where RnA is the grain boundary
normal resistance area product. This result is suggestive of changes in the
effective area of the grain boundary. Since it is uncertain how the addition
of dopants effects the dielectric constant, it is difficult to be certain that the
major effect of Calcium doping is to increase the effective area of the bound-
ary, and further evidence would be required to make such a conclusion. It is
nonetheless clear that calcium doping leads to a definite increase in the grain
boundary capacitance.

The Normal State Resistance of YBa2Cu3O7−δ Grain Boundaries

A Wheatstone bridge technique for measuring the normal state resistance
of YBa2Cu3O7−δ grain boundaries was developed in Chapter 5. Detailed
characterisation highlighted that both the quality of the lithography and
film inhomogeneities are the limiting factors for resolution of the technique
for small and large bridges respectively. A bridge geometry consisting of
a highly symmetric, meandering bridge that crosses the grain boundary 21
times in two of the four bridge arms was found to be optimal given the current
fabrication facilities. Control bridges demonstrate that, for this geometry,
the technique can be used to measure resistance area products greater than
1 × 10−13 Ωm2. Further systematic errors due to the presence of the grain
boundary were estimated to be the same order as, or less than 1×10−13 Ωm2.
Application of the technique to a grain boundary generated highly consistent
results for a series of devices on the same sample, demonstrating its viability.

In Chapter 6, the bridge technique was applied to perform the first mea-
surements of the normal state resistance of grain boundaries with various
[001] tilt misorientations. 24◦, 30◦ and 36◦ symmetric and 45◦ asymmetric
[001] tilt grain boundaries were investigated. Below the critical temperature
the resistance was estimated from the current voltage curves. For the higher
angle boundaries (36◦ and 45◦) the resistance was estimated to be approx-
imately constant below the critical temperature, Tc. Above Tc an almost
linear decrease is observed up to room temperature. The lower angle bound-
aries (24◦ and 30◦) had a normal state resistance that was approximately
temperature independent between 4 K and room temperature. The results
obtained are consistent with all the other available data and with published
data in the literature below Tc [1].

Detailed investigation of the critical currents of grain boundaries within a
single bridge revealed that there was a significant spread in their properties.
These large variations in the grain boundary properties mean that the bridge
technique yields an average of the grain boundary properties on a particular
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sample. This averaging process complicates the interpretation of the exper-
imental data and makes the production of more uniform grain boundaries
highly desirable.

The effect of severely deoxygenating one of the samples was also assessed.
After an anneal and subsequent quench the 30◦ symmetric boundary had its
critical temperature reduced from 92 K to 43 K. At optimal doping, the
resistance area product was almost temperature independent between 4 K
and room temperature, while after the anneal it increased approximately lin-
early as the sample was cooled from room temperature until approximately
120 K, after which a sharper increase was observed. The high temperature
behaviour was remarkably similar to that of the as-grown higher angle grain
boundaries. The lower temperature behaviour may be indicative of the open-
ing up of a normal state psuedogap.

The Conductance Voltage Curves of High Angle YBa2Cu3O7−δ

Grain Boundaries

The conductance–voltage curve obtained from an optimally doped 45◦

asymmetric [001] tilt boundary in Chapter 6 is, to the author’s knowledge, the
first time such a non-linear conductance voltage curve has been observed in
an optimally doped YBa2Cu3O7−δ grain boundary. Non linear conductance-
voltage curves are not usually observed in the lower angle grain boundaries
that most groups study because of the more limited voltage range accessible.
The 30◦ symmetric [001] tilt boundary showed a similar conductance–voltage
characteristic after an anneal that reduced its critical temperature to 43 K,
as did the slightly underdoped 36◦ symmetric [001] tilt boundary. In all cases
the conductance–voltage curves obtained were not quadratic, indicating that
a simple spherical Fermi surface tunneling model does not apply.

Development of a Tunneling/Band Bending Model and comparison
of the Conductance–Voltage and Resistance Area Product Temper-
ature Characteristics with this and other models.

In Chapter 7, a direct tunneling model for grain boundary transport was
developed, using a barrier form similar to that predicted by the band bending
model. The model was characterised in detail and the effects of varying the
extent of the band bending, the barrier height and the misorientation angle
were assessed. Reasonable fits to both conductance–voltage and resistance
area product–temperature characteristics were obtained by varying the bar-
rier shape and height in a manner consistent with the band bending model.
Importantly the correct magnitude of the normal resistance area product is
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predicted by this model.

Similar comparisons with the conductance–voltage and resistance area
product–temperature characteristics were performed for other models in the
literature. The resonant tunneling model was compared with the data and
while its functional form is in good agreement with the predictions of the
model, the magnitude of the resistance area products measured seems too
low to be consistent with a multiple step tunneling process. The experimen-
tal data is also shown to be inconsistent with transport through constrictions
caused by pinholes in the grain boundary. The direct tunneling, band bend-
ing, scenario is therefore the most plausible model.

8.2 Suggestions for Further Work

The capacitance work described in Chapter 4 could be significantly improved
by eliminating thermal noise transmitted down the wires of the measurement
apparatus. A simple solution to this problem would be to add resistors to the
current lines at the low temperature end of the cryostat, so that the major-
ity of the resistance of the current biasing circuit is held at the measurement
temperature. Further precautions to eliminate noise from the measurement
would probably require the construction of a new probe (and possibly new
electronics), which may be worthwhile if similar measurements are to be pur-
sued much further. This work highlighted the importance of field and temper-
ature dependent measurements for understanding the substrate contribution
to the capacitance. Unfortunately this technique was employed later in the
study and only applied to a 30% Calcium doped sample. It might be in-
teresting to investigate the substrate effect on other grain boundaries with
different doping levels. Additionally, for lower capacitance samples, it may
be possible to correlate such measurements with the results obtained from
Fiske resonances. Measurements of grain boundary capacitance as a single
sample is progressively underdoped would also be interesting to perform. In
particular such measurements may help clarify the issue of the scaling of the
critical voltage with the critical current, discussed in section 2.4.5.

A theme that runs throughout this thesis and indeed throughout the
literature on grain boundaries is the important issue of grain boundary uni-
formity. It is highly desirable to repeat the both the capacitance and the
normal state measurements on grain boundaries with more uniform proper-
ties. In the former case the use of atomically uniform grain boundaries would
eliminate any possibility of effects due to grain boundary inhomogeneity. In
the latter case the problems associated with the averaging of the properties
along the boundary will be avoided. Two techniques offer the possibility of
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more uniform grain boundary microstructures. The first is liquid phase epi-
taxy (LPE) [2]. Meander free grain boundaries have been grown by LPE with
a variety of misorientation angles. In addition for 45◦ symmetric [001] tilt
boundaries single facet boundaries are obtainable, making the grain bound-
ary structure uniform on an atomic scale. It may be possible to fabricate
single facet boundaries with other misorientation angles by restricting the
boundary geometry to produce orientations preferable for facet formation
[3, 4]. A second technique for obtaining more homogenous boundaries is
the use of vicinal substrate grain boundaries [5, 6]. On such substrates the
film grows by step-flow growth and a more homogenous boundary structure is
produced [6]. However, more detailed characterisation is desirable to confirm
the facet structure produced by this technique.

A large number of possibilities for further work are offered by the work
on the normal state properties of grain boundaries. The present data set on
[001] tilt boundaries could be significantly expanded, and in addition there
is the possibility of investigating other grain boundary configurations (such
as [100] tilt and [100] twist type boundaries). A more detailed study on the
effect of grain boundary oxygenation is desirable. By taking one sample and
annealing it several times to progressively underdope it, a systematic set of
curves could be generated. In addition it would be interesting to investigate
the effect of underdoping higher angle boundaries. More systematic data on
underdoped samples may also help to understand the effect of the pseudogap
on the measurements and allow the possibility of studying the pseudogap
with grain boundaries to be assessed. The progressive annealing of overdoped
Y1−xCaxBa2Cu3O7−δ samples should help to assess the effect of changes in
the carrier density in the absence of pseudogap effects.

The model developed in Chapter 7 is a reasonable starting point for a
more detailed model of high angle boundaries. It has already been developed
to include a more detailed band structure by Karl Sandeman [7]. The use of
an exact expression for the tunnel current might improve the accuracy of the
calculations (but will also increase the calculation time). The model could
be adapted to include simple pseudogap effects fairly straightforwardly, by
adding an energy dependent gap function in front of each of the ‘D factors’
in equation 7.24. A detailed band bending tunneling model would need to
account for the distortion of the local bandstructure in the region of the
boundary, and is well beyond the scope of this work.



240 Conclusions and Further Work



Appendix A

A Model for Heating in High Tc
Thin Film Grain Boundary
Junctions

A simple model for predicting the heating of a grain boundary junction is pre-
sented. It is assumed that the YBa2Cu3O7−δ track across the grain boundary
can be modelled as a one-dimensional system, and that heat loss occurs by
flow of heat away from the grain boundary and into the substrate, which is
treated as a heat bath at the same temperature as the surroundings. Heat
flow from the track directly into the liquid helium can be neglected [8]. The
concept of the model is illustrated in Fig. A.1. The system is assumed to be
in thermal equilibrium on the time scale of the measurement.

Consider an element of the track at a distance x from the grain boundary.
The temperature T (x) is related to the heat current per unit area of the track
by the equation:

T (x+ dx) = T (x) − 1

κ
J (x) dx, (A.1)

where κ is thermal conductivity of the track. The heat losses to the substrate,
at temperature Tb, are governed by the equation:

J (x+ dx) = J (x) − α (T − Tb)

h
dx, (A.2)

where α is the heat transfer coefficient per unit area of the substrate/film
boundary and h is the film thickness.

By eliminating J(x) the following second order differential equation can
be derived:
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SrTiO3 – heat sink at the ambient

temperature, Tb

YBCO track

Heat flow along

track, J(x)

Heat flow

into

substrate,

H(x)

w

hx

Figure A.1: Illustration of the model used to predict the effect of heating on the grain

boundary. Heat flows away from the grain boundary and as it does so, into the substrate.

The system is equivalent to a lossy transmission line.

d2T

dx2
=

α

κh
(T − Tb) . (A.3)

If it is assumed that κ and α are temperature independent, this equation
can be solved with the boundary conditions T → Tb as x → ∞ and J(0) =
IV/(2hw), giving the solution:

T = Tb +

√

1

αhκ

IV

2w
exp

(

−
√

α

κh
x

)

, (A.4)

where I is the current flowing through the track, V is the voltage dropped
across the junction and w is the width of the track.

However both α and κ are strong functions of temperature for YBa2Cu3O7−δ

on SrTiO3, so this solution is only applicable if the temperature rises pre-
dicted are small compared to Tb. α is determined by the acoustic mismatch
model at temperatures significantly less than the Debye temperature [9], and
is given by α = T 3/B. B can be calculated from the properties of the
materials on either side of the boundary [9], for YBa2Cu3O7−δ on SrTiO3

B = 9.6×104 m2K4W−1. Between 0 K and 10 K the thermal conductivity of
YBa2Cu3O7−δ can be reasonably approximated by the empirical expression
κ = κ0T

2, where κ0 ≈ 0.17 Wm−1K−3 [10]. Using these approximations we
derive a second differential equation:

d2T

dx2
=

1

κ0Bh
T (T − Tb) . (A.5)



243

This equation can be solved (with the integrating factor dT/dx), to give:

T =
Tb

2

(

3 coth2

(

D +
x

2

√

Tb

κ0Bh
− 1

))

, (A.6)

where the boundary condition T → Tb as x → ∞ is satisfied and the inte-
gration constant D can be eliminated using J(0) = IV/(2hw).

Equation A.4 was used to calculate the temperature rises at 15 K in Table
4.2, whilst A.6 was used to calculate the temperature rises at 4.2 K in the
same table and to assess the effect of heating on the J–V characteristics
presented in Section 6.4 (in this case, because of the higher temperatures
involved, the constant κ0 in the equation κ = κ0T

2, was taken as κ0 ≈
0.07 Wm−1K−3 , which is more reasonable in the temperature range under
consideration [10]). In solving Equation A.6 the constant D was determined
by numerical solution of equation resulting from the boundary condition on
J(0).

The assumption of thermal equilibrium can be tested by calculating the
time it would take to heat up a length of track comparable to the decay
length, given the power input IV . In this case the time is of order 1 ns, in
good agreement with experiment [11]. This is much less than the measure-
ment time (of order 1 s) so thermal equilibrium is a valid assumption.
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