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A B S T R A C T   

The time of liquefaction triggering during a strong ground motion can have a large influence on the expected level of foundation and superstructure damage. To 
enable simple, yet accurate estimates of the triggering time, the build-up of pore pressure needs to be understood in terms of cumulative measures of ground motion 
intensity. This paper develops a theoretical framework and simple procedure to predict the build-up of excess pore pressure based on the principles of conservation of 
energy. The liquefaction resistance is first quantified in terms of cumulative absolute change in strain energy, which is shown through the evaluation of experimental 
cyclic simple shear tests to be insensitive to loading amplitude. A ground motion intensity measure is presented that uniquely calculates the cumulative absolute 
change in kinetic energy. This intensity measure is then used to provide an exact analytical solution for the cumulative absolute change in strain energy at any depth 
in a homogenous linear elastic soil deposit using the novel, nodal surface energy spectrum (NSES). A simple reduction to the NSES is proposed for viscous and 
nonlinear soil deposits, as well as a correction for changes in stiffness between layers of soil. The estimation of strain energy and build-up of pore pressure using the 
simple NSES method was applied to 500 randomly generated soil deposits using a range of different ground motions and validated against nonlinear total stress and 
nonlinear effective stress time-history analyses, with the NSES method providing a high level of accuracy. The proposed spectrum based solution provides an efficient 
and physically consistent procedure for the prediction of excess pore pressure build-up.   

1. Introduction 

The generation of excess pore water pressure and liquefaction can 
dramatically change the dynamic response of a soil deposit and inter
acting structures. Thus the time at which liquefaction occurs, may have a 
significant influence on the performance of a structure during a seismic 
event. 

Recent work by Wotherspoon et al. [1]; showed that the expected 
level of surface shaking and seismic energy entering the building is 
strongly conditioned on the time of liquefaction. In fact Kramer et al. 
[2], demonstrated that the strong change in frequency content and 
amplitude of the surface acceleration due to liquefaction can be used to 
detect the occurrence of liquefaction. Recent centrifuge tests by Jafarian 
et al. [3] have shown a clear change in the rate of settlement and surface 
acceleration with the triggering of liquefaction. Bird et al. [4] recognised 
that damage can be generated through liquefaction-induced effects and 
ground shaking, and proposed a utility function to add the two causes 
based on the time at which liquefaction occurred. Kramer et al. [5] 
proposed a framework for assessing liquefaction effects (e.g. lateral 
spreading) based on ground motion intensity measures computed before 
and after the triggering of liquefaction. And recently Bouckovalas et al. 
[6], proposed a method for obtaining the surface shaking response 
spectra using the equivalent linear analyses of liquefied and 

non-liquefied deposits and taking the response from the pre and post 
liquefaction segments of the ground motion. 

There are advanced nonlinear effective stress analysis techniques for 
evaluating the time of liquefaction. Unfortunately, these approaches 
require an extensive number of soil parameters, and non-trivial de
cisions about constraining the domain of the analysis (e.g. depth of the 
model). Whereas, simplified stress-based methods that quantify the soil 
liquefaction capacity in terms of the cyclic resistance ratio (CRR) (the 
amplitude of cyclic stress divided by the initial at rest vertical effective 
stress required to cause liquefaction under a certain number of cycles of 
equal stress amplitude), have been developed only for the assessment of 
liquefaction triggering, and often have biases or simplifications, that 
present significant drawbacks when used beyond their initial purpose 
(see Refs. [7,8]). The direct application of equivalent cycle counting 
methods (e.g. Ref. [9]), are considered to overcome some of the issues 
with estimating the time dependent cyclic demand but require the full 
stress time series and at least two parameters to define the CRR versus 
number of cycles relationship. Additionally, the typically application of 
these procedures applies the Palmer-Miner cumulative damage hy
pothesis which assumes a high number of cycles with essentially elastic 
behaviour, whereas liquefaction inherently involves a large change from 
initial elastic soil deformation behaviour, and therefore additional cor
rections should be applied to determine equivalent cyclic loading [10]. 
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Another possibility is to correlate liquefaction triggering with the cyclic 
strain amplitude (e.g. Ref. [11], as shear strain is strongly correlated to 
volumetric change [12]. While strain-based approaches can potentially 
be less influenced by soil fabric, ageing and confining stress, they still 
suffer from the same issues of the stress based methods, related to esti
mating the demand from a seismic wave. Alternatively, the dissipated 
energy of the soil during loading is closely linked to soil grain movement 
[13] and has been shown experimentally to be a loading independent 
measure of the liquefaction resistance of the soil (e.g. Refs. [14–19]). 
However, methods that adopt dissipated energy have two major draw
backs, one is that the estimation of the dissipated energy within a soil 
profile from a seismic shear wave is far from trivial, and very dependent 
on soil characteristics and shear strain [20]. Secondly, the dissipated 
energy rapidly increases as the soil approaches liquefaction (in tests with 
equal cycles of stress amplitude), and therefore a small change in the 
criteria for liquefaction triggering (e.g. change the limiting of excess 
pore pressure ratio from 0.95 to 0.98), can have a large impact on the 
evaluated capacity, though adjustments can be made to compute a 
dissipated energy under equivalent ‘total stress’ conditions that removes 
this effect [10]. 

To overcome some of the drawbacks of existing frameworks, this 
paper presents an energy based approach for estimating the time to 
liquefaction. The proposed method uniquely uses the cumulative abso
lute change in strain energy, since it is directly related to kinetic energy 
and has been shown to be uniquely related to liquefaction triggering. 
The paper also presents a novel equation for the calculation of the en
ergy applied to a point by a travelling wave, a procedure for the 
calculation of the cumulative absolute change in strain energy from a 
broadband seismic motion and an estimation of the build up excess pore 
pressure and triggering of liquefaction with respect to time, throughout 
the depth of a soil deposit based on the upward propagating shear wave. 

2. Liquefaction capacity using the cumulative absolute strain 
energy 

2.1. Definition 

The normalised cumulative absolute (change in) strain energy 
(NCASE) (or CASE when not normalised), which is calculated as the 
cumulative change in absolute peak strain energy divided by the at rest 
initial vertical effective stress (Equation (3)), is graphically represented 
as the sum of the absolute change in strain energy between the strain 
energy peaks in the response (Fig. 1). The peak strain energy points (j) 
(local maxima and minima) can be determined graphically, or as the 
intercepts of the derivative shear strain using Equation (1), where i is the 
incremental measurement of each parameter and Δγi is the change in 
shear strain between the ith measurement and the one before it. Note 
that before applying Equation (1) the derivatives equal to zero should be 
removed from the time series to avoid flat peaks. The NCASE can then be 
calculated as the average absolute stress between peaks (Equation (2)) 
multiplied by the change in strain between the peak points divided by 

the vertical effective stress, using Equation (3). The NCASE required to 
cause liquefaction can be identified as NCASEliq and the NCASE gener
ated by a loading (e.g. ground motion) can be identified as NCASE�. 

peakj ¼Δγi⋅Δγiþ1 < 0 (1)  
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2.2. Experimental validation 

Kokusho [18] investigated the undrained cyclic triaxial test data 
from Kokusho et al. [21] of reconstituted Futtsu beach sand at different 
relative densities and different percentages of fines content and 
demonstrated that a unique relationship existed between normalised 
dissipated energy and NCASE. The normalised dissipated energy was 
calculated as the area enclosed within the hysteresis loops divided by the 
at rest initial vertical effective stress as indicated in Equation (4). In the 
same paper it was shown that the dissipated energy required to liquefy 
the soil was load amplitude independent (corroborating efforts by other 
researchers on different soils (e.g. Refs. [15,17]) and by deduction, 
demonstrating that the NCASE required to liquefy the soil (NCASEliq) is 
also load amplitude independent. 
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To provide further evidence that NCASEliq is load amplitude inde
pendent for different soils, the direct cyclic simple shear test data pre
sented in Viana Da Fonseca et al. [22] were evaluated. The selected tests 
used in this study used two soils (Algeria Sand and Coimbra Sand), 
which were prepared by moist tamping at different relative densities (15 
to 75%) and tested saturated at different confining stresses (100 to 
300 kPa) and across a range of cyclic stress ratios (0.04–0.36). More 
information regarding the description of the tests can be found in 
Ref. [22]. The criteria for liquefaction was set at the vertical stress 
reducing to less than 8 kPa or the single amplitude shear strain 
exceeding 3.75%, consistent with the criteria from Viana Da Fonseca 
et al. [22]. The results for all tests that reached the liquefaction criteria 
between 2 and 40 cycles, and the transient excess pore pressure ratio (ru) 
(excess pore pressure divided by the initial vertical effective stress) 
reached 80%, are shown in Fig. 2. Fig. 2a) shows the conventional 
definition of liquefaction resistance in terms of number of cycles (ncycles) 
shown on the y-axis as the dependent variable compared to the applied 
cyclic stress ratio (CSR). Fig. 2b), c) and d) show that the normalised 
dissipated energy, the NCASEliq, and the ratio between them have a low 
dependance on load amplitude, consistent with findings from Kokusho 
[18]. These tests also demonstrate that the NCASEliq can be obtained 
through element tests or correlations with the dissipated energy ca
pacity, while further research is required to obtain NCASEliq from in-situ 
tests (e.g. cone penetration test). 

3. Estimation of accumulated strain energy at depth of interest 

In the previous section the triggering of liquefaction was quantified 
using NCASEliq. In this section an exact solution to estimate the NCASE 
demand (NCASE�) at any depth from a free surface will be developed for 
an upward propagating broadband seismic shear motion. 

The cumulative absolute kinetic energy (CAKE), can be computed 
using Equation (5) as the total kinetic energy per unit volume given and 
taken from a point. Equation (5) is simply the sum of the cumulative Fig. 1. Graphical calculation of cumulative absolute strain energy.  
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absolute change in kinetic energy or for a continuous function can be 
computed as the integral of absolute power. The naming is consistent 
with other intensity measures such as cumulative absolute velocity, 
which is computed as the integral of absolute acceleration. As a ground 
motion intensity measure it can be computed as the unit cumulative 
absolute kinetic energy (UKE), where the soil mass density (ρ) is taken as 
1.0. Note that the calculation of UKE requires properly baseline cor
rected records, as a drift or constant velocity influences the calculation 
of the change in energy. 

CAKE¼ ρ ⋅
X

i¼1

n

Δð _ui ⋅ j _uijÞ¼ ρ⋅
Z �
�
�
�
d _ui

2

dt

�
�
�
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For a wave moving in an infinite elastic medium the kinetic energy 
and strain energy are each 50% of the total travelling wave energy [23]. 
For a point in that infinite medium, the kinetic and strain energy are zero 
prior to the wave reaching the point, and zero after the wave has 
completely passed through, and the sum of all of the absolute changes in 
the kinetic energy experienced at that point is equal to the sum of the 
absolute changes in strain energy, representing the total absolute work 
done by the propagating motion on the soil. The CAKE from a propa
gating wave in a 3D space from a source (i.e. an earthquake) can then be 
predicted through the principle of conservation of energy and using 
simple geometric relationships to account for radiation damping. 
However, the strain in a soil near the ground surface of a 
one-dimensional soil profile is caused by the energy from the upward 
and downward propagating shear waves and therefore the simple 
one-to-one relationship between CAKE and CASE is no longer applicable 
near a free surface. In fact, at some depths, the strain energy is highly 
frequency dependent and not at all proportional to the kinetic energy. 
There are several existing energy based methods (e.g. Refs. [15,24,25], 
however, these existing methods assume that the strain energy is line
arly proportional to the upward propagating kinetic energy density [26] 
or in the case of [27]; proportional to Arias Intensity [28]. The energy 
density proposed by Sarma [26] is the integral of the squared velocity 
multiplied by the soil density and shear wave velocity, and is a measure 
of the total wave energy, unlike CASE which is the work done by the 

wave on a point of soil as it passes through it (see Section 3.5 for further 
comparison). Furthermore, clearly the assumption of linearly propor
tional is not suitable near a free surface as, at the surface the ground 
motion amplitude doubles as the upward and downward waves are in 
phase across all frequencies [26], and the kinetic energy tends to four 
times the upward kinetic energy, while the strain energy tends to zero. 
Conversely, at great depths, where there is no surface reflection 
(approximately an infinite medium), the strain energy and kinetic en
ergy become equal. While at intermediate depths the CASE depends on 
the frequency content of the propagating motions. Additionally, in 
heterogeneous soil deposits waves reflect off the surface and off stiffer 
mediums, and the soil can experience the wave energy numerous times. 

3.1. Energy of sine waves 

To emphasise the importance of the frequency content on the CASE 
with depth, a simple linear viscoelastic one-dimension site response 
study was conducted using the python-based site response analysis 
package, Pysra, [29]. The soil profile was 50 m in height with a shear 
modulus of 30 MPa, viscous damping of 3% and unit weight of 
17.5 kN/m3. Fig. 3a shows the calculated energy throughout the depth 
of the soil profile for a sine wave of frequency equal to 3.0 Hz, where the 
cumulative energy has been normalised by the CAKE of the input motion 
(Equation (5)) and the depth has been normalised by the wavelength (λ). 
It can be clearly seen that CASE and CAKE are offset by a quarter of a 
wavelength but both develop maxima and minima at intervals of half a 
wavelength, consistent with analytical work by Ref. [30]. The interac
tion is strongest at the surface and less cancelation occurs at greater 
depths as the downward energy decreases in relation to the upward 
energy due to damping. Note that the upward CAKE at the base is equal 
to the input CAKE and due to damping it decreases to approximately 
45% at the surface. Sine waves are a widely used input motion for nu
merical and centrifuge studies on liquefaction, however, the strong 
variation in strain energy with depth that is observed for single fre
quency sine waves suggests they are not suitable input motions for some 
studies of liquefaction behaviour. 

Fig. 2. Experimental validation that the NCASE required to liquefy the soil is 
load amplitude independent. 

Fig. 3. Energy of sine waves in homogenous soil deposits.  
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Fig. 3b shows the energy from a sine wave with a frequency of 9 Hz. 
The increased frequency means the wave energy decreases much more 
rapidly. The upward CAKE can be seen to decrease to nearly 10% at the 
surface and the downward kinetic energy approaches zero at a depth of 
five wavelengths. The theoretical solution for the reduction in energy of 
a travelling wave due to viscous damping (Equation (6)) is also shown to 
exactly match the upward CAKE, and is a useful reference point for 
estimating the energy of seismic motions. Because the downward energy 
tends to zero at the base of the domain, the interaction tends to zero, and 
the total kinetic energy and the strain energy tend to the input kinetic 
energy. 

Fig. 3c show the propagation of a two frequency motion, made of a 
sine wave at 3 Hz and a second sine wave with three times the amplitude 
at 9 Hz. The wavelength and theoretical reduction are shown for the 
frequency of 9 Hz. The reduction differs slightly from the observed 
reduction since the energy of the lower frequency wave reduces at a 
slower rate. The response is essentially a superposition of the two pre
vious cases and some of the full cancellations of energy observed in the 
previous cases now experience some strain energy, while when two 
minima combine, the cancellation is still almost to zero. Most impor
tantly for liquefaction assessment, the strain energy is higher near the 
surface compared to the low frequency case (a), and does not experience 
the cancellation at a quarter of a wavelength observed in the high fre
quency case (b). Thus more strain energy occurs near the surface of the 
soil deposit. 

Energyz ¼ Energy½z¼H�⋅expð � ξ⋅z=Vs⋅2⋅π⋅f1Þ
2 (6)  

3.2. Surface energy spectra 

For real ground motions the behaviour is more complex due to the 
large variation in frequency content. To allow an accurate prediction of 
the CASE at any depth, a novel spectrum has been developed called the 
nodal surface energy spectrum (NSES) to give an exact solution to the 
CASE for any broadband seismic shear wave reflecting off a perpen
dicular free-surface in an elastic homogenous deposit. The NSES is a 
unique parameter of the ground motion, and is calculated independently 
from the soil and site characteristics. It characterises how an incident 
wave interacts with its reflected self based on some time shift, corre
sponding to the time taken to travel to the free-surface and return to the 
point of interest. 

The calculation of the NSES is outlined in Fig. 4, where the reflected 
acceleration time series (€uiþshift) is equal to the incident motion (€ui), 
except that it is shifted backwards in time (padded with zeros at the start 
of the time series), where the time shift is equal to two times the travel 
time from the surface to the point of interest (Fig. 4b). The incident and 
reflected waves are then subtracted to obtain the time shifted motion 
(€uts;i) (Fig. 4c), where scale factors (A and B) can be applied to the 
incident and reflected motion in Equation (7) to represent reduction in 
amplitude due to damping. The calculation of UKE using Equation (5) of 
the time shifted motion, is equal to the CASE at the point of interest 
(Fig. 4d) and can be repeated for different travel times to obtain a 
spectrum (Fig. 4e). When the travel time exceeds half the length of the 
record, then the CASE is equal to two times the CAKE of the upward 
motion, since the upward and downward motions do not interact and 
there is zero damping. Note that if the two motions were added instead 
of subtracted then the UKE of the time shifted motion would be equal to 
the CAKE, since at a free surface the incident and reflected acceleration 
amplitudes interact constructively. The solution can also be applied to 
reflections off a rigid surface, where amplitudes interact destructively. 
In this situation, the CASE would be computed using the addition of the 
two waves, while the CAKE would be obtained with the subtracted 
waves. 

€uts;i ¼A⋅€ui � B⋅€uiþshift (7) 

In the time domain Equation (7) can only provide an exact solution 
for an elastic homogenous soil profile that is undamped or for a visco
elastic soil profile with a harmonic input motion, where the exact fre
quency dependent damping and energy reduction can be obtained using 
Equation (6). However, in the following sections the NSES solution is 
shown to provide a suitable solution for layered, liquefying soil deposits. 

A clear advantage of using the principle of conservation of energy to 
obtain demand, rather than the ‘rigid-body’ assumption adopted in 
simplified stress based procedures (e.g. Ref. [31]) is that the demands 
that are calculated with depth correctly reflect the frequency content of 
the ground motion. The strain energy computed using the NSES spec
trum method can also be used to calculate stresses, strains and dissipated 
energy through simple assumptions of the hysteretic behaviour of the 
soil and could therefore be used to directly replace the stress reduction 
factor in simplified stress based procedures (e.g. Ref. [31]). 

Fig. 4. Steps involved in the computation of the nodal surface energy spectrum (NSES).  
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3.3. Damped surface energy spectra 

Fig. 5 shows the response of different motions for a 50 m homoge
neous linear soil profile with a 20 MPa shear modulus and unit weight of 
17.5 kN/m3. A 5 Hz sine wave motion is shown in Fig. 5, along with the 
‘theoretical CASE’, estimated using the NSES method and Equation (7) 
where the reduction factors A and B were computed by Equation (6) 
using the 5 Hz input frequency. As expected, the theoretical solution 
provides an indistinguishable match to the CASE from the simulation. 

Unfortunately, by definition a broadband motion has multiple fre
quencies and therefore an exact solution cannot be obtained for a soil 
profile with viscous damping using Equation (7). Instead the damped 
spectrum (NSESξ;z¼h) can be approximated using Equation (8) by 
applying a damping reduction factor (ηt) as a function of height (or 
travel time) to the undamped spectrum (NSESξ¼0). Where ηt is estimated 
as a linear reduction from the point where the upward motion is defined 
(base of soil profile) to the surface using Equation (9). Where th is the 
travel time from the surface (z ¼ 0) to the point of interest (z ¼ h), tH is 
the travel time from the surface to the base of the soil profile and ηtotal is 
defined in Equation (10) as the ratio of the CAKE of the upward prop
agating shear wave at the surface compared to the upward CAKE at the 
base of the profile computed using Equation (6), with a chosen repre
sentative vibration frequency. 

NSESξ;z¼h� ηt⋅NSESξ¼0 (8)  

ηt ¼ ηtotalþð1 � ηtotalÞ = 2⋅th = tH (9)  

ηtotal¼CAKEup;z¼0
�

CAKEup;z¼H (10) 

The NSES solution with and without viscous damping is shown for 
two recorded motions (motion 770 - Loma Prieta (1989) earthquake, 
recorded at Gilroy Array 3 station; motion 5263 - Chuetsu-oki (2007) 
earthquake, recorded at NIG017 station from the NGA2West database 
[32]) in Fig. 5, where the representative frequency was optimised to 
reduce the error in the CASE estimate. The ‘predicted CASE’ shows an 
exact match for the zero viscous damping situation and a minor 

variation for the approximated solution using the damped NSES method. 
Although difficult to discern from Fig. 5, the relative error in the pre
diction for the Chuetsu-oki motion increases near the surface. The in
crease in relative error is partly because the CASE tends to zero and 
therefore magnifies the relative error, and partly because the CASE near 
the surface is dependent on high frequency content, which is strongly 
reduced up the viscoelastic profile. However, it should be noted that soil 
is not a true viscoelastic material and typically high frequencies are over 
damped when using constant damping across all frequencies [33]. The 
approximate damped NSES solution is also demonstrated for the sine 
wave input, here the biases due to the simplification are more apparent, 
where an under-prediction is observed near the surface and 
over-prediction at depth. This bias is smoothed in the broadband solu
tion due to it being frequency dependent. 

The total wave energy (CASE plus CAKE) computed for each analysis 
is also plotted in Fig. 5 in dashed lines. It can be seen that for the un
damped instances, the total energy remains constant at about four times 
the input CAKE (since the energy is reflected off the ground surface, the 
soil experiences the total wave energy twice). While the reference value 
of four is a useful benchmark, it does not apply in the case of layered soil, 
where waves are reflected and a soil layer may experience the same 
wave energy numerous times. For the damped case, the total energy of 
the sine wave is consistent with the reduction from Equation (6), where 
the upward and downward waves are first reduced and then added 
together. Finally it should be noted that the damped solution allows for 
the surface motion to be used as the incident motion to determine the 
strain energy at depth, however, since the surface motion has been 
reduced due to travelling through the deposit, the damping reduction 
should therefore be greater than one and can be computed with Equa
tion (11). 

ηt;surf :¼ 1þð1 � ηtotalÞ
�

2⋅th
�

tH (11)  

3.4. Strain energy in layered soil 

For a layered soil profile a change in impedance causes wave energy 
to be reflected. Since the NSES only represents the interaction of a wave 
hitting a free-surface in a homogenous half space, the reflected energy is 
not captured. Also a reduction in shear wave travel velocity means the 
wave can perform more work on the soil as it passes through. Fig. 6 
shows three simple yet challenging hypothetical cases for predicting the 
CASE in a layered deposit, compared to linear analysis with the Pysra 
package. The ground motion used for all three analyses was the Bursa 
Tofas station record from the 1999 Magnitude 7.5 Earthquake in Kocaeli 
Turkey. Fig. 6a shows two layers where the top 45 m has a shear 
modulus of 10 MPa while in the lower 15 m layer the shear modulus is 
30 MPa, the unit weight for both layers was 20 kN/m3. A large viscous 
damping of 15% was set for both layers to remove the energy content of 
the downward wave. The CASE from the linear analysis, CASElinear, is 
clearly amplified across the layer boundary by approximately a factor of 
two, compared to the CASE from the NSES solution, CASENSES. Note that 
for a travelling wave in an infinite medium this amplification would 
reach a maximum ratio of four as the impedance contrast increases. 
Fig. 6b shows a contrast in unit weight from 10 kN/m3 for the first 45 m 
and 20 kN/m3 for the last 15 m. The shear modulus was 30 MPa and the 
viscous damping was 15% for the whole soil profile. The NSES provides 
a reasonable prediction even though the CAKE changes across the 
boundary. The third soil profile shown in Fig. 6c is of a 15 m layer of 
10 MPa shear modulus at 30 m depth, surrounded by 30 MPa soil, all 
layers have 20 kN/m3, and 5% damping. In this scenario waves are re
flected off the both soil interfaces plus the surface, and the interaction 
becomes very complex, ultimately the CASElinear is almost three times 
larger than the CASENSES value. 

The exact level of amplification is highly dependent on the level of 
soil energy dissipation and the stiffness contrast across the layers above 
and below and requires an in-depth study to quantify for different 

Fig. 5. Strain energy in damped and undamped linear homogeneous soil pro
files versus NSES method. 
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situations. For the validation of the NSES method in the remainder of 
this paper the amplification for a soil layer between two stiffer layers 
will be approximated through a simple scaling of the homogenous so
lution using Equation (12). Where CASE�uniform is the strain energy as if 
the soil was uniform, Glayer;k is the shear modulus of the kth layer, Ginput is 
the shear modulus where NSES of the upward motion was computed (i.e. 
the surface or base of the deposit). 

CASE�layer;k ¼CASE�uniform;i⋅
Glayer;k

Ginput
(12)  

3.5. Estimation of energy spectra 

The NSES method provides a design and assessment tool for lique
faction that is analogous to the design and assessment of buildings using 
the SDOF elastic response spectrum. The exact solution can be obtained 
for a true elastic SDOF, and the inelastic response of nonlinear multi- 
degree-of-freedom systems is approximated through modification fac
tors. To improve the usability of the NSES method for design and 
assessment where the exact ground motion is unknown, the spectrum 
should be quantified using simple relationships in the same manner as a 
typical SDOF design response spectrum. 

Given that the key quantity for the estimation of liquefaction is the 
normalised CASE, the undamped NSES has been plotted in Fig. 7a 
divided by the travel time (a proxy for vertical effective stress) to 
illustrate some of the key characteristics. Since liquefaction assessment 
is typically only concerned with the top 30 m of soil, the spectrum only 
needs to be quantified in the first 2 s to cover shear wave velocities as 
low as 30 m/s. In this range the spectrum consists of three parts, a 
rapidly increasing section as frequencies become out-of-phase, up to the 
highest significant frequency, then a plateau to the dominant frequency, 
which corresponds to a linearly increasing CASE. The third, decreasing 
branch typically follows a 2/(travel time) relationship, which corre
sponds to a constant CASE, where the CASE is equal to two times the 
input CAKE, and the time shift causes approximately equal constructive 
and destructive interaction from the upward and downward wave. 
Damping would further decrease amplitude and could be approximated 
either through Equation (8) or possibly exact frequency domain solu
tions. The spectra share similar characteristics to the SDOF elastic 
response spectra (Fig. 7b), which has been plotted with double the 
period range since the travel time corresponds to double the time shift in 
the NSES method. The peaks are more erratic in the SDOF spectra as 

expected, since it is a measure of an instantaneous single value and 
therefore more sensitive to changes in the response period for a broad
band motion. The amplification is more pronounced in the NSES, since 
the energy quantity is proportional to the velocity squared. While 
further work is needed to characterise the NSES, the key frequencies of 
the NSES are directly linked to the site characteristics and magnitude of 
the earthquake and therefore can be simplified for design and assess
ment purposes. 

The NSES method also provides a useful tool for advanced effective 
stress analysis in a performance-based design and assessment context, 

Fig. 6. Strain energy in layered soil profiles versus NSES method.  

Fig. 7. Comparison of NSES and SDOF response spectrums.  
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where the selection of ground motions should best reflect the likely 
seismic hazard with low variability. The average energy for the travel 
times corresponding to critical liquefiable layer should present a highly 
sufficient measure for ground motion selection or selection using a 
conditional mean spectrum [34] centred around the critical depth. The 
use of CASE, which is a spectral, cumulative parameter, adequately 
accounts for the frequency, duration and amplitude aspects of the 
seismic demand for liquefaction triggering from an upward propagating 
shear wave. Unfortunately, to the best knowledge of the authors, there 
are no prediction equations available for UKE or for the NSES spectral 
coordinates. 

The UKE is not the integral of the squared velocity (ISV) (Equation 
(13)) or “energy density”, that has been widely used in other liquefac
tion estimation procedures (e.g. Ref. [18]) and used for the computation 
of the energy magnitude [35]. The UKE shares similarities to this and 
other widely used intensity measures, however, the key difference is that 
the CAKE is the integral of the rate of change of kinetic energy with time, 
whereas the energy density is the integral of kinetic energy with time. 
The two expressions provide the same value for a sine wave of oscillation 
frequency, f1, where the energy density is computed over a small 
increment of distance (dz) for a soil of shear wave velocity Vs, such that 
dz ¼ Vs=ð4 ⋅f1Þ but for a broadband motion, there is no exact 
compatibility. 

Fig. 8 shows the intensity measure relationships for a simple har
monic oscillator with unit amplitude and varying frequency in (a), and 
1 Hz and varying amplitude in (b). The ratio of ISV over UKE is inversely 
proportional to the frequency by a factor of 4 and independent of the 
amplitude whereas the ratios for cumulative absolute velocity (CAV) 
(Equation (14)) and Arias Intensity (Ia) (Equation (15)) over UKE scale 
linearly with frequency, while Arias Intensity is constant with amplitude 
and CAV is inversely proportional. Equations (13)–(16) have all been 
written with respect to the velocity time series ( _u) for direct visual 
comparison, with dt being the time step. 

ISV ¼ dt⋅
X

_ui
2 (13)  

CAV ¼
X
jΔ _uij (14)  

Ia¼
π

dt⋅g
X
ðΔ _uiÞ

2 (15)  

UKE¼
X

i¼1

n

Δð _ui ⋅ j _uijÞ (16) 

For the purpose of immediate use, a set of ground motions can be 
conditionally selected based on the earthquake magnitude, distance and 
either expected cumulative absolute velocity after application of 5 cm/s2 

threshold acceleration (CAV5) [36] or Arias Intensity. Both CAV5 and 
Arias Intensity have been shown to be closely linked to liquefaction 
triggering, see Refs. [36,37]; and prediction equations in Refs. [36,38]; 
respectively. 

The NSES of these records can then be computed and applied to the 
outlined procedure. Given the relationships observed in Fig. 8, the 
ground motions should be used unscaled to avoid unintended biases. 

4. Numerical validation study 

A series of linear, equivalent linear, nonlinear total stress and 
nonlinear effective stress one dimensional analyses were used to vali
date the NSES method for the estimation of NCASE� and ultimately es
timate the build up of excess pore pressure and triggering of 
liquefaction. 

The NSES method used the upward motion at the base, the elastic soil 
properties and 3% damping, and Equation (12) for the impedance. Five 
hundred synthetic soil profiles were randomly generated using the 
ranges and properties outlined in Table 1, and each soil profile was 
simulated using all analysis types. The soil profiles consisted of two clay 
layers (top and bottom) and a middle layer of sand (Fig. 9). The water 
table was assumed at the interface of the first and second layers. For 
layers one and three, one random number was generated for each layer 
to sample the cohesion, shear modulus and void ratio, to account for the 
correlation between these parameters. By keeping the same ratio be
tween these parameters the soil could be considered as a clay with a 

Fig. 8. Unit kinetic energy vs other intensity measures.  

Table 1 
Soil profile inputs. 
G0 ¼ 167⋅

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N1;60 þ 2:5

p
⋅R½0:7; 1:5� (17)  

G¼G0⋅patm⋅
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p’=patm

p
(18)   

Parameter Range 

Height of L1, H1  ½0:5 � 8:5� m  
Height of L2, H2  ½0:5 � 10�m  
Total profile height, Htotal  ½20 � maxð2:5 ⋅ðH1 þH2Þ;30Þ� m  
Permeability of L1, k1  8⋅10� 8 m/s  
Permeability of L2, k2  1:6⋅10� 5 m/s  
Permeability of L3, k3  10� 9 m/s  
Dilatancy, ψ 0∘  

Properties of layer 2  
Specific gravity, Gs  2.65 
Poisson ratio, ν 0.3 
Critical friction angle, φ 33∘  

Minimum void ratio, emin  0.5 
Maximum void ratio, emax  0.8 
Relative density, Dr  ½0:3 � 0:8�
Normalised SPT, N1;60  46⋅D2

r  

Normalised shear modulus, G0  Equation (17) [Pa] 
Other properties of layers 1 and 3  
Poisson ratio, ν1  0.4 
Specific gravity, Gs  2.7 
Undrained strength of L1 ½30 � 34� kPa  
Undrained strength of L3 ½180 � 200� kPa  
Void ratio of L1 ½0:6 � 0:8�
Void ratio of L3 ½0:5 � 0:7�
Initial shear modulus, Gi  1000⋅ Undrained strength   
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plasticity index of 30%. For the sand layer, the relative density (Dr) was 
randomly sampled between 30% and 80% and used to calculate an 
equivalent clean sand normalised SPT blow count (N1;60;cs) as 46⋅ Dr. The 
stress dependent shear modulus (G) was defined as in Equation (18) 
using the normalised shear modulus (G0) calculated from Equation (17) 
from Ref. [39] with an additional random multiplier between 0.7 and 
1.5. 

The FLAC 8.0 software [40] was used to perform the total and 
effective stress analyses. The crust and base non-liquefiable layers were 
modelled with the Mohr-Coulomb model and the hysteretic damping 
option. The combination of the models meant that the strain related 
stiffness reduction would be captured with the hysteretic damping, 
while the Mohr-Coulomb model had a slightly lower yield criterion than 
the asymptote of the hysteretic damping and thus when the yield cri
terion was reached, the hysteretic damping became inactive in those 
zones, thus avoiding some numerical instabilities at large strains [41]. 
The hysteretic damping was set using the Default model in FLAC, using 
values L1 ¼ � 2.3 L2 ¼ 0.63 to match the expression from Vardanega and 
Bolton [42] for plasticity index of 30% for all soils, since the ratio of 
initial shear modulus to undrained strength was the same for all soils. 

For the liquefiable sand the PM4Sand constitutive model [39] was 
adopted to simulate the constitutive behaviour of the second sand layer 
in the dynamic phase. The model follows the framework of the 
stress-ratio controlled, critical state compatible, bounding surface plas
ticity model by Dafalias and Manzari [43] for sand. The use of FLAC and 
the PM4Sand model has been used to successfully simulate numerous 
laboratory element tests, centrifuge tests, and field case studies (e.g. 
Refs. [44–47]. The PM4Sand model requires the contraction rate 
parameter (hp0) to be set and can be used to calibrate the model to a 
target CRR for building up excess pore pressure. This parameter was set 
using Equation (19) that was developed through a regression analysis 
where the hp0, relative density and shear modulus were systematically 
varied with a confining stress of 100 kPa, and the CRR for 15 cycles was 
obtained through numerical element tests. The target CRR for 15 cycles 
that was used to set the hp0 factor was calculated using Equation (20), 
which is the expression from Boulanger and Idriss [48] with an addi
tional random coefficient (cf ). The cf parameter was randomly sampled 
between a lower limit of 0.55 and an upper limit as the asymptote of 
Equation (19). 

hp0¼

�
CRRn15;target⋅

�
2:05 �

�
2:4⋅Dr

��

�
1 � CRRn15;target⋅ð12:0 � ð12:5⋅DrÞÞ

� (19)  

CRRn15;target ¼ exp
�

N1;60;cs

14:1
þ

�
N1;60;cs

126

�2

�

�
N1;60;cs

23:6

�3

þ

�
N1;60;cs

25:4

�4

� 2:8
�

⋅cf

(20) 

For the total stress analyses, the bulk modulus of the water was set to 
zero to avoid the build-up of pore pressure, whereas for the effective 
stress analyses it was set to 2.2 GPa. An additional 2% Rayleigh damping 
was specified at 0.56 Hz and 2 Hz to mitigate numerical instability. The 
base of the soil profile was modelled as a ‘compliant base’ (non-rigid 
base), providing a silent non-reflecting boundary. Therefore the motions 
were input at the base as a stress (τin) using Equation (21) [41], where 
the stress factor (kτ) was set at 1.1 for all analyses, and soil mass density 
(ρ) and shear wave velocity (Vs) were for the bottom layer and _u was the 
velocity time series of the outcrop motion. The FLAC model was then 
analysed elastically and the integral of the absolute acceleration (i.e. 
cumulative absolute velocity [49]) was computed at the surface and 
compared against the linear frequency domain analyses to provide an 
adjustment factor that was used to scale the input motion for the linear, 
equivalent linear and prediction method, such that they had approxi
mately the same input energy [50]. The mesh used for the FLAC analyses 
consisted of four 0.5 m elements wide, and the element heights in each 
layer were sized to be equal or less than 0.5 m. 

τin¼ � kτ⋅ρ⋅Vs⋅ _u (21) 

The linear and equivalent linear analyses were performed using the 
open-source python package, Pysra v0.3.0 [29]. For the linear analyses, 
all layers were reduced from their initial stiffness values and damping 
was set based on the peak ground acceleration (PGA). The shear 
modulus was reduced to 80% and damping of 3% for PGA less than 0.1 g, 
for PGA less than 0.2 g the shear modulus was reduced to 50% and 
damping of 6%, for larger PGA the shear modulus was reduced to 36% 
and damping of 10%, consistent with Section 4.2.3 of Eurocode Part 5 
[51]. For the equivalent linear analyses the clay layers were modelled 
with the Modified Hyperbolic Soil Type using the expressions from 
Vardanega and Bolton [42] and a minimum damping of 2%. The sand 
layer was modelled using the Modified Hyperbolic Soil Type model, 
where the curvature factor was set to 1.0 and the γref was set to best 
match the backbone response of numerical element tests of the soil at the 
centre of the layer performed in FLAC with the PM4Sand model. The 
damping and shear modulus reduction were computed using 65% of the 
maximum strain, and iterated to an error of less than 1% in the prop
erties or 15 iterations. 

Each of the 500 profiles was evaluated against one of 49 ground 
motions selected from the NGAWest ground motion database [32]. To 
select the ground motions the database was first filtered by the following 
criteria, and then one motion was selected as the closest to a set of 49 
equally spaced peak ground acceleration (PGA) values between 0.1 and 
0.49, so that an even distribution of PGA values would be present in the 
database. No other criteria were used for the selection in an attempt to 
provide a wide, unbiased selection of ground motions. The two hori
zontal components were combined together to obtain the maximum 
rotated Arias Intensity [28] considering 100 potential angles. 

The ground motion selection criteria:  

1. Time-averaged shear-wave velocity of the 30 m directly below the 
recording station (Vs30) range: 180–400 m/s  

2. Not a foreshock or aftershock event  
3. From earthquake events with a magnitude larger than 5  
4. Ground motion has a PGA higher than 0.10 g  
5. Have a lowest usable frequency less than or equal to 0.25 Hz  
6. Did not suffer from excessive disturbance during recording and 

contained the start of the shaking 

The list of ground motions are listed in Table 2 along with the Vs30, 
the PGA, and the UKE (See Section 3, Equation (5)). The single degree- 

Fig. 9. Soil profile definition and numerical element test location.  
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of-freedom (SDOF) acceleration response spectra of the motions is 
shown in Fig. 10. 

No deconvolution was performed as the characteristics of the site 

where the recordings were taken were unknown, therefore the energy in 
these records at the depth of the base of the model may be slightly lower 
than expected for the same distance and magnitude of earthquake. 

4.1. Estimation of NCASE 

A comparison of the NCASE* throughout the depth of the profile 
obtained from equivalent linear, and total stress analyses as well as the 
NCASE estimated from the NSES method is shown for a single analysis in 
Fig. 11a) for a soil profile that had a 3 m clay layer of undrained strength 
of 32.5 kPa, initial shear modulus of 32.5 MPa and dry unit weight of 
15.8 kN/m3. The middle sand layer was 6 m thick and had a normalised 
shear modulus of 910, relative density of 57% and saturated unit weight 
of 19.7 kN/m3. The base layer was a clay 17 m thick, and had an un
drained strength of 183 kPa, initial shear modulus of 183 MPa and 
saturated unit weight of 16.8 kN/m3. The ground motion was the 
Northridge-01 motion recorded in 1994 at Sun Valley - Roscoe Blvd 
station (ID1082). While all methods provide similar values of NCASE� at 
all depths, the equivalent linear model slightly over predicts the influ
ence of the change in stiffness across the boundary between the second 

Table 2 
Input ground motions for validation study.  

ID Record E. dist [km] Mw Vs30 [m/s] PGA [g] UKE [m2/s2] Earthquake Year Station 

1 148 9.6 5.7 350 0.26 0.27 Coyote Lake 1979 Gilroy A#3 
2 159 2.6 6.5 242 0.32 0.69 Imperial Valley-06 1979 Agrarias 
3 175 32.0 6.5 197 0.14 0.44 Imperial Valley-06 1979 El Centro A#12 
4 240 2.8 5.7 382 0.55 0.20 Mammoth Lakes-04 1980 Convict Creek 
5 313 19.9 6.6 361 0.35 0.46 Corinth, Greece 1981 Corinth 
6 449 43.5 6.2 289 0.14 0.08 Morgan Hill 1984 Capitola 
7 457 38.2 6.2 350 0.26 0.13 Morgan Hill 1984 Gilroy A#3 
8 461 3.9 6.2 282 0.32 0.42 Morgan Hill 1984 Halls Valley 
9 558 14.3 6.2 316 0.42 1.06 Chalfant Valley-02 1986 Zack Brothers Ranch 
10 592 9.9 6.0 368 0.31 0.22 Whittier Narrows-01 1987 Arcadia - Campus Dr 
11 626 21.3 6.0 301 0.40 0.21 Whittier Narrows-01 1987 LA - 116th St School 
12 692 11.7 6.0 339 0.43 0.46 Whittier Narrows-01 1987 Santa Fe Sp. E.Joslin 
13 767 31.4 6.9 350 0.55 0.69 Loma Prieta 1989 Gilroy A#3 
14 770 39.9 6.9 334 0.32 0.28 Loma Prieta 1989 Gilroy A#7 
15 802 27.2 6.9 381 0.48 0.96 Loma Prieta 1989 Saratoga - Aloha Ave 
16 803 27.1 6.9 348 0.42 1.45 Loma Prieta 1989 Saratoga - W Valley Coll. 
17 838 94.8 7.3 370 0.14 0.35 Landers 1992 Barstow 
18 848 82.1 7.3 353 0.38 1.13 Landers 1992 Coolwater 
19 960 26.5 6.7 326 0.48 1.03 Northridge-01 1994 W Lost Canyon 
20 1035 38.7 6.7 352 0.17 0.12 Northridge-01 1994 Man. Beach - Man. 
21 1082 12.3 6.7 321 0.37 0.85 Northridge-01 1994 Sun Valley - Roscoe Blvd 
22 1115 42.1 6.9 256 0.15 0.52 Kobe, Japan 1995 Sakai 
23 1155 95.0 7.5 290 0.10 0.41 Kocaeli, Turkey 1999 Bursa Tofas 
24 1158 98.2 7.5 282 0.40 1.43 Kocaeli, Turkey 1999 Duzce 
25 1513 7.6 7.6 364 0.59 2.95 Chi-Chi, Taiwan 1999 TCU079 
26 1605 1.6 7.1 282 0.48 2.84 Duzce, Turkey 1999 Duzce 
27 2007 54.6 5.3 196 0.14 0.02 CA/Baja Border Area 2002 El Centro A#11 
28 3636 68.2 6.3 315 0.19 0.32 Taiwan SMART1(40) 1986 SMART1 I04 
29 3643 69.2 6.3 307 0.22 0.20 Taiwan SMART1(40) 1986 SMART1 M02 
30 3653 70.0 6.3 285 0.20 0.19 Taiwan SMART1(40) 1986 SMART1 O02 
31 4066 15.1 6.0 227 0.55 0.21 Parkfield-02, CA 2004 Parkfield - FROELICH 
32 4146 12.2 6.0 342 0.38 0.39 Parkfield-02, CA 2004 Parkfield - UPSAR10 
33 4159 42.3 6.6 306 0.19 0.13 Niigata, Japan 2004 FKS028 
34 4169 42.5 6.6 365 0.35 0.32 Niigata, Japan 2004 FKSH21 
35 4210 13.6 6.6 332 0.64 1.29 Niigata, Japan 2004 NIG020 
36 4212 30.1 6.6 193 0.33 0.28 Niigata, Japan 2004 NIG022 
37 4866 8.5 6.8 338 0.35 0.76 Chuetsu-oki 2007 Kawanishi Izumozaki 
38 4889 58.1 6.8 315 0.37 0.37 Chuetsu-oki 2007 Joetsu Otemachi 
39 5263 22.6 6.8 274 0.26 0.46 Chuetsu-oki 2007 NIG017 
40 5495 39.2 6.9 288 0.25 0.45 Iwate 2008 AKTH19 
41 5616 88.6 6.9 364 0.20 0.09 Iwate 2008 IWT007 
42 5664 32.1 6.9 361 0.43 5.13 Iwate 2008 MYG005 
43 5669 75.2 6.9 275 0.11 0.17 Iwate 2008 MYG010 
44 5814 51.2 6.9 248 0.34 2.21 Iwate 2008 Furukawa Osaki City 
45 5827 18.8 7.2 242 0.54 3.35 El Mayor-Cucapah 2010 Michoacan de Ocampo 
46 5829 32.4 7.2 242 0.41 2.67 El Mayor-Cucapah 2010 RIITO 
47 5836 55.3 7.2 265 0.45 1.46 El Mayor-Cucapah 2010 Meloland Geot. Array 
48 6927 33.8 7.0 263 0.42 2.23 Darfield, New Zealand 2010 LINC 
49 6962 26.9 7.0 296 0.45 3.03 Darfield, New Zealand 2010 ROLC  

Fig. 10. SDOF acceleration response spectra of input motions used in valida
tion study. 
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and third layers compared to the total stress analysis, since a large 
reduction in secant stiffness was observed for the middle layer for both 
the equivalent linear and total stress analyses (Fig. 11b). The over- 
prediction in the change of strain energy across the layer boundary in 
the equivalent linear analysis is partly due to the stiffness reduction 
being applied for the whole ground motion, and therefore the amplifi
cation due to changes in stiffness would occur for even small amplitude 
waves. On the contrary the NSES method under-predicts the influence of 
this boundary since the elastic properties were used. The NSES method 
also over estimates the boundary between layers one and two, where the 
middle layer suffers more nonlinearity than the upper layer, thus 
reducing the stiffness contrast. 

Fig. 12 shows a comparison of the NCASE� in the centre of the second 
layer from the total stress (TS), linear (linear) and equivalent linear 
(eqlin) analyses for all 500 soil profiles. In general the prediction of the 
NCASE� from the equivalent linear analysis and NSES method was close 
to the total stress analysis values, with the majority of values falling 
within the 1:2 and 2:1 bounds. Equivalent linear analysis has the 
drawback of amplifying the same deformation modes for the whole 
ground motion, and can over-damp high frequency content and under 
damp low frequency content. While the NSES method suffers from the 
outlined issues relating to stiffness contrast across layers and the level of 
energy dissipation. Remarkably the linear analysis provided reasonable 
estimates though under-predicted at large levels of strain energy. The 
mean normalised difference (absolute difference divided by the NCASE�
from the total stress analysis) for all analyses was 0.31 for the NSES 
method compared to 0.30 and 0.40 for the equivalent linear and linear 
analyses respectively. 

Fig. 13 shows the estimation of the strain energy in relation to the 
shear modulus reduction calculated at the centre of the second layer 

from the equivalent linear analysis. It can clearly be seen in the linear 
analyses and, to an extent, in the NSES method, that the prediction 
under-estimates when a large reduction was calculated in the equivalent 
linear analysis. The major contribution to this under-prediction is due to 
the reduction in apparent stiffness in the total stress analysis, which 
increases the strain energy (See Equation (12)). Fortunately this increase 
in energy due to stiffness reduction is counterbalanced by an increase in 
energy dissipation, leading to close estimates from the NSES method. For 
the equivalent linear analysis, the increase can be over amplified, since 
the stiffness remains constant for the whole time of the equivalent linear 
analysis. 

Fig. 14 shows the NCASE� in the centre of the second layer in the 
effective stress analyses (ES) up to the time of liquefaction or if no 

Fig. 11. Comparison of NCASE from equivalent linear analysis, total stress 
analysis and the NSES method in a single profile. 

Fig. 12. Comparison of NCASE from total stress analyses with linear, equiva
lent and NSES methods. 

Fig. 13. Prediction of NCASE versus secant shear modulus reduction calculated 
from the equivalent linear analysis. 
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liquefaction happens, then the value at the end of the ground motion 
was used, compared to the NCASE� at the same time from the total stress 
analysis and the NSES method in subfigures a and b respectively. The 
time of liquefaction was taken as the first point where the mean effective 
stress dropped below 5 kPa, considered to be near the state of complete 
collapse of the simulated soil. In Fig. 14c, the NCASE� of all the 
liquefying analyses from the nonlinear effective stress analyses were 
compared to the NCASEliq computed by running a series of numerical 
undrained direct simple shear element tests for the state of the soil at the 
centre of liquefiable layer at different cyclic stress ratios (0.04 to 0.6) 
and taking the mean NCASEliq for all tests that liquefied between 2 and 
40 cycles. 

It can be seen that in the majority of simulations, the NCASE� values 
in the effective stress and total stress analyses are very similar, high
lighting that the NCASE� is largely unaffected by the build up of excess 
pore pressure due to the conservation of energy. Overall the effective 
stress analyses were slightly higher on average: for the motions that 
liquefy, the NCASE� from the effective stress analyses were on average 
66% greater than the complimentary total stress analysis, and for the no- 
liquefaction simulations it was 18% greater. Interestingly, there were 
some motions that generated less NCASE� in the effective stress analysis 
for the same amount of time, in nearly all of these simulations lique
faction was triggered at the bottom of the liquefiable layer at least 2 s 
prior to the centre of the liquefiable layer (‘Lower liq’). This suggests 
that some form of isolation has occurred limiting the seismic energy 
propagating into higher layers. 

The NCASE* from the NSES method provides a reasonable estimate 
of the NCASE� experienced in the effective stress analysis, but slightly 
more scatter compared to the total stress analyses. The mean normalised 

difference (absolute difference divided by the NCASE� from the effective 
stress analysis) for all analyses was 0.65 for the NSES method compared 
to 0.56 from the total stress analyses. Again poor estimates are seen for 
soil profiles where liquefaction occurred in the base of the liquefiable 
layer at least 2 s prior to liquefaction at the centre. Although the scatter 
appears to be quite large, it is worth noting that to compare against 
corresponding stress based calculations, the square root of the error 
should be taken, due to the squared relationship between energy and 
stress. The scatter is also partly due to the rapid increase in NCASE� near 
liquefaction due to the partial collapse of the soil and/or a strong in
crease in seismic energy in the ground motion. 

Fig. 14c shows the NCASEliq from the elements tests compared to the 
NCASE� from the effective stress analysis, with the right value being the 
actual NCASE� at liquefaction, and the left value being the NCASE� at 
0.5 s prior to liquefaction. The large scatter in the results is clearly linked 
to a rapid change in NCASE� in the effective stress analysis and results 
typically fall within a margin of 0.5 s. This also reflects that the actual 
error in the prediction of the liquefying energy is actually a lot smaller 
than depicted in Fig. 14 a and b, and may be better represented by only 
the no-liquefaction simulations, where the mean normalised difference 
was 0.31 for the total stress analyses and 0.44 for the NSES method. It is 
interesting to note that liquefaction happened across a magnitude of 
NCASE� from 0.0004 to 0.02 and that several of the ‘Lower liq’ analyses 
required less energy to liquefy in the one-dimensional analysis 
compared to the element tests (Fig. 14c), possibly due to upward pore 
water flow. 

Fig. 15 shows the observed trends of the total stress analysis and 
NSES method versus the effective stress analyses for the analyses where 
liquefaction did not occur in the centre of the middle layer. Fig. 15a 
shows that the NCASE� from effective stress analysis was generally 
higher then total stress analysis when the pore pressure ratio (ru) 
exceeded 0.2, this is due to the steep reduction in the shear modulus for 
even low values of excess pore pressure for the PM4Sand. Meanwhile the 
NSES method had larger NCASE� values at low ru values, where differ
ences in the modelling of damping through viscous and Rayleigh 
damping models heavily influenced the estimated demand. Large dif
ferences can also be seen for soil profiles where liquefaction at the base 
occurred 2 s earlier, typically resulting in a reduction in NCASE� in the 
effective stress analysis. The largest difference in the demand, for both 
the NSES and total stress values, was seen when the pore pressure ratio 
exceeded 0.7, due to the reduction in stiffness and increase in energy 
dissipation. While these effects increase the uncertainty in predictions, 
they could be rationally accounted for through estimates of stiffness 
reduction and energy dissipation as a function of the build-up of excess 
pore water pressure (e.g. Ref. [10]). 

Fig. 15b shows a similar trend, where the NSES method over
estimated the NCASE� at low levels of nonlinearity (measured by the 

Fig. 14. Comparison of NCASE from effective stress analyses with NSES 
method, equivalent linear and element tests. 

Fig. 15. Trends between the estimation of NCASE from total stress, NSES 
method and effective stress analyses. 
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reduction in shear modulus from the equivalent linear analyses). As the 
nonlinearity increased there were no apparent differences between the 
total stress and NSES method and both slightly underestimated the de
mand. The equivalent linear stiffness reduction and pore pressure build- 
up are both correlated to stronger ground motions and weaker soil, and 
could be corrected for. However, given that the error is not large in the 
context of estimating pore pressure, and that there are still known biases 
between one-dimensional nonlinear analyses and field measurements 
from downhole arrays [52], these biases were not corrected for. 

4.2. Estimation of liquefaction triggering 

All the effective stress analysis results were used as a benchmark to 
determine whether the NSES method could accurately predict lique
faction in the middle layer (Fig. 16). The NSES method predicted 240 
analyses to liquefy in the centre of the second layer, of which only 30 
were incorrectly predicted, and of those, 16 reached ru greater than 0.8, 
very close to liquefaction but not quite attaining the arbitrary 5 kPa 
vertical effective stress threshold. From the 260 analyses that were 
predicted to not liquefy in the second layer, 43 did liquefy in the 
effective stress analysis, of which for 19 of them the calculated capacity 
was less than 25% higher than the predicted demand. It can also be 
noted from Fig. 16 that many of the mis-calculated results were strongly 
affected by liquefaction occurring at the bottom of the deposit (“Low 
liq”). 

4.3. Estimation of excess pore pressure 

Given that soil softening can occur even at moderate levels of excess 
pore pressure build up, it is useful to be able to estimate the full time 
series of pore pressure build up. While the development of a robust 
relationship between excess pore pressure and NCASE�

NCASEliq 
requires an 

extensive experimental campaign, for the purposes of validating the 
theoretical framework presented here, a simple square root relationship 
has been adopted (Equation (22)) and is shown in Fig. 17 to provide a 
reasonable estimate to the FLAC element test simulation results and the 
Coimbra Sand element tests results from Viana Da Fonseca et al. [22]. 
However, the Algeria Sand results showed a steeper initial increase in 
excess pore pressure, suggesting that the relationship is soil dependent. 

ru;i¼min

 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NCASE�

NCASEliq

s

⋅ ru;liq; 1:0

!

(22) 

Using Equation (22) the excess pore pressure build-up could then be 
estimated throughout time and compared to the effective stress analyses. 
There were numerous trivial analyses where the NCASE� was signifi
cantly greater or less than NCASEliq, in which cases liquefaction trig
gered immediately or not at all. However, in Fig. 18 an example is 
presented where liquefaction was triggered late in the ground motion to 

demonstrate the accuracy of the proposed method. The soil profile used 
in Fig. 18 had a 5 m clay layer of undrained strength of 31.3 kPa, initial 
shear modulus of 32.5 MPa and dry unit weight of 15.2 kN/m3. The 
middle sand layer was 8 m thick and had a normalised shear modulus of 
1153, relative density of 70% and saturated unit weight of 20.0 kN/m3. 
The base layer was a clay of 16 m and had an undrained strength of 
186 kPa, initial shear modulus of 186 MPa and saturated unit weight of 
16.2 kN/m3. The ground motion was the El Mayor-Cucapah motion 
recorded in 2010 at Meloland Geot. Array station (ID5836). Both the 
prediction and the FLAC results show liquefaction occurring at 
approximately 40 s. The bottom of the middle layer is accurately pre
dicted to not liquefy, interestingly, the final estimate of ru is higher than 
the FLAC value but the estimation of strain energy is lower, possibly due 
to waterflow in the FLAC model. The demand and pore pressure expe
rienced in the top and middle of the layer were almost identical in both 
the FLAC and NSES method. Overall the prediction was consistent with 
the behaviour observed in the FLAC analysis. 

The prediction using the NSES method versus the effective stress 
results from all the analyses at the bottom, centre and top of the 

Fig. 16. Prediction of liquefaction at the centre of the liquefiable layer by the 
NSES method compared with effective stress analysis. 

Fig. 17. Pore pressure ratio versus NCASEi
NCASEliq 

for numerical element tests in FLAC 
(PM4Sand:Dr ¼ 0.7,G0 ¼ 1088,hpo ¼ 0.55,σ’v;0 ¼ 60 kPa), for CSS in Algeria 
sand (Dr ¼ 0.75,σ’v;0 ¼ 100 kPa), for CSS in Coimbra sand 
(Dr ¼ 0.45,σ’v;0 ¼ 100 kPa), and the square root relationship. 

Fig. 18. Prediction of excess pore pressure for a single analysis.  
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liquefiable layer are shown in Fig. 19 a and b, for the time of liquefaction 
and the maximum pore pressure ratio respectively. In general the time of 
liquefaction was well predicted for the bottom and middle of the layer, 
and slightly under predicted the time required to liquefy the soil in the 
top of the layer. This is most likely due to seismic isolation limiting the 
upward propagating energy from reaching the upper soil, as well as 
errors generated through changes in stiffness and dissipation of energy. 
There were also some soil profiles where the top of the layer liquefied in 
FLAC but was not predicted to liquefy, this was mostly due to upward 
pore water flow. The maximum pore pressure ratio showed consistent 
trends to those observed for the time to liquefaction, where a larger 
scatter and in general, an under-prediction of pore pressure was 
observed in the upper part of the layer, due to upward water flow. The 
role of pore water flow and seismic isolation were key parameters rec
ognised by Cubrinovski et al. [53] that can strongly influence the trig
gering of liquefaction, and resulted in significant differences between 
the predicted performance using simple CPT-based triggering procedure 
[31] and observed ground damage during the Canterbury Earthquake 
Sequence (2010–2011). The accurate estimation of a build-up of energy 
and excess pore pressure throughout time and with depth using the NSES 
method could provide options for accounting for these system response 
effects in future research. 

5. Conclusion 

This paper presents a novel approach to estimate the build-up of 
excess pore water pressure and the time of liquefaction using kinetic 
energy and strain energy. The main findings of this work are:  

1. The cumulative absolute change in strain energy required to liquefy 
the soil (NCASEliq) was shown, through the investigation of existing 
element test data, to be nearly independent of the amplitude of 
loading and could be predicted from the dissipated energy required 
to liquefy the soil.  

2. A unique equation was presented to quantify the cumulative absolute 
change in kinetic energy of a broadband travelling shear wave. The 
equation is also the direct measure of the total work done by the 
ground motion on a soil element.  

3. The kinetic energy equation was used to estimate the strain energy 
throughout the depth of a soil deposit using the nodal surface energy 
spectrum, which accounted for the interaction of upward and 
downward propagating shear waves through the principle of con
servation of energy. It was shown that the nodal surface energy 
spectrum provides an exact solution for the cumulative absolute 
strain and kinetic energy in a linear homogenous soil profile.  

4. Simple corrections to the nodal surface energy spectrum procedure 
were developed to account for soil damping and changes in soil shear 
stiffness.  

5. The developed procedure to predict the cumulative absolute strain 
energy was validated against results from linear, equivalent linear, 
nonlinear total stress and nonlinear effective stress one dimensional 
analyses for 500 randomly generated soil profiles with a variety of 
input ground motions. A high level of prediction was seen for the 
procedure even in the effective stress analyses where liquefaction 
occurred. 

6. The estimated cumulative absolute strain energy was used to esti
mate the time of liquefaction of the effective stress analyses. In 
general, the prediction was consistent with the analyses, however, 
upward water flow and seismic isolation due to liquefaction occur
ring earlier lower in the deposit, were recognised as key parameters 
that influenced the prediction of liquefaction at a particular depth. 
The influence of stiffness contrasts between layers also requires 
further research to increase the robustness of predictions.  

7. The build-up of excess pore pressure due to increasing cumulative 
absolute change in strain energy was approximated by a square root 
function, and combined with the proposed estimation of strain 

energy. This approximation was shown to provide a reasonable 
prediction of the build up of excess pore pressure with respect to 
effective stress analyses.  

8. The spectrum based solution provides an efficient, physically 
consistent and intuitive procedure for the assessment of the time of 
liquefaction, analogous to the single degree-of-freedom response 
spectrum used in structural design and assessment. 

9. The NSES method for estimating the cumulative absolute strain en
ergy has been implemented in the latest release of the python 
package liquepy. 
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GlossaryList of acronyms 

CRR: Cyclic resistance ratio 
CSR: Cyclic stress ratio 
CASE: Cumulative absolute change in strain energy 
NCASE: Cumulative absolute strain energy normalised by the at rest vertical effective 

stress 
NCASEliq: NCASE required to cause liquefaction 
NCASE�: NCASE generated by a loading (e.g. ground motion) 
NCASE�TS: NCASE� from total stress nonlinear analysis 
NCASE�linear: NCASE� from linear analysis 
NCASE�Eqlin: NCASE� from equivalent linear analysis 
NCASE�NSES: NCASE� from NSES method 
CAKE: Cumulative absolute change in kinetic energy 
UKE: Unit kinetic energy 
NSES: Nodal surface energy spectrum 
SDOF: Single degree-of-freedom 
SPT: Standard penetration test 
PGA: Peak ground accelerationList of symbols 
Mw: Earthquake moment magnitude 
Dr: Relative density 
dz: Small increment of distance 
Ediss: Dissipated energy 
f: Sine wave oscillation frequency 
kτ : Stress factor for inputting a motion along a compliant base 
Glayer;k: Shear modulus of the kth layer 
Ginput: Shear modulus where NSES of the upward motion was computed 
g: Acceleration of gravity (� 9:81m=s2Þ

hpo: Contraction rate parameter 
ncycles;liq: Number of cycles to liquefaction 
N1;60;cs: Clean sand equivalent normalised SPT blow count 
ru: Excess pore pressure ratio, excess pore pressure divided by the initial vertical effective 

stress 
tliq: Time of liquefaction triggering 
th: Travel time from the surface to the point of interest 
tH: Travel time from the surface to the base of the soil profile 
_ui: Upward ground motion horizontal velocity time series 
€ui: Upward ground motion horizontal acceleration time series 
Vs: Soil shear wave velocity 
Ia: Arias Intensity 
ISV: Integral of the squared velocity 
CAV: Cumulative absolute velocity 
CAV5: CAV after application of 5 cm=s2 threshold acceleration 
VS30: Time-averaged shear wave velocity of the 30 m soil deposit 
z: Depth of interest 
ηt : Damping reduction factor 
ηtotal : Ratio of the CAKE of the upward propagating shear wave at the surface compared to 

at the base of the profile 
γ: Shear strain 
ρ: Soil density 
σ’v;0: At rest vertical effective stress 
τ: Shear stress 
ξ: Viscous damping 
λ: Wavelength 
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