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CONSISTENCY MEASUREMENT USING THE ARTIFICIAL NEURAL

NETWORK OF THE RESULTS OBTAINED WITH FUZZY TOPSIS

METHOD FOR THE DIAGNOSIS OF PROSTATE CANCER

NAIME DEMİRTAŞ1, ORHAN DALKILIÇ1, §

Abstract. In recent years great attention has been paid to studies on artificial intelli-
gence since it can be applied easily to several areas like medical diagnosis, engineering
and economics, among others. In this paper we present an example in medicine which
aims to diagnose the patients with high prostate cancer risk using a multi-criteria decision
making method.Our datas set is prostate specific antigen (PSA), free prostate specific
antigen (fPSA), prostate volume (PV) and age factors of 78 patients from Necmettin
Erbakan University Meram Medicine Faculty. An artificial neural network related to
the consistency of convergence coefficients calculated by the Fuzzy TOPSIS method [32]
is established.Thus, we understand the accuracy of the results from the Fuzzy TOPSIS
method.
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1. Introduction

In recent years vague concepts have been used in different areas as medical applications,
pharmacolorgy, economics, engineering since the classical methods are inadeque to solve
many complex problems in these areas. So some theories were developed such as fuzzy set
theory [38],rough set theory [24],soft set theory [20] and fuzzy soft set theory [18]. In a short
time these theories gave rise to many researchers and applications. For example, these
were introduced to solve multi-criteria decision making problems [5, 9, 25, 26, 12, 4, 34, 37].

Prostate cancer is the second most common cause of cancer death among men in most
industrialized countries. It depends on various factors as family’s cancer history, age,
ethnic background, and the level of prostate specific antigen (PSA) in the blood. Since
PSA is a substance produced by the prostate, it is very important factor to an initial
diagnosis for patients [3, 31, 33]. As known, if the prostate cancer can be diagnosed earlier,
the patient can be completely treated. The definitive diagnosis of the prostate cancer is
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possible the process of biopsy. The results of PSA test, rectal examination, and transrectal
findings help the doctor to decide whether biopsy is necessary or not [19, 21, 29]. However
the datas of the level of PSA, fPSA, the age of patient and the prostate volume can give an
idea to the doctor about the cancer risk. If the risk is low then the biopsy operation which
has high cost and possible complications, is unnecessary. There are several researches in
the area of the prostate cancer prognosis or diagnosis [27, 1, 17, 28, 36].

Artificial Intelligence learning, justification, problem solving etc. is a computer science
that deals with systems that can show human behavior. We aim to develop similar artificial
instructions by analyzing human thinking methods by using the artifical intelligence. The
main methods of artificial intelligence used today are expert systems, fuzzy logic and
artificial neural networks.

Artificial neural networks are the computer systems that are developed with the aim
of automatically generating new information and discovering them without any help [22].
Artificial neural networks are known as a method developed by the simulation of the
cognitive learning process of the brain. The method helps to find the solutions to many
problems such as forecasting, classification and clustering. The most important feature
of the neural networks is to provide a solution to the problem by learning on the basis of
past knowledge of complex systems [10].

In this study, we use artificial neural network to test the consistency of the results from
the Fuzzy TOPSIS Method [32]. For this process, prostate specific antigen (PSA), free
prostate specific antigen (fPSA), prostate volume (PV) and age of 78 patients are used
as laboratory data. According to Fuzzy Topsis Method [32], biopsy is necessary only 46
patients who are under high cancer risk. This group also contain 44 patients who were
diagnosed with cancer. In this case, the first question that comes to mind is “How reliable
is this method?”. Therefore, we develope an artificial neural network and control the
accuracy of the results obtained in Fuzzy Topsis Method [32]. As a result, we conclude
that this would be a useful method for doctors to make decisions faster.

2. Preliminaries

In this section, some basic definitions are recalled and fuzzy TOPSIS method is men-
tioned briefly.

Definition 2.1. [38] A fuzzy set
∼
A in a universe of discourse U is characterized by a

membership function µ∼
A

(x) which associates with each element x in U a real number in

the interval [0, 1]. The function value µ∼
A

(x) is termed the grade of membership of x in
∼
A.

The family of all fuzzy subsets of U is denoted by P (U).

Definition 2.2. [15]

1) A fuzzy set
∼
A on the universe of discourse U is convex if and only if for any a, b ∈ U ,

µ∼
A

(αa+ βb) ≥ µ∼
A

(a) ∧ µ∼
A

(b), where α+ β = 1.

2) A fuzzy set
∼
A on the universe of discourse U is called a normal fuzzy set if there

exists a point ai ∈ U such that µ∼
A

(ai) = 1.

3) A fuzzy number is a fuzzy subset in the universe of discourse U which is both convex
and normal.

A triangular fuzzy number
∼
n can be defined by a triplet (a, b, c). The membership

function µ∼
n
(x) is defined as [15]:
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µ∼
n
(x) =


0, x < a,

x−a
b−a , a ≤ x ≤ b,
x−c
b−c , b ≤ x ≤ c,
0, x > c.

Let
∼
m = (m1,m2,m3) and

∼
n = (n1, n2, n3) be two triangular fuzzy numbers. Then

addition and multiplication of
∼
m and

∼
n as given in [15] are

∼
m⊕ ∼

n = (m1,m2,m3)⊕ (n1, n2, n3) = (m1 + n1,m2 + n2,m3 + n3)

and

∼
m⊗ ∼

n = (m1,m2,m3)⊗ (n1, n2, n3) = (m1 × n1,m2 × n2,m3 × n3).

Definition 2.3. [2]
∼
D is called a fuzzy matrix, if at least an entry in

∼
D is a fuzzy number.

Definition 2.4. [39] A linguistic variable is a variable whose values are linguistic terms.

The concept of linguistic variable is very useful in dealing with situations which are
too complex or too ill-defined to be reasonably described in conventional quantitative
expressions [39].

Definition 2.5. [5] Let
∼
m = (m1,m2,m3) and

∼
n = (n1, n2, n3) be two triangular fuzzy

numbers, then the vertex method is defined to calculate the distance between them as

d(
∼
m,

∼
n) =

√
1

3
[(m1 − n1)2 + (m2 − n2)2 + (m3 − n3)2].

Chen [5] gave a systematic approach to extend the TOPSIS to the fuzzy environment.
We have applied this method to a medicine problem to obtain the optimal choice for the
patients who are potential carrier of prostate cancer. Chen’s method can be summarized
as follows:

Assume that there is a set of m patients U = {u1, u2, ..., um} with a set of n symptoms
S = {s1, s2, ..., sn} for prostate cancer.

Step 1: Form a committee of doctors, then identify the evaluation symptoms.

Step 2: Choose the appropriate linguistic variables for the importance weight of the
symptom and the linguistic ratings for patients with respect to symptom.

Step 3: Aggregate the weight of symptom to get the aggregated fuzzy weight
∼
wj of

symptom sj and pool the doctors’ opinions to get the aggregated fuzzy rating
∼
pi j of

patient ui under symptom sj .

Step 4: Construct the fuzzy decision matrix P and then obtain the normalized patient-
symptom matrix R.

The normalization method mentioned above is to preserve the property that the ranges
of normalized triangular fuzzy numbers belong to [0, 1].
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Step 5: Construct the weighted normalized fuzzy decision matrix Q, called symptom-

weight matrix, where the entries are triangular fuzzy numbers
∼
w. W is the set of impor-

tance weights of symptoms.

Step 6: Perform the transformation operation R ⊗ Q to get the weighted normalized

patient-symptom matrix
∼
V .

Step 7: Determine FPIS (fuzzy positive-ideal solution) and FNIS (fuzzy negative-
ideal solution).

Step 8: Calculate the distance of each patient from FPIS and FNIS, respectively.

Step 9: Calculate the closeness coefficient CCi of each patient.

Step 10: According to the closeness coefficient, the doctors find opportunity to evaluate
patients who are under high degree prostate cancer risk. Hence the doctors may decide
that the biopsy is necessary or not for these patients. (see Figure 5 for closeness coefficient
of several patients)

3. ARTIFICIAL NEURAL NETWORK

In artificial neural networks, different network structures are used to solve each prob-
lem.Which type of problem is more suitable for which type of decision is determined by
the decision maker.In this study, Multilayer Detection Model (MDM) is used since, this
network structure is especially preferred in problems such as classification, estimation.

Back propagation algorithm is used in MDM model.This algorithm makes it possible to
use the artificial neural networks with intermediate layer in order to learn the relationship
between complex, non-linear and process parameters [30].Artificial nerve cells formed by
mimicking the biological nerve cell come together and form a three-layer artificial neural
network [23].These layers are input, output and intermediate layers. Network weights
should be adjusted to obtain correct outputs during the learning process [35].

The learning rule of the MDM network is a generalized version of the Delta Learning
Rule based on the least-squares method. According to the delta rule used in the back
propagation algorithm, it is a rule based on the idea of constantly adjusting and improving
the input connections, ie weight, to reduce the difference between the actual output value
of a neuron and the desired output value [14].Each vektor associated with target output
values in learning is presented to the network for the network to learn. Weights are
corrected based on the stated learning rule [13].

Artificial neural networks, in contrast to statistical methods, does not require any pre-
liminary assumptions on the data set [16].Artificial neural networks are widely used in the
case of non-linear, multi-dimensional, complex, uncertain, incomplete, defective data and
especially in the absence of a mathematical model and algorithm for solving the problem.

Figure 1 shows the input values xi and the weights wnj that determine the importance
of the inputs in the artificial neural network. Each entry and its weight are multiplied and
all these values are summed to obtain a number. An activation function is used to make
this number between 0 and 1. Although there are many activation functions, the use of
sigmoid function is common.



N. DEMİRTAŞ, O. DALKILIÇ: CONSISTENCY MEASUREMENT USING THE ARTIFICIAL ... 241

Figure 1. Basic Working Mechanism of Neural Networks

Figure 2. Activation Function Types

4. ANALYSIS OF FUZZY TOPSIS USING THE ARTIFICIAL NEURAL
NETWORKS METHOD

We use the Artificial Neural Networks to measure the coherence of the closeness coef-
ficients which obtained for 78 patients in the Fuzzy TOPSIS method on Matlab.In this
way, we come to a conclusion about how accurate or how wrong of results obtained in the



242 TWMS J. APP. AND ENG. MATH. V.11, N.1, 2021

Figure 3. Operation of a Basic Artificial Neural Network

Fuzzy TOPSIS method.Let’s start to establish an artificial neural network that tries to
predict our closeness coefficients obtained by Fuzzy TOPSIS method.

Figure 4. An Overview of the Artificial Neural Network Introduced to MATLAB

We enter 4 symptoms into the neural network and also use 10 hidden layers for better
analysis of data.

In Figure 5, the first column contains the patient number, the other columns include the
values of PSA, fPSA, PV, AGE and Closeness Coefficient, respectively. Here, the values
of PSA, fPSA, PV, AGE are introduced as input to the artificial neural network. Also,
the values of closeness coefficient of the patients are introduced as output.

We divide our data into two parts, training and testing. First we train our network
with our training datas and then try to test the accuracy of test datas on the network.
Thus, we determine whether the results of Fuzzy TOPSIS method is consistent or not.
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Figure 5. Input of Datas into Artificial Neural Network

Figure 6. Classification of Entered Values as Education and Testing

While closeness coefficients in the Fuzzy TOPSIS method was estimated for each patient,
we wanted that the datas be grouped as 70% of the learning data and 30% of the test
data.

Now, we examine the results of the artificial neural network:
As seen here, the correlation coefficients are very close to 1. This is normal for the

memorized datas during the training state. However, the values in the test state are quite
close to 1, too. Thus, it can be said that the closeness coefficient values in Fuzzy TOPSIS
method are quite successful.
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Figure 7. Training Result of Artificial Neural Network

Figure 8. Evaluation Results during Training

Estimated performance measurements were taken into account when deciding on net-
work structures. The most commonly used formulas in the literature for estimated per-
formance measurements; RMSE (Mean Square Root of Error Squares), MAPE (Average
of Absolute Error Rates), MSE (Average of error squares) [40, 6, 8].

In the evaluation of networks, prediction performance measurements have been pre-
ferred. According to the measurements, Witt (2000) categorized models with MAPE that
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values less than 10% as ”high accuracy” and between 10% and 20% as ”correct estimates”.
However, Lewis (2002) categorized models with MAPE that values less than 10% are ”very
good”, models with 10% to 20% are ”good”, models with 20% to 50% are ”acceptable”,
and models with less than 50% are ”incorrect and inaccurate” [7].

RMSE =

√∑
(yt − ŷt)2

T

MAPE =
1

T

∑∣∣∣∣yt − ŷtyt

∣∣∣∣× 100

MSE =

∑
(yt − ŷt)2

T

Here, yt is the actual observation value, ŷt is estimated value and T is the number
of estimates. According to the best network structure, the values of these measurements
were found as MSE = 0.000179091, RMSE = 0.01338247, MAPE = 0.024873. Since the
MAPE value is calculated as 2.4873% in this study, the estimation is in the high accuracy
class.

Figure 9. MSE-Epoch Graphic
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Figure 10. Errors in Training and Testing States

When we look at all the results in Figure 11, we see that the margin of error is 0.003
and the regression is quite close to 1. Since the drawings were very close to line Y=T,
very good results were achieved.

In Figure 12, There are closeness coefficients calculated by the Fuzzy TOPSIS method
in the first column and in the second column, there are closeness coefficients estimated by
the Artificial Neural Network. In the third column, the error amounts between the two
data are given. As can be seen, the Artificial Neural Network found the numbers which
are quite close to the closeness coefficients obtained in the fuzzy TOPSIS method.

Thus, we have determined that the convergence coefficients obtained by the Fuzzy
TOPSIS method are consistent and this method can be used as an adjunct to a doctor in
making a biopsy decision.

5. Discussion

In this paper, we used the datas of 78 patients with prostate complaint from Necmettin
Erbakan Universty Medicine Faculty. After the biopsy operation to 78 patients, it is
seen that only 44 patients are diagnosed with cancer. According to Fuzzy Topsıs method
[32], biopsy is necessary only 46 patients who are under high cancer risk. This group
also contain 44 patients who were diagnosed with cancer. In this situation, the question
which is through of fistly is ”How reliable are the results from the Fuzzy Topsıs method?”.
Therefore, we have developed an artificial neural network to control the results obtained
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Figure 11. Regression Results

Figure 12. Comparison of Results

in Fuzzy Topsıs. We used the criteria expressed by Lewis (2002) for the measurement of
the success of the developed artificial neural network. Since the MAPE value is calculated
as 2.4873% in our study, the estimation is ”very good” according to the values of Lewis
(2002).Thus, we conclude that the evaluation can be made according to the results of
Fuzzy TOPSIS method. We tested the accuracy of the results obtained in [32] by using
artificial neural network and concluded that it would be a helpful method for the doctors.
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oranı tahmini: Türkiye’deki konaklama işletmeleri üzerine bir deneme, Anatolia: Turizm Araştırmaları
Dergisi, 16(1), pp. 24-30.

[8] De Lurgio, A. S., (1998), Forecasting principles and applications, Singapore: Irwin McGraw-Hill.
[9] De, S. K., Biswas, R. and Roy, A. R., (2001), An application of intuitionistic fuzzy sets in medical

diagnosis, Fuzzy Sets Syst., 117, pp. 209-213.
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[33] Van Cangh, P. J., De Nayer, P., De Vischer, L., Sauvage, P., Tombal, B., Lorge, F., et al., (1996),

Free to total prostate-specific antiden (PSA) ratio is superior to total PSA in differentiating benign
prostate hypertrophy from prostate cancer, The prostate, 29, pp. 30-34 .

[34] Wang, X., Dang, Y. and Hou, D., (2014), Multiattribute Grey Target Decision Method Based on Soft
Set Theory, Mathematical Problems in Engineering, Article ID 307586, 6 pages.

[35] Werbos, P. J., (1998), Generalization of backpropagation with application to a recurrent gas market
models, Neural Network, pp. 339-356.

[36] Yuksel, S., Dizman, T., Yildizdan, G. and Sert, U., (2013), Application of soft sets to diagnose the
prostate cancer risk, Journal of Inequalities and Applications, pp. 229.

[37] Yuksel, S., Guzel, Ergul, Z. and Tozlu, N., (2014), Soft Covering Based Rough Sets and Their Appli-
cation, The Scientific World Journal, Article ID 970893, 9 pages.

[38] Zadeh, L. A., (1965), Fuzzy sets, Inform. Control., 8, pp. 338-353.
[39] Zadeh, L.A., (1975), The concept of a linguistic variable and its application to approximate reasoning,

Inform. Sci., 8, pp. 199-249(I), pp. 301-357(II).
[40] Zhang, G. and Hu, M. Y., (1998), Neural network forecasting of the british pound/US Dollar exchange

rate, Omega International journal of Management Science, 26(4), pp. 495-506.
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Orhan Dalkılıç was born in 1995, in İstanbul, Turkey. He graduated from the
Department of Mathematics, Faculty of Science, Marmara University in 2016. He
received his master’s degree in Mathematics from Mersin University in 2020. His
research interests are topology, fuzzy sets, rough sets, soft sets, decision making and
their applications.


