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Abstract. For short-lived climate forcers (SLCFs), the im-
pact of emissions depends on where and when the emis-
sions take place. Comprehensive new calculations of various
emission metrics for SLCFs are presented based on radiative
forcing (RF) values calculated in four different (chemical-
transport or coupled chemistry—climate) models. We distin-
guish between emissions during summer (May—October) and
winter (November—April) for emissions in Europe and East
Asia, as well as from the global shipping sector and global
emissions. The species included in this study are aerosols and
aerosol precursors (BC, OC, SO,, NH3), as well as ozone
precursors (NO,, CO, VOCs), which also influence aerosols
to a lesser degree. Emission metrics for global climate re-
sponses of these emissions, as well as for CHy, have been
calculated using global warming potential (GWP) and global
temperature change potential (GTP), based on dedicated RF
simulations by four global models. The emission metrics in-
clude indirect cloud effects of aerosols and the semi-direct
forcing for BC. In addition to the standard emission metrics
for pulse and sustained emissions, we have also calculated a
new emission metric designed for an emission profile con-
sisting of a ramping period of 15 years followed by sustained
emissions, which is more appropriate for a gradual imple-
mentation of mitigation policies.

For the aerosols, the emission metric values are larger in
magnitude for emissions in Europe than East Asia and for
summer than winter. A variation is also observed for the
ozone precursors, with largest values for emissions in East
Asia and winter for CO and in Europe and summer for VOCs.
In general, the variations between the emission metrics de-
rived from different models are larger than the variations

between regions and seasons, but the regional and seasonal
variations for the best estimate also hold for most of the mod-
els individually. Further, the estimated climate impact of an
illustrative mitigation policy package is robust even when ac-
counting for the fact that the magnitude of emission metrics
for different species in a given model is correlated. For the
ramping emission metrics, the values are generally larger
than for pulse or sustained emissions, which holds for all
SLCFs. For SLCFs mitigation policies, the dependency of
metric values on the region and season of emission should be
considered.

1 Introduction

Climate is impacted by various emitted gases and particles
with a range of radiative efficiencies, lifetimes, and climate
efficacies (e.g., Myhre et al., 2013). Emissions of CO,, N»O,
and some of the other gases included in the Kyoto Proto-
col are defined as long-lived greenhouse gases (LLGHGs).
In addition, emissions of black carbon (BC), organic carbon
(0C), SO,, NH3, NO,, CO, and volatile organic compounds
(VOCs) cause changes in atmospheric levels of short-lived
climate forcers (SLCFs), such as ozone and aerosols (BC,
OC, sulfate, and nitrate). As CHy has an atmospheric per-
turbation lifetime of about 10 years, this gas is generally as
well mixed as the LLGHGs but is often categorized together
with the SLCFs since its lifetime is shorter than a realistic
timescale for stabilizing anthropogenic influence on climate.
There has recently been increased interest by policymakers
to mitigate these SLCFs, for instance as advocated by the
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Climate and Clean Air Coalition (CCAC), motivated by co-
benefits to climate and air quality (e.g., Schmale et al., 2014).
Smith and Mizrahi (2013) find that the climate benefits for
the next few decades of reducing SLCFs today are compa-
rable to a climate policy on LLGHGs. However, Myhre et
al. (2011) point out that reducing emissions of SLCFs to-
day might potentially result in a delay in CO; mitigation,
which may give unwanted long-term consequences (Pierre-
humbert, 2014). Studies show that climate change in the long
term is mainly governed by CO; emissions; however, miti-
gation of SLCFs may temporarily decrease the rate of warm-
ing (Shoemaker et al., 2013; Bowerman et al., 2013). Ro-
gelj et al. (2014) argue that quantifying the climate impact
of actual mitigation policies targeted on SLCFs is difficult,
as the sources are common for a range of SLCFs and LL-
GHGs; thus, these linkages should be considered. Recently
Allen et al. (2016) showed that the global warming poten-
tial with a time horizon of 100 years (GWP(100)) effectively
measures the relative impact of both cumulative species and
SLCFs on realized warming 20—40 years after the time of
emission. They also showed that GWP(100) can be used to
approximately equate a one-off pulse emission of a cumula-
tive pollutant and an indefinitely sustained change in the rate
of emission of an SLCFs, which introduces a new application
when SLCFs, CO», and other LLGHGs are compared.

The impact of emissions of different SLCFs may be mea-
sured with the use of emission metrics which quantify an ide-
alized climate impact per unit mass of emissions of a given
species. Various applications exist (Fuglestvedt et al., 2003;
Tanaka et al., 2010; Aamaas et al., 2013), the main ones are
to (1) provide an “exchange rate” between different emitted
species used in mitigation policies, (2) compare different ac-
tivities and technologies that emit a range of species over
time such as in life cycle assessment (LCA), and (3) com-
pare in a simplified manner the climate responses of various
emissions to gain and communicate scientific understanding.
The most common emission metrics are time integrated ra-
diative forcing (absolute global warming potential, AGWP)
(IPCC, 1990) and temperature perturbation (absolute global
temperature change potential, AGTP) (Shine et al., 2005;
Shine et al., 2007), which, when normalized to CO;, become
GWP and GTP, respectively. Physically based metrics evalu-
ate the idealized climate impact (integrated global mean RF
for GWP or global mean temperature change for the GTP)
over a certain time period (for the GWP) or at a given time
after the emissions (for the GTP). This time period is called
the time horizon and this choice is inevitably influenced by
value judgments. Here we present metric values for a range
of time horizons. Among the value choices are, for instance,
looking at either temperature or forcing and what time hori-
zon to pick (Fuglestvedt et al., 2003; Tol et al., 2012; Myhre
etal., 2013). The Kyoto Protocol used GWP with a time hori-
zon of 100 years.

Emissions metrics have normally been calculated for
global emissions. However, for SLCFs, due to their short
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lifetimes compared to large-scale atmospheric mixing times,
and because the chemistry and radiative effects on climate
depends on the regional physical conditions, even the global
mean radiative forcing depends on the region of emissions
(Fuglestvedt et al., 1999; Wild et al., 2001; e.g., Berntsen et
al., 2005; Naik et al., 2005). Then, the emission metric val-
ues will vary for different emission locations (Fuglestvedt
et al., 2010). In addition, distinct patterns in the tempera-
ture response appear from all forcings (Boer and Yu, 2003;
Shindell et al., 2010). A growing literature investigates how
the weights of the emission metrics change as emissions
from different regions of the world are considered. Collins
et al. (2013) assessed variations in emission metrics for four
different regions (East Asia, Europe, North America, and
South Asia) for aerosols and ozone precursors, based on
radiative forcings from consistent multimodel experiments
from the Hemispheric Transport of Air Pollution (HTAP) ex-
periments given by Yu et al. (2013) and Fry et al. (2012).
Collins et al. (2010) also investigated how emission met-
ric values differ between regions, including vegetation re-
sponses. Bond et al. (2011) quantified differences in RFs for
BC and OC emissions from different locations and types of
emissions.

For SLCFs, the impact also depends upon the season of
emissions. As the chemistry and radiative effects vary be-
tween summer and winter, the RF per unit emissions will dif-
fer between the seasons. An additional factor is that the mag-
nitude of emissions fluctuates between the seasons, which
can also be the case for LLGHGs. For example, emissions of
certain species from wood burning for domestic heating will
be much larger in winter than summer (Streets et al., 2003).

Bellouin et al. (2016) detail a comprehensive set of
dedicated RF calculations with four models (ECHAMG6-
HAMMOZ, HadGEM3-GLOMAP, NorESM, and
OsloCTM2) for emission perturbations in different re-
gions (Europe, East Asia, shipping, and global) and seasons
(Northern Hemisphere (NH) summer (May—October) and
winter (November—April)) for various SLCFs or their
precursors (BC, OC, SO,, NH3, NO,, CO, and VOCs)
and for global annual emissions of CH4. Here, we present
separate emission metric values for emissions during NH
summer and winter emissions. In this study, we use the RF
results from Bellouin et al. (2016) to calculate emission
metrics for the different regions and seasons. We produce
emission metrics for standard pulse emissions as well as for
an emission profile consisting of a ramped period of 15 years
followed by a sustained case, which can illustrate a gradual
implementation of technology standards. As the study is
based on several models running the same experiments,
these data allow us to investigate the robustness in our
findings. We analyze the robustness for individual species,
as well as for hypothetical policy mitigation packages.
Finally, we discuss how the emission metrics presented here
can be used in mitigation policies.

www.atmos-chem-phys.net/16/7451/2016/
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2 Material and methods
2.1 Radiative forcing

An overview of the four different coupled chemistry—climate
models or chemical-transport models presented by Bellouin
et al. (2016), their resolution and species investigated (SO»,
BC, OC, NH3, NO,, CO, VOCs, and CHy) is given in Ta-
ble 1. Not all models have calculated RF for all species.
While all four models give RFs for BC, OC, and SO,,
only the OsloCTM2 calculated RF for NH3. Three models
(OsloCTM2, HadGEM3, NorESM) have calculated RFs for
the ozone precursors and CHy.

The calculations are based on different processes that af-
fect RF (see Bellouin et al., 2016). For aerosols and aerosol
precursors, three of the four models calculate the aerosol di-
rect and first indirect (cloud-albedo) effect, with ECHAMG6
only diagnosing direct RF. For BC, OsloCTM2 estimated in
addition the RF from BC deposition on the snow and semi-
direct effect. Only a few previous studies, such as Bond et
al. (2013), have included the semi-direct effect in emission
metrics. For the ozone precursors and CHy, the total RF con-
sists of the aerosol direct and first indirect effects, short-lived
ozone effect, methane effect, and methane-induced ozone ef-
fect. Only OsloCTM?2 includes nitrate aerosols, but nitrate
aerosol RF has been used to complement the estimates by
other models.

The best estimate of a species’ RF is given as the sum of
all the processes, in which the average across the models is
used for each process. ECHAMBS is not included in the best
estimate for BC, OC, and SO, since this model does not
diagnose the first indirect effect. The best estimate is based
on only the OsloCTM2 model for BC deposition on snow
and BC semi-direct effect, while the best estimates are based
on three models for all other processes (aerosol effects, short-
lived ozone, methane, and methane-induced ozone).

For the high and low estimate, we sum the highest and
lowest values, respectively, for each individual process.

These global-mean RFs of various species were calculated
for emissions in different regions. The three regions, follow-
ing tier 1 HTAP regions, are Europe (western and eastern
Europe up to 66°N, including Turkey), East Asia (China,
Korea, and Japan), and the global shipping sector. RF val-
ues are also available from remaining land areas outside of
Europe and East Asia; results for this case are presented in
the Supplement (Sect. S1). Values for global emissions were
also utilized. Emissions from shipping are not included in the
global estimates since only OsloCTM?2 and NorESM include
detailed estimates for the shipping sector. All estimates are
given for NH summer and NH winter. As emissions globally
and from the shipping sector occur in both hemispheres, the
two seasons are a mix of summer and winter conditions. For
these two cases, we refer to NH winter and NH summer.

www.atmos-chem-phys.net/16/7451/2016/
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2.2 Emission metrics

In this study, we use the emission metrics GWP and GTP
with varying time horizons. In all perturbations, RF is annu-
ally and globally averaged; thus, the responses are also an-
nually averaged. AGWP for species i at time horizon H is
defined as

H
AGWP; (H) = /RF,- (t)dr, (1)
0

where RF is the time-varying radiative forcing following a
unit mass pulse emission at time zero. The calculations of
the RFs build on the framework previously shown for short-
lived ozone depletion gases for the metric the ozone deple-
tion potential (Olsen et al., 2000; Bridgeman et al., 2000;
Wauebbles et al., 2001). This work led to the mathematical
relationship between the steady-state impacts from sustained
emissions, the pulse response function, and the steady-state
lifetime (Prather, 2002), which we follow in our RF cal-
culations. For aerosols, the radiative forcing values (RFgs)
(Wm2(kgyr—1)~!) calculated by Bellouin et al. (2016) are
based on assuming that the emissions are sustained for a year
and hence the concentrations are close to equilibrium values
because of their short steady-state lifetimes. These RFgs val-
ues have been converted into RF values (W m—2 kg~1) for
an instantaneous emission for BC, OC, SO,, and NHj3 by the
formula (Aamaas et al., 2013)
__ RFs

RF ~ , 2
T

where t is the perturbation lifetime (years) of the aerosol
species. This conversion is only applicable when the adjust-
ment time of the species is significantly less than 1 year. The
adjustment time can be dependent on different processes with
different timescales, such as wet and dry deposition. The per-
turbation lifetimes are model specific and given in Bellouin
et al. (2016).

The AGTP is given as
H
AGTP; (H) = /RFI- (t)IRFr (H —1t)dt, 3)
0

where IRFr (H —t) is the impulse response function for tem-
perature at time H to a unit radiative forcing at time ¢. The
equations for the AGTP calculations for aerosols and ozone
pre-cursors are given in Aamaas et al. (2013). These emis-
sions metrics (AGWP, AGTP) are given in absolute forms.
They can be normalized to the corresponding effect of CO,,
where M is GWP or GTP, given as

AM; (2)

M) = Mooy

“4)

To calculate the time-varying RF for a pulse emission
of CO; an impulse response function (IRFc) for CO; is

Atmos. Chem. Phys., 16, 7451-7468, 2016
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Table 1. General circulation models (GCMs) and chemical transport models (CTMs) used to calculate radiative forcing in this study. Reso-
lution shows the horizontal resolution and the number of vertical layers. Radiative forcing has been calculated for emissions of these gases

and particles by Bellouin et al. (2016).

Model Type  Resolution BC OC SO, NHz NO, CO VOCs CHsq References
ECHAM6-HAMMOZ GCM 1.8°x18°131 X X X Stevens et al. (2013)
HadGEM3-GLOMAP GCM  1.8°x12°138 X X X X X X X Hewittetal. (2011)
NorESM GCM 1.9°x25°L26 X X X X X X X Bentsen et al. (2013), Iversen et al. (2013)
OsloCTM2 CTM 2.8°x28°L60 X X X X X X X X Sgvde et al. (2008), Myhre et al. (2009)
Emission profiles E is the emission scenario and AGTP gives the tempo-
1 ral temperature perturbation for a unit of emissions. The
absolute metrics for compound i for the ramping scenarios
0.8 1 R .
(AM;") are calculated according to
206 |
i) H
a R p
2 oal L AMRH) = D Ei(te) - AMI(H — 1), (©6)
w te=0
==Pulse
0.2 ==Ramping | p . . .
) —sSustained where AM; (H) is the corresponding absolute pulse metric
0t (e.g., AGWP or AGTP) for time horizon H, and E (t.) is the
0 5 10 15 20 25 30

Year

Figure 1. Pulse, sustained, and ramping emission profiles. The
ramping period can vary.

needed. Here we use the IRF¢c based on the Bern Carbon
Cycle Model (Joos et al., 2013) as reported in Myhre et
al. (2013). The IRF7 is here treated independently of the
emitted species and based on simulations with the Hadley
Centre CM3 climate model (Boucher and Reddy, 2008).
These parameterizations have uncertainties, and Olivié and
Peters (2013) studied the effective of different IRF7 from
different atmosphere—ocean general circulation models and
found that the uncertainty is the largest for the most short-
lived SLCFs.

Emission metrics for pulse emissions are in principle the
most useful metrics, even though emissions follow a given
temporal profile. A pulse can be seen as an instantaneous
emission, or constant emission during a short period (<« H),
followed by no emissions. In the real world, implementing
mitigation can be a gradual process where emissions are
gradually reduced over some period, followed by a sustained
level of emission reduction. This reflects regulations or tech-
nical improvements that are phased in over a given period
and then sustained indefinitely. Such an emission profile, or
mitigation profile, can be called a “ramping”. These different
types of emission profiles are shown in Fig. 1. For ramping
or any other emissions scenarios, the emission metric can be
calculated by a convolution. A temperature response is cal-
culated as

t
AT, () = / E; (t')AGTP; (r — ) dt'.
0

&)
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emission at time #.. The integral in Eq. (5) is the general no-
tation, while we apply this in our calculations with the sum in
Eq. (6). Note that the sustained case is a special case where
E(t) = E; for all z. For a ramping period of mitigation of TH
years (where TH stands for time horizon), emissions in year
t in the first TH years are E (f.) = t%ﬁ“ and after that E. We
show results only for a ramping period of TH = 15 years, but
we have also investigated other implementation rates. The
total response for a scenario is found by multiplying Eq. (6)
with the total emission change. Note that since emission met-
ric values for SLCFs increase with decreasing time horizon
(because they are short-lived), their “ramping” emission met-
rics values are significantly higher than the standard pulse-
based values.

Emission metrics normalized to the corresponding ab-
solute emission metric for ramping emissions of COj
(Ml.R (H)) are calculated by

AMR(H)

MR(H) = ——".
AME,, (H)

)

Note that since the pulse metrics are given by region and
season, so are the ramping metrics (Ml.R(H ).

For policymakers to apply this concept to compare dif-
ferent (n) sets of mitigation options (all following the same
ramping profiles over time, but with different mix of species,
regions, and seasons), the net impacts (I,(H))(@i.e., AGWP
or AGTP) for all options must be calculated according to

In(H) = 3> AE; () M (H). ®)

J

Here AE; (j) denotes the total mitigation (e.g., at the end of
the ramping period) of component i emitted in region ;.

www.atmos-chem-phys.net/16/7451/2016/
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3 Results
3.1 Emission metric values
3.1.1 Best estimates

First, we present the best estimate of emission metric values
for pulse emissions; see Table 2 for GTP(20) values. Addi-
tional values for GWP and for other selected time horizons
are given in Table S1 in the Supplement. Due to space con-
straints, we can only present values for a few time horizons.
The choice of emission metric and time horizon depends on
the application, and a range of different justified choices are
possible (e.g., Aamaas et al., 2013). If the focus is on temper-
ature change in the next few decades, GTP(20) is appropriate.
In Fig. 2, GTP(20) values are given for the different species,
decomposed by a range of processes. Figure 3 presents re-
sults for GWP(100) for the ozone precursors. We first focus
on a few selected time horizons, but Sect. 3.1.5 shows how
emission metrics evolve for a range of time horizons.

The uncertainties in Figs. 2 and 3 are given as the range
across all contributing models. The uncertainty is in general
larger than the variation between different regions and sea-
sons. Thus, when including the uncertainty, it is less clear
which region and season give the largest and smallest emis-
sion metric values. However, we will show in Sects. 3.1.3
and 3.1.4 that the best estimate is more robust than the un-
certainty bars indicate.

The emission metric values for the shipping sector are
based on only two models (OsloCTM2 and NorESM). We
do not provide uncertainty ranges for shipping due to the low
numbers of models. Further, the robustness of these values
presented is lower than for the other regions for the same
reason.

We find distinct differences between regions and seasons
for all species. For the aerosols BC, OC, and SO, the magni-
tude of the total GTP(20) values is higher for emissions dur-
ing summer than winter and larger for Europe than for East
Asia. However, the emission metric value for winter emis-
sions of BC is only slightly higher for Europe than for East
Asia. The higher emission metric values for Europe than for
East Asia is likely caused by a more polluted baseline in East
Asia, which leads to a saturation for some of the interac-
tions. Collins et al. (2013) also estimated higher values for
Europe than East Asia, while Fuglestvedt et al. (2010) based
on earlier calculations in the literature gave partly conflict-
ing results. As a significant share of the emissions from the
shipping sector, as well for global emissions, are occurring
in the Northern Hemisphere, the seasonal variation is similar
for these two categories except for BC for shipping. Seasonal
variations are mainly driven by aerosol RF, which is mainly
located in the shortwave spectrum. Greater sunlight duration
in local summer yields stronger RFs (Bellouin et al., 2016).
Seasonal differences in atmospheric lifetimes, caused by sea-
sonality in precipitation, will also contribute.

www.atmos-chem-phys.net/16/7451/2016/

For BC, the elevated aerosol effect in summer is partially
canceled out by a cooling effect by the semi-direct effect (see
Fig. 2). The semi-direct effect is due to the absorption of so-
lar radiation of particles, which affects the atmospheric static
stability, and impacts on clouds. The impact of BC deposition
on snow is largest for emissions during winter and larger for
Europe than East Asia. The BC surface albedo effect is gov-
erned by the extent of snow- and ice-covered surface area
but also depends on the availability of solar radiation where
the BC is deposited. For Europe, the snow effect is 54 % of
the direct effect in winter and 2.61 % in summer, while the
corresponding percentages are 22 and 1.1 % for East Asia.
The shares are similar for the shipping and global, with low-
est shares for global emissions. As explained by Bellouin
et al. (2016), this is due to atmospheric transport: according
to the models, European emissions of BC are preferentially
transported to the Arctic, where they modify the albedo of
snow. Seasonality is driven by snow cover, which is larger in
winter and early spring. In Europe, the semi-direct effect is
—38 % of the direct effect in summer and —9.5 % in winter,
while it is —42 and 4.4 %, respectively, for East Asia. As the
other regions are a mix of summer and winter because both
hemispheres are included, the semi-direct effect is smeared
out over the two seasons, but largest in absolute value for NH
summer. For NH3, the GTP(20) value is larger for Europe
than East Asia in summer but not for winter, as explained
by Bellouin et al. (2016). Ammonium nitrate aerosol forma-
tion is strongly dependent on relative humidity and temper-
ature, and competes for ammonium with ammonium sulfate
aerosols, which has larger concentrations in local summer
(Bellouin et al., 2011). Those complex interactions may ex-
plain different seasonalities in different regions, and will con-
tribute to model diversity.

For the ozone precursors, the variability between regions
and seasons is smallest for CO. For CO, GTP(20) values are
higher for winter than summer. Due to the longer lifetime of
CO during winter, a large fraction of the CO emitted dur-
ing winter will undergo long-range transport and will be ox-
idized in relatively clean low-NO, environments. There CO-
oxidation will reduce OH and thus increase the methane life-
time. As can be seen in Fig. 2, it is the indirect methane effect
that leads to higher metric values for wintertime emissions.
Furthermore, GTP(20) values of CO are slightly larger for
East Asia than Europe. For VOCs, the seasonal variability is
opposite with highest GTP(20) values for summer. Further,
GTP(20) values are higher for Europe than East Asia. The
overall picture is a bit more complex for NO,. The seasonal
difference is very small for GTP(20) values in East Asia.
However, for Europe, the GTP(20) value is more negative
for summer and less negative for winter. Shipping has the
largest GTP(20) values in magnitude for all ozone precur-
sors, especially the large methane effect, driven by the rela-
tively clean atmospheric conditions around the emission lo-
cations. The models may overestimate the ozone production
of NO, emissions from shipping, as they do not represent

Atmos. Chem. Phys., 16, 7451-7468, 2016
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Figure 2. GTP(20) values for the species, for all regions and seasons, decomposed by processes. The regions included are Europe (EUR),
East Asia (EAS), shipping (SHP), and global (GLB), all for both NH summer (s), May—October, and NH winter (w), November—April. How
the best estimate of the net effect is calculated is given in Sect. 2.1. The uncertainty bars show the range across models, which is not given
for shipping as the best estimate is based on only two models for that sector. For CHy emissions, the ozone effect is formally classified as
short-lived ozone, but the perturbation timescale is the same as for the methane-induced ozone effect.

ship plumes, but assume instantaneous dilution of emissions
in the grid boxes (Paoli et al., 2011). Holmes et al. (2014) ob-
tained a 40 % decrease in ship NO, RF when they improved
their representation of ship plume chemistry. It is therefore
possible that the RF for NO, is overestimated by 50 % or
more. Collins et al. (2013) observed the same annual pattern
for Europe and East Asia as we do. One notable feature for
NO, is that the aerosol effect is negative for all cases ex-
cept for shipping, mainly because the values for shipping are
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based on two models and the other values are based on three
models. The positive value for shipping is the average of two
models with opposing signs; thus, there is significant uncer-
tainty in the best estimate. This model disagreement for NO,
is discussed in detail by Bellouin et al. (2016).

For aerosols emissions and the major aerosols precursors,
the relative ratios between the different regions and seasons
are constant while varying the emission metric and time hori-
zon applied. On the other hand, the relative ratios between
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Figure 3. GWP(100) values for the ozone precursors, for all regions and seasons, decomposed by processes. The regions included are Europe
(EUR), East Asia (EAS), shipping (SHP), and global (GLB), all for both NH summer (s), May—October, and NH winter (w), November—
April. How the best estimate of the net effect is calculated is given in Sect. 2.1. The uncertainty bars show the range across models, which is
not given for shipping as the best estimate is based on only two models for that sector.

Table 2. The best estimate given for GTP(20) values. The component of each species which the mass emission refers to is shown in brackets.
The regions are Europe (EUR), East Asia (EAS), shipping (SHP), and global (GLB), for emissions occurring in NH summer (s), May—

October, and NH winter (w), November—April.

GTP(20) BC[C] OCI[C] SO,[SO,] NH;[NH3] NO,[N] CO[CO] VOCs[C] CHy [CHy]
EUR, s 620  —220 -130 —16 —90 43 23 48
EUR, w 530  —110 -36 -10 —40 4.9 14 48
EAS, s 610  —140 —87 7.7 -75 45 19 48
EAS, w 330 —50 -31 —15 -75 5.0 8.9 48
SHP, NH s 390 —620 —160 NA —230 4.7 32 48
SHP, NH w 470 =310 —110 NA —400 59 30 48
GLB, NH s 810  —260 —-120 72 —150 4.4 22 48
GLB, NH w 600  —190 —67 —11 —~160 4.9 21 48

different emission metric values for the ozone precursors dif-
fer with varying emission metrics and time horizons. The ra-
tios for the aerosols are fixed since the aerosols have little
effect on perturbations of atmospheric composition and com-
ponents with long adjustment times. By contrast, the ozone
precursors affect processes with longer time constants. By
causing a change in OH levels, methane with an adjustment
time of about 10 years is perturbed. Hence, we also show
GWP(100) values for the ozone precursors (Fig. 3), while
similar figures for the other species are provided in the Sup-
plement (Fig. S1). For the ozone precursors, the aerosol di-
rect and indirect effect and the short-lived ozone effect are
given relatively more weight for GWP(100) than GTP(20)
than the methane effect and methane-induced ozone effect,
since GWP integrates the RF up to the time horizon, while
GTP is an end-point indicator. As the time horizon increases,
the relative contribution from methane and methane-induced
ozone increases and the contribution from aerosols and short-
lived ozone decreases. The overall picture presented here
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for GTP(20) and GWP(100) is mostly similar. However,
for NO,, no significant seasonal difference was observed in
GTP(20) values for East Asia, while the value in winter is al-
most twice as negative as the summer values for GWP(100).
For shipping emissions in NH summer, the emission metric
value changes from clearly negative for GTP(20) to almost
zero for GWP(100).

We provide only one global emission metric value for
CHy4, as CHy emissions are relatively well mixed in the atmo-
sphere and expected differences due to regionality and sea-
sonality are small (Bellouin et al., 2016). The aerosol effect
is weakly positive, while the models give a wide range from
weakly negative to strongly positive, as discussed in Bellouin
et al. (2016).

3.1.2 Comparison with the literature
As already noted, the variations with respect to regional

emissions for emission metric values are in line with Collins
et al. (2013). Fuglestvedt et al. (2010) also presented emis-
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sion metrics with respect to regional emissions based on ear-
lier calculations in the literature, but with some conflicting
results between available studies. Due to this spread, our
findings are partly in line with Fuglestvedt et al. (2010). In
general, the specific emission metric values are also compa-
rable with Collins et al. (2013). However, a complete com-
parison is not possible as we have included the effect of
aerosols for the ozone precursors and the semi-direct and de-
position on snow effect for BC. The findings are also gen-
erally similar to previous estimates for emission metrics of
global emissions (e.g., Fuglestvedt et al., 2010), with some
discrepancies we will discuss here. A comparison of modeled
GWP and GTP values with a selection from the literature for
some selected time horizons is given in Table S1.

For BC, Bond et al. (2013, 2011) presented about 2040 %
higher emission metric values (GTP and GWP), while other
studies (Fuglestvedt et al., 2010; Collins et al., 2013) are in
line with or up to 40 % lower than this study and Hodne-
brog et al. (2014) give significant lower values. As discussed
in Hodnebrog et al. (2014), the atmospheric lifetime of BC
may be shorter and the BC emissions may be larger than
previously thought (e.g., Fuglestvedt et al., 2010), leading
to emission metric values almost halved compared to previ-
ous estimates (—44 % for the example given in Hodnebrog et
al., 2014). The OC values in our study are more than 200 %
higher in magnitude than the literature, driven by the high
values in one of the models (NorESM). The OC values from
NorESM are driven by a strong indirect effect. When this
indirect effect is excluded, the NorESM value is similar to
the others as well as the literature. For SO», the emission
metric values for the winter season are similar to or up to
60 % stronger than the literature, while they are more than
doubled for summer. As for OC, the more negative emis-
sion metric values for SO, are driven by the inclusion of
the indirect effect. The one study (Shindell et al., 2009) we
found on NH3 gave emission metric values that are about
double that of our annual average. The literature shows a
wide range in the emission metric values for NO, depend-
ing on the source and region. Our estimates are within this
range but, on the more negative side within the range, about
80 % stronger than the values used for land-based emissions
in Myhre et al. (2013). The emission metric values for CO
are roughly 0-30 % higher than in the literature, partly driven
by the additional positive impact of including the aerosol ef-
fect. For VOCs, the emission metric values are roughly dou-
ble that or more than those found in the literature, even with
a negative contribution from the aerosol effect (Bellouin et
al., 2016). The emission metric values for CH4 are mostly
lower than those in Myhre et al. (2013) (29 and 19 % lower
for GTP(20) and GWP(100), respectively), mainly due to a
shorter methane atmospheric lifetime, as well as a smaller
contribution from the indirect effect on ozone.
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3.1.3 Robustness for individual species

The differences in the emission metric values between the
emission regions and seasons of emissions seen for the best
estimate holds generally in each model, which strengthens
our confidence in the modeled variations between regions
and seasons. For emissions of aerosols and their precursors,
the magnitude of GTP(20) values is higher in summer than
winter in 86 % of the model cases. The consistency between
the individual models and our best estimate based on the
models is 100 % for SO;. The metric values for European
emissions are larger in magnitude for most cases than East
Asia. In summer, this is true for 92 % of the cases and 50 %
in winter in addition to 33 % that are marginally the opposite.
Yu et al. (2013) also observed that the regional dependency
in RF was robust for a number of models with the same re-
gional pattern as in our study.

For the ozone precursors, the variation in GTP(20) val-
ues observed for the best estimate also holds for most of the
models. For both regional and seasonal variability, 83 % of
the model cases agree with the best estimate. For CO, all
cases agree that the GTP(20) values are larger for East Asian
emissions than European emissions and for winter than sum-
mer, even though the relative differences in GTP(20) values
between Europe and East Asia in summer and winter are rel-
atively small. The difference may occur since the East Asia
region is located closer to the Equator. The findings for NO,
and VOC:s are also relatively robust, where the model cases
agree 75 % for NO, and 83 % for VOCs. The same tenden-
cies in the regional pattern were also found by Collins et
al. (2013).

3.1.4 Robustness in total climate impact

Emission metrics are used to quantify the climate impacts of
different sets of emission changes following either mitiga-
tion policies or changes caused by some other mechanisms
(e.g., technological development). However, the uncertain-
ties given by the model ranges for individual regions, sea-
sons, and species shown in Figs. 2 and 3 do not provide a
good indication for the robustness of the total impacts esti-
mated by the emission metrics, because there might be sig-
nificant correlations between species. By robustness here, we
mean how uncertain is the total climate impact of a given set
of emission changes (changes of multiple species, seasons
and regions) and related to this how robust would a ranking
(in terms of net climate impact) of possible mitigation mea-
sures be, given the individual uncertainties shown in Figs. 2
and 3.

Models with more efficient vertical transport and/or slow
removal of aerosols by wet scavenging will tend to give
longer lifetimes for the aerosols and thus stronger RF per
unit emission for all aerosol species, and thus emission met-
ric values for the individual species and seasons would be
correlated. This means that the ranking of measures and the
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3 Robustness for aerosols

Robustness for O3 precursors

3

Figure 4. Scatter plot of the normalized variability of the model
estimates (NV,) versus NVgg for the best estimate. Colors of
the symbols indicate individual models (red: OsloCTM2; green:
NorESM; blue: HadGEM3; and light blue: ECHAMG6) and the
shape of the symbol indicate individual species. Left panel: aerosols
and aerosol precursors (BC, OC, and SO5). Right panel: ozone pre-
cursors (NOy, CO, and VOCs). The black line is the one-to-one
line. The estimates use the GTP(20) emission metric.

net impact of measures that lead to reduction in emissions of
co-emitted species that cause a cooling effect could be more
robust. Similar effects can be expected across ozone precur-
sors due to non-linear chemistry effects and removal efficien-
cies; for instance, such correlations across models were ob-
served for the climate effect of NO, emissions from aviation
by Holmes et al. (2011). To investigate this we first focus on
the correlation. To put all species on a common scale we cal-
culate the normalized variability (across species, regions, and
seasons) for the best estimate (NVgg) and for the individual
model estimates (NV,):

MBgEg (r,s,i) — MBE,min (i)
MBE,max (l) - MBE,min (l) ’

NVgg (r,s,i) = )

My, (r,s,i) — MBE,min(i)
MBE,max (l) - MBE,min (l) )

NV (r,s,i) = (10)

Mgg(r, s, i) denotes the best estimate for the emission metric
value for species i, region r, and season s, while M (7, s, i)
denotes the emission metric value from a single model m for
species i, region r, and season 5. Mpx (i) is the maximum
GTP(20) value found in any region (Europe, East Asia, and
global) and season (NH summer and winter) for species i,
while M,in (i) is the minimum value.

The values of NVgg are numbers between O and 1. As
GTP(20) values from individual models can be larger than
the maximum from the best estimate and smaller than the
minimum, NV, (r, s,i) can be larger than 1 or negative, re-
spectively. Figure 4 is a scatter plot between NVgg and all
the individual NV, values, where the colors indicate model
and shapes of the symbol indicate component. Since the pro-
cesses that could lead to correlations are somewhat different
for aerosols and ozone precursors (e.g., non-linear chemistry
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Figure 5. Emission metric-based estimate of change in global mean
temperature by 10 % reduction in emissions of all SLCFs based on
2008 global emissions with positive best estimate AGTP(20) val-
ues (BC, CO, and VOCs, labeled B), and 10 % global reduction in
all SLCFs (also including OC, SO7, and NOy, labeled A). Colored
symbols use sets of emission metrics from individual models. The
blue bar is given based on summing contributions using all maxima
and minima in Fig. 2. The black bar is the uncertainty assuming the
metric estimates are all independent.

effects for the latter) the species are split into two separate
panels.

Figure 4 clearly shows the correlation between the species
for the individual model emission metrics. For the aerosols,
HadGEM and NorESM tend to give higher (in absolute
terms, i.e., more negative for cooling agents) emission metric
values compared to the best estimate, while ECHAM gives
much lower values. For the ozone precursors, the picture is
the opposite, with NorESM being lower than the BE while
the OsloCTM is higher. This indicates that for both aerosols
and ozone precursors there are generic features in the models
related to representation of key processes (e.g., vertical mix-
ing, wet scavenging, ozone production efficiency) that sys-
tematically affects the emission metric values.

These correlations between the estimates for the individual
species have to be taken into account when the uncertainty in
the net effect of a multi-component mitigation policy is es-
timated. Since different SLCFs are often co-emitted, most
mitigation options will affect emissions of several species at
the same time. The uncertainty in the estimate of the net ef-
fect depends on the composition of the mitigation, i.e., mix
of species, regions, and sectors. To be useful for policymak-
ing, the emission metrics should be robust enough so that
there is trust in the sign of the net effect of a mitigation mea-
sure and that the uncertainty in the emission metrics does
not hinder a ranking of different measures when cost effi-
ciency is considered. Figure 5 shows the estimates of the net
effect (here in terms of temperature change after 20 years,
i.e., using AGTP(20) for pulse emissions) when using the
sets of emission metrics from the individual models. First,
we consider a global mitigation of a 10 % reduction in emis-
sions of all SLCFs for which the best estimate is positive for
the AGTP(20) (BC, OC, and VOCs — labeled B in Fig. 5),
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and then a 10 % global reduction in all SLCFs (an extreme
case of also reducing the co-emitted cooling species OC,
SO;, and NO, — case A in Fig. 5). The shipping sector is
not included in this sensitivity test as the best estimate is
only based on two models. ECHAMS6 did not calculate RFs
for the ozone precursors; therefore, values for the best es-
timate are given for those species. NH3 is not included, as
only OsloCTM?2 provided RF estimates of that. These sce-
nario estimates are based on emission inventories for 2008
(Klimont et al., 2016). For a 10 % reduction in emissions of
the warming SLCFs (BC, CO, and VOCs), the best estimate
gives a global reduction in temperature of 0.61 mK 20 years
after a pulse, with a spread of —0.38 to —0.85 mK. When the
cooling components are included, the best estimate gives a
global warming of 0.49 mK, with models ranging from 0.06
to 0.49 mK. Hence, all models agree that a reduction in those
six SLCFs will cause warming, but for one of the models
there is only a marginal warming.

The black bars in Fig. 5 give the uncertainty in the net
global temperature effect assuming all the metric values are
independent. This gives a similar or narrower uncertainty in-
terval than the spread of the estimates using the individual
model metrics, again showing that there is considerable cor-
relation in the model estimates. However, if the difference
between the models were 100 % systematic (i.e., one model
always giving the lowest estimates by magnitude and an-
other model giving the highest), then the model-based inter-
val would be given by the blue bar in Fig. 5. From this anal-
ysis, we conclude that the uncertainty for an estimate of the
net temperature effect of multi-component emission change
is enhanced due to the correlations; however, for mitigation
measures that mainly change emissions of species with posi-
tive GTPs, the sign of the global temperature signal is robust.

Since not all processes are included in all the models, the
average of all models in Fig. 5 will differ from the best es-
timate. This deviation is observed in both scenarios but is
clearest for a mitigation scenario including both warming and
cooling SLCFs, as the net climate impact is a sum of large
positive and negative numbers. The processes not included
are dominated by cooling. Three out of four models do not
include the cooling from the semi-direct effect of BC, nor
do they include what is mainly cooling from nitrate for the
ozone precursors and SO;. As a consequence, the individual
models tend towards more cooling or less warming than the
best estimate for a mitigation scenario of SLCFs.

Our findings show that the robustness is largest for indi-
vidual species, i.e., what region and season of emissions to
mitigate for an individual species. Next follows a subgroup of
species that correlates, such as aerosols. Lowest robustness is
given for mitigation for all SLCFs. However, we observe that
all models agree whether two hypothetical mitigation scenar-
ios give warming or cooling.

Atmos. Chem. Phys., 16, 7451-7468, 2016

B. Aamaas et al.: Regional emission metrics for short-lived climate forcers

3.1.5 Variations with time horizon

We have until now presented emission metric values at cer-
tain fixed time horizons; however, these values vary greatly
with time horizon, which is partially controlled by COx.
SLCFs impact the atmosphere for a short time, as aerosols
and aerosol precursors have atmospheric lifetimes of about
a week. Methane, however, has an atmospheric perturbation
lifetime of about 12.4 years (IPCC, 2013). Due to the inertia
in the climate system, the climate is impacted for at least 10—
20 years from a radiative forcing lasting only a week (Peters
et al., 2011; Solomon et al., 2010; Fuglestvedt et al., 2010).
The denominator in the emission metrics is CO,, which im-
pacts the atmosphere for centuries (IPCC, 2013). However,
aerosols are very strong at perturbing the radiative balance
of the Earth while they are situated in the atmosphere; for in-
stance, the radiative efficiency (Wm™2kg™!) of black carbon
is about a million times larger than the radiative efficiency of
CO,;. Thus, the magnitude of the normalized emission met-
ric values is very high for short time horizons but decreases
rapidly with increasing time horizon. The aerosols have the
highest emission metric values in magnitude for the shortest
time horizons, see Figs. 6 and 7 for GTP and GWP values
in the first 50 years after a pulse emission. Additional figures
are provided in the Supplement. NO, often has a positive
emission metric value for the first 5-10 years, followed by
negative numbers, as the sum of the short-lived effects are
positive and the longer-lived effect negative. However (see
Fig. 7), we find cooling already from year one for emissions
in Europe during all seasons and East Asia during winter as
the cooling from the aerosol effect is as large as or larger than
the short-lived ozone effect. This aerosol effect is cooling for
all regions, while the models disagree about the impact for
shipping. The results for the shipping sector should be con-
sidered with care as the best estimate is based on only two
models with large inter-model variability. The time dimen-
sion is especially important for NO, and the other ozone pre-
cursors, as different regions and seasons are given different
weights with different time horizons. For instance, shipping
in summer has most positive GTP values for NO, of all cases
in the first 10 years but becomes the second most negative af-
ter 20 years. For a specific region and season, the weighting
between the aerosols and ozone precursors is also changing
with variable time horizon.

3.2 Global temperature response

We have applied the emission metrics on an emission dataset
for year 2008 (Klimont et al., 2016). The variability dis-
cussed in the previous section is also found in the global
temperature response for regional and seasonal emissions
(Fig. 8). A seasonal profile is included in the emissions, with
typically largest emissions in the winter season, but the tem-
peratures should be taken as being annual mean values. The
temperature response drops rapidly off due to the short life-
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Figure 7. GTPs (top) and GWPs (bottom) for BC (left) and NO, (right) as a function of time horizon, for all emission cases.

times of the SLCFs. The response of the SO, emissions ap-
pears to decay more slowly than for the NO, emissions be-
tween 50 and 100 years, which might not be expected given
that the SO, response has only a short-lived component. This
apparently peculiar behavior occurs since the net response
of NO, emissions is a sum of partially canceling warming
and cooling processes, and the degree of cancellation varies
with time. The processes related to CH4 have a longer re-
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sponse tail than the aerosol-related processes. In general, the
total temperature response is governed by the SO, emissions.
Hence, the total climate impact is a cooling for all regions
and seasons but is largest for emissions in summer. The emis-
sion mix is different between the regions. For instance, SO,
and NO, generally dominate for shipping. Europe and East
Asia have a broader mix of SLCFs that impact the climate.
The temperature perturbation, dominated by cooling, is in
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Figure 8. The global temperature response 10, 20, 50, and 100 years after regional and seasonal emissions in 2008. The regions from top to
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agreement with Aamaas et al. (2013), who also showed that
the warming from global emissions of CO» is larger than the
net cooling from the SLCFs after only 15 years. We have pre-
sented the global temperature response, while regional varia-
tions will occur beyond this global mean response (e.g., Lund
et al., 2012).

3.3 Gradual implementation of mitigation

We have calculated emission metrics for pulse emissions,
which is the standard method. However, changes in emis-
sions are often gradual in real life. In this section, we present
how the emission metric values differ based on a gradual
implementation of mitigation policy (see Fig. 9), which is
calculated by convolution as given in Eq. (6). We show re-
sults only for a ramping period of 15 years, but we have also
looked at other implementation rates. The emission metric
values presented here are for Europe in the summer season,
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with the exception of CHy, for which, for illustrative reasons,
the parameterizations in Myhre et al. (2013) are applied.

For species that have a shorter influence on the climate
system than CO;, the normalized emission metric values will
almost always be larger in magnitude for sustained emissions
than pulse emissions. The only exception is for species with
counteracting processes on different timescales, such as for
NO; in Fig. 9. The 15-year ramping scenarios give slightly
higher normalized emission metrics than the sustained case
(again with the exception of NO, at short time horizons),
but those emission metric values approach each other in the
long term. The longer the ramping period lasts, the larger
the emission metric value becomes, but the value converges
to the sustained emission case for time horizons beyond the
ramping period. The normalized emission metric values are
higher in the ramping scenarios than the sustained case since
the impact of the shorter-lived effects are given more weight
than CO, which is undergoing the same ramping scenario.
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Figure 9. The emission metric values for different types of emission profiles for European emissions in summer, with GTP to the left and
GWP to the right. The ramping period is set to 15 years. We include NO,, CO, and VOCs (top) as ozone precursors that include processes
that alter the atmospheric chemistry on both monthly and yearly scales and BC (middle) representing particle emissions with an atmospheric
lifetime of about a week. To put this into perspective, we also show CHy (bottom), which perturbs the atmosphere with a lifetime of roughly

12 years.

Hence, a mitigation scenario that will have a gradually in-
creasing effect over several years will, for most species, have
a higher metric value than for mitigation that instantly takes
effect. What this means is that one obtains the benefit of mit-
igating SLCFs (i.e., higher CO, equivalent emission reduc-
tion and thus higher value on an emission trading market or
in a cost-effectiveness analysis) as soon as those reductions
begin. The reason is the planned emission reductions of the
shorter-lived species close to the time horizon has a large im-
pact. Hence, these emission metrics for ramping scenarios
should be used with care. If there is a chance that the emis-
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sion reductions are reversible and will not be kept in place (or
replaced by even stronger reductions) until the time horizon,
the ramping metrics will overestimate the effects.

We also present the temporal evolution for all the regions
and seasons for BC and NO, in Fig. 10, while Fig. 9 only
showed these emission metric values for Europe in summer.
While the regions and seasons are ranked the same for all
time horizons for the aerosols, the ranking may differ for the
ozone precursors for different emission metrics and differ-
ent time horizons due to competing processes on different
timescales, especially for NO,.
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Figure 10. The emission metric values for ramping scenario emissions. GTP (top) and GWP (bottom) are given for BC (left) and NO,

(right).

The other significant difference between emission metrics
based on pulse and ramping emissions is the sign switch for
NO, (see Fig. 7). In the pulse case, the GTP values are neg-
ative or turn negative within the first 6 years for all cases ex-
cept summer shipping when sign switch takes 10 years. The
sign switch is much slower for the ramping scenario emission
metrics. Even after 10 years, half of the cases give positive
GTP values (see Fig. 10). In the long run (> 22 years), all
the GTP values with the exception of shipping in summer,
are negative. Thus, if a time horizon of 10 years is picked,
the mitigation policies of NO, will depend highly on the as-
sumed emission scenario.

3.4 Policy implications

Emission metrics can be applied as an “exchange rate” be-
tween different emissions in climate polices, such as for dif-
ferent LLGHGs in the Kyoto Protocol. While the calcula-
tions of how emissions impact the climate build on scien-
tific knowledge, how the emission metrics should be used
is given by political choices. There is no particular reason
why there should be one and only one goal for our climate
policy (Fuglestvedt et al., 2000; Rypdal et al., 2005; Daniel
et al., 2012; Sarofim, 2012; Jackson, 2009; Victor and Ken-
nel, 2014). In particular there may be harmful impacts of
exceeding a long-term temperature constraint (e.g., 2 °C),
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while at the same time there is more immediate concern
about short term effects over the next decade or so. The ratio-
nale behind a climate policy focusing on SLCFs must be that
there are potential harmful effects of climate change over the
next few decades. However, CO; and other LLGHGs should
also be included in evaluation of possible mitigation mea-
sures under a short-term goal as these species also influence
the climate on short timescales. Historically, emission met-
rics within international climate policy have been applied to
emissions of LLGHGs. However, as the uncertainty for the
emission metrics of SLCFs is reduced and the values become
more robust, this opens up for regimes that also include non-
methane SLCFs beyond CHy, e.g., CCAC. Recently, Mexico
included BC in their intended nationally determined contri-
bution (INDC) submitted to the UNFCCC (Mexico, 2015).
But, as pointed out by Allen et al. (2016), a generic “CO;-
equivalent” emission reduction target by a given year, defined
in terms of GWP(100) and containing a substantial element
of SLCF mitigation, represents an ambiguous commitment
to future climate.

A general difference between LLGHGs and SLCFs is that
the location of the LLGHG emissions does not matter, while
we have shown that different locations, as well as timing
of emissions, will cause different impacts of SLCFs (Fu-
glestvedt et al., 1999; Naik et al., 2005; Berntsen et al., 2006;
Shindell and Faluvegi, 2009; Berntsen et al., 2005). In ad-
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dition to differences in the total global response, the spatial
distribution of the impact depends on the location and timing
of the SLCFs emissions. Further, we have shown that individ-
ual models may give significantly different emission metric
values than other models.

4 Conclusions

We have presented emission metrics for regional emissions
of several SLCFs (BC, OC, SO,, NH3, NO,., CO, and VOCs)
based on four different models. We have focused on the emis-
sion regions Europe and East Asia but have also given num-
bers for the global shipping sector and total emissions from
all countries. Values have been estimated for emissions in
both the summer and winter seasons. For the aerosols, the
magnitude of the emission metric values is larger for Europe
than East Asia and for summer than winter. The variability
between the models is generally larger than the variations be-
tween regions and seasons. However, most models agree that
specific regions and seasons have larger emission metric val-
ues than others. Hence, the robustness of this ranking is better
than can be interpreted from the variability between models.
The co-variability between models is also seen for the ozone
precursors. For CO, the emission metric values are larger for
East Asia than Europe and for winter than summer. The pat-
tern is the opposite for VOCs with larger emission metric
values in Europe and in summer. NO, is more complex with
more negative values in summer than winter for Europe. In
East Asia, we model no significant difference between the
seasons for GTP(20) for NO,, while the GWP(100) for win-
ter emissions is more negative.

We have also calculated emission metrics for transient sce-
narios where we consider a ramping of the emission over
time. This emission metric will better represent the effect
of imposing a mitigation measure (i.e., a new technology
standard) that is known to give a long-term change in emis-
sions. For species that have a shorter influence on the at-
mosphere than CO,, the magnitude of the emission metric
value is larger for a mitigation scenario with a gradually in-
creasing effect over several years than for the standard pulse-
based emission metric. The only exception is species that
have competing short- and longer-lived effects that are posi-
tive and negative, notably for NO,.

We observe variability in the emission metrics between
different regions and seasons, but with varying robustness
between the models. As the certainties in the numbers in-
creases, the regional and seasonal differences may be ac-
counted for in mitigation policies, agreements, and poten-
tial trading schemes involving SLCFs. One robust finding in
our study is that, per unit mass of emissions, emissions of
aerosols and their precursors in Europe should likely be given
more weight than emissions in East Asia, as well as emis-
sions in summer likely more weight than in winter. When
emission metrics are applied, the selection of the specific

www.atmos-chem-phys.net/16/7451/2016/

7465

emission metric and time horizon is of significance. The
emission metric values for SLCFs drop quickly with time
horizon. For the ozone precursors, the ranking between dif-
ferent regions and seasons can vary with different time hori-
zon. Thus, emission metrics must be used based on careful
consideration of these factors.

5 Data availability

The RF data applied are given by Bellouin et al. (2016).

The Supplement related to this article is available online
at doi:10.5194/acp-16-7451-2016-supplement.
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