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## Introduction

Creating non-word lists is a necessary but time consuming exercise often needed when conducting behavioural language tasks such as lexical decisions or non-word reading. The following article describes the process whereby we created a list of 226 non-words matching 226 of the Snodgrass picture set [1]. In order to examine phoneme monitoring in fluent and non-fluent speakers we used the Snodgrass pictures created by Snodgrass and Vanderwart [1]. We also wished to look at phoneme monitoring in non-words so began creating a list of words that were matched to the Snodgrass pictures. The non-words created were matched on the following dimensions; number of syllables, stress pattern, number of phonemes, bigram count and presence and location of the target sound when relevant. These properties were chosen as they have been found to influence how easy or difficult it is to detect a target phoneme.

## Rationale for creating a non-word list

The nature of non-words used in experimental work has been shown to be extremely important to the results of the study they're used for. For example, the more or less similar a non-word is to a real word effects the speed at which a lexical decision is made [2-5]. Gibbs and Van Orden [3] found that lexical decisions were fastest when the non-words used contained illegal letter strings - strings of letters that do not appear together in the language used e.g., /gtf/. Keuleers and Brysbaert [6], state that due to the impact non-words have on lexical decisions, they should only contain legal letter strings thus more closely approximating real words.

Phonotatic probability is the frequency with which different sound segments and segment sequences occur in the lexicon [7-11]. For example, /bl/ occurs commonly in English and is therefore thought to have a high phonotactic probability. It has been found that sensitivity to phonotactic probability develops in childhood and becomes increasingly sensitive as our lexicon grows [8,12-14]. Munson and Bable [15] suggested that this increase in sensitivity is reflective of our lexical representations becoming more segmental. As our lexicon expands, so too do the phonotactic possibilities and we become more sensitive to those segments which appear most often e.g., /bl/. Coady and Aslin [12] Storkel [8] and Zamuner, Gerken and Hammond [16] have found that phonotactic probability is reflected in the accuracy of speech in young children e.g. the lower the phonotactic probability the less accurate the speech. This finding, when applied to the two-step model of lexical access [17] can be explained in terms of the level of activation. When a speaker attempts to access a word in their lexicon this model proposes two steps, lemma retrieval and phonological retrieval. These two steps are not sequential and activation spreads throughout the retrieval network from semantic features to
phonological features and back again. The most active phoneme units are then selected and positioned into the phonological frame. The model would suggest that those units with higher phonological probability have higher activation and are, therefore, more readily retrieved. For this reason it may be easier to detect /l/ when it is in $\mathrm{a} / \mathrm{bl} /$ combination rather than a $/ \mathrm{nl} /$ combination as $/ \mathrm{bl} /$ occurs more often in English than /nl/. As our list was created for a phoneme monitoring task controlling for the number of letter bigrams was especially important.

In Levelt et al., [18] model of speech production it is noted that we have the ability to monitor phonological code that is generated in the syllabification process which occurs before word production. Tasks such as phoneme monitoring can be used to test our ability to monitor phonological code which is what Schiller [19] did. Adult Dutch speakers were given a silent phoneme monitoring task in which the phoneme they had to monitor for occurred in the syllable initial and stress initial position and was compared to when it occurred in syllable initial but not stress initial position. It was found that phoneme monitoring occurs fastest when the phoneme occurs in the initial stress position. Dutch like English is a language in which the majority of multisyllabic words have their syllable stress on the initial syllable so results can be generalised to English. Coalson and Byrd [20] conducted a study asking participants to monitor for a phoneme in non-words. They found similar results to Schiller (2005) and also suggest that fluent adults monitor for phonemes more slowly in non-words as opposed to real words. It can be seen from this work that controlling for the position of the phoneme within the word and whether it occurs in the stressed syllable is important as it affects speed of monitoring.

## Purpose of the list - current study

We created this non-word list as in our subsequent study we wished to examine phoneme monitoring in real and non-words in adult who are fluent vs. adults who are dysfluent. As we also wished to do this in a silent picture phoneme monitoring paradigm we chose to use the Snodgrass picture set [1]. Snodgrass and Vanderwart created this their set of 260 line drawings which they standardised on four variables; familiarity, image agreement, name agreement and visual complexity. These variables must be controlled for as they affect cognitive processing in pictorial and verbal form. More familiar items are more easily named as are words learnt at a younger age, those with higher name and image agreement, and less visual complexity, are also more easily named [21-23].

## Generating the non-words

Initially we excluded some of the Snodgrass words e.g. those which are not regularly used in British English e.g. wrench (in English we
would use spanner) noun phrases were also excluded e.g., wine glass. We then transcribed each word orthographically and phonologically detailing position of primary stress, total number of syllables and the total number of phonemes. A letter bigram count was also calculated by hand. This count, taking account of phonological transcription, was vital as English orthographic transcription does not consistently agree with phonological transaction. Once we had all of this information we could begin creating our non-words.

In order to create the non-words we used two software programs. The first was the ARC Nonword Database [24]. This database was created so that researchers could access monosyllabic non-words or pseudo-homophones, chosen on the basis of a number of properties including; the number of letters, the neighbourhood size, summed frequency of neighbours, number of body neighbours, summed frequency of body neighbours, number of body friends, number of body enemies, number of onset neighbours, summed frequency of onset neighbours, number of phonological neighbours, summed frequency of onset neighbours, bigram frequency - type, bigram frequency - token (both position specific and position non-specific), trigram frequency - type, trigram frequency - token (both position specific and position non-specific) and the number of phonemes. Values for each of these can be set (upper and lower limits) and the fields you wish to have output for can also be selected. Non-words and pseudo-homophones can be chosen to be only orthographically existing onsets, be only orthographically existing bodies, only legal bigrams, monomorphemic only syllables, polymorphemic only syllables and morphologically ambiguous syllables. The ARC software, whilst extensive, could only be used to create non-words for all of the monosyllabic words in the Snodgrass set ( 121 words of the 226 total). Each word was chosen from a list of possible options given by the ARC database, when the target sound needed to be present non-words had to be selected that also had the target sound in the same position. It was not possible to ask the software to do this for us so added additional workload.

For the remaining 105 multisyllabic words we used the Wuggy software (Keuleers and Brysbaert, 2010) to create the non-words. Once again words were matched to real words in terms of, phoneme length, syllable length, presence or absence of the target sound, place in which the target sound occurred when it occurred and stress pattern. Wuggy is a multilingual pseudo-word generator designed to elicit non-words in Basque, Dutch, English, French, German, Serbian (Cyrillic and Latin), Spanish, and Vietnamese. This software was developed to expand upon what ARC offers as it can generate multisyllabic words. A word or non-word can be inputted and the algorithm can generate pseudo-words which are matched in sub-syllabic structure and transition frequencies. In the Wuggy software, after the language has been selected, it is possible to select whether real or pseudo-words are required. Output restrictions can then be applied including; match length of sub-syllabic segments, match letter length, match transition frequencies (concentric search) and match sub-syllabic segments e.g. 2 out of 3 . There are also output options similar to ARC, including; syllables, lexicality, OLD 20, neighbours at edit distance, number of overlapping segments and deviation statistics. Each of the remaining 105 words were put into Wuggy and one of the options generated was chosen based upon whether it had the target sound (when applicable) in the correct location.

Once each non-word had been chosen and transcribed orthographically and phonologically a manual bigram count was taken. To ensure no bigrams were missed the total number of
phonemes was calculated ( 980 phonemes in each list - words and nonwords) following this the total number of possible bigrams was calculated ( 754 bigrams in each list - words and non-words). Bigram frequency data was calculated for real and non-words and a Wilcoxon signed rank test similar frequencies across the two word lists ( $\mathrm{z}=-0.123$, $\mathrm{p}=0.902$ ). None of the non-words differed to the real words by more than 2 standard deviations (more than 5 bigrams) and the greatest difference was 6 occurrences of a bigram vs 1 occurrence of it. By ensuring that the lists are as similar as possible we have minimized the chance of any differences between performances on each list being down to factors other than the word/non-word distinction.

## Outcome

The completed non-word list with corresponding Snodgrass words can be found in Table 1. The target phonemes that we used in the subsequent phoneme monitoring task are highlighted in bold (where applicable). It should be noted that whilst this list is matched and the bigram frequencies are such that there is no significant difference between the two lists, this is only the case when all 226 words are used. If exclusions are made in any work using them then a new bigram count must be taken to ensure that lists remain well matched.

| S.NO. | Non-Word List | Non-Word List | S.NO. | Non-Word List | Non-Word List |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | əko:di:ən | əfa:diən | 115 | ba:skıt | bæskəl |
| 2 | eәrəplein | arreutreit | 116 | bæt | bon |
| 3 | ælıgertə | ælarkætə | 118 | beә | foi |
| 4 | æŋkə | ælka: | 119 | bed | pId |
| 5 | ænt | elt | 120 | bi: | $\theta \mathrm{a}$ : |
| 6 | æpəl | ^рәl | 121 | bi:tal | si:tel |
| 7 | a:m | i:m | 122 | Bel | vil |
| 8 | ærəu | eri: | 123 | belt | hent |
| 9 | a:trtfəuk | æribo:k | 124 | bark | hi:k |
| 10 | æftrei | æfta:t | 125 | b3:d | beid |
| 11 | əspærəgəs | әspu:rerbs | 126 | blauz | sp3:t5 |
| 12 | æks | keb | 127 | buk | dəuk |
| 13 | bo:l | t $\wedge$ | 128 | bu:t | baun |
| 14 | belu:n | beli:n | 129 | bptal | bekal |
| 15 | bəna:nə | Iəmu:nə | 130 | bav | zer |
| 16 | ba:n | vo:l | 131 | baul | hol |
| 18 | bærəl | sa:ral | 132 | boks | sint |
| 19 | bred | stbd | 133 | i:gel | elgə |
| 20 | bru:m | flæm | 134 | гә | u: |
| 21 | br $\wedge 5$ | fræj | 135 | elıfənt | eməfens |
| 22 | b^s | hes | 136 | envələup | enladi:v |
| 23 | b^teflai | bensafi: | 137 | ar | ə๐ |
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| 24 | b＾tən | boӨən | 138 | fens | pli：n | 62 | d＾k | kæz | 176 | pensal | ponsal |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 25 | kerk | soum | 139 | fingə | fænvə | 63 | helıkpptə | hemiteltə | 177 | pengwin | kengsu：n |
| 26 | kæməl | seməl | 140 | fiJ | tef | 64 | ho：s | lauv | 178 | рерә | p3：lə |
| 27 | kændəl | s＾ntal | 141 | flæg | blpf | 65 | haus | n＾s | 179 | pi：ænə | maiəgav |
| 28 | kænən | ma：nən | 142 | flave | blavə | 66 | aгə | eiəm | 180 | pIg | pæb |
| 29 | kæp | rop | 143 | flu：t | meint | 67 | d3ækıt | tjoket | 181 | painæpal | kainæfəl |
| 30 | ka： | zau | 144 | flas | klai | 68 | kæŋgəru： | sæŋgæki： | 182 | paip | feәp |
| 31 | kærət | ¢ærıt | 145 | fot | s3：t | 69 | ketal | betal | 183 | plaiəz | klares |
| 32 | kæt | ket | 146 | fo：k | gark | 70 | ki： | a：l | 184 | plıg | Iont |
| 33 | kætəpılə | kætəb3：gə | 147 | foks | swit | 71 | kart | jbk | 185 | petertou | pıkeitə |
| 34 | seləri： | bıləni | 148 | frog | gra： 1 | 72 | narf | sa：f | 186 | p＾mpkin | pompkən |
| 35 | tjein | fep | 149 | d3Ira：f | kIræf | 73 | lædə | taudə | 187 | ræbIt | pæbIt |
| 36 | tfeə | tfei | 150 | gla：s | smiJ | 74 | æmp | blop | 188 | ræku：n | sæku：n |
| 37 | tferi： | befi： | 151 | gla：siz | dreises | 75 | li：f | wef | 189 | rainoserus | kraipdkeba： |
| 38 | tJİIn | tfæzən | 152 | glıv | $\operatorname{stp} \theta$ | 76 | leg | wop | 190 | rIT | v3：n |
| 39 | tIISel | 〔æsəl | 153 | gaut | saun | 77 | lemən | tfæmən | 191 | ru：lə | gi：lə |
| 40 | t／3： 5 ］ | na： $\int$ | 154 | gərilə | kərəutfə | 78 | lepəd | lu：pəd | 192 | sblt | tolt |
| 41 | siga： | piga： | 155 | greips | drevks | 79 | letis | k3：rəs | 193 | sænwid3 | sa：knit ${ }^{\text {a }}$ |
| 42 | sigəret | kiperaud | 156 | gra：shopə | gresl3：pə | 80 | laıən | laial | 194 | so： | əul |
| 43 | klok | stek | 157 | gita： | ni：sa： | 81 | IIps | slıd | 195 | sizes | d＾zəs |
| 44 | klaud | smed | 158 | g＾n | sæn | 82 | Idbstə | dpbstə | 196 | skru： | bli：f |
| 45 | klaun | bru：b | 159 | heә | o：n | 83 | lok | lo：k | 197 | skru：draive | tfribdraivə |
| 46 | keut | h3：k | 160 | Һæmə | tæmə | 84 | mrtən | frtən | 198 | siho：s | keəhbs |
| 47 | kəum | d3ek | 161 | hænd | spæd | 85 | m＾nki： | ræŋki： | 199 | su：tkeis | su：IkæJ |
| 48 | ko：n | fi：n | 162 | Һæりə | ta：nə | 86 | mu：n | tfæn | 200 | s＾n | kbz |
| 49 | kauts | rз：p | 163 | ha：p | tu：p | 87 | məutəbark | ka：təpark | 201 | swon | bræb |
| 50 | kav | aon | 164 | hæt | sen | 88 | mauntın | mu：nta：t | 202 | swetə | pli：tə |
| 51 | kraun | bræŋ | 165 | ha：t | IIt5 | 89 | maus | gaus | 203 | swin | klaup |
| 52 | k＾p | $1 \wedge p$ | 166 | ＾njən | Indən | 90 | $\mathrm{m} N$ fru：m | k＾ftu：m | 204 | teibal | pæbəl |
| 53 | dıə | Өav | 167 | prind3 | prints | 91 | neil | maul | 205 | teləfəun | leməfein |
| 54 | desk | $1 \wedge \mathrm{mf}$ | 168 | pstrit ${ }^{\text {f }}$ | ptript | 92 | nekləs | gekləs | 206 | teləvizən | feləsu：sən |
| 55 | dbg | т＾p | 169 | aul | u： 1 | 93 | ni：dəl | widəl | 207 | Ө＾m | Өrm |
| 56 | dbl | næl | 170 | peintbr＾」 | keintgr＾f | 94 | nauz | berm | 208 | tai | $\theta u:$ |
| 57 | dmjki： | monver | 171 | pit5 | ［＾f | 95 | $\mathrm{n} \wedge$ t | grk | 209 | taigə | taidə |
| 58 | do： | doi | 172 | pikpk | du： el | 96 | si：l | d3a：I | 210 | təustə | ku：stə |
| 59 | do：nob | r3： jbb | 173 | pin＾t | pi：nil | 97 | fi：p | ¢3：p | 211 | tav | hoi |
| 60 | dres | treid3 | 174 | реә | nз： | 98 | 53．t | saut | 212 | təmatəu | bəma．tu： |
| 61 | dr $\wedge$ m | slom | 175 | pen | hin | 99 | ju： | กับ | 213 | tu： $\begin{aligned} \text { br }\end{aligned}$ | kæ引bre」 |
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| 100 | sk3:t | plais | 214 | trein | prein |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 101 | sk^jk | trink | 215 | tri: | tro: |
| 102 | sled3 | gru: $\theta$ | 216 | tr^k | blæt |
| 103 | sneiəl | flu:əl | 217 | tr^mpIt | blempit |
| 104 | sneik | stæŋ | 218 | t3:təl | to:pel |
| 105 | snəชmæn | spavkæn | 219 | $\wedge$ mbrelə | ^sfrblə |
| 106 | spk | fek | 220 | va:s | ba:s |
| 107 | spaidə | bripe | 221 | vaiəlin | baiəumin |
| 108 | spu:n | troin | 222 | wots | wæӨ |
| 109 | skwIrəl | skwIrIt | 223 | wo:təmelpn | kntəmægən |
| 110 | sta: | tbt $]$ | 224 | wel | pel |
| 111 | stu:I | pril | 225 | wi:l | r3: 1 |
| 112 | stauv | krəut | 226 | windmil | wilmikt |
| 113 | stro:beri: | streibet f | 227 | WIndəu | wændav |
| 114 | - | - | 228 | zebrə | sIbnə |

Table 1: The completed non-word list with corresponding Snodgrass words.
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