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1 INTRODUCTION

Software testing is an important part of software de-
velopment but typically is expensive, manual and error
prone. One possible solution is to base testing on a
formal model or specification [1], [2], allowing rigorous
test generation algorithms to be used. In this context, one
of the most widely used types of formal model is the
Finite State Machine (FSM). The tester might devise an
FSM to drive test generation and execution or an FSM
might be produced from the semantics of a model in
a more expressive language, such as Specification and
Description Language (SDL) or State-Charts [3], [4], [5].

Approaches that derive a test sequence (an input se-
quence) from an FSM model have been developed in var-
ious application domains such as sequential circuits [6],
lexical analysis [7], software design [8], communication
protocols [5], [9], [10], [11], object-oriented systems [12],
and web services [13], [14]. Such techniques have also
been shown to be effective when used in important
industrial projects [15]. Once a test sequence has been de-
vised from an FSM specification M , the test sequence is
applied to the implementation N . The output sequences
produced by N and M are then compared and if they
differ then we can deduce that N is faulty.

There are many techniques that automate the genera-
tion of test sequences from an FSM specification M , with
this work going back to the seminal papers of Moore
[16] and Hennie [17]. Most such techniques use state
identification sequences that distinguish the states of M [8],
[17], [18], [19], [20], [21], [22], [23]. For example, a test
technique can check that the input of x in state s leads
to output y and state s′ as follows: start with a preamble
(input sequence) x̄ that takes M to s, then apply x, check

• Department of Computer Science, Brunel University London, UK.
E-mail: {rob.hierons,uraz.turker}@brunel.ac.uk

that the output produced is y, and finally use one or
more input sequences to distinguish the expected state
s′ from all other states of M . The test technique might
also check the state reached by x̄.

One approach to state identification is to use a charac-
terising set (CS): a set of input sequences that distinguish
all pairs of states [8], [24]. Harmonised state identifiers
(HSIs) improve on CSs by allowing different sets of input
sequences for different states [25]. One of the benefits
of CSs and HSIs is that every minimal deterministic
FSM1 has a CS and an HSI and so test generation
techniques that use these are generally applicable. This
paper focuses on generating CSs and HSIs. The main
focus of previous work has been complete FSMs, where
the response to input x in state s is defined for every
input x and state s. However, it has been observed
that often FSM specifications are not complete (they
are partial) [26], [27], [28], [29]. Complete FSMs are a
special class of partial FSMs and so partial FSMs model
a wider range of systems. However, the traditional state
identification methodologies are not directly applicable
to partial FSMs [17], [30]. The assumption that FSMs are
complete is typically justified by assuming that missing
transitions can be completed by, for example, adding
transitions with null output.

Although it is sometimes possible to complete a partial
FSM, this is not a general solution [31]. For example,
an FSM M might specify a component that receives
inputs from another component M ′; the behaviour of
M ′ influences what input sequences can be received
by M . In addition, it might not be possible for certain
input sequences to be provided by the environment due
to physical constraints. Furthermore, ensuring complete-
ness may introduce redundancy. For example, during the

1. Similar to most other work, we restrict attention to minimal
deterministic FSMs; these terms are defined in Section 2.
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experiments we found a benchmark FSM ‘scf ’ provided
in [32] that has 97 states and 13 million inputs but only
166 transitions. Clearly, it is not sensible to complete such
an FSM. There has thus been interest in techniques for
testing from a partial FSM [20], [21], [25], [31], [33], [34],
[35], [36], [37], [38].

While one might expect a tester to use quite small
models, an FSM M might represent the semantics of a
model M ′ written in a more expressive language such
as State-Charts or SDL. A state of M will represent
a combinations of a logical state for M ′ and a tuple
of values for the variables in M ′. Thus, even small
models can lead to large FSMs. However, the scalability
of deriving CSs and HSIs from partial FSMs has received
little attention despite FSM specifications often being
partial and many FSM-based test generation methods
using a CS or HSI. Note that by ‘scalability’ we refer
to the size (number of states) of the largest partial FSMs
that can be processed by an algorithm in a reasonable
amount of time. To our knowledge there exists only
one paper that proposes algorithms for deriving CSs
and HSIs for partial FSMs [25] despite there being test
generation algorithms, for testing from a partial FSM,
that use such state identifiers [20], [21], [25], [31], [37],
[38]. The CSI/HSI generation algorithms presented are
sequential algorithms that operate on a single thread.
The sequential CS algorithm has exponential worst case
time complexity and the sequential HSI algorithm re-
quires CSs to first be constructed.

Despite the increasing interest in Graphics Processing
Units (GPUs) [39], [40], [41], [42], [43], [44], no previous
work has utilised GPU technology to generate CSs or
HSIs. In this work, our primary motivation is to address
the scalability problem raised when constructing CSs
and HSIs and to do so through using GPU technology.

As noted, the only published algorithm for generat-
ing CSs and HSIs from partial FSMs has exponential
worst case time complexity. This paper tackles scalabil-
ity from two directions. First, we devise a polynomial
time sequential algorithm for generating CSs. We also
produced a parallel implementation of this. We devise
a parallel HSI construction algorithm and also a par-
allel implementation of the brute-force algorithms for
generating CSs and HSIs (based on previous work). We
also present the results of experiments. In experiments
with randomly generated FSMs, the parallel algorithms
scaled much better than the sequential algorithms. Such
improvements in performance should help test gen-
eration techniques scale to larger FSMs. Interestingly,
although the parallel brute-force (worst case exponential
time) algorithms were slower than the parallel versions
of the polynomial time algorithms, they scaled better.
This is because the polynomial time algorithms have
greater memory requirements. The parallel algorithms
also outperformed the sequential algorithms on bench-
mark FSMs.

There were several challenges in designing a scalable
massively parallel algorithm for deriving CSs and HSIs

from partial FSMs. First, it was necessary to develop
data structures that (1) can be processed quickly; (2)
can be efficiently stored in GPU memory; and (3) can
encapsulate enough data for constructing CSs and HSIs.
It is also important that the parallel algorithm maximises
GPU utilisation (occupancy). There is a trade-off between
these factors since, for example, storing information in
local GPU memory reduces memory access time but
can also reduce the number of threads that can run in
parallel.

This paper is organised as follows. We provide prelim-
inary material in Section 2 and in Section 3 we develop
a polynomial time sequential algorithm. In Section 4 we
present the proposed parallel HSI and CS algorithms.
Section 5 outlines the experiments and the results of
these. Section 6 describes threats to validity and in
Section 7 we draw conclusions. The appendix explains
how the algorithms were implemented on a GPU.

2 PRELIMINARIES

2.1 Finite State Machines (FSMs)

An FSM is defined by a tuple M = (S, s0, X, Y, h) where
S = {s1, s2, . . . , sn} is the finite set of states; s0 ∈ S is
the initial state; X = {x1, x2, . . . , xp} is the finite set of
inputs; Y = {y1, y2, . . . , yq} is the finite set of outputs (we
assume that X is disjoint from Y ); and h ⊆ S×X×Y ×S
is the set of transitions of M. We let h = {τ1, τ2, . . . , τκ}.

If (s, x, y, s′) ∈ h and input x ∈ X is applied when M
is in state s then M can change its state to s′ and produce
output y. Here τ = (s, x, y, s′) is a transition of M with
starting state s, ending state s′, and label x/y. An FSM M
is deterministic if for all s ∈ S and x ∈ X we have that
M has at most one transition of the form (s, x, y, s′).

An FSM can be represented by a directed graph.
Figure 1 gives two FSMs with state sets {s1, s2, s3, s4}, in-
puts {x1, x2, x3, x4, x5, x6}, and outputs {y1, y2}. A node
represents a state and a directed edge from a node
labelled s to a node labelled s′ with label x/y represents
the transition τ = (s, x, y, s′).

An input x is defined at state s if there exists a transition
of the form (s, x, y, s′) ∈ h and we then use the notation
δ(s, x) = s′ and λ(s, x) = y. If x is not defined at state
s then we write δ(s, x) = e (for a special symbol e 6∈ S)
and λ(s, x) = ε. Thus δ is a function from S×X to S∪{e}
and λ is a function from S ×X to Y ∪ {ε}. If for every
state s ∈ S and input x ∈ X , there exists a transition of
the form (s, x, y, s′) then M is a complete FSM, otherwise
it is a partial FSM. In this paper, we consider partial
deterministic FSMs and from now on we use the term
FSM to refer to partial deterministic FSMs.

We use juxtaposition to denote concatenation: if x1, x2,
and x3 are inputs then x1x2x3 is an input sequence. We
use ε to represent the empty sequence and use pref(.)
to denote the set of all the prefixes of parameter (.)
longer than 0. For example, pref(x1x2) = {x1, x1x2} and
pref({x1x2, x3x4}) = {x1, x1x2, x3, x3x4}.
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Figure 1: CS for M1 has 4(4 − 1)/2 elements W =
{{x1}, {x2}, {x3}, {x4}, {x5}, {x6}}. The length of sepa-
rating sequence for states s1, s2 of M2 is 4(4− 1)/2 and
is x1x2x3x4x5x6.

The behaviour of an FSM M is defined in terms
of the labels of walks of M. A walk is a sequence
τ̄ = (s1, x1, y1, s2)(s2, x2, y2, s3) . . . (sm, xm, ym, sm+1) of
consecutive transitions. This walk has starting state
s1, ending state sm+1, and label x1/y1 x2/y2 . . . xm/ym.
z̄ = x1/y1 x2/y2 . . . xm/ym is an input/output sequence,
x1x2 . . . xm is the input portion (in(z̄)) of z̄, and y1y2 . . . ym
is the output portion (out(z̄)) of z̄. For example, M1 has the
walk (s2, x4, y1, s3)(s3, x6, y1, s4) that has starting state s2

and ending state s4. The label of this walk is x4/y1 x6/y1

and this has input portion x4x6 and output portion y1y1.
FSM M is strongly connected if for every ordered pair
(s, s′) of states of M there is a walk with starting state s
and ending state s′.

An input sequence x̄ = x1x2 . . . xm is a defined input
sequence for state s if M has a walk with starting state s
and label z̄ such that in(z̄) = x1 . . . xm. For example,
since (s2, x4, y1, s3)(s3, x6, y1, s4) is a walk of M1, we
have that x4x6 is a defined input sequence for s2. We will
let LIM (s) denote the set of defined input sequences for
s and LIM (S′) = ∩s∈S′LIM (s) (the set of input sequences
defined in all states in S′). In an abuse of notation we
use λ and δ with input sequences: if x and x̄ denote an
input and an input sequence respectively such that xx̄ is
a defined input sequence for s then δ(s, ε) = s, δ(s, xx̄) =
δ(δ(s, x), x̄)), λ(s, ε) = ε, λ(s, xx̄) = λ(s, x)λ(δ(s, x), x̄).
For example, in M1 we have that δ(s2, x4x6) = s4 and
λ(s2, x4x6) = y1y1. Note that at times we let x̄/ȳ denote
the input/output sequence z̄ such that x̄ = in(z̄) and
ȳ = out(z̄). Given set S′ of states and x̄ ∈ LIM (S′) we let
δ(S′, x̄) = ∪s∈S′{δ(s, x̄)} and λ(S′, x̄) = ∪s∈S′{λ(s, x̄)}.

We let LM (s) denote the set of labels of walks of
M with starting state s and so LM (s) = {x̄/ȳ|x̄ ∈
LIM (s) ∧ ȳ = λ(s, x̄)}. For example, LM1

(s2) contains the
input/output sequence x4/y1 x6/y1. FSM M defines the
language L(M) = LM (s0) of labels of walks with starting
state s0. Given S′ ⊆ S we let LM (S′) = ∪s∈S′LM (s).
States s, s′ are equivalent if LM (s) = LM (s′) and FSMs M

and N are equivalent if L(M) = L(N).
Given a set X we let X∗ denote the set of finite

sequences of elements of X and let Xk denote the set of
sequences in X∗ of length k. An input sequence x̄ ∈ X?

is a separating sequence for states s and s′ if x̄ is a defined
input sequence for s and s′ and λ(s, x̄) 6= λ(s′, x̄). Con-
sider, for example, M1 (Figure 1a) and states s1 and s2.
Then x1 is a separating sequence for this pair since x1 is
defined in both states and λ(s1, x1) = y1 6= y2 = λ(s2, x1).
In contrast, no input sequence starting with input x4 can
be a separating sequence for a pair that contains s1 since
x4 is not defined in s1. If every pair of states of FSM M
has a separating sequence then M is a minimal FSM.

In this work, we consider only minimal FSMs. If an
FSM is not minimal then a minimal FSM can be formed
by merging pairs of compatible states in an iterative
manner, where two states are compatible if they cannot
be distinguished. It is possible to check whether two
states are compatible in polynomial time and so it is also
possible to construct a minimal FSM M’ from a partial
FSM M in polynomial time [45] 2. The main restriction
we make is that we consider deterministic FSMs. The
main focus of FSM-based testing has been on determin-
istic FSMs and these have been used in areas such as
hardware [47], protocol conformance testing [5], [8], [9],
[11], object-oriented systems [12], web services [13], [48],
[49], and general software [50].

There are a number of approaches to state verification
and this paper focuses on two that are applicable to
any minimal FSM. A characterisation set is a set of
input sequences that, between them, distinguish all of
the states of M.

Definition 2.1: A CS for FSM M = (S, s0, X, Y, h) is a
set W ⊆ X? such that for all si, sj ∈ S with i 6= j there
exists x̄ ∈W such that a prefix of x̄ distinguishes si and
sj .

We use SM = {(si, sj)|si, sj ∈ S, i < j} to denote a
set of distinct pairs (si, sj) of states of M. The restriction
that i < j ensures that a pair of states is represented
exactly once. We will use S to denote SM and γij will
denote a pair (si, sj) in SM . Since |S| = n, set S contains
n(n−1)/2 pairs. A CS W is a set of input sequences that
distinguish the pairs in S .

When considering a minimal complete FSM M with
state set S (|S| = n), a set A of input sequences defines
an equivalence relation ∼A over S, with two states s, s′

being equivalent under ∼A if λ(s, x̄) = λ(s′, x̄) for all
x̄ ∈ A. Let us suppose that we add an input sequence
x̄ to A, to form A′, and this makes A more effective
at distinguishing the states of M : there exist s, s′ ∈ S
such that s ∼A s′ and λ(s, x̄) 6= λ(s′, x̄). Then ∼A′ has
more equivalence classes than ∼A. Since an equivalence
relation ∼A on S can have at most n equivalence classes,
it is thus straightforward to see that, starting from the
empty set, we can add at most n − 1 input sequence if
each input sequence is to make the set more effective.

2. The problem of constructing a smallest such M’ is NP-hard [46].
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Thus, M has a CS with at most n−1 sequences. Further,
we can use the following result, which is straightforward
to prove, to deduce that there is such a CS where each
input sequence is of length at most n− 1.

Proposition 2.1: If input sequence x̄ distinguishes
states s, s′, no proper prefix of x̄ distinguishes these
states, and x̄ = x̄′x̄′′ for input sequences x̄′ and x̄′′ then
x̄′′ distinguishes states δ(s, x̄′) and δ(s′, x̄′).

For minimal partial FSMs we have different bounds
since a set A of input sequences need not define an
equivalence relation on the states of a partial FSM M
if different input sequences from A are defined from
different states of M . In particular, it is possible to
construct an FSM M such that for each pair of states s, s′

there is a unique input x such that x is the only input
defined in both s and s′ (and so a characterising set must
contain at least n(n − 1)/2 input sequences). However,
for a minimal partial FSM M we require at most one
input sequence for each pair of states in SM and so at
most n(n−1)/2 sequences. We can use Proposition 2.1 to
deduce that we require input sequences of length at most
n(n−1)/2 and so a CS requires O(n4) memory. Figure 1
contains two FSMs. FSM M1 has n(n− 1)/2 inputs and
for every input xi there is a pair of states s, s′ such that
xi is the only input that is defined in both s and s′ and
so a CS must contain an input sequence that starts with
xi. For FSM M2 there is a pair of states whose shortest
separating sequence is of length n(n− 1)/2.

It may not be necessary to execute all sequences from
a CS to distinguish a state s from all other states [25].

Definition 2.2: A state identifier (SI) for a state si of FSM
M = (S, s0, X, Y, h) is a set Hi ⊆ X? such that for all sj ∈
S \ {si}, there exists x̄ ∈ Hi such that x̄ is a separating
sequence for si and sj .

This leads to HSIs.
Definition 2.3: A set of Harmonised State Identifiers

(HSIs) for FSM M = (S, s0, X, Y, h) is a set of state iden-
tifiers H = {H1, H2, . . . Hn} such that for all si, sj ∈ S
with i 6= j, there exists x̄ ∈ pref(Hi)∩ pref(Hj) that is a
separating sequence for si and sj .

As suggested in [25] one can derive HSIs from a CS.
This provides an upper bound n4 on the size of HSIs.

2.2 Previous HSI generation method

The HSI construction algorithm given in [25] takes an
FSM M and CS W for M and in the first step the
algorithm constructs an SI for the initial state (s0). To
do so the algorithm generates a subset H0 of W such
that for all sj ∈ S \ {s0} there exists at least one input
sequence x̄ in H0 such that x̄ is a separating sequence
for s0 and sj . The remaining SIs are computed in the
second phase. For state si, the algorithm finds a subset
Hi of W such that

1) For j < i, there exists x̄ ∈ Hi and x̄′ ∈ Hj such
that some input sequence in pref(x̄) ∩ pref(x̄′)
distinguishes si and sj .

2) For all sj with i < j, there exists x̄ ∈ Hi and a
prefix x̄′ of x̄ with x̄′ ∈ LIM (sj) (the set of input
sequences defined in sj) such that x̄′ distinguishes
si and sj .

3 NOVEL CS GENERATION ALGORITHM
The previously devised CS generation algorithm, for
partial FSMs, has exponential worst case execution time.
In this section we devise a polynomial time algorithm.

The first step of the proposed algorithm computes
separating sequences of length one. The following is an
immediate consequence of Proposition 2.1.

Proposition 3.1: Let M be a minimal FSM M . Then
there exists a pair of states (s, s′) ∈ SM and an input
x ∈ X such that x distinguishes (s, s′).

After the first step we have two sets of pairs of states:
a set P√ of pairs with separating sequences of length one
and a set P× of pairs whose separating sequences have
not yet been computed. In the second step, the algorithm
computes new separating sequences through using the
previously computed separating sequences.

Proposition 3.2: Let M be a minimal FSM M , let P√ 6=
∅ be the set of pairs of states with known separating
sequences, and let P× = SM \ P√. Then there exists
(s, s′) ∈ P×, (s′′, s′′′) ∈ P√ with separating sequence x̄,
and a defined input x ∈ X for s, s′ such that xx̄ is a
separating sequence for (s, s′).

We now present terminology used in this section. A
pair-node η is a tuple (si, sj , ϑ) such that (si, sj) ∈ SM
(i < j) and ϑ ∈ X? is a separating sequence for si
and sj or is ε if such a separating sequence has not yet
been found. We use λ(η, x) to denote {λ(si, x), λ(sj , x)}.
If ϑ = ε, δ({si, sj}, x) = {s, s′} and there is a pair-node
η′ = (s, s′, ϑ′) with ϑ′ 6= ε then we say that η ‘evolves
to’ (becomes) (si, sj , xϑ

′). In such a situation, xϑ′ is a
separating sequence for si, sj .

The algorithm (Algorithm 1) initialises P ; for each
(s, s′) ∈ S it adds pair-node η = (s, s′, ε) (Line 1). This
requires O(n2) time. The algorithm then enters a loop
(first-loop) in which it computes separating sequences
of length one, iterating over P and X (Lines 2-4). The
first-loop requires O(n2p) time.

The algorithm then enters a while loop (main-loop)
and computes separating sequences through evolving
the elements of P . At each iteration the algorithm enters
a for-loop that iterates over P×X . For a pair-node η from
set P with ϑ = ε and input x ∈ X , the algorithm checks
whether η evolves to a pair-node η′ (with x) that has
separating sequence ϑ′ 6= ε. If so, the algorithm uses the
separating sequence ϑ = xϑ′ (Lines 6-8). If, after the for-
loop, no pair-node has evolved, the algorithm declares
that M is not minimal (Lines 9-10) and otherwise it
continues. If all items in P have non-empty separating
sequences, the algorithm returns P and terminates. To
find a pair to be evolved the main loop can iterate
O(n2p) times; since there are O(n2) pairs, the main-
loop requires O(n4p) time. The main-loop is the most
expensive component.
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Theorem 3.1: If M is an FSM with n states and p inputs
then Algorithm 1 requires O(n4p) time.

Algorithm 1: Sequential CS generation algorithm
Input: An FSM M = (S, s0, X, Y, h) where |S| = n and n > 1
Output: CS for M if M is minimal
begin

1 P ← {(s1, s2, ε)(s1, s3, ε), . . . (sn−1, sn, ε)}
// first-loop

2 foreach η = (si, sj , ϑ) ∈ P, x ∈ X do
3 if |λ(η, x)| > 1 and ε 6∈ λ(η, x) then
4 ϑ← x

// main-loop
5 while There exist a pair η = (si, sj , ϑ) ∈ P such that ϑ = ε do

// for-loop
6 foreach η = (si, sj , ϑ) ∈ P such that ϑ = ε and x ∈ X with

ε 6∈ λ(η, x) do
7 if {s, s′} = δ({si, sj}, x), η′ = (s, s′, ϑ′) ∈ P and

ϑ′ 6= ε then
8 ϑ← xϑ′

9 if No pair-node is updated then
10 Declare M is not minimal.

11 Return P

The following results, which demonstrate that Algo-
rithm 1 is correct, follow immediately from the construc-
tion of the algorithm and Proposition 2.1.

Theorem 3.2: If Algorithm 1 is given a minimal FSM
M then it returns a set P .

Theorem 3.3: If Algorithm 1 returns P when given
minimal FSM M then P defines a CS for M .

4 PARALLEL CS AND HSI ALGORITHMS

In this section we first provide the approach employed
to address scalability problems and then the parallel CS
and HSI generation algorithms.

4.1 Design Choices

There are two main strategies: the Fat Thread strategy and
the Thin Thread strategy [51]. The fat thread approach
minimises data access latency by having threads process
a large amount of data on shared memory [51]. However,
the number of threads may be restricted by the available
shared memory and this may reduce performance.

In contrast, the thin thread approach aims to maximise
the number of threads by storing only small amounts
to data in shared memory. Although global memory
transactions are relatively slow, it has been reported
that the high global memory transaction latency can be
hidden when there are many threads [51]. In this work
we employed the thin thread strategy.

4.2 Parallel CS algorithm

4.2.1 Parallel CS algorithm: parallel design
To implement a thin thread based algorithm we propose
what we call a conditional pair-node vector (CPn-vector for
short), and later we will see that a scalable CS generation
algorithm can be based on this. A CPn-vector P captures

information related to pair-nodes plus additional infor-
mation that will allow us to evolve its elements.

Definition 4.1: A conditional pair-node vector (CPn-
vector) P for an FSM M = (S, s0, X, Y, h) with n states
is a vector with n(n− 1)/2 conditional pair-nodes. Each
element ρ in the vector P is a tuple (f, η) for a pair-node
η = (s, s′, ϑ), and a flag f : {T, F} that states whether
states s, s′ are distinguished by ϑ.

Let ρ = (F, (s, s′, ε)) and ρ′ = (T, (s′′, s′′′, ϑ′)) be CPns.
As in the case of pair-nodes, we say ρ ‘evolves’ to ρ′

with a defined input x, if δ({s, s′}, x) = {s′′, s′′′}. After
the evolution, ρ becomes (T, (s, s′, xϑ′)). As the elements
of a CPn-vector evolve, we update the flag values.

The following are based on Theorem 3.3 and the
definition of evolution of CPns and show how CPn-
vectors are related to the states distinguished.

Lemma 4.1: Given CPn-vector P , if P contains ρ =
(T, (s, s′, ϑ)) then ϑ is a separating sequence for (s, s′).

Theorem 4.1: Given FSM M = (S, s0, X, Y, h), if the
flags of all elements of CPn-vector P of M are set to
true then the input sequences retrieved from pair-nodes
of P define a Characterising Set for M.

4.2.2 Parallel CS algorithm: an overview

Algorithm 2: Parallel CS generation algorithm, high-
lighted lines are executed in parallel.

Input: An FSM M = (S, s0, X, Y, h) where |S| = n and n > 1
Output: CS for M if M is minimal
begin

1 P ← {(F, (s1, s2, ε))(F, (s1, s3, ε)), . . . (F, (sn−1, sn, ε))}
// first-loop

2 foreach x ∈ X do
3 if There exists ρ = (F, (si, sj , ϑ)) ∈ P such that ϑ = ε,

|λ(η, x)| > 1 and ε 6∈ λ(η, x) then
4 ρ← (T, (si, sj , x))

// main-loop
5 while There exist an element ρ = (F, (si, sj , ϑ)) ∈ P do
6 foreach ρ = (F, (si, sj , ϑ)) ∈ P and x ∈ X do
7 if {s, s′} = δ({si, sj}, x), (T, (s, s′, ϑ′)) ∈ P and ϑ′ 6= ε

then
8 ρ← (T, (si, sj , xϑ

′))

9 if no new conditional pair-node ρ is altered then
10 Declare M is not minimal.

11 Return P

The parallel-CS algorithm first initialises the CPn-
vector P in parallel (Line 1). A naı̈ve implementation
would require O(n(n − 1)/2) time to initialise P . How-
ever, as we will see later, the initialisation of P can be
achieved in O(n) time if Γ ≥ n, where Γ is the number
of threads used by the GPU.

Afterwards, the algorithm enters the first-loop in
which it finds all elements that are distinguished by a
single input (Lines 2-4). This step takes O(n(n−1)p/(2Γ))
time. The algorithm then enters the main-loop. In the
main-loop the algorithm applies all inputs to elements
of P whose flag is F and evolves elements. If an
evolution to a distinguishes pair of states is possible
then the flag values are set to T (Lines 6-8) (can be
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achieved in O(n(n−1)/(2Γ)p) time). If no elements of P
have changed then the algorithm terminates, otherwise
it continues (Lines 9-10). This step may also require
O(n(n − 1)p/(2Γ)) time. As the length of a separating
sequence is bounded above by n(n−1)/2, the main-loop
iterates O(n2) times and hence the algorithm requires
O(n4p/Γ) time.

Theorem 4.2: If Algorithm 2 is given an FSM with n
states and p inputs and there are Γ threads then it
requires O((n4p)/Γ) time.

4.3 Parallel HSI algorithm

4.3.1 Parallel HSI algorithm: parallel design

The existing HSI generation algorithm takes as input a
CS for the FSM M . However, we require O(n4) space to
store a CS for an FSM with n states. This has at least two
practical implications: (1) it may be impossible to keep
data in the main memory and (2) threads will process a
very large amount of data.

Recently, Hierons and Türker proposed a heuristic to
construct HSIs for complete FSMs that overcomes this
bottleneck [52]. Instead of using an existing CS, they
construct HSIs from incomplete distinguishing sequences.
Their algorithm keeps a list (Q) of pairs of states (a list
for the items of set S) such that at each iteration an input
sequence that removes the maximum number of pairs
from Q is selected and the algorithm terminates when Q
is empty. In the Parallel-HSI algorithm, we adopted this
strategy by using state-trace vectors. A state-trace-vector
contains the information regarding which pairs from S
have been distinguished by an input sequence x̄.

Definition 4.2: A state-trace vector (ST-vector) D for
an FSM M = (S, s0, X, Y, h) with n states is a vector
associated with input sequence x̄ ∈ X? and having n
elements such that: an element d of D is a tuple (si, sc, ȳ)
such that si is an initial state, sc = δ(si, x̄) is a current state,
and ȳ = λ(si, x̄) is an output sequence.

We may need to construct a set of ST-vectors since
there may not be a single input sequence that distin-
guishes all pairs of states.

Theorem 4.3: A set of state-trace vectors for an FSM
M defines an HSI for M if for every pair of states si, sj
there exists a state-trace vector D associated with input
sequence x̄ such that there exists x̄′ ∈ pref(x̄) that is a
separating sequence for si and sj .

4.3.2 Parallel-HSI algorithm: an overview

We now give a brief overview of the algorithm and in the
Appendix we show how the Parallel-HSI algorithm was
implemented using GPUs. For an FSM with n states, the
parallel HSI algorithm uses a boolean valued vector B of
length n(n−1)/2. The elements of B correspond to pairs
in S: the ith pair of S corresponds to the ith item of B and
is set to 1 if these states have been distinguished. Initially
all elements in B are set to 0 and when all elements are
1 the algorithm terminates.

The parallel HSI algorithm (Algorithm 3) has three
nested loops. The first loop (main-loop) iterates as long
as at least one element in B is 0. In every iteration, the
algorithm checks whether the upper-bound on the length
of the input sequence x̄ has been reached. If so, the al-
gorithm terminates. Otherwise, the algorithm enters the
middle-loop and increments ` (initially ` = 0). The middle-
loop iterates as long as there exists an unprocessed input
sequence of length ` and not all elements in B are 1.

In the middle-loop the algorithm first resets the ST-
vector D. It then receives the next input sequence x̄
of length ` and evolves elements in D with x̄. Since
the FSM is partially specified, the algorithm evolves an
element if x̄ is defined at the associated state. Then the
algorithm executes the inner loop (for-loop). The for-loop
iterates over the states and for state si it compares the
output sequence obtained from si and all other states (in
parallel). If there exists a state sj that produces an output
sequence that is different from that produced from si,
then the algorithm writes 1 to the corresponding element
of B (corresponding to γij or γji). Later it writes x̄ to the
corresponding SIs (His) of distinguished pairs. For state
si there are n− 1 pairs in S (and in B) with state si and
so the size of Hi cannot be larger than n− 1.

The process of finding a separating sequence for a pair
of states might require all possible input sequences to be
considered. Therefore the worst case time complexity of
the algorithm is exponential.

4.3.3 Generating characterising sets from HSIs
We first show how HSIs relate to characterising sets.

Lemma 4.2: Let M = (S, s0, X, Y, h) be an FSM and
H be a set of harmonised state identifiers for M . Then⋃
Hi∈HHi defines a characterising set of M .
Following the intuition provided by Lemma 4.2 we

can construct a CS by using the Parallel-HSI algorithm
through replacing Line 18 with the following line:

18 return W =
⋃

Hi∈H
Hi

It is possible to parallelise the process of taking the
union of harmonised state identifiers through two steps.
In the first step we sort all the input sequences in parallel
and in the second step we pick unique state identifiers
to form the CS. We present details in the Appendix.

5 EXPERIMENTS

5.1 Experimental Design
The experiments had two main aims.

1) To explore how well the algorithms scaled. There-
fore, we recorded the time taken.

2) To explore properties of the CSs and HSIs con-
structed. We recorded the number of sequences and
the lengths of these sequences since fewer/shorter
sequences lead to cheaper testing.

Initial experiments used FSMs generated by the tool
used in [53]. This randomly assigns δ(s, x) and λ(s, x)
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Algorithm 3: Parallel HSI construction algorithm,
highlighted lines are executed in parallel

Input: An FSM M = (S, s0, X, Y, h) where |S| = n and n > 1
Output: HSI for M
begin

1 H ← {H0 ← ∅, H1 ← ∅, . . . Hn−1 ← ∅}
// Construct vector D and a boolean vector B of

size |S| such that the ith item of B corresponds
to the ith pair of S.

2 Construct D with n elements such that x̄← ε and each element di
is associated with initial/current state si and ȳ ← ε. Construct a
boolean vector B of length n(n− 1)/2 whose elements are 0.

3 Execute← T , `← 0
// (main-loop)

4 while Execute is T do
5 if `+ 1 ≤ n(n− 1)/2 then
6 `← `+ 1

else
7 Declare that FSM is not minimal and terminate

// (middle-loop)
while There exists unprocessed x̄ ∈ X` and Execute is T do

// For every element of D set current state
value to initial state value

8 For every element d of D, sc ← si
// Replace x̄ of D with a new input sequence

x̄′ retrieved from X`

9 x̄← x̄′ for some x̄′ ∈ X` that has not yet been used
// Evolve D with x̄′

10 For every element d of D, d← evolve(d, x̄)
// Analyse the outcome of application of x̄.

11 foreach si ∈ S do
// Mark distinguished states with x̄ and

store x̄

12 if ∃di, dj ∈ D with i 6= j and B[γij ] = 0 and
x̄′ ∈ pref(x̄) that is a separating sequence for si, sj
then

13 Hi ← Hi ∪ {x̄}
14 Hj ← Hj ∪ {x̄}
15 Let index denote the index of pair γij on S

B[index]← 1

16 if all elements in B are set to 1 then
17 Execute← F

18 Return H.

for each s ∈ S and x ∈ X , discarding the FSM if it is
not strongly connected and minimal. After constructing
M , the tool randomly selects 1 ≤ K ≤ np and K state-
input pairs. For a pair (s, x) it erases the transition of M
with start state s and input x. If deleting a transition
τ disconnects M then τ is retained and another pair
chosen. We used the tool to construct three test suites.

In test suite one (TS1), for each n ∈ {26, 27, . . . 217} we
had 100 FSMs with number of inputs/outputs p/q = 3/3.
These experiments explored the performance of the algo-
rithms under varying numbers of states. To see the effect
of the numbers of inputs and outputs we constructed
TS2 and TS3. In TS2 we set n = 1024 and q = 3 and for
each of p ∈ {24, 25 . . . , 28} we had 100 FSMs. For TS3 we
set n = 1024 and p = 3 and for each of q ∈ {24, 25 . . . , 28}
we again had 100 FSMs. Therefore we used 2200 FSMs3.

It is possible that FSM specifications of real life sys-
tems differ from randomly generated FSMs. Therefore

3. After an FSM is generated we do not check whether it is minimal.
However, during experiments we found that 316 FSMs were not
minimal. When such an FSM was found we simply generated a
replacement and so each test suite contained 100 minimal FSMs.

we also performed experiments on case studies: FSMs
from the ACM/SIGDA benchmarks. This is a set of FSMs
used in workshops in 1989–91–93 [32]. In Table 2 we
present the specifications.

Name |X| |S| |S| ∗ |X|
dk27 2 7 14
bbtas 4 6 24
dk17 4 8 32
dk15 8 4 32
s298 8 135 1080
ex7 4 10 40
mc 5 15 75

dk512 2 15 30
dk16 4 27 108
ex4 64 14 21
tbk 64 16 776

planet 128 48 115
s386 128 13 1664
bbsse 128 13 1664
s1 256 18 4351
ex1 512 18 138
styr 512 30 166
sand 2048 32 184
scf 134217728 97 166

Figure 2: Properties of benchmark FSMs.

5.2 Experimental settings

Throughout this section we use SEQ-BF-CS to refer to
the sequential brute force CS generation algorithm [25]
and SEQ-BF-HSI to refer to the sequential brute force
HSI generation algorithm [25]. PAR-BF-HSI, PAR-BF-
CS, SEQ-PLY-CS, PAR-PLY-CS will denote the Parallel-
HSI algorithm, the CS generation algorithm base on the
Parallel-HSI algorithm, the sequential polynomial time
CS generation algorithm, and the parallel polynomial
time CS generation algorithm respectively. We set a
bound of n on the length of sequences considered in
the PAR-BF-CS algorithm. However, this did not affect
the results regarding scalability since there were no cases
where the PAR-BF-CS algorithm failed to find separat-
ing sequences and other algorithms returned separating
sequences of length greater than n.

We used an Intel Core 2 Extreme CPU (Q6850) with
8GB RAM and NVIDIA TESLA K40 GPU under 64 bit
Windows Server 2008 R2. During the experiments we
stored the generated CSs and HSIs in the hard disk
drive as for large FSMs the available CPU/GPU memory
becomes insufficient. The timing information does not
include the time for storing the sequences.

Finally, to perform the experiments in an acceptable
amount of time, we set 1500 seconds as the limiting time.

5.3 The effect of the number of states

Figures 3 and 4 presents the mean construction times in
ms. The results are promising: on average PAR-BF-HSI
was 420 times faster than SEQ-BF-HSI and 1836 times
faster when n = 1024. On average, PAR-BF-CS was 605
times faster than SEQ-BF-CS; SEQ-PLY-CS was 3 times



8

Figure 3: Average time required to construct CSs (TS1).

Figure 4: Average time required to construct HSIs (TS1).

faster than SEQ-BF-CS; and PAR-PLY-CS was 6316 times
faster than SEQ-BF-CS. With n = 2048, PAR-BF-CS was
3118 times faster than SEQ-BF-CS and PAR-PLY-CS was
33241 times faster than SEQ-BF-CS.

The bottleneck for PAR-BF-HSI is the B vector, re-
quiring n(n − 1)/2 boolean variables. PAR-BF-HSI was
able to process FSMs with 131072 states, making PAF-
BF-HSI 128 times more scalable than the existing HSI
construction algorithm. The bottleneck for PAR-PLY-CS
is the P vector, requiring 2n(n(n − 1)/2) integer values
plus n(n − 1)/2 boolean values. PAR-PLY-CS was able
to process FSMs with 32768 states making PAR-PLY-CS
16 times more scalable than the sequential brute-force
characterising set generation algorithm.

Table 1 shows the mean sequence lengths. For CSs
there are no differences. In addition, the mean sequence
length for PAR-BF-HSI was slghtly less than that for
SEQ-BF-HSI. However, when we applied the parametric
Kurskall Vallis [54] significance test4, we found that the
difference was not statistically significant.

Table 2 shows the mean size of state identifiers. PAR-
BF-HSI tended to generate SIs that, on average, were
slightly smaller than those returned by SEQ-BF-HSI.
According to the Kruskal Vallis test there is a statistically
significant difference when n ≥ 256. This indicates that
as the number of states increases, the parallel HSI gener-
ation algorithm tends to find fewer SIs. Moreover, we can
see that the number of CSs generated does not depend
on whether the algorithm is sequential or parallel. Over-
all, the results suggest that PAR-BF-HSI constructs more
compact HSIs and faster and SEQ-PLY-CS and PAR-PLY-
CS are faster than the brute-force versions.

4. The results obtained from SEQ-BF-HSI were the nominal and the
results obtained from PAR-BF-HSI were the measurement variable

5.4 The effect of the number of inputs and outputs

The results for TS2 and TS3 are in Figure 5. As the
number of inputs increases (Figures 5a, 5c), the time
required to construct CSs and HSIs increases regardless
of the algorithm used. However, mean lengths of state
identifiers reduce as we increase the number of inputs
(Figure 5e). This reflects there being more transitions that
might be used in finding separating sequences. Figure 5g
shows the mean number of separating sequences in
HSIs, the differences between the HSIs constructed by
SEQ-BF-HSI and PAR-BF-HSI being limited. The number
of separating sequences constructed by SEQ-BF-CS, PAR-
BF-CS, SEQ-PLY-CS and PAR-PLY-Cs are shown in Fig-
ure 5i. The number of separating sequences reduces with
the number of inputs, indicating that when there are
more inputs it was possible to find separating sequences
that distinguish more states.

Consider now the experiments where we increased the
number of outputs (TS3). The time required, the mean
length of the separating sequences and mean number
of separating sequences produced are in Figure 5b, Fig-
ure 5d, Figure 5f, Figure 5h, Figure 5j. The results are as
expected: as the number of outputs increases it is easier
to find separating sequences (one expects separating
sequences to be shorter) and so the time taken reduces.

5.5 Benchmark FSMs

We found that PAR-BF-CS, PAR-PLY-CS, and SEQ-BF-
CS generated identical CSs for each FSM except for scf .
Only the PAR-BF-CS and PAR-PLY-CS algorithms were
able to construct CSs for scf (Figure 6 gives the times).
Moreover PAR-BF-HSI, and SEQ-BF-HSI generated iden-
tical state identifiers except for scf . SEQ-BF-HSI was not
able to construct HSIs for scf .

The results are promising. Although the FSMs are
relatively small, we see that the parallel algorithms
outperformed the sequential algorithms.

5.6 Discussion

The proposed algorithms accelerated the construction
of CSs and HSIs and increased scalability. However,
randomly generated FSMs will tend to have separating
sequences that are much shorter than the upper bound.
Sokolovskii introduced a special class of (complete)
FSMs that we called s-FSMs [55]. The shortest separating
sequence for states s1 and s2 of an s-FSM with n states
has length n− 1. We performed additional experiments
with a set of s-FSMs to explore how the algorithms
perform when the separating sequences are relatively
long. The transition and the output functions of an s-
FSM are defined as follows in which n′ = n/2 and n > 2.
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(a) Average time to construct CSs for FSMs in TS2. (b) Average time to construct CSs for FSMs in TS3.

(c) Average time to construct HSIs for FSMs in TS2. (d) Average time to construct HSIs for FSMs in TS3.

(e) Average length of sequences for FSMs in TS2. (f) Average length of sequences for FSMs in TS3.

(g) Average number of state identifiers for FSMs in
TS2.

(h) Average number of state identifiers for FSMs in
TS3.

(i) Average number of separating sequences for
FSMs in TS2.

(j) Average number of separating sequences for FSMs
in TS3.

Figure 5: Results of experiments on TS2 and TS3.
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Algorithms Number of States
64 128 256 512 1024 2048 4096 8192 16384 32768 65536 131072

SEQ-BF-CS 3.21 3.22 3.34 3.76 3.88 4.23
PAR-BF-CS 3.21 3.22 3.34 3.76 3.88 4.23 4.43 4.52 4.72 4.84 5.03 5.22
SEQ-PLY-CS 3.21 3.22 3.34 3.76 3.88 4.23 4.43 4.52 4.72 4.84
PAR-PLY-CS 3.21 3.22 3.34 3.76 3.88 4.23 4.43 4.52 4.72 4.84

SEQ-BF-HSI (per state) 3.05 3.11 3.19 3.22 3.45
PAR-BF-HSI (per state) 3.05 3.09 3.15 3.19 3.46 3.68 3.86 4.25 4.69 4.96 5.13 5.37

Table 1: Average length of state identifiers generated for TS1.

Algorithms Number of States
64 128 256 512 1024 2048 4096 8192 16384 32768 65536 131072

SEQ-BF-CS 156.34 194.53 1200.56 1489.43 2935.45 7956.32
PAR-BF-CS 156.34 194.53 1200.56 1489.43 2935.45 7956.32 13405.33 21230.35 58431.59 102440.91 173539.21 298552.78
SEQ-PLY-CS 190.54 233.11 1399.12 1611.55 3202.44 8301.22 15005.50 22532.07 68441.47 140448.02
PAR-PLY-CS 190.54 233.11 1399.12 1611.55 3202.44 8301.22 15005.50 22532.07 68441.47 140448.02

SEQ-BF-HSI (per state) 41.54 41.83 52.67 52.88 63.01
PAR-BF-HSI (per state) 41.36 41.62 52.13 52.56 52.78 62.99 73.10 83.28 93.49 93.71 93.90 103.98

Table 2: Average number of state identifiers generated for TS1.

Figure 6: Results for benchmark FSMs.

δ(si, xj) =



si+1, if j = 1 ∧ i 6= n′ ∧ i 6= n
s1, if j = 1 ∧ i = n′

sn′+1, if j = 1 ∧ i = n
si, if j = 0 ∧ 1 ≤ i ≤ n′ − 1
sn′+1, if j = 0 ∧ i = n′

si−n′ , if j = 0 ∧ n′ + 1 ≤ i ≤ n

(1)

λ(si, xj) =

{
y0, if j = 0 ∧ i = n
y1, otherwise (2)

We generated 600 s-FSMs with n states, n ∈ {10, 20,
. . . , 6000}. The results for the brute-force approaches
(Table 3) indicate that scalability drops drastically for
FSMs with long separating sequences. SEQ-BF-CS, PAR-
BF-HSI, and PAR-BF-CS can process s-FSMs with up to
30 states. While SEQ-BF-HSI is very fast, this is because
it does not construct separating sequences: for state s it
picks state identifiers from CSs that have previously been
constructed. However, it requires the output of SEQ-
BF-CS and so SEQ-BF-HSI also is not scalable for such
FSMs. However, SEQ-PLY-CS and PAR-PLY-CS were able

10 20 30
PAR-BF-HSI 2.56 1427.43 109746.34
SEQ-BF-HSI 0.01 1.32 2.21
PAR-BF-CS 2.51 1555.01 111000.34
SEQ-BF-CS 0.01 103.51 1553571.28

Table 3: The s-FSMs time in milliseconds.

Figure 7: log10 scale of time (in ms) required to construct CSs
for the s-FSMs with PAR-PLY-CS and SEQ-PLY-CS.

to process all 600 s-FSMs. When n = 30, SEQ-PLY-CS re-
quired 150 milliseconds and PARL-PLY-CS required 2.98
milliseconds and when n = 6000 SEQ-PLY-CS required
307 seconds and PARL-PLY-CS required 2.2 seconds. We
present the results of these experiments in Figure 7.
These suggest that for s-FSMs, SEQ-PLY-CS and PAR-
PLY-CS are at least 200 times more scalable than SEQ-BF-
CS, PAR-PLY-CS is 537000 times faster than SEQ-BF-CS
and SEQ-PLY-CS is 10357 times faster than SEQ-BF-CS.

We also investigated the effect of K by examining the
relationship between performance and K for PAR-BF-
HSI when n = 4096 in TS1. In Table 4 we observe that
as we increase the number of transitions we increase
the number of separating sequences but reduce the
mean separating sequence length and the time required
by PAR-BF-HSI. These results unsurprising since there
being many transitions typically allows pairs of states to
be distinguished using shorter sequences.

6 THREATS TO VALIDITY

Threats to internal validity concern factors that might
introduce bias and so largely concern the tools used
in the experiments. The tool that generated the FSMs,
used as experimental subjects, is one that has previously
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Properties Number of Transitions
5000 6000 7000 8000 9000 10000 11000

Number of separating sequences per state 9.85 21.45 38.45 75.45 90.45 104.45 110.45
Average length of separating sequences per state 6.84 6.13 4.79 2.94 2.57 1.84 1.73
Average to time construct separating sequences 904.45 882.35 819.44 737.67 679.11 649.45 648.63

Table 4: The effect of number of transitions on the distinguishability of FSMs where n = 4096, p/q = 3/3.

been used and we also tested this. We carefully checked
and tested the implementations of the algorithms. We
used C++ to code the sequential CS and HSI methods
and CUDA C++ to implement the parallel algorithms.
We used the CUDA-Thrust library for sorting output
sequences while constructing characterising sets.

Threats to construct validity refer to the possibility
that the properties measured are not those of interest
in practice. Our main concern was scalability and this is
important if FSM based test techniques are to be applied
to larger systems. However, the sets of separators will
typically be generated to be used within a test generation
algorithm and so we are also interested in the potential
effect on the size of the resultant test. There are two
aspects that affect this: the number of sequences in a
CS/HSI and the lengths of these sequences. We therefore
measured mean values for these in the experiments.

Threats to external validity concern the degree to
which we can generalise from the results. One cannot
avoid such threats since the set of ‘real FSMs’ is not
known and we cannot uniformly sample from this. To
reduce this threat we varied the number of states, inputs
and outputs. We also used FSMs from industry.

7 CONCLUSIONS AND FUTURE WORK

This paper explored the use of GPU computing to devise
massively parallel algorithms for generating CSs/HSIs.
The main motivation was to make such algorithms scale
to larger FSMs. An FSM M used in test generation could
represent the semantics of a model M ′ written in a more
expressive language such as State-Charts or SDL and
even quite modest models can result in large FSMs.

We used the thin thread strategy in which relatively
little data is stored in shared memory, this allowing
there to be many threads. We devised polynomial time
algorithms and massively parallel versions of the brute-
force and polynomial time algorithms.

We performed experiments with randomly generated
partial FSMs, the parallel algorithms being much quicker
than the sequential algorithms and scaling much better.
Interestingly, the parallel brute-force algorithm, with
exponential worst case complexity, outperformed the se-
quential polynomial time algorithm. The parallel version
of the polynomial time algorithm was fastest but did
not scale as well as the parallel brute-force algorithm
due to its memory requirements. When the techniques
were applied to FSMs with relatively long separating
sequences, only the polynomial time algorithms scaled to
FSMs with 40 states or more. However, these algorithms
scaled quite well, easily handling FSMs with 6000 states.

As expected, the parallel version of the polynomial time
algorithm was much faster than the sequential version.

There are several lines of future work. First, experi-
ments might explore how the results change when using
different GPU cards. It would also be interesting to
run additional experiments with FSMs generated from
models in languages such as SDL and State-Charts.
Third, there is the challenge of designing and imple-
menting parallel algorithms for CS and HSI algorithms
that can run on multi-core systems. Finally, there is the
potential to investigate new approaches that are capable
of constructing HSIs for larger FSMs.
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Symbol Meaning
ti Thread with id i

CurrentStates A vector of states
InputSequence A vector of input symbols
OutputSequence A vector of output symbols

FSM A vector holding FSM transition structure
Flags A vector of boolean variables

Table 5: Nomenclature for the algorithms.

APPENDIX

We first discuss issues affecting performance and then
describe how the parallel algorithms were implemented.
Table 5 gives the terms used.

Performance considerations

In implementing a massively parallel algorithm, one
needs to consider coalesced memory transaction and thread
divergence. As we followed the thin thread strategy, we
needed to perform many global memory transactions. In
a GPU, global memory is accessed in chunks of aligned
32, 64 or 128 bytes. If the threads of a block access global
memory in the right pattern, the GPU can pack several
accesses into one memory transaction. This is a coalesced
memory transaction [56]. For example, whenever a thread
ti requests a single item, the entire line from global
memory is brought to cache. If thread ti+1 requests
the neighbouring item, ti+1 can read this data from the
cache. As reading global memory is hundreds of times
slower than reading cache memory, coalesced memory
access may drastically improve performance. Therefore,
to reduce the time spent on global memory transactions,
we needed an appropriate storage layout.

All threads in a multiprocessor execute the same code
(kernel). If the code has branching statements such as if
or switch then some of the threads may follow different
branches and hence different threads need to execute
different lines of code. In such cases the GPU will
serialise execution: a GPU is not capable of executing
if or switch like statements in parallel. This problem is
known as thread divergence [56]. However, if one can
guarantee that the threads execute the same sequence
of instructions then one can use branching statements.

Parallel-CS algorithm

Data structures
In implementing the Parallel-CS algorithm we used the
P vector and the FSM vector. The P vector holds
n(n − 1)/2 CPn-vectors and we use P[i] to denote the
ith element of P . Such an element holds a pair-node
and a flag where a node-pair consists of a pair of states
(s, s′) and possibly a separating sequence ϑ for this pair.
Although the maximum length of ϑ is n(n−1)/2, we set
this bound as n, and therefore the memory required for
a CPn-vector was of O(n3).

The transition structure of the FSM is kept in the FSM
vector. For state s and input x, the FSM vector returns

output y ∈ Y ∪{ε} and next state s′ ∈ S∪{e}. The size of
the FSM vector is therefore 2n|X|. For a thread ti and
an input sequence x̄ of length greater than 1, reads on
the FSM vector may not be coalesced as the memory
access pattern on FSM is data dependent. For example,
let us assume that we need to apply x̄ = x1x2 to si.
For x1, thread ti will retrieve output and next state (sj)
information from the ith location of FSM and it will
then apply input x2 to sj which will cause thread ti to
access a different location of the FSM vector.

Initiating the P vector
First note that for a pair (si, sj) there are n−i elements in
P that start with si. Therefore, if an initialisation kernel
receives the P vector, integers i and n as its parameters
and launches with n− i threads, it can set n− i elements
of P . Since i varies from 1 to n − 1, the Host can call
the kernel O(n) times. If Γ ≥ n the time required for
initialisation is of O(n) as stated in Section 4.2.

Computing initial separating sequences
To compute the initial separating sequences, we can
launch a kernel with n(n − 1)/2 threads and with the
FSM and the P vectors, inputs X and a boolean variable
isMin (set to F prior to the kernel call) as parameters.
Thread ti processes one element P[i] = ((s, s′, ϑ), f) in
a for-loop. The for-loop iterates over inputs X and in
each iteration the kernel applies input x to states s, s′

and retrieves outputs from the FSM vector and then
checks if λ(s, x) 6= λ(s′, x), λ(s, x) 6= ε, and λ(s′, x) 6= ε.
If these conditions are met, the thread sets the flag to 1,
separating sequence to x, and isMin to T and exits from
the for-loop. More than one thread can set isMin; as the
only value to be written to isMin is T , this does not
cause a race. After all threads have finished, the kernel
returns and the algorithm checks the value of isMin. If
it is F , the algorithm declares that M is not minimal and
the algorithm terminates, otherwise it continues.

Evolving the P vector
After some separating sequences are set, the algorithm
uses these to compute additional separating sequences.
To achieve this we implemented two kernels.

The first kernel is launched with n(n − 1)/2 threads,
and the FSM vector, the P vector, n, and inputs X as
parameters. A thread ti processes P[i] = (f, (s, s′, ϑ))
through a for-loop if and only if f = 0. The for-loop
iterates over inputs; at each iteration it applies an input
to s and s′ and receives si = δ(s, x) and sj = δ(s′, x) from
the FSM vector. ti then computes the index k for pair
(si, sj). If the flag of P[k] is 1 then the thread retrieves
the separating sequence ϑ′, assigns xϑ′ to ϑ, and sets
f = 2. The thread sets the flag value to 2 rather than 1 to
avoid long separating sequences being constructed. For
example, consider the scenario in which thread ti tries to
evolve P[i] and there is a freshly evolved element P[j]
(evolved in the current iteration) and an element P[!] that
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has already evolved. As ti checks input symbols one by
one, if the flags of P[j] and P[!] are 1 then ti may use ϑj
in forming its separating sequence. However, |ϑj | > |ϑ!|.
By setting the flags of freshly evolved elements to 2, we
ensure that these cannot be used to form new separating
sequences until the next iteration.

After the first kernel returns, the algorithm launches
another kernel with P and isMin to convert 2s to 1s. A
thread ti checks if the flag of P[i] is 2, if so it sets the flag
to 1 and sets isMin to T . After the kernel returns, the
algorithm checks isMin and if it reads F it terminates
declaring that M is not minimal; otherwise it continues.

Parallel-HSI algorithm

Data structures
The Parallel-HSI algorithm uses a boolean vector B, of
size n(n − 1)/2, to record which pairs of states have
known separating sequences. Recall that elements of an
ST-vector are associated with an input sequence, initial
and current states and output sequences. We simulated
an ST-vector by using CurrentStates, InputSequence
and OutputSequence vectors. The InputSequence vector
holds the input sequence x̄ to be applied and so has
length at most n(n−1)/2. CurrentStates[i] gives the cur-
rent state δ(si, x̄) for initial state si and so CurrentStates
has size n. The OutputSequences vector holds the output
sequences produced from the different states and so its
length can vary from n to n(n(n− 1)/2).

The Parallel-HSI algorithm uses the FSM vector. The
algorithm also uses a vector Flags: for state s, Flags[i]
is larger than 0 if and only if si has been distinguished
from s. As the FSM and InputSequence vectors never
change they are kept in the Texture memory.

Resetting/Initiating Vectors
The Parallel-HSI algorithm first initialises the B vector
using a kernel in which thread ti writes 0 to B[i]. The
algorithm then enters a loop and in every iteration it
resets vector D. As D is simulated by different vectors,
we used more than one kernel to achieve this. The first
kernel receives CurrentStates and its length and during
execution thread ti writes si to CurrentStates[i]. The
second kernel receives a vector (InputSequence, Flags,
OutputSequences etc.) and its size. During execution a
thread ti writes 0 to the ith index of the vector.

Evolving the ST vector
A thread ti applies the input sequence x̄ to state si, iterat-
ing over a loop (kernel-loop). The number of iterations
of the kernel-loop is equal to the length of the input
sequence. At each iteration of the kernel-loop, a thread
ti reads the next input x from the InputSequences vector
and retrieves the next state s and the observed output y
from the FSM vector. It writes s to CurrentState[j] and
writes the output observed in the current iteration to the
corresponding index of the OutputSequence vector.

Evaluating the output sequences
After the elements of D have been evolved, the Parallel-
HSI algorithm evaluates the output sequences through a
loop (states-loop) called by the CPU. At each iteration,
the states-loop chooses a state si and calls a kernel that
writes 0 to all elements of the Flags vector. It then exe-
cutes another kernel in which a thread tj compares the
output sequences produced by states si and sj through
a loop (kernel-loop-2). At each iteration of kernel-loop-2,
thread tj retrieves outputs yi, yj respectively and checks
whether the value ε⊕yi∧ε⊕yj is 0 (here ⊕ denotes XOR).
If so the thread is suspended since the input sequence is
not a defined sequence (from at least one of si and sj).
Otherwise it writes yi ⊕ yj ∨ Flags[j] to Flags[j].

Gathering state identifiers
After the output sequences have been compared, a
kernel compares the values of Flags and B. An input
sequence is added to Hi and Hj if it distinguishes
si and sj (Flags[j] is true) and the states were not
previously distinguished (!B[index] is true). Thus, tj
writes InputSequence to Hj , Hi and 1 to B[index] if
Flags[j]∧!B[index] is larger than 0.

Constructing a characterising set from HSIs
While constructing the CS W from HSIs we need to
eliminate duplicates. Thus, once HSIs have been com-
puted by the Parallel-HSI algorithm we form a group
G by collecting state identifiers from every Hi. We then
sort these input sequences (sort(G)) in parallel, removing
duplicated using the generateW (G) kernel. We used the
Thrust Sort function [57] to sort input sequences.

The generateW kernel receives G and an empty W . A
loop iterates |x̄i| times and at each iteration a thread ti
compares the jth input of neighbouring input sequences:
it compares the jth input of x̄i with both x̄i+1 and x̄i−1.
If ti finds that x̄i is different from a neighbouring input
sequence then it adds this input sequence to W .
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