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Abstract— In this paper the precise foreground mask is obtained 

in a complex environment by applying simple and effective 

methods on a video sequence consisting of multi-colour and 

multiple foreground object environment. To detect moving 

objects we use a simple algorithm based on block based motion 

estimation, which requires less computational time. To obtain a 

full and improved mask of the moving object, we use an 

opening-and-closing-by-reconstruction mechanism to identify the 

minima and maxima inside the foreground object by applying a 

set of morphological operations. This further enhances the 

outlines of foreground objects at various stages of image 

processing. Therefore, the algorithm does not require the 

knowledge of the background image. That is why it can be used in 

real world video sequences to detect the foreground in cases where 

we do not have a background model in advance. The comparative 

performance results are not only confined to a few conventional 

performance measures such as precision, recall and area under 

the curve, and they finally demonstrate the effectiveness of the 

proposed algorithm.      

 

Index Terms— Block-based motion estimation, Foreground 

detection, Morphological Operations, 

Opening-and-closing-by-reconstruction 

 

I. INTRODUCTION  

HE foreground is the more visible and prominent part of 

the scene in a picture or video. In contrast to the 

background, the foreground can be defined as that part of 

the scene in an image, which consists of bits closer to the 

viewer, while the background refers to the bits at the back or 

further away from the viewer. The foreground may refer to an 

image object relatively closer to the camera. This idea is fully 

explained in this paper under the 

opening-and-closing-by-reconstruction topic. Foreground 

detection in a video is the identification of the Region of 

Interest (ROI), or the identification of the moving objects 
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(foreground) and the static parts (background). Due to its 

motion, a human is considered as a foreground by the 

surveillance systems. Therefore, the challenge in detecting a 

foreground is to fully cover the shape of the moving object in 

various motion styles, e.g., walking, sitting or jumping. 

 

The foreground detection is the prerequisite step for many 

video analysis systems such as intelligent video surveillance or 

vehicular traffic analysis, human detection and tracking, or 

gesture recognition in human-machine interface and video 

compression. So far, different algorithms have been proposed 

but none of them can be considered as a comprehensive 

solution for different situations and application scenarios. 

Furthermore, the level of complexity in the foreground 

detection may depend on the level of complexity of the videos 

under observation.  

 

The following situations in the analysis of the videos should be 

considered in order to construct an efficient algorithm for 

foreground detection. Since, the videos can be of different 

nature due to the application scenarios involved, the designed 

algorithm should be efficient enough to capture the details 

accordingly:  

1. In talk shows the background is usually static most of the 

time, while the foreground consists of moving objects. 

2. There can be situations where the background and 

foreground are both moving at the same time. For example, 

in the mobile video sequence, it is possible that the objects 

in the background are moving in the same direction as the 

ones in the foreground. Similarly, the camera movement 

might be involved during the capture of the video 

sequence. 

3. There might be a situation where the ROI in the video 

under analysis is static while the camera, which is 

capturing the video, is moving. This can happen in the 

situations of aerial surveys. 

4. Foreground detection in rush hours or traffic jams is 

another situation where the video is analysed for 

foreground detection, keeping in view the vehicles’ as well 

as the pedestrian’s relative movement.   

5. Light variation should be considered by the foreground 

detection algorithm. This is because, the video quality 

changes with changes in the light intensity. For example, in 

cases of cloudy weather the video frames might need a 
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different approach to extract the desired foreground 

compared to frames in cases of sunny weather. A similar 

situation can arise when a video is captured in cases where 

the objects are moving from a dark or semi-dark 

environment to high intensity light locations. 

Colour and texture changes are other important features, which 

should be taken into account. Since, there are multiple objects 

in the same frame that might be of the same colour or texture, 

these objects need to be individually identified by the 

foreground detection algorithm. 

 

The outline of this paper is as follows. An overview of the 

foreground detection algorithms is described in Section II. 

Experimental work is discussed in Section III. Section IV 

presents the various performance measure results and 

discussion to analyze the performance of sate of the art 

algorithms with proposed one solution in terms of accuracy. 

Finally, the conclusion is presented in Section VI. 

II. AN OVERVIEW OF FOREGROUND DETECTION ALGORITHMS 

The foreground detection algorithms can be classified into two 

major categories [47], i.e., the derivative and background 

subtraction algorithms, as shown in Fig. 1.  
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Fig 1.1 Foreground detection algorithms classification 

 

The derivative algorithms work under the assumption that the 

foreground objects compared to the background change rapidly 

while the background remains static or changes very slowly. 

The drawback of these algorithms is that they cannot extract 

accurately the foreground, when the background changes very 

fast, too.  

The background subtraction or frame differencing algorithms 

provide one of the most convenient ways for foreground 

detection [14, 15, 47] due to their simple implementation and 

processing. In these algorithms, the frame under analysis is 

compared to (subtracted from) foreground-free frames, as given 

below in the Equation (1.1), : 

 

                                                                   (1.1) 

 

Where Ri is a foreground-free (reference) image and Rj is the 

image taken when the foreground object is present. Thus, a 

simple subtraction between the two images results in the 

foreground object. In these methods, each video frame is 

continuously compared to the reference image (background 

model). The situation where pixels of the current frame deviate 

significantly from respective pixels of the reference image 

points to a moving object in the current image. Furthermore, the 

subtraction algorithms are used to manipulate the obtained 

foreground pixels for object location and tracking. The main 

drawback of these algorithms is that in real situations it is not 

always possible to have foreground-free images. Also, the 

algorithms encounter problems in several cases of background 

variation, e.g., cases of camera motion, background that 

contains shadows, wavering of plant branches or illumination 

changes. To overcome these problems, the Gaussian function 

can be applied for optimum results. The Gaussian function 

describes the distribution of colour in the stable background of 

an object. This process is performed on each pixel of the object 

of interest [3, 4]. To follow the changes in the background of 

the video, the Gaussian model parameters are recursively 

updated. 

The derivative algorithms can be further classified into the 

following three sub-types: 

 

1) Single difference algorithms 

These algorithms compare the pixels between the current and 

previous frames of the video sequence in such a way that pixels, 

whose difference is significant (difference equal to 1 or 2) and 

based on pre-threshold, become the background [7-9]. 

2) Double difference algorithms 

The double difference algorithms consider the variations in 

three or more adjacent frames of the video under analysis. One 

of the advantages of applying these algorithms is that they filter 

sudden changes occurring due to image noises [10, 11].  

3) Optical flow algorithms 

The optical flow algorithms are primarily based on motion 

vectors and use the spatiotemporal derivatives of pixel values 

or block matching techniques [12]. This procedure is capable of 

detecting the person in a changing background. Thus, the 

method has the capability of extracting the foreground from 

complex outdoor scenes that contain non-stationary vegetation 

[6]. Since this method does not use background subtraction, it 

produces good results in cases where the background image is 

not available [16, 17, 21-24]. Obviously, in these cases the 

traditional background methods fail. The Optical flow models 

are based on a two-frame differential method for motion 

estimation. This method estimates the motion between two 

frames, which are taken at a time interval t. Optical flow 

methods are very useful in pattern recognition, computer vision 

and other image processing applications. 

 

All of the above methods consider only the changing parts of an 

image as the foreground. This is not always true and can further 

cause two types of problems respectively called foreground 

aperture and false foreground detection. The case of 

foreground aperture occurs when the foreground (moving part) 

is much bigger compared to the background and thus is 

assumed as the background of the video sequence. This 

situation might happen because the object in the frame is 

temporarily still or because it shares the same texture or colour, 

and thus the motion is only detected in the borders.  The case of 

false foreground detection occurs when there are light 

variations in the background or very small waving of trees 
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branches. 

The background subtraction algorithms can be further 

classified into the following three sub-types: 

 

1) Probabilistic models 

In these models, the background of the video under observation 

is represented as a probability distribution. The probabilistic 

representation of the background can be applied by using either 

a parametric or a non-parametric approach. The parametric 

approach adopts the Gaussian distributions while the 

non-parametric uses Kernel Density Estimation (KDE). In 

these methods, the current frame is initially compared with the 

background and the probability of each pixel is computed 

according to the background probability distribution. Then, all 

those pixels whose probabilities are below a threshold are 

considered as the foreground. 

2) Reference image models 

These models consider the background in the form of a single 

or multiple frames. The comparison is performed between the 

current and the background reference frames by taking the 

colour space distance between any two corresponding pixels. 

The selection of the foreground is based on each pixel distance 

above a threshold. 

3) Neural models 

In these models, Artificial Neural Networks (ANNs) are used to 

identify the foreground in the video sequence. The ANNs are 

trained by using a set of random frames. After the training 

procedure, the ANNs can further classify the pixels into 

background and foreground. 

 

Researchers have recommended background subtraction 

methods to solve several problems [16-26, 47].  Some popular 

methods use Gaussian average, temporal median filter, mixture 

of Gaussian (MoG), Kernel Density Estimation (KDE), 

Sequential Kernel Density Approximation (SKDA), 

co-occurrence of image variation and eigen-backgrounds. 

Comparisons in terms of performance based on essential 

parameters such as speed, memory and accuracy show that 

Gaussian average or a temporal median filter is the fastest 

method provides acceptable accuracy and requires less memory 

than other methods. The MoG and KDE methods exhibit good 

accuracy but KDE requires high memory usage. SKDA and 

KDE methods have almost the same accuracy, but SKDA 

requires less memory than KDE. The co-occurrence of image 

variation and eigen-background methods exhibit fair accuracy, 

and they require reasonable computational time and memory 

[13].    

MoG is one of the most recent methods proposed for 

foreground detection. This method produces very promising 

results in outdoor scenes. MoG was initially introduced by 

Stauffer and Grimson [18] and its improved version was given 

by Kaewtrakulpong and Bowden [19]. In MoG, the colours of 

the background objects’ pixels are represented by multiple 

Gaussian distributions. Many researchers have reported that 

more than two Gaussians can badly degrade the foreground 

object extraction [4, 5]. The main disadvantages of MoG are the 

computational complexity of the method and the fact that the 

variables require careful setting. Thus, the method requires 

more time in processing. Also, MoG is very sensitive to sudden 

changes in global illumination and thus produces inaccurate 

results. Consequently, when the scene is still for a long time, a 

rapid change in global illumination may turn the whole frame 

into foreground [20]. Criminisi’s algorithm [48] uses depth 

information to separate the foreground from background object 

inside an image. Now foreground detection is getting 

popularity in 3D video area [48, 49] and is a challenging task 

for the researchers.  

 

Constraints  

Most of the foreground extraction approaches are based on the 

assumptions that stationary objects are included in the 

background and that their colour and intensity may change 

gradually with the passage of time. A simple way to overcome 

this issue and make the colour of the background pixels smooth 

is the application of an Infinite Impulse Response (IIR) or 

Kalman filter [1, 2]. 

III. APPROACH TO EXPERIMENTAL WORK 

The objective in any foreground detection algorithm is to find 

areas of the video sequence where motion exists. The next task 

is to identify sufficiently the mask of the moving object. This 

second goal is more challenging than the first one. 

The motion of objects is estimated by a block-matching 

algorithm, which finds matching blocks in a video sequence. 

Such algorithms are the cross search, full search algorithm, 

spiral search, exhaustive search, three step search, new three 

step search, simple and effective search, four step search, two 

dimensional logarithmic search, binary search, orthogonal 

search, hierarchical search, and diamond search [27, 36]. Each 

algorithm has its own merits and demerits but their 

performance is measured by their accuracy and computation 

time. 

In the present study, we adopt the Adaptive Rood Pattern 

Search (ARPS), which is based on the fact that motion in a 

frame is generally coherent, i.e., if the macro-blocks around a 

given macro-block move to a certain direction, this 

macro-block is highly probable to have a similar motion vector 

(MV). In the ARPS, each macro-block benefits from the MV of 

its adjacent left one to guess its own MV. 

The ARPS estimates the four endpoints of the four-armed rood 

pattern of its diamond (Small Diamond Search Pattern (SDSP) 

or Large Diamond Search Pattern (LDSP)) along with the 

predicted point (from the neighboring block) of the motion 

vector (MV) to measure the current block motion tendency. At 

primary step a minimum SAD (sum of absolute difference) is 

found and it becomes the center for unit sized rood pattern. The 

four endpoints of the four-armed rood pattern (in both cases i.e., 

that of SDSP or LDSP) are then calculated and compared with 

the SAD to find a new minimum SAD. This is repeated in order 

to find the minimum SAD at the rood center. 

Search pattern has a very important role in searching algorithms 

and it size has its own significance. A small search pattern is 

useful primarily for small motion detection and will result in 

false estimates while probing a large motion vector (MV). In 
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such a case a large search pattern is suitable. Consequently, 

search pattern size and magnitude of motion vector should be 

adaptable to the various situations.   

 

In the prediction of accurate MV of the current block the region 

of support (ROS) and the algorithm to predict the motion 

vector, are very important. The current block motion vector is 

predicted from the MVs of the ROS, i.e. the neighboring 

blocks. Normally, a macro block is expected to be at the same 

position in the current block as that of the reference block but 

keeping all the references in memory is increasing the run time. 

The other solution is to focus on few but the most important 

blocks around the current block, above, above right, above left 

and left blocks. The MV of these blocks are used as reference. 

Further details can be seen in [37].   

The next step is the search pattern, where initially adaptive 

search is performed and then fixed pattern is chosen for local 

search. The four search points located at the four vertices as in 

the figure 2.1 depict the rood pattern symmetry.  

 
Figure 2.1 Adaptive rood pattern (ARP) 

 

The size of the rood shape is referred to the distance between 

the center and any vertex point. It has been noticed that the MV 

distribution in horizontal and vertical directions are higher than 

that in other directions, [38]. The search can detect fast the 

motion in the horizontal or vertical directions as these are the 

most probable motions of cameras.  Also, a MV is possible to 

be decomposed into its horizontal and vertical components. The 

rood shape can detect the main tendency of motion which is the 

purpose of the initial search.  Summarizing, the adaptive pattern 

has a rood-shaped pattern (with four vertex points) and a search 

point which is specified by the predicted MV.     

The initial adaptive rood search leads to the final step of local 

search, avoiding the extra intermediary searches. There are 

many searching algorithms that can be used e.g.  SDSP in 

Diamond search DS, [39]. The advantage of these algorithms 

over DS is that if the predicted motion vector is at point (0, 0), it 

does not waste computational time in LDSP, and it rather 

directly starts using SDSP. Furthermore, if the predicted 

motion vector is far away from the center, then again ARPS is 

saving on computations by directly jumping to that vicinity and 

using SDSP, whereas DS is wasting time doing LDSP, [40].  

In Equation (2.1) below,        represents the Motion part and 

      is the Static part of the foreground object, which is the 

eventual objective of any foreground detection algorithm. 

 

                                         (2.1) 

 

In the Figure (2.2),   is the universal set that contains all the 

elements being considered in a particular image. 

 
Fig2.2 Static and motion part of a frame 

 

Foreground area up to Equation (2.2), can be easily detectible 

by our motion estimation technique, with few miscalculated or 

over calculated areas of motion that will be assumed to be 

noise. To a greater extent this noise can be reduced by using 

certain morphological operations. 

 

                                        (2.2) 

 

Equation (2.3) below is a challenging task, which ultimately 

covers the full mask of foreground object. For the solution of  

Equation (2.3), we determine the minima and maxima of the 

foreground object. The minima and maxima of the foreground 

object can be determined by morphological operation of 

opening-and-closing by reconstruction. By minima and 

maxima of the foreground object we mean the area inside the 

foreground where the values of intensities are low and high 

respectively. However this does not cover the background area. 

 

                                             (2.3) 

 

It is well understood that image segmentation in terms of 

foreground and background separation is among one of the 

interesting but demanding areas, from the implementation point 

of view, in the image processing field. However foreground 

detection is the prerequisite process for many image processing 

procedures. The present state of the art in foreground detection 

algorithms does not produce the same good quality results for 

different types of images [25, 28-32] due to the varying nature 

of images and end user requirements. For these reasons, the 

segmentation process is much more difficult when dealing with 

videos, having numerous frames, having a range of luminance, 

contrast, texture, color and a varying number of moving objects 

(ranging from low to high speed). The aforementioned 

difficulties appear also in the selection of video for the 

implementation and testing of the proposed foreground 

detection algorithms. In the existing research on foreground 

detection, researchers have selected simple videos with a 

limited number of foreground objects and movement with static 

background. Moreover, the number of frames selected is 
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always very small, [33-35]. On the contrary, this research is 

conducted on multi-featured videos in order to test the 

performance of our algorithms for various types of videos.      

 

Morphological operations (MOs) are used on binary images to 

remove noise or irrelevant detail. In general, dilation expands, 

while erosion shrinks the pixel areas with the defined radii or 

structuring element in the given image respectively. 

Mathematically, dilation of an image α by factor β is defined as 

in Equation (2.4). 

 

                                                       (2.4) 

               

Dilation has the effect of increasing the size of an object. 

Erosion of the image α by a factor β is defined mathematically 

as in Equation (2.5), where α is the image and β is the 

structuring element and    is the complement of  . 

 

                      (2.5) 

 

The proposed work first computes motion estimation and then 

the minima and maxima of the foreground object in the video 

sequence are determined frame by frame. The motion 

estimation process is block based, whereas the second process 

is pixel based. The objective for both processes is to 

compensate for the missing areas of foreground object. Noise is 

removed from the original frames using MO, 

opening-and-closing-by-reconstruction.  In order to obtain 

pixel based foreground, regional minima and maxima were 

used. For this purpose, MOs are applied to the segmented 

image for different intensity values, where the lowest and the 

highest intensities are used to determine the foreground 

maxima and minima respectively inside each frame. Both 

minima and maxima are added to obtain a sufficient mask of the 

object in Figure 2.2(b) and (c). The resultant binary mask is 

combined by an OR logical operator with block-based motion 

estimation mask to generate the final binary mask as shown in 

the Figure 2.2(d).  

 

Figures 2.3 (a), (b), (c) and (d) demonstrate the block-matching 

estimation result with miss and over-calculated blocks. The 

foreground object minima, maxima masks are obtained after 

the opening-and-closing-by-reconstruction process to obtain 

the full mask of the foreground objects. 

 

 
Fig. (2.3a) 

 
Fig. (2.3b) 

 
Fig.(2.3c) 

 
Fig.(2.3d) 

Figure 2.3 Motion estimation, minima and maxima 

Noise Removal  

In Figure 2.4(a), the result of the block-based motion estimation 

on the video sequence obtains segmentation of the foreground 

objects from background with a large amount of noise. For this 

purpose, a couple of MOs such as clean, bridge, dilation and 

erosion are applied to remove the isolated pixels, bridge them if  

unconnected, expand, and shrink pixels respectively. As a result, 

a sufficiently noiseless block-based motion estimated foreground 

is obtained as shown in the Figure 2.4(b) as compared to Figure 

2.3(a), but still with some missing areas of foreground objects.    

 

 
Fig. 2.4(a) 

 
Fig. 2.4(b) 

Figure 2.4 Motion estimation and noise removal 

 

Figure 2.5, depicts the overall layout of our algorithm, where 

both motion estimation and 

opening-and-closing-by-reconstruction operations are applied on 

the same frames simultaneously.  A sufficient mask of the 

foreground is eventually obtained for the frames under 

observation Figure 2.3(d). 
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Fig. 2.5 Overall system diagram 

 

Mathematically, MO opening is defined in Equation (2.6), where 

  is the image and   is the structuring element. 

 

                                      (2.6) 

 

http://www.google.co.in/url?sa=t&source=web&cd=2&ved=0CCQQFjAB&url=http%3A%2F%2Fen.wikipedia.org%2Fwiki%2FDilation_%28morphology%29&rct=j&q=dilation%20morphology&ei=I-YBTqz9DYTo0QG0hvSVDg&usg=AFQjCNEpZimVHpUDWObb4Je-lqEDzCRT9Q&sig2=AaQep8-zs4BtrwNFHO96aw&cad=rja
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Similarly MO closing is defined in Equation (2.7), where   is the 

image and   is the structuring element. 

 

                                          (2.7) 

 

Algorithm to find maxima of the foreground object: 

Step 1: Define structuring element ( ), 

Step 2: Apply MO opening on ( ) 

Step 3: Apply MO closing on the resultant of step 2 

Step 4: MO Reconstruct results from step 2 and 3 

Step 5: Apply closing operation on resultant of step 2 

Step 6: Dilate reconstructed resultant from step 4 

Step 7: Reconstruct complemented results from step 4 and 6 

Step 8: Complement resultant of step 7 

Step 9: Apply regional maxima operation on step 8  

 

Algorithm to find minima of the foreground object: 

Figure (2.6) demonstrates the step by step algorithm for 

computing the minima of foreground object. 

 
Fig. 2.6, Minima and maxima  

 

Figure (2.7) are the original frames of video sequence, Figure 

(2.8) shows the ground truth for respective frames and Figure 

(2.9) to Figure (2.12) demonstrate respective frames foreground 

detection results by various state of the art algorithms [29-32]. 

Results of the proposed algorithm for foreground detection are 

given in the Figure (2.13).   

 

 

 

 

 

 

 

 

 

     

     

     
Fig 2.7 Original video sequence 

 

     

     
Fig 2.8 Ground truth 

 

     

     

Fig 2.9 Mixture of Gaussian [29] 

 

     

     

Fig 2.10 SGMR [31] 

 

     

     

Fig 2.11 Soo Wan Kim algorithm [32] 

 

     

     

Fig 2.12 Optical flow [30] 
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Results in RGB format 

     

     
Fig 2.13 Proposed algorthm  

 

IV. PERFORMANCE MEASURE RESULTS 

The performance of any foreground detection algorithm can be 

judged via qualitative or quantitative methods. The qualitative 

method is applied by a human who judges the visual quality of 

results based on human visual perception. However, most of the 

researchers opt for the quantitative method as an accurate tool 

for performance measurement. Although quantitative 

evaluation is a difficult and time consuming job, [41, 45], in 

terms of generating valid ground truth, ground truth is the 

correct representation that is expected from the proposed 

algorithm. A second issue is that, ground truth being generated 

by humans, each human observer can segment differently for 

the same data at different timings.  Another issue is to describe 

the relative importance of the different types of errors as there 

are various quantitative methods to compare ground truths with 

respective candidate binary mask. There are different standard 

procedures for comparing the ground truth to a candidate binary 

change mask. In general, the following parameters are involved 

while calculating different performance measures: 

 

 True Positive (tp) refers to the number of foreground pixels 

correctly detected. 

 False Positive (fp) refers to the number of background 

pixels incorrectly detected as foreground or, in other 

words, the average of false alarms per frame.  

 False Negative (fn) refers to the number of foreground 

pixels incorrectly detected as background, or we could say, 

the average of false misses. 

 True Negative (tn) refers to the number of background 

pixels correctly detected.    

 

The above parameters can be seen in factorial form in the 

Figure (4.1), describing tp, fp, fn, and tn, respectively. In this 

figure, the detected foreground mean result obtained from the 

proposed algorithm and ground truth foreground is considered 

to be the perfect result based on human segmented result.  

    

 
Figure 4.1 Confusion matric variables 

In Table 4.1, C1 represents first column elements tp and fp and 

C2 represents second column elements fn and tn of the 

confusion matrix.  

 
Table 4.1 Confusion matric binary values 

Resultant Ground Truth Resultant image 

C1 
tp 0 0 

fp 1 0 

C2 
fn 0 1 

tn 1 1 

 

Confusion matrix for binary classification and corresponding 

array representation  

 
Table 4.2 Confusion matric classifiers 

Data Class 
Classified as 

positive/ detected 

Classified as 

negative/not detected 

positive (pos)/actual object true positive (tp) false negative (fn) 

negative (neg)/non-object false positive (fp) true negative (tn) 

 

From Table (4.2), we can derive its mathematical form as given 

in Equation (6.2). 

 

                                                               
 

or 

 

                  
    
    

                                     .2 

 

To quantitatively compare the proposed method, the desired 

pixels for the foreground objects in the test images were 

manually labeled and taken as the ground truth. Then the true 

positive rate (tpr) and false positive rate (fpr) pixels were 

computed for the segmentation results. The tpr is defined as the 

ratio of the number of correctly classified object pixels to the 

number of total object pixels in the ground truth. The fpr is 

defined as the ratio of the number of background pixels but 

classified as object pixels to the number of background pixels 

in the ground truth. Obviously, the higher the tpr and the lower 

the fpr, the better is the proposed method performance [11]. 

It is to be noted that in the performance measurements below all 

values are converted into percentages for more clarity.  
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Performance Measures and Results Comparison 

 

There are 11 different performance measurements:  precision, 

recall, F-score, specificity, area under the cure, BER%, 

accuracy, geometric mean of sensitivity and specificity, 

similarity and false positive rate. With the help of these 

measures we will also compare our results with state of the art 

algorithms such as: optical flow [30], Soo Wan Kim approach 

[32], Mixture of Gaussian (MoG) [29], and the SGM-R 

algorithm, [31].   

 

1. Precision 

To quantify how well the proposed algorithm matches the 

ground truth some researchers use precision and recall [42, 43]. 

Precision is also known as Positive Predictive Value (PPV).  

Precision is defined by Equation (4.3), and is the measure of 

how well we have identified the ground truth foreground 

without misidentifying the background. 

   is the area of miscalculated foreground in the resultant 

segmented image. The lower its value the greater is the value of 

precision. 

Our precision value is 93.60% as shown in Table (4.1), 

meaning that we have been able to identify more of the ground 

truth (intended region foreground) than other techniques, while 

the ideal value of precision is 100.   

The second highest value is that of the SGM-R algorithm which 

is 73.51%, while the Optical Flow method performs poorly 

with a value of only 65.75%.  

 

  
  

     
                              

 

2. Recall or Sensitivity or True Positive Rate(tpr) 

As stated earlier, Recall is another measure used to quantify 

how the proposed algorithm matches the ground truth. Recall, 

or Sensitivity, or equivalently True Positive Rate (TPR) is 

defined by Equation (4.4) and is a measure of how well we have 

identified the ground truth foreground without misidentifying 

the foreground [5]. 

As shown in Figure (4.2) and in Table (4.3), there was as much 

false identification of regions with the proposed method as with 

the other techniques.   

   is the area of foreground over calculated in the resultant 

image. The lower its value, the greater the value of Recall. 

The ideal value of Recall is 100. The proposed algorithm has 

achieved 93.44%. 

The overall highest value is that of the Soo Wan Kim algorithm 

which is 97.86%, while the Optical Flow method performs 

worse with a value of 90.81%.  

 

   
  

     
                             

 

3. F-score of Precision and Recall 

F-score is the weighted percentage average of precision and 

recall. F-score of Precision and Recall (i.e., harmonic mean) is 

defined in Equation (4.5). F-score measures the proposed 

methods accuracy. 

The ideal value of F-score is 100%, and the proposed algorithm 

has achieved 93.46%, which is the highest value among the 

other four algorithms. 

The second highest value is that of the SGM-R algorithm, 

which is 82.65%, while the Optical Flow method performs 

worse with a value of 75.88%.  

 

          
                        

                
            

 

4. Specificity or True Negative Rate 

This measure describes the ratio of detected foreground pixels 

that are true positives. If the value of specificity is 100%, this 

shows that the segmentation process recognizes all actual 

negatives, or in other words, 100% specificity shows no 

positives are incorrectly tagged.  

Specificity is defined by Equation (4.6), and is a measure of 

how well we have been able to identify the ground truth 

background without misidentifying the ground truth 

foreground.  

It is the opposite of precision; the lower the value of   , the 

greater the value of specificity. 

The ideal value of specificity is 100%, and the proposed 

algorithm has achieved 88.23%, which is the highest value 

among the other four algorithms. 

The second highest value is that of the SGM-R algorithm, 

which is 39.24%, while the Optical Flow method performs 

worse with a value of 17.68%.  

 

     
  

     
                                     

 

5. Balance Classification Rate or Area Under the Curve 

This statistical tool is also called Yule Coefficient (YC).  

Balance Classification Rate (BCR) or Area Under the Curve is 

defined by Equation (4.7), and is the overall measure of how 

well we have been able to identify the ground truth foreground 

and background. The greater the area under the curve, the better 

is the performance. 

The ideal value of BCR or area under the curve is 100%, and 

the proposed algorithm has achieved 90.84% which is the 

highest value among the other four algorithms. 

The second highest value is that of the SGM-R algorithm which 

is 66.84%, while the Optical Flow method performs worse with 

a value of 54.25%.  

 

            
 

 
 

  

     
  

  

     
                      

 

or 

 

            
 

 
                                      

 

6. Geometric Mean of Sensitivity and Specificity 

Geometric mean of sensitivity and specificity is defined by 

Equation (4.8), and is an overall measure of how well we have 

been able to identify the ground truth foregrounds and 

backgrounds.  
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The ideal value of the geometric mean of sensitivity and 

specificity is 100%, and the proposed algorithm has achieved 

90.65% which is the highest value among the other four 

algorithms. 

The second highest value is that of SGM-R which is 60.67%, 

while Optical Flow performs worse with a value of 38.79%.  

 

                                     4.8 

 

7. F-Score of Sensitivity and Specificity 

F-score of sensitivity and specificity (i.e., harmonic mean) is 

defined by Equation (4.9) and is an overall measure of how well 

we have been able to identify the ground truth foregrounds and 

backgrounds. 

The ideal value of F-score of sensitivity and specificity is 

100%, and the proposed algorithm has achieved 90.48%. The 

second highest value is that of SGM-R which is 55.16%, while 

Optical Flow performs worse with a value of 28.35%.  

 

          
                          

                  
                     

 

8. %Balance Error Rate 

Percentage Balance Error Rate is defined by Equation (6.10), 

and is the overall measure of how much we have misidentified 

the ground truth foreground and background. 

The ideal value of %Balance Error Rate is 0, and the proposed 

algorithm has achieved 9.16% which is the best value. The 

second best value is that of SGM-R which is 33.16%, while 

Optical Flow performs poorly with the value of 45.75%.  

 

              
 

 
   

  

     
  

  

     
                   

 

Or 

 

              
 

 
                           

9. Similarity 

Similarity is defined by Equation (6.11), also called Jaccard 

coefficient, which is a statistic tool used for comparing the 

similarity and diversity of sample sets.  

It is a measure of how similar the segmented foreground is to 

the ground truth foreground with 1 being most similar and 

anything less than 1 being increasingly less similar. 

The lower the value of       ), the greater is the value of 

similarity. 

The ideal value of similarity is 100%, and the proposed 

algorithm has achieved 87.78% which is the highest value. The 

second highest value is that of SGM-R which is 70.44%, while 

Optical Flow performs poorly with the value of 61.91%.  

 

    
  

        
                        

 

10.  Accuracy 

Accuracy is also known as percentage correct classification. 

This statistical measure describes how well the proposed 

segmentation process excludes or identifies foreground pixels. 

100% accuracy means that the values obtained from the 

proposed algorithm are exactly the same as the values in the 

ground truth.   

Accuracy is defined by Equation (6.12), and is a measure of 

how well we have identified the foreground and background 

ground truths without misidentifying the foregrounds and 

backgrounds. 

The ideal value of accuracy is 100%, and the proposed 

algorithm has achieved 91.58% which is the highest value from 

other four algorithms. The second highest value is that of 

SGM-R which is 74.59%, while Optical Flow performs poorly 

with the value of 64.51%.  

 

  
     

           
                

 

11. False Positive Rate 

This measure is used to calculate the background pixels 

misclassified as foreground. 

False Positive Rate is defined by Equation (6.13), and is the 

fraction of the ground truth background that has been 

misidentified as foreground. The greater the value of   , the 

lesser the value of the false positive rate. 

The ideal value of false positive rate is 0, and the proposed 

algorithm has achieved 11.76% which is the best value from 

other four algorithms. The second highest value is that of 

SGM-R which is 60.76%, while Optical Flow perform poorly 

with the value of 82.32%.  
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Technical Evaluation  

One of the main reasons of this big difference in results is that 

apart from optical flow all other methods use background 

subtraction and requires reference image which is free of 

foreground object(s). And in real world videos like the one used 

in the proposed algorithm it is not possible to have reference 

image in advance, which is free from foreground.  

Soo Wan Kim, MoG and SGMR uses Mixture of Gaussian, are 

among most recent methods, proposed for foreground 

detection. These methods produce good results in outdoor 

scenes. In Mixture of Gaussian, the colours of the background 

objects’ pixels are represented by multiple Gaussian 

distributions. Many researchers have reported that more than 

two Gaussians can badly degrade the foreground object 

extraction [5, 20]. The main disadvantage of Mixture of 

Gaussian is that it is computationally complex method and the 

fact that the variables require careful setting. Thus, the method 

requires more time in processing. Also, Mixture of Gaussian is 

very sensitive to sudden changes in global illumination and thus 

produces inaccurate results. Consequently, when the scene is 

still for a long time, a rapid change in global illumination may 

turn the whole frame into foreground [20, 46].  

The comparison results are shown in the Table (4.3) and Figure 

(4.2). It is obvious that the proposed algorithm clearly 

outperforms the other four methods. SGM-R is the second best 

approach. MoG being the quite similar technique to SGM-R 
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was found the third best method, while, the Soo Wan Kim 

algorithm was found the fourth best algorithm, based on 

performance measure results. Overall, the performance of the 

Optical Flow technique was found non satisfactory.  

The recall value of the proposed method is lower than Soo Wan 

Kim algorithm by 4.42%. The recall or true positive rate (trp) 

and precision quantify how well an algorithm matches the 

ground truth [42, 43], but the proposed algorithm outperforms 

in precision and %F-score of precision and recall over the rest 

of the four methods by 20.09% and 10.81%, respectively. It is 

also important to know that only recall is not sufficient to 

compare different methods and is generally used in conjunction 

with precision, that gives the percentage of detected true 

positive as compared to the total number of items detected [44]. 

It is clearly shown from the results obtained, that the proposed 

algorithm performs much better than the second best algorithm 

SGM-R, on average by 24.74%. 

 

V. CONCLUSION 

This paper presents a simple and effective algorithm to obtain 

sufficient precise foreground from background using motion 

estimation, maxima and minima inside the foreground object. 

The previous works [25, 26, 29-35] on foreground detection 

shows that our final result has produced better foreground mask 

based in terms of quantitatively and qualitatively.  

For quick and accurate execution of block motion estimation 

we have used Adaptive Rood Pattern Search algorithm. 

In order to obtained precise mask of the foreground we used 

opening-and-closing operation. 

From the performance measures it is shown that our algorithm 

is relatively more accurate in terms of precision, %F-score of 

precision, recall, sensitivity, and specificity, specificity, area 

under the curve, accuracy and similarity.  
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