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Writing is omnipresent in our society and plays, more than ever, an important role in
our daily communication, work, and learning (Brandt, 2014). As Deborah Brandt puts
it, millions of people (including myself) spend more than half of their working day “with
their hands on keyboards and their minds on audiences” (Brandt, 2014, cover). However,
teachers and employers often complain about the poor written communication skills of
graduates (Buckingham Shum et al., 2016). In addition, several studies showed that stu-
dents have difficulties with creating academic texts (e.g., Lea & Street, 1998; Mateos &
Solé, 2009).

Insight into writing processes, or the cognitive and behavioral actions involved in writ-
ing, allows for a better understanding of the difficulties students face during writing. For
example, such insight could indicatewhen,where, andwhywriters struggle (see e.g., Likens
et al., 2017). This knowledge could in turn be used for feedback and instruction on the
writing process. Feedback and instruction on the writing process, as opposed to the writ-
ing product, is important for three main reasons. First, instruction on the writing process
frequently results in higher writing quality, compared to other types of instruction (Gra-
ham&Perin, 2007). Second, insight into the writing process can enhance students’ aware-
ness of their writing progress, and thereby improve effective development of task strategies
(Hattie&Timperley, 2007) aswell as students’ ability to self-regulate theirwriting (Fidalgo
& Torrance, 2017). Finally, as the feedback and instruction is not aimed at a single writ-
ing product, the developed strategies and skills could be more easily applied to other tasks
(Schunk & Swartz, 1993).

Unfortunately, it is often difficult or even impossible for teachers to gain access to stu-
dents’ writing process, especially in large classrooms or online settings. Keystroke logging
has been increasingly used as a scalable and unobtrustive solution for this. With keystroke
logging, every key pressed on a keyboard during writing is recorded, resulting in a detailed
and timed overview of each key typed by a student (Leijten&VanWaes, 2013; Lindgren&
Sullivan, 2019). The analysis of these keystroke logs, keystroke analysis, can provide insight
into students’ writing processes.

However, there is a large gap between these fine-grained keystrokes and the higher-
level writing processes as proposed in the process models of writing (Galbraith & Baaijen,
2019). In addition, it is still largely unknown how these detailed log data could be used to
provide teachers with meaningful insight into the writing process. Therefore, the current

10



1

dissertation aims to identify how keystroke logging can be used to gainmeaningful insight
into students’ writing processes. Here, I specifically focus on higher education students,
hereafter referred to as students, and higher education lecturers, hereafter referred to as
teachers.

In this dissertation, I address this aim using a writing analytics approach. Writing
analytics is defined as “the measurement and analysis of written texts for the purpose of
understanding writing processes and products, in their educational contexts” (Bucking-
ham Shum et al., 2016, p. 481). The field of writing analytics can be considered as a sub-
field of themore developed fields of learning analytics and educational datamining, which
analyze data about learners and their context, to improve learning and teaching in general
(Clow, 2013; Romero & Ventura, 2013). Like the advocated approach in these fields, this
thesis is data-driven, but grounded in (writing process) theories, to motivate methodologi-
cal choices and to enhance the interpretation of the findings (Gašević et al., 2015). Accord-
ingly, in this introduction, I provide an overview on writing process theories, followed by
a review of existing literature on themeasurement and analysis of writing processes, specif-
ically using keystroke logging. Finally, I provide an overview of this dissertation.

1.1 Writing process theories
The first—and probably most widely used—model on writing processes is the model pro-
posed by Flower&Hayes in 1980. Thismodel consists of three cognitivewriting processes:
planning, translating, and reviewing, which are influenced by the long-term memory and
the task environment. Planning includes the generation of ideas, organization, and goal
setting; translating describes the process of translating these ideas into (written or typed)
language; and reviewing includes the evaluation and revision of the text produced so far.
After this initial model, several refinements were made and alternative models have been
proposed (for a detailed review see Alamargot & Chanquoy, 2001; Becker, 2006).

Twomajor refinements of Flower&Hayes’ (1980)model areHayes’ (1996)model and
Hayes’ (2012) model. Hayes (1996) distinguished two components of the writing process:
(1) the task environment, consisting of the social and physical environment; and (2) the
individual, consisting of the working memory, motivation and affect, and cognitive pro-
cesses. Working memory was added as a central part in writing. In addition, motivation
and affect are included as factors influencing writing. Lastly, the cognitive processes are re-
defined into text interpretation, reflection, and text production. In Hayes’ (2012) model,
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three different levels were distinguished: (1) the control level, which consists of motiva-
tion, goal setting, plans, andwriting schemas; (2) the process level, divided into the writing
processes: proposer, evaluator, translator, and transcriber; and the task environment, con-
sisting of collaborators and critics, transcribing technology, task materials, written plans,
and text-written-so-far; and (3) the resource level, which consists of attention, working
memory, reading, and long-termmemory. The twomajor changes toHayes’ (1996)model
are the addition of the transcriber and the removal of the planning and reviewing process.
Hayes (2012) included the transcriber, or the process of putting the ideas (translated into
words and sentences) on paper, as transcription competes for cognitive resources as well;
and moreover, the transcription mode (e.g., handwriting or type of keyboard) plays an
important role in the writers’ environment. The planning and revision processes were re-
moved as he sees these as specializedwriting activities, which also consist of the processes of
proposing, evaluating, translating, and transcribing. In 2014, thismodel has been extended
to encompass for visual components in writing, by adding the visual design schemas at the
control level (Leijten et al., 2014). In addition, the searcher was added as process in the
writing process level, to denote the writers’ searching process for information. Lastly, mo-
tivation management was added in the resource level, to account for tasks over extended
periods of time. This latest model of writing processes is shown in Figure 1.1.

In addition to the refinements of themodel describing the full writing process, specific
models were created for certain subprocesses in writing. Flower et al. (1986) developed a
model specifically on revisionprocesses, inwhich thewriter startswith the task definition, a
plan onhow to guide revision. Then thewriter reads the textwritten so far, to comprehend
and evaluate whether their writing goals are met. This results in a problem representation
which can be ill-defined, merely a detection of the problem, or well-defined, a diagnosis of
the problem. Based on the problem representation, the problem can either be ignored, or
a strategy will be selected to solve the problem: rewrite or revise (Flower et al., 1986).

Moreover, several alternative writing models were proposed. Here, I only describe
three of the most influential models. First, Bereiter and Scardamalia (1983; 1987) devel-
oped a model focused on the development of writing. Their model distinguishes two
writing strategies, which can bee seen as two extremes on a continuum: the knowledge
telling strategy and the knowledge transforming strategy. The knowledge telling strategy
is a strategy used by novices, where ideas are formulated without reorganization of content
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Figure 1.1: Latest wri ng process model (adapted from Leijten et al., 2014, with permis-
sion of the rights holder, M. Leijten).

or linguistic features. The knowledge transforming strategy is a strategy used by experts,
where content and linguistic features are continuously re-elaborated until they are deemed
appropriate according to the author’s intentions and goals. Later on, this model was ex-
tended with a third strategy: knowledge crafting. This strategy is employed by even more
expert writers, where the re-elaboration is not only focused on the author’s intentions or
goals, but also on the imagined reader’s interpretation of the text (Kellogg, 2008). Sec-
ond, Kellogg’s (1996) model emphasizes the influence of the working memory on writing
and details how it supports cognitive writing processes. He distinguishes three cognitive
processes: the formulation of ideas, the execution of motor processes (e.g., typing, hand-
writing), and the monitoring of these processes. Lastly, Van Lier (2000) stresses that the
cognitive processes need to be explored within the context of the writers’ environment, as
well as their (social) relationships and interactions within this environment. This can be
seen as a socio-cognitive model of writing.
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All these models show that writing involves a variety of processes, ranging from low-
level (peripheral) processes, e.g., motor processes such as typing, to high-level (central) pro-
cesses, e.g., text evaluation (Olive, 2014). However, the models do not specify how these
processes are coordinated or timed. Given the wide variety of processes that need to be co-
ordinated, writing can be cognitively highly demanding (Olive & Kellogg, 2002). It is gen-
erally assumed that writing processes can happen concurrently when the demands do not
exceed the available cognitive resources (Hayes, 2012; Olive, 2014). Olive (2014) further
specifies the timing and coordination of these processes using the parallel and cascading
model of writing. Within this model, it is argued that although text is produced incremen-
tally, different segments are produced in parallel (when sufficient cognitive resources are
available), where information flows from high-level to lower-level processes (Olive, 2014).
For example, one segment canbewrittendown,while the next segment is being formulated.
Efficient coordination of the writing processes is important for the quality of the writing
and can be improved by minimizing the concurrent demands (Olive, 2014; Torrance &
Galbraith, 2006). This can, for example, be done by improving (automating) lower-level
skills (e.g., keyboarding), enhancingmemory retrieval skills, and by usingwriting strategies
to divide writing into subtasks (e.g., note taking; Torrance & Galbraith, 2006).

To conclude, writing is a complex process, including a wide variety of subprocesses
that have to be coordinated within the limited pool of cognitive resources available. Ac-
cordingly, there is a considerable amount of literature on how this process and the different
subprocesses can be measured and analyzed.

1.2 Measuringwriting processes
Writing processes can bemeasured in twoways: synchronously, during thewriting process,
also known as onlinemeasurement, and asynchronously, after the writing process (Janssen
et al., 1996; Leijten &VanWaes, 2013). Commonly, self-report methods such as thinking-
aloud (synchronous) and retrospective interviews (asynchronous) have been used (see e.g.,
Plakans, 2009; Solé et al., 2013). Thesemethodsprovide (relatively) direct evidence onwrit-
ing processes, however, they have been criticized for being intrusive. Therefore, other, less-
intrusivemeasures have been used as well, such as observations or screenlogs (synchronous,
see e.g., Xu &Ding, 2014). These are more indirect measures, as they do not directly mea-
sure writing processes, but inferences can be made about the cognitive processes involved.
Although all these methods have proven to be effective measures of the writing process,
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they are time-intensive, and hence non-scalable. Accordingly, they cannot easily be used
in the classroom to determine students’ writing strategies.

Nowadays, real-time data can be collected automatically duringwriting,making it pos-
sible to collect information on the writing process in an unobtrusive and scalable way. Ex-
amples of information that can be automatically extracted, are keystroke presses (keystroke
logging), mouse clicks (clickstream logging), and eye movements and fixations (eye track-
ing). These are also more indirect measures, hence again inferences need to be made about
the underlying processes. In this thesis, I focus on the use of keystroke logging to analyze
writing processes. Specifically, I investigate the keystrokes made by typing on a computer
or laptop keyboard, and do not include other input modes, such as handwriting, smart-
phone keyboards or touch interfaces.

1.3 Collecting keystroke data
To date, there are multiple stand-alone and web-based programs that can log keystroke
data. These programs log the specific key (e.g., ‘Alt’, ‘k’, or ‘$’, sometimes in the form
of a key code), the key press time, and the key release time (in milliseconds) for every key
pressed. This results in a sequence of timestamped keystroke data: a keystroke log. Exam-
ples of keystroke logging tools are Trace-it, ScriptLog, Inputlog, CyWrite, and EyeWrite
(Van Waes et al., 2012). In addition to keystrokes, some of these tools allow for the col-
lection of additional data, such as the force applied when pressing the keys, mouse move-
ments, eye movements, speech, and use of digital sources (e.g., websites, dictionaries, and
other documents). Furthermore, some tools provide built-in analyses and replays of the
text production (VanWaes et al., 2012).

Keystroke log data provide objective, real-time, and fine-grained information on writ-
ers’ unfolding typing process during text composition. As keystroke data can be collected
automatically, thismetric ismore scalable and less intrusive than traditional thinking-aloud
methods and observation studies. However, as keystroke data are more indirect measures
of thewriting process, it less directly interpretable, compared tomore directmeasurements
such as thinking-aloud (Galbraith & Baaijen, 2019). Therefore, the correct analysis of
keystroke data is of key importance.
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1.4 Analyzing keystroke data
Keystroke data have been analyzed for a wide range of objectives, including writer identi-
fication and authentication (Karnan et al., 2011), prediction of performance in program-
ming tasks (Thomas et al., 2005), prediction ofwriting quality or essay scores (M. Zhang et
al., 2016), prediction of task complexity (Grabowski, 2008), detection of emotional states
(Bixler & D’Mello, 2013; Salmeron-Majadas et al., 2014), detection of deceptive writing
(Banerjee et al., 2014), analysis of writing fluency (Abdel Latif, 2009; VanWaes & Leijten,
2015), diagnosing Alzheimer’s disease (VanWaes et al., 2017), and relating the writing pro-
cess to the linguistic features in the writing product (Allen, Jacovina, et al., 2016). More-
over, several studies have shown that keystroke data can indeed be used for real-time infor-
mation on the writing process (e.g., Baaijen et al., 2012; Tillema et al., 2011; Van Waes et
al., 2014).

Given the fine-grained nature of the keystroke data, feature extraction (i.e., variable
extraction) is necessary before the keystroke data can be analyzed. The features extracted
in previous work can be broadly organized into five categories: (1) features related to pause
timings or latencies, such as interkeystroke intervals (IKI) between or within words (see
e.g.,Medimorec&Risko, 2017) or initial pause time (see e.g., Allen, Jacovina, et al., 2016);
(2) features related to revising behavior, such as the number of backspaces (see e.g., Deane,
2014); and (3) features related to fluency or written language bursts; i.e., sequences of text
production without interruptions, such as the number of words per burst after a pause
or revision (see e.g., Baaijen et al., 2012; Van Waes & Leijten, 2015); (4) features related
to verbosity, such as the number of words (see e.g., Allen, Jacovina, et al., 2016); and (5)
features related to other events, such as digital source usage (see e.g., Leijten, Van Waes, et
al., 2019).

The feature selection and following analysis of the features highly depends on the
methodological approach. These approaches can be roughly divided into theory-driven
and data-driven approaches. Theory-driven studies use a select set of keystroke features,
often triangulated with other data such as manual annotations or thinking-aloud, within
a tightly controlled experimental setting. For example, several studies link keystroke data
to the three writing processes as defined by Flower &Hayes (1980): planning, translating,
and reviewing processes (see e.g., Tillema et al., 2011). Likewise, studies have used a dual
task approach, in which they measured the performance on a second task, which had to
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be performed simultaneously with the writing task, to determine the cognitive demands
in writing (see e.g., Alves et al., 2007). The down-side of these theory-driven studies is that
they are typically time-intensive and do not allow for scalable systems.

By contrast, data-driven studies often include as many features as necessary to build
an accurate model for the problem at hand. Studies using keystroke analysis for authenti-
cation and identification can be considered examples of these data-driven approaches (see
e.g., Bixler & D’Mello, 2013; Karnan et al., 2011). Although this data-driven approach
can result in highly accurate automatic detection systems, this does not always provide in-
sight into the model underlying the prediction, and hence does not provide insight into
the phenomenon under study.

Accordingly, the current dissertationuses a data-driven approach, informedbywriting
process theory as well as stakeholders’ needs to identify which features need to be selected
from the keystroke data, as well as to interpret the results. With this approach I do not aim
to make any theoretical claims, nor do I directly link the primarily behavioral keystroke
data with the cognitive writing processes. Rather, I focus on an automated, and scalable
solution to provide stakeholders with insight into writing processes, without limiting the
research to a specific genre or language.

1.5 Structure of this dissertation
This dissertation aims to answer the main research question:

Main research question: How can keystroke logging be used to gain mean-
ingful insight into students’ writing processes?

This main research question is addressed by four subquestions, which are answered with
six studies divided over six chapters.

1.5.1 Identifying stakeholders’ needs
Since there are many subprocesses of writing that can be active concurrently, we need to
determine which insights into the writing process stakeholders desire:

Subquestion 1: What indicators of students’ writing processes are considered
desirable, according to multiple stakeholders, for providing feedback on the
writing process?

17
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InChapter 2we investigate the indicators of students’ writing processes that are perceived
as desirable for the design of systems that provide automated, personalized feedback. In
addition, we provide use cases of how this feedback can be integrated into teaching and
learning practices. To elicit these indicators and use cases, participatory consultation ses-
sions were conducted with five representative groups of stakeholders: bachelor students,
PhD students, teachers, writing specialists, and professional development staff.

1.5.2 Determining capabilities of keystroke analysis
Next, we need to determine what is technically feasible, given the keystroke data available.
This is addressed in chapters 3 and 4, with the following research question:

Subquestion 2: What keystroke features can be used to gain insight into stu-
dents’ writing processes?

Chapter 3determines the sensitivity of frequently used keystroke features across taskswith
different cognitive demands. Bayesian linearmixed effectsmodels are used to determine the
differences in keystroke features between two tasks in twodatasets: one consisting of a copy
task and an email writing task, and onewith a larger difference in cognitive demand: a copy
task and an academic summary task. This provides insight into which keystroke features
would be of interest for gaining insight into students’ (cognitive) writing processes.

In Chapter 4 we identify which keystroke features can be used to predict writing quality.
Specifically, wedeterminewhether keystroke logging canbeused to identify students at risk
already during the writing process. Machine learningmodels are trained to predict writing
quality. In addition, we identify which features are important for the early prediction, and
how this feature importance changes during the writing process.

1.5.3 Gaining insights
While considering the stakeholders’ needs and thepossibilities and limitationsof the keystroke
data, we then turn tomodeling students’ writing processes. Here, we scope the dissertation
to specifically focus on revision processes only, as this one of the most desired processes to
gain insight into by stakeholders, which are rather directly observable in the keystroke data.
Accordingly, chapters 5 and 6 address the following research question:
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Subquestion 3: How can we model keystroke features to gain insight into
students’ revision processes?

Chapter 5 provides a comprehensive product-oriented and process-oriented tagset of re-
visions in writing. Current advances in data collection and analysis, such as keystroke log-
ging, eye tracking, and natural language processing, have made it possible to gain a more
complete and in-depth analysis of revision. Yet, a complete overview of and approach to ex-
tracting all these features is lacking. Therefore, this chapter reviews the revision taxonomies
used in writing studies and summarizes them in ten categories of revisions. In addition, to
make these categoriesmeasurable,wedescribehowbothmanual annotation and automatic
extraction can be used to collect features related to these categories.

InChapter 6we automatically classify one of the smallest types of revisions from the revi-
sion taxonomy: typographic error revisions. On the one hand, these types of revisions are
low-level, and hence less important, so we would like to be able to ignore them in the anal-
ysis. On the other hand, typographic errors, and especially the revision of these errors, can
(unwillingly) break the (linear) flow in writing. Therefore, it is important to identify these
revisions to be able to determine their effect on disfluency and activation of other subpro-
cesses. This chapter uses machine learning to model these typographic error revisions.

1.5.4 Operationalizing insights
With the insights obtained from modeling the keystroke data we return to the stakehold-
ers, to determine how these models need to be presented and integrated into the learning
design, to ultimately improve the learning and teaching of writing:

Subquestion 4: How can we visualize students’ revision processes in order to
make them actionable for teachers?

In Chapter 7 we run several co-creation sessions with writing teachers in order to deter-
mine how to visualize students’ writing processes, and specifically the revision process. In
addition,weprovide guidelines onhow these visualizations shouldbe integrated into teach-
ing and learning practices.
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1.5.5 Discussion
Finally, inChapter 8 I conclude with a general discussion on the findings of all the studies
presented in this dissertation. In addition, overarching implications and reflections are
provided on the use of keystroke logging in writing research and writing education, as well
as opportunities for future work.

1.6 Academic integrity
The research on which this dissertation is based and the dissertation itself complies with
the standards for good research practices as defined in the current Netherlands Code of
Conduct forResearch Integrity (2018). In this section I further specify someof the choices
I have made in this respect.

1.6.1 Authorship statement
The first and last chapter of this dissertation (Introduction andDiscussion), are solely writ-
ten by me, and hence the personal pronoun ‘I’ is used in these chapters to refer to me, the
author. All other chapters are based upon co-authored articles (published or under review),
and hence within these chapters (andwithin references to these chapters) the personal pro-
noun ‘we’ is used to refer to the authors.

For all the co-authored chapters, I am the first and main author, and have been re-
sponsible for the full process, including conceptualization, methodology, data collection,
data pre-processing, data analysis, andwriting. LuukVanWaes andMenno van Zaanen, as
my promoters, have aided me in the conceptualization and have reviewed my writing. For
the wide range of methodologies and analyses used within this dissertation, I have sought
advice from experts in the field. These experts and hence co-authors have supported me
with methodology (participatory sessions Chapter 2: Roberto Martinez-Maldonado, Si-
mon Knight, and Simon Buckingham Shum), data collection and annotation (Chapter 4:
Chrissy Cook; Chapter 5: Emily Dux Speltz and Evgeny Chukharev-Hudilainen; Chap-
ter 6: Mariëlle Leijten), data pre-processing (Chapter 5: Evgeny Chukharev-Hudilainen),
and data analysis (Bayesian linear mixed effects models Chapter 3: Jens Roeser). All co-
authors have reviewed my writing.
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1.6.2 Ethics in data collection and data sharing
Within my dissertation, I have collected various types of data, including audio recordings
of focus groups and interviews, questionnaire data, and keystroke data. In Chapter 3, the
data have been collected from an anonymized fully open dataset, and for Chapters 5 and
6, I have used datasets made available bymy colleagues wihtin international collaborations.
For Chapters 2, 3, 4, and 7, I have collected new data. The studies in these chapters have
been approved by the school-level Research Ethics andDataManagementCommittee. All
participants provided informed consent before participation, and were debriefed after par-
ticipation. All data were anonymously collected and stored.

Given the highly sensitive nature of keystroke data, some additional precautions were
taken to ensure participants’ privacy. Participants were required to provide a second con-
sent after finishing the writing task in which their keystrokes were logged. Within this
consent, they needed to indicate that they did not type any personal information during
the task, and they still agreed with their data being used. If not, their data were destroyed.
However, as it could not be guaranteed that no sensitive datamight have been typed during
the task, the keystroke data were notmade openly available nor shared outside the research
team. Only the highly anonymized and aggregated revision dataset, including the type of
revision and timing of the revision (but excluding the actual content of the revision), was
made openly available.
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Desired indicators to provide feedback

on the writing process

Adapted from: Conijn, R., Martinez-Maldonado, R., Knight, S., Buckingham Shum, S.,
VanWaes, L., & van Zaanen,M. (under review). How to provide automatic feedback on the
writing process? A participatory approach to writing analytics design.
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Feedback on students’ writing is an emerging theme in developing writing tools. How-
ever, writing support tools tend to focus on assessing final or partial, intermediate products,
rather than the writing process. Keystroke logging can enable provision of automated feed-
back during, and on aspects of, the writing process. Despite this potential, little is known
about the critical indicators for providing this feedback. Therefore, this chapter proposes
a participatory approach, to identify the indicators of students’ writing processes that are
meaningful for educational stakeholders, and that can be included in the design of systems
that provide automated, personalized feedback in higher education. This approach is illus-
trated through a qualitative research design that included five participatory sessions with
five distinct groups of stakeholders: bachelor and postgraduate students, teachers, writing
specialists, and professional development staff. Results illustrate the value of the proposed
approach, showing that students are especially interested in lower-level behavioral indica-
tors, while other stakeholders focus on higher-order cognitive and pedagogical constructs.
These findings lay the groundwork for future work in extracting these higher-level indica-
tors from in-depth analysis of writing processes. In addition, key stakeholder differences
in terminology used and the levels at which the indicators are discussed, highlighting the
need for human-centered, participatory approaches to design anddevelopwriting analytics
tools.

Acknowledgements. The study presented in this chapter was partially funded by the Aus-
tralia Awards Endeavour Research Fellowship (grant number 6381-2018).
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2.1 Introduction
Academic writing plays a critical role in higher education, but it is a difficult skill for stu-
dents to develop (Ferris, 2011; Staples et al., 2016). Several meta-analyses have shown that
strategy instruction is one of the most effective interventions in improving writing (Gra-
ham&Perin, 2007;Graham et al., 2012), where strategy instruction is defined as “explicitly
and systematically teaching students strategies for planning, revising, and/or editing text”
(Graham & Perin, 2007, p. 449). For strategy instruction, and especially for strategy in-
struction aimed at writers in higher education who already adopted some (un)successful
writing strategies, it is important to gain insight into students’ writing processes; the cog-
nitive and behavioral actions involved in writing. This allows teachers to comment on stu-
dents’ writing strategies, to let students reflect on the current strategies, and to teach new
and more effective strategies.

However, it is often difficult or even impossible for teachers to gain access to students’
writing processes, especially in large classrooms or online settings. That is probably one of
the main reasons that, up till now, most teachers focus their feedback on text or product
characteristics. Moreover, the amount ofwriting studies that focus on the relationbetween
text characteristics and text quality outnumbers by far the studies on writing processes (cf.
Crossley, 2020). Likewise, it is difficult for students to gain insight into their own writing
processes, as some processes might be implicit and not reach students’ awareness. Some
insight into these processes can be gained via direct observations, video analysis, or think-
aloud protocols (e.g., Solé et al., 2013; Tillema et al., 2011). However, these approaches are
time-intensive and not scalable.

Therefore, automated data collection, such as keystroke logging, has been increasingly
used to shed light on the processes writers follow to create their final writing products.
Keystroke analysis has been proposed as a scalable solution to help teachers gain insight
into students’ writing processes (Ranalli et al., 2018a). The analysis of the timing of ev-
ery key pressed during the writing process has been used to identify higher-order writing
strategies, for example, to identify usage of external sources (Leijten & Van Waes, 2013);
planning and reviewing behavior (Deane, 2014; Medimorec & Risko, 2017); and written
language bursts (Baaijen et al., 2012). Thus, keystroke data can be used, at least to some
extent, to build intelligent, computer-based systems that are designed to supportwriting ei-
ther during or at the end of the writing process. However, the current indicators extracted
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from keystroke data are still relatively low-level behavioral features, such as keystroke fre-
quencies or timings between keystroke events. These indicators require other sources of
contextual information to be meaningful or to point at critical cognitive processes (Gal-
braith & Baaijen, 2019).

Therefore, we need to get better insight into which indicators need to be extracted
from keystroke or alternative sources of data to gain valuable insight into students’ writing
processes for informing strategy instruction. For this, we argue that it is important to first
determine what indicators of the writing process are desired by different stakeholders (e.g.,
teachers and students) according to their learning or pedagogical goals. These indicators
in turn can be assessed to identify whether they are useful and technically feasible to be
obtained. No prior studies have systematically examined which indicators of the writing
process can be useful to support teaching and learning, according to stakeholders’ needs.
Therefore, the current chapter proposes a participatory approach to identifying what ev-
idence would be useful to extract from the writing process and its potential instructional
uses in higher education. These indicators can ultimately be used to develop a computer-
based system designed to support writing, a writing analytics tool (or writing tool in short).

Automated, personalizedwriting tools are hard to develop forwriting, for two reasons.
First, as writing is an ill-defined domain (Allen et al., 2015; Steenbergen-Hu & Cooper,
2014), writing specialists need to be involved in the development of such tools (Cotos,
2015). Second, these systems are used less and are less effective if they are not integrated
into instructors’ learning design (Link et al., 2014). Most of current studies reporting on
writing tools have included specialists, teachers, and other stakeholders only after the de-
velopment of such tools (El Ebyary &Windeatt, 2010; Rapp & Kauf, 2018; Roscoe et al.,
2014). By contrast, in this chapter we present a study which illustrates our participatory
approach by conducting participatory sessions with educational stakeholders before the
design of writing analytics tools. This chapter aims to determine what indicators of stu-
dents’ writing processes are desirable to provide automated, personalized writing feedback
in higher education and how these can be connected with teachers’ learning designs.

2.1.1 Writing process models
Writing processes have been deeply studied over the past decades (Bereiter & Scardamalia,
1987; Flower&Hayes, 1981;Hayes, 1996, 2012;Kellogg, 1996), for anoverview, seeBecker
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(2006). In this chapter, we adopt Flower & Hayes’ (1981) model, as this is the most prag-
matic model for our study. This model distinguishes three different writing processes:
planning, translating, and reviewing. Planning consists of the generation of ideas, orga-
nization, and goal setting; translating describes the process of translating these ideas into
(written or typed) language; and reviewing consists of evaluating and revising the text pro-
duced so far.

These cognitiveprocesses are highlydependenton thewriters’ environment, andhence
need to be explored within the context of this environment (Van Lier, 2000). In addition,
these cognitive processes are not randomly distributed over the time of the writing process,
and hence need to be explored in relation to time, or when they occur during the writing
process (Rijlaarsdam&Van den Bergh, 1996). Specifically, time needs to be considered be-
cause it might give more information about the purpose of the process, and sequences of
cognitive processes differ across writers (Rijlaarsdam & Van den Bergh, 1996). Therefore,
we also discuss the cognitive processes in relation to time and the aspects of thewriters’ task
environment, as described inHayes (2012): collaborators and critics; transcribing technol-
ogy; task materials and written plans; and the text written so far.

2.1.2 Keystroke data
Keystroke analysis has been shown as a useful tool to gain insight into the writing process
(Leijten & Van Waes, 2013; Lindgren & Sullivan, 2019). However, keystroke data have
been criticized because it is hard to associate the low-level behavioral actions with higher-
level cognitive processes (Galbraith&Baaijen, 2019). Yet, various elements, such as pauses,
revisions, and production bursts have been related to theory and models on writing pro-
cesses.

Pauses, and in particular pauses between words and between sentences (rather than
within words), have been related to Flower & Hayes’ (1980) planning and reviewing pro-
cesses (Baaijen et al., 2012; Medimorec & Risko, 2017). Here, longer pauses are suggested
to indicate a higher cognitive effort (VanWaes et al., 2014;Wallot&Grabowski, 2013;Wen-
gelin, 2006). To describe these pauses with keystroke data, often several summary statistics
are computed (e.g., mean, standard deviation, maximum) of interkeystroke intervals (IKI),
the time from a key press until the next key press. Revisions have been related to review-
ing processes (Van Waes et al., 2014) and linearity of the writing process (Baaijen & Gal-
braith, 2018). To describe these revisions, counts, durations, and ratios of (sequences of)
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backspace and delete keys are often used, and percentages of keystrokes typed at the lead-
ing edge (Baaijen & Galbraith, 2018; Deane, 2014). Lastly, bursts are described as part of
Flower &Hayes’ (1980) translation processes; sentences are composed in sentence parts or
bursts, sequences of text production without a long pause (Kaufer et al., 1986). Longer
and more bursts have been related to higher writing proficiency (Deane, 2014).

Thus, keystroke data can be used, at least to some extent, to automatically gain insight
into writing processes. However, the current variables extracted from keystroke data are
still relatively basic frequency and timing variables, which may not be directly useful to
improve writing feedback and writing instruction. Therefore, in this study we identify
what elements of students’ writing processes are desirable for providing feedback on the
writing process. Ultimately, these indicators could be used to develop writing analytics
tools.

2.1.3 Writing tools
Providing personalized and timely feedback on writing is a time-intensive task for teachers.
To address this problem, a wide variety computer-based systems have been developed to
support writing instruction and assessment (for an overview, see Allen et al., 2015). Three
main categories of writing tools have been identified based on their functionality: auto-
mated essay scoring (AES), automated writing evaluation (AWE), and intelligent tutoring
systems (ITS; Allen et al., 2015). AESs are grading systems that can be used for summa-
tive assessment, to replace or assist teachers in assessing writing quality (Dikli, 2006), for
example e-rater (Attali & Burstein, 2006). In comparison, AWEs are intended as forma-
tive assessment tools, providingmore detailed feedback and correction suggestions (Cotos,
2015), for example Criterion (Link et al., 2014) and AWA (Knight et al., 2017). ITSs are
the most complex systems, providing not only feedback, but also include instructional ele-
ments, interactivity, and probing questions (Ma et al., 2014). ITSs are widely available in
domains such as mathematics and business, but less in more ill-defined domains such as
reading andwriting (Steenbergen-Hu&Cooper, 2014). Two examples of ITSs targeted at
supportingwriting are eWritingPal (Roscoe et al., 2014) andThesisWriter (Rapp&Kauf,
2018).

All three types of systems have been extensively studied in the writing context, and
have been shown to enhance student motivation, autonomy, and improve writing quality
(Cotos, 2015). However, themajority of these systems use a product-oriented approach, in
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which feedback is provided on students’ written products (Cotos, 2015;Wang et al., 2013).
Some tools do provide additional resources to aid the writing process. For example, Crite-
rion provides a portfolio history of drafts, to have insight into one’s writing progress over
time (Link et al., 2014); eWritingPal includes lecture videos with animated agents to teach
strategies for pre-writing, drafting, and revising (Roscoe et al., 2014); and ThesisWriter
uses scaffolding to provide instructions on strategies for research report writing (Rapp &
Kauf, 2018). However, these tools do not yet collect evidence from writing process nor
provide feedback on specific writing processes.

In addition, these tools are usually only evaluated after the development of the tool
(see e.g., El Ebyary &Windeatt, 2010; Rapp&Kauf, 2018; Roscoe et al., 2014). However,
it has been argued that it is not enough to introduce stakeholders after the development;
stakeholders need to be included early on in the design process (Dollinger et al., 2019). By
including information from writing specialists to identify why and how particular affor-
dances are needed, rather than simply including all features that are technically feasible, the
design could be improved (Cotos, 2015). In this way, the design can also be better tuned
to the educational context (Conde & Hernández-García, 2015). When writing tools are
tuned to the educational context, they are perceived more positively by students, resulting
in a higher adoption (Shibani et al., 2019). Therefore, there has been a growing interest
in including the voices of educational stakeholders early on in the design of writing ana-
lytics tools, and learning analytics tools in general (e.g., Buckingham Shum et al., 2019;
Martinez-Maldonado et al., 2015; Wise & Jung, 2019).

2.1.4 Current approach
In the current chapter, a qualitative research design is implemented to identify what evi-
dence would be useful to extract from the writing process and its potential instructional
uses in higher education. Recently, the importance of qualitative research in computer as-
sisted language learning has been stressed, as it can inform the design, development, and
evaluation of language tools through a deeper understanding of the stakeholders involved
(M. Levy & Moore, 2018). As a result, participatory sessions using the focus group tech-
nique (Kidd&Parshall, 2000) are suggested to be conducted to gain insight into stakehold-
ers’ perspectives before the writing tools are designed. Within a participatory approach it is
important to include different groups of stakeholders, as the ideasmight differ across stake-
holders (Woolner et al., 2007). Different stakeholders in writing instruction have shown
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to feature quite different perceptions on academic writing (Itua et al., 2014; Lea & Street,
1998; Wolsey et al., 2012). For example, students have indicated content and knowledge
as the two most important criteria items for assessing essay writing (Norton, 1990), while
teachers consider argument and structure to be the key items they use in their assessments
(Lea & Street, 1998; Norton, 1990).

The proposed approach is illustrated through a study with five groups of stakeholders
who would consult automated reports on students’ writing: bachelor students, PhD stu-
dents, teachers, professional development staff, andwriting researchers. Bachelor andPhD
students were chosen, to represent groups of students with relatively low and relatively
high experience in academic writing, respectively. More expert writers tend to be more
strategic in their writing processes, compared to novice writers (Kaufer et al., 1986), and
hence might desire insight in different types of indicators of their writing process. Teach-
ers and professional development staff were included, to identify desired indicators from
the teacher and teacher trainers’ perspective. Lastly, writing researchers were included, to
identify desired indicators fromwriting research and theory, and to better connect writing
analytics to educational practice (cf. Buckingham Shum et al., 2016). Outcomes of the ses-
sions are mapped to (1) writing tool development, to inform the potential further design
of one or more writing tools; and to (2) keystroke data, to inform the use of keystroke data
in education and writing research. This illustrates how a human-centered approach can
be adopted into the particular context of writing, which can also be useful for the broader
area of learning analytics.

2.2 Method

2.2.1 Participants
Five participatory sessions were conducted with five representative groups of stakeholders.
In total 25 stakeholders participated: 4 university teachers, 5 bachelor students, 6 PhD
students, 6 professional development staff (teacher trainers) and 4 writing experts (writ-
ing researchers). The bachelor students were recruited via the university’s participant pool.
The teachers andprofessional development staffwere recruited by email via the university’s
language center. The PhD students and writing researchers were recruited via the authors’
personal network. Both bachelor and PhD students were selected based on whether they
completed an academic writing course. Teachers were selected based on their years of ex-
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Table 2.1: Example of the use case provided to the par cipants

Ques on Example
Context I have to complete a wri ng assignment within a specified word limit
When I am working on the assignment, and I exceed the word limit
What an automa c tool within the word processing so ware
Who (Addresses) me
How (By) providing a pop-up sta ng that I exceeded the word limit and have to

cut some words before submi ng the assignment
Why (Outcome) to make sure I will not submit a wri ng assignment which is too long.

perience (> 10 years) in teaching academic writing, professional development staff were se-
lected based on their years of experience in teacher training (> 5 years), and writing experts
were selected based on their years of experience in writing research (> 2 years). Students
came from the fields of Sociology, Communication, Cognitive Science, and Artificial In-
telligence. Teachers and professional development staff worked across a wide variety of
fields, including Arts, Social Sciences, Business, Law, Science, and Engineering, teaching
both first and second language learners.

2.2.2 Materials and procedure
After the participants provided informed consent, participantswere asked to fill out a short
demographics’ questionnaire. Thereafter, the goals, procedure, and rules for the focus
group were explained. The focus group consisted of two parts, focused on the respective
research questions. For these two parts, a semi-structured, open-ended schedule was devel-
oped.

The first part focused on capturing participants’ perspectives on the writing process
andhowevidence about thewritingprocess couldbeused to support teaching and learning.
In the sessions with teachers, writing researchers, and professional development staff two
questions were asked in the following order:

1. What do you think an instructor would like to learn about students’ writing pro-
cesses?

2. What do think would be useful to show a student about their writing process?
For both student focus group sessions there were three questions:

1. What would you, as a student, like to learn about your writing process?
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2. What do you think an instructor would like to learn about students’ writing pro-
cesses?

3. What do you think an instructor should not see about students’ writing processes?
To avoid social pressure, participants were first asked to write down their ideas on

sticky notes (one idea per note). The participants got two minutes per question. There-
after, they were asked to read their ideas out loud and discuss them (ten minutes). Partic-
ipants were encouraged to write down new ideas if needed and they were asked to cluster
the sticky notes with similar ideas, and to name these clusters. Lastly, participants were
asked to vote for what they considered were the three best ideas.

In the second part, participants were asked to write a use case of an intervention using
one ormore of the ideas generated earlier. An exemplar use casewas first shown for them to
understandwhat theywere supposed to generate (seeTable 2.1). Then the participants had
ten minutes to write their own use cases, emphasizing the context (learning design of the
learning situation), state and form of the intervention (tool set, strategies/actions needed
and by whom?), and expected outcomes. Afterwards, participants were given ten minutes
to discuss and expand on their cases.

By the end of the session, participants had the possibility to add any further ideas or
ask questions in a debrief. The sessions lasted 60–75 minutes in total. To minimize the
influence of the moderators’ viewpoint on the discussion, participants were encouraged
to moderate the discussions themselves. When necessary, the moderator only asked open
format follow-up questions, such as: Could you provide some more details? orWhy do you
feel this is important?

2.2.3 Analysis
NVivo 12 was used to transcribe the audio recordings of the sessions and for the qualita-
tive analysis of the transcripts, sticky notes, and use cases (NVivo, 2015). The (clusters of)
sticky notes were interpreted in the context of the dialogue. Using the coded transcripts,
four of the authors analyzedwhich indicators of the writing process were identified, which
were most important, and which were highly connected to other concepts. The impor-
tance of a topic was determined by the number of sticky notes and votes on that topic.

The codes and prevalence of the topics were compared across sessions. This was done
by mapping the topics to theoretical models of writing, via thorough discussion between
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the authors. This mapping was used to compare and contrast the topics of the discussions
across the stakeholders. For this, we adopted one of the most widely used models of writ-
ing processes, developed by Flower & Hayes (1981), which distinguishes the three cogni-
tive processes in writing defined above (planning, translating, and reviewing), as well as
the ‘monitoring’ process, which describes the strategic cognitive process which monitors
the writer across the cognitive processes. All topics were mapped into one of the three
writing processes, or into the monitoring process if the topic described monitoring or self-
regulation processes associated with the three writing processes or with the writing process
in general. Additionally, we indicated whether a topic was discussed in the context of an
aspects of the writers’ task environment, as defined by Hayes (2012): collaborators and
critics; transcribing technology; task materials and written plans; and text written so far.

The topicswere also categorized in terms of the level atwhich the indicators of thewrit-
ing processes were discussed. The lowest level included behavioral indicators, which were
mainly identifiedby the use ofwords related to frequency (the number of), total time spent,
and occurrence of behavior (e.g., do they plan?). The middle level consisted of behavioral
indicators that were described in the larger context of writing, for example by describing
a sequence of behaviors (e.g., how do students plan?), behavior in relation to the writing
product (e.g., which sections required much effort?), or behavior in relation to time or the
writing process (e.g., how do revisions change over time?). The highest level included cogni-
tive indicators, which were identified by the use of words such as develop, ideas, thoughts,
understand, and experience (e.g., how do ideas develop?). Lastly, the use cases were ana-
lyzed. We compared the main focus of the use cases in each focus group, in regard to how
stakeholders’ ideas can be integrated into the learning design. We especially contrasted the
different tool sets described, the strategies and actions needed, and the actors involved in
the intervention.

2.3 Results
First, we discuss the topics of desired indicators of students’ writing processes per stake-
holder group individually. Next, the indicators are compared and contrasted across the
stakeholder groups. Lastly, we describe the results of the use cases, which indicate stake-
holders’ opinions on how these indicators can be integrated into learning and teaching
practices.
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2.3.1 Identifying topics and ideas per stakeholder group
Bachelor students. The bachelor students wrote a total of 40 ideas on sticky notes. These
were categorized into nine topics (one idea was left uncategorized because the students ar-
gued it was not related to the other ideas). An overview of the topics, ordered by the num-
ber of sticky notes, followed by the number of votes is shown in Table 2.2. Although only
discussed once, typing patterns received the most votes and sticky notes of all topics. This
topic was mostly related to keyboarding skills, and was the only topic that was considered
desirable for both students and teachers. Planning was rated as second most important
topic. The students would like teachers to know how they prepared and planned for the
task andwhat their initial ideas were, especially to be able to receive feedback on these ideas.
In addition, studentswould like informationon thenumber ofwords and characters typed,
categorized as general structure, to be able to determine whether they met the assignment
requirements.

In general, students stated that teachers could use the information on students’ writ-
ing process to improve instruction. For example, a student stated this as follows: “... in
terms of sentence framing, grammar usage, APA style, fonts and stuff, the teachers would
want know what students’ exposure is on these kinds of terms. And I think based on that, you
could build a lecture or a class around it”. The students differed in opinionwhether certain
aspects of the writing process should remain invisible to teachers. Some stated there was
nothing theywanted to hide, but others noted that theywould not like the teacher to know
about the grammatical errors they already fixed. Students were especially worried that in-
sufficient time spent ormessy drafts could negatively influence the teachers’ perception on
their writing.
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PhD students. The PhD students wrote 36 ideas and categorized those into 8 topics
(two ideas were uncategorized; Table 2.3). Time or productivity were the central themes
addressed at several points throughout the discussion. Students were interested in how
they could reduce “staring at an empty screen time” and whether it would be possible to
predict the best time of the day to write. The main goal of this was to be more productive
or postpone less. The PhD students considered that information on time and productivity
should not only be available to themselves, for time self-regulation, but also to their super-
visors. This was stated by one PhD student as follows: “I would really like my supervisors
to be able to help me to produce something earlier”. However, some students disagreed with
that viewpoint. They preferred to not disclose to their supervisors how much time they
spent, or whether they wrote in the middle of the night, because they did not want to get
criticized on this “unhealthy work habit”.

In addition, the PhD students were interested in their revision behavior, by detailing
where andwhen they revised. In particular, they were interested in how feedback and com-
ments from supervisors or reviewers affected their writing, both positively and negatively.
Some PhD students argued they did not want to disclose this information to their teachers.
A student stated “I do not want [my supervisors] to know that I don’t agree with what I’m
writing [...] sometimes you just want to please your supervisor. – I specially have this with
reviewers as well”. Again, some PhD students disagreed and said they had nothing to hide.
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Teachers. The teachers wrote 37 ideas and categorized those into 10 topics (see Ta-
ble 2.4). They provided detailed headers and, accordingly, most topics were discussed only
once. The teachers weremostly interested to show students information on their language,
especially regarding style or “language that is not necessarily incorrect”. For example, feed-
back could be provided on how to improve the text by making the language more formal
or using a wider variety of sentence structures. They stressed that this feedback should not
be directive, but rather should focus on what could be improved. In this way, students still
need to think about how to improve the language and style.

The teachers were interested in improving their own instruction regarding the extent
of linearity ofwriting. For example, teacherswould like to know inwhat order the different
sections were written by the students. Additionally, they wanted to gain understanding
about how feedback, and specifically peer feedback, can play a role during revision. One
teacher suggested that it would be useful to reflect on evidence to answer the following:
“How do students use feedback to revise their work? Do they go through comments one by one,
or do they focus on one type of error comment?”. In addition, the depth of students’ revisions
was highlighted, such as the significance of the changes and thedifferencebetween language
versus content revisions.
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Professional development staff. The professional development staff wrote 46 ideas
spread over 11 topics (Table 2.5). A main theme in the first two topics was source-based
writing, or how students use information in their writing (using evidence). These top-
ics were also highly related to reading. For example, a staff member raised the following
question that would ideally be desirable to be addressed with evidence: “What kind of
information do students extract from literature and how do they extract this?” The profes-
sional development staff would like to provide this information to students, to show them
how to map their evidence, and how to use resources judiciously; but also, to teachers, to
determine whether students needed additional instruction. For example, a staff member
suggested this could be achieved by providing them workshops on reading into writing
to “scaffold the reading, evaluating, and synthesizing processes”. The concepts of reading
intowriting and using evidencewere also related to plagiarism. A staffmembermentioned:
“Weassume that everyone is going to draw on published readings for assessments in some way,
or readings provided by the lecturer, but I want to know, what else are they using?”. In addi-
tion, the professional development staff highlighted the critical role of metacognition for
students to understand the processes involved when writing. They would like students to
knowwhether they are on the “right track” or provide information onwhat steps they need
to go through when writing an assignment.
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Writing researchers/specialists. Thewriting researchers generated 22 ideas, grouped
into 7 topics (one idea was uncategorized; Table 2.6). First, they would like teachers to
know where students struggle during the writing assignment. This idea was rather clear
for all researchers and only discussed briefly.

Second, time was a recurring theme during the discussions. Time was discussed in
terms of duration, or the time spent on the assignment, but also in terms of the order of the
different activities during writing, such as when students think and reflect on their writing.
In addition, the periodicity of writing was discussed. “Did they write everything at once, or
in regular or irregular chunks spread over a period of time?”.

Third, researchers were interested to show information to students on their revisions;
whether these are good enough to improvewritingquality. Themain goalwas to encourage
students to engage in critical thinking, to “help students write more critically rather than
descriptively” or to simply think or revise more, or to revise at deeper levels. This was also
related again to the time spent on writing. A researcher stated the following: “Give [the
students] a little bit of information on how much time they spent and how much time the
other students are spending. And then suggest them to reflect on what they have written so
far”.

2.3.2 Comparing topics and ideas across stakeholders
To compare and contrast the topics across stakeholders, the topics were mapped into the
planning, translating, reviewing andmonitoring processes. In addition, they were ordered
in terms of the level at which the indicators were described: low-level behavioral; behav-
ioral in relation to time (ordering, scheduling) or the writing process; or higher-level cognitive.
Figure 2.1 depicts the mapping of the topics and shows several similarities and differences
between the topics discussed. All stakeholders discussed the three writing processes: plan-
ning, translating, and reviewing as well as the monitoring process. In addition, all stake-
holders emphasized time. Lastly, all focus groups discussed topics related to the task envi-
ronment and discussed both behavioral and cognitive indicators of the writing process.
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Several differences were found across groups:
• First, some stakeholder groups focused more on behavioral indicators (first row in
Figure 2.1), while others focused more on cognitive indicators. Bachelor students
discussed mostly low-level behavioral indicators (e.g., number of keystrokes). PhD
students also discussed behavioral indicators, but usually in relation to scheduling
time or the writing process (e.g., what is the best time of the day to write). Teachers,
writing researchers, and, especially, professional development staff discussed higher-
level cognitive indicators, such as theunderstandingof thewritingprocess or critical
thinking.

• Second, the different aspects of the task environment (e.g., task sources or collabo-
rators/critics; rectangular boxes in Figure 2.1) were not discussed by all groups. For
example, the task description was only discussed by the professional development
staff, while the text produced so far and collaborators/critics were only discussed by
bachelor students, PhD students, and teachers.

• Lastly, some stakeholders identified that a certain topicwould be only of interest for
either students or teachers (indicated by an S or T in Figure 2.1, respectively), while
others did not make a clear distinction: the topics were considered of interest for
both. For example, the professional development staff thought it would be useful
for students to knowwhether they understood the task, while it would be of interest
for teachers to know whether the students addressed the task.

A closer look into the discussions revealed one additional key difference between the
stakeholders in terms of the terminology each groupused. These differenceswere especially
found in discussions around time, planning, and revision. For example, all stakeholders
discussed time in terms of duration, or how long it took to write. However, while most
stakeholders reported duration was something the teachers should see, bachelor students
specifically stated that teachers should not see this. All stakeholders except from teachers
discussed time in terms of the time until the deadline or when the student started to write.
All stakeholders, except from bachelor students, discussed time at a deeper level. On the
one hand, teachers and writing researchers mentioned the ordering of the writing process,
such as at what points in time students stop to reflect and revise, and the ordering of the
writing product, such as which paragraph was written first. On the other hand, PhD stu-
dents focused on the scheduling writing during the day and over multiple sessions.

44



2

B
ac

h
el

o
r 

st
u

d
en

ts

P
h

D
 s

tu
d

en
ts

W
ri

ti
n

g 
re

se
ar

ch
er

s

T
ea

ch
er

s

P
ro

fe
ss

io
n

al
 

d
ev

el
o

p
m

en
t 

st
af

f

Le
ge

n
d

S 
P

la
n

n
in

g

T
 

St
ru

ct
u

re

T
 

(p
re

) R
ea

d
in

g

T
 

A
p

p
ro

p
ri

at
e 

u
se

 o
f 

re
so

u
rc

es

T
 

R
ea

d
in

g 
in

to
 

w
ri

ti
n

g

S 
E

d
it

in
g

T
 

T
im

e

T
 

W
ri

ti
n

g,
 

d
ra

ft
in

g,
 

re
vi

si
n

g 
p

ro
ce

ss

S 
U

n
d

er
st

an
d

in
g 

ta
sk T
 

A
d

d
re

ss
in

g 
ta

sk

S 
U

n
d

er
st

an
d

in
g 

p
ro

ce
ss

S 
U

si
n

g 
ev

id
en

ce

T
 

P
la

n
n

in
g,

 
o

rg
an

is
in

g 
id

ea
s

P
la

n
n

in
g

M
o

n
it

o
ri

n
g

R
ev

ie
w

in
g

T
ra

n
sl

at
in

g

Behavioral

Behavioral in 
relation to time or 

process Cognitive

S
Se

n
te

n
ce

 
st

ru
ct

u
re

S
G

en
er

al
 

st
ru

ct
u

re

S
P

la
n

n
in

g

S
P

re
-w

ri
ti

n
g 

st
ag

e

S
U

si
n

g 
p

ee
r 

fe
ed

b
ac

k

S
U

se
 o

f f
ee

d
b

ac
k 

in
 r

ev
is

io
n

 
st

ag
e

S
M

ak
in

g 
ch

an
ge

s 
in

 
la

n
gu

ag
e

T
Li

n
ea

ri
ty

 o
f 

th
e 

w
ri

ti
n

g 
p

ro
ce

ss

T
St

u
d

en
t 

p
er

ce
p

ti
o

n
 o

f 
w

ri
ti

n
g

S
Ju

st
 d

o
 it

!

S
M

ak
in

g 
ch

an
ge

s 
in

 
co

n
te

n
t

T
U

si
n

g 
ge

n
re

 
co

n
ve

n
ti

o
n

s

S
C

ri
ti

ca
l 

th
in

ki
n

g

S
R

ev
is

io
n

 t
yp

es
, 

le
ve

ls

T
T

im
e

T
B

ei
n

g 
st

u
ck

S,
 T

M
ac

ro
 e

d
it

s

T
H

o
w

 s
tu

d
en

ts
 

st
ar

t 
w

ri
ti

n
g 

p
ro

ce
ss

S,
 T

 
P

la
n

n
in

g 
st

ru
ct

u
re

S,
 T

 
Sp

ee
d

 o
f 

w
ri

ti
n

g

T
, N

T
 

Su
p

er
vi

so
r 

ef
fe

ct
 

(p
o

s,
 n

eg
)

S 
C

o
n

te
n

t 
(r

ev
is

io
n

s)

S,
 T

, N
T

 
N

u
m

b
er

 o
f 

re
vi

si
o

n
s

N
T

 
E

m
p

ty
 s

cr
ee

n
 

ti
m

e

S,
 T

 
P

la
n

n
in

g 
ti

m
e

S 
C

h
an

ge
 o

ve
r 

ti
m

e

S,
 T

 
T

yp
in

g 
p

at
te

rn
s

S 
R

eg
is

te
r

N
T

 
D

ra
ft

 v
er

si
o

n
N

T
 

T
im

e

N
T

 
E

rr
o

rs
 a

n
d

 
ju

d
ge

m
en

t

T
 

A
n

al
ys

is
 o

f t
ex

t

S,
 T

 
P

la
n

n
in

g

T
 

A
ca

d
em

ic
 

in
te

gr
it

y

T
as

k 
so

u
rc

es
 

an
d

 r
ea

d
in

g

T
ra

n
sc

ri
b

in
g 

te
ch

n
o

lo
gy

T
ex

t 
p

ro
d

u
ce

d
 

so
 fa

r
C

o
lla

b
o

ra
to

rs
 

an
d

 c
ri

ti
cs

T
as

k 
d

es
cr

ip
ti

o
n

Fi
gu

re
2.
1:
O
ve
rv
ie
w
of
th
e
to
pi
cs
di
sc
us
se
d
by
al
ls
ta
ke
ho
ld
er
s.

N
ot
e.
To
pi
cs
ar
e
m
ap
pe
d
to
th
e
pr
oc
es
st
he
y
ad
dr
es
si
n
Fl
ow
er
an
d
H
ay
es
’(
19
81
)m
od
el
of
w
ri
ng
pr
oc
es
se
s(
x-
ax
is)
an
d
le
ve
lo
ft
he
in
di
ca
to
rs
(b
eh
av
io
ra
l

ve
rs
us
co
gn
i
ve
;y
-a
xi
s)
.
To
pi
cs
re
la
te
d
to
co
nc
ep
ts
in
th
e
w
ri
ng
en
vi
ro
nm
en
t(
H
ay
es
,2
01
2)
ar
e
gr
ou
pe
d
in
th
e
re
ct
an
gu
la
rb
ox
es
.
Le

er
s
in
th
e
ci
rc
le
s

(T
=
te
ac
he
r,
S
=
st
ud
en
t,
N
T
=
no
tt
ea
ch
er
)i
nd
ic
at
e
th
e
st
ak
eh
ol
de
rs
w
ho
sh
ou
ld
ha
ve
ac
ce
ss
to
th
es
e
da
ta
.

45



2

Likewise, different conceptualizations and properties of planning and revision were
discussed. Planningwas discussed in terms of planning structure, content, or language use,
where planning structure was most often discussed. Planning content was only discussed
by PhD students, teachers, and professional development staff, while planning language
was only mentioned by professional development staff and bachelor students. Revision
was discussed in terms of the different characteristics of revision. Depth of revision, such
as surface-level versus structure or document (deep-level) changes was heavily discussed by
all stakeholder groups. Other properties of revision included: the temporal location of re-
vision, when revisions were made (PhD students, professional development staff, writing
researchers); the spatial location of revision, such as which parts have been revised (PhD stu-
dents, writing researchers); the quality of revision (professional development staff, writing
researchers); and the order of revisions (teachers).

2.3.3 Integration into the learning design
After identifying the desired indicators for the stakeholders, we examined how these in-
dicators could be integrated into learning and teaching practices, by designing use cases.
Interestingly, most stakeholders within each focus group choose the same or a similar idea
to integrate into the learning design. The use cases showed that the tools should not ‘fix’
the problem, but rather advise or suggest strategies to address it.

Specifically, professional development staff would like a tool to help students during
reading, for integrating resources in their writing, and for synthesizing evidence. This tool
would need to automatically pop-up during reading andwriting, and help students by scaf-
folding reading into writing, with models, examples, guidelines, and strategies. It needed
to be tailored to the disciplinary context, and students might actively choose what they
want helpwith, andwhat kind of text (discipline) they are reading. Thewriting researchers
proposed a similar tool, to help students critically reflect on their text. A message would
pop-upwhen fewor only low-level revisions aremade or after a long time of inactivity. The
tool would address what could be improved by using examples (from their own writing)
and encourage students to critically reflect on what they wrote.

The tools envisionedby the bachelor students and teacherswere focused on lower-level
aspects of writing. Bachelor students envisioned a tool similar to a spell-checker, built in
into their word processing software. The tool would flag incorrect referencing formatting,
suggest words if the student is struggling finishing a sentence, and suggest synonyms if a
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word is not from the academic register. Teachers came up with a similar tool, to flag in-
formal words and suggest more formal words. This way, students would spend less time
on these lower-level aspects of the text and would have more time left for structuring their
argument. PhD students would like to have a dashboard, which keeps track of their pro-
ductivity and number of revisions per section, for each writing session. This dashboard
would be used before a new writing session, to identify the most productive time of the
day, which section needs more attention, or the best time when to take a break.

Regarding the tools for teachers, professional developments staff would like to show
videos of an expert’s writing process to first-year students, to show how ideas develop over
time. This would be used for workshops and instructions (face-to-face or blended) on
strategies for approaching and scaffolding reading and writing. Another tool mentioned
would measure the amount of critical reflection. This would be used to inform instruc-
tion, by explaining how to critically reflect within the specific discipline, by using models
and examples.

2.4 Discussion
In this chapter we aimed to determine the indicators of higher education students’ writing
processes that are desirable to provide automated, personalized writing feedback for, and
how this could be implemented into the learning design. These indicatorswere elicited and
use cases for these indicators were developed through participatory sessions with bachelor
students, PhD students, teachers, professional development staff, and writing researchers.
All groups noted a variety of indicators which were grouped into self-generated categories.
Wemapped these categories into the planning, translating, reviewing, andmonitoring pro-
cesses as described by Flower & Hayes (1981). In addition, we coded the level of the indi-
cators, ranging from low-level behavioral to higher-level cognitive indicators. This classifi-
cation proved to be useful to compare and contrast the ideas between the different stake-
holders and resulted in four main findings with implications for both writing tool design
as well as writing process research.

First, we identifiedwhich indicators are desired by different stakeholders for providing
automated feedback on the writing process. All stakeholder groups identified features in
each of the major writing processes: planning, translating, reviewing, and monitoring, as
described by Flower &Hayes (1981). Desired indicators for each of these processes respec-
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tively, were, for example, information on students’ planning strategies, how students used
evidence in their writing, the depth of revisions, and students’ understanding of the task.

Second, we showed that the level atwhich the indicatorswere discussed varied between
the five stakeholder groups. These findings corroborate previous literature, which also in-
dicated that students and teachers differ in their perceptions of academic writing (Itua et
al., 2014; Lea & Street, 1998; Wolsey et al., 2012). Students focus more on lower-level
indicators such as content and knowledge (Norton, 1990), while teachers focus more on
higher-level indicators, such as argument and structure (Lea&Street, 1998;Norton, 1990).
However, these previous studies mostly determined differences in perceptions of writing
in relation to the writing product. In the current chapter, we showed that these differ-
ences also hold for perceptions of the writing process. Bachelor students focused on rather
low-level behavioral indicators of thewriting process, such as the number of keystrokes. By
contrast, teachers, writing researchers, and especially the professional development staff fo-
cused on higher-level cognitive indicators, including critical thinking and the understand-
ing of the writing process.

Third, extending on previous work which identified two levels at which indicators
were discussed (Lea& Street, 1998;Norton, 1990), we distinguished a third (intermediate)
category, in which behavioral indicators were discussed in relation to time or the writing
process. Researchers have argued that time needs to be considered when studying writing
processes, as itmight provide information regarding the purpose of a specific processes and
how sequences of cognitive processes differ across writers (Rijlaarsdam & Van den Bergh,
1996). For example, both novice and expert writers might show the same frequency of cog-
nitive activities, but expert writers might knowwhen they need to engage in which activity.
Indeed, we found that PhD studentsmore often discussed behavioral indicators in relation
to time, e.g., what is the best time of the day to write, compared to bachelor students. This
indicates that bachelor students, to become more expert writers, might need more active
instruction to consider their writing actions in relation to time and the writing process.

Fourth, the results from the use cases provided some initial ideas on what tool sets,
strategies, and actions are needed by whom andwhen, to integrate feedback on the elicited
indicators of the writing process into the learning design (see also Section 2.4.1). Overall,
these findings validate theusefulness of engagingmultiple stakeholders in the identification
of the key metrics that could be included into the design of writing analytics tools.
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2.4.1 Implications for writing tool development
Currently, many writing tools solely provide summative and formative feedback on the
writing product, rather than the writing process (Allen et al., 2015). Our findings provide
insight into desirable features to extend these tools with indicators of the writing process.
For example, information on students’ planning strategies or the depth of revisions could
be used to support students’ reflection or for teachers to provide more effective feedback.
To achieve this, tools could suggest strategies to encourage students to address the problem
and develop their own writing strategies.

In addition, our findings provide implications for the design of the writing tools. We
found differences in the terminology used by different stakeholders. Moreover, differences
were found in what indicators would be useful for students and what indicators would be
useful for teachers. These differences indicate that a user-centered approach needs to be
taken to develop writing tools, in which either a common language need to be created to
talk about writing processes, or in which different interfaces are created for different stake-
holders (Gabriska&Ölveckỳ, 2018;Teasley, 2017). In addition, this indicates that students
might need additional explanations to understand the higher-level aspects of the writing
process. These explanations can come from the teachers (e.g., face-to-face or blended, in
combination with the writing tool) or might be automatically triggered. Previous work al-
ready showed that feedback related to specific parts in the student text (‘specific feedback’)
is more effective and requires less mental effort compared to general feedback (Ranalli,
2018). Hence, to provide better explanations of the writing process, it might be good to
tie the feedback to specific examples in the writing product. All these differences in per-
spectives of the stakeholders further highlight the need for a human-centered approach
(Giacomin, 2014) and hence the need for stakeholder involvement in the development of
writing tools.

Finally, the use cases provide somepractical implications for the (further) development
of writing tools and the integration into the learning design. First, the tool should be tai-
lored to the disciplinary context. The tool should (preferably automatically) detect a prob-
lem, but should not fix the problem, rather, it should provide instruction to address it.
Professional development staff still preferred this instruction to be face-to-face or, if neces-
sary, blended, indicating the importance of instructors’ willingness to adopt the technol-
ogy into the classroom (cf. Link et al., 2014). In addition, this indicates that the resulting
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intervention should include both the detection of the problem (with the tool), as well as
instruction (with or without the tool). This further stresses the claim made by Wise &
Jung (2019) who also indicated the importance of studying how tools are used in real edu-
cational contexts.

2.4.2 Implications for writing process research
The indicators identified in this chapter have important implications for writing process
research. Several of the indicators identified by the stakeholders have already been extracted
by keystroke analysis. This specifically holds for the lower-level behavioral features, such as
the number of keystrokes (e.g., Allen, Jacovina, et al., 2016), total time spent writing (e.g.,
Bixler & D’Mello, 2013), and the number of characters that stayed in the final product
(e.g., VanWaes et al., 2014). However, this study showed that for providing automated and
personalized feedback, it is critical to extract these behavioral indicators in relation to time
or when they happen in the writing process, such as the order in which errors are revised or
how the writing fluency changes over time. To date, little work has examined the temporal
aspects of the keystroke data, with some exceptions (Likens et al., 2017; M. Zhang et al.,
2016). Therefore, we suggest future work should focus on sequence mining and temporal
analysis of the keystroke data, rather than solely extracting frequency metrics.

We also showed that higher-level cognitive features are considered desirable for provid-
ing feedback, such as how students synthesize evidence sources into their writing or how
their ideas and concepts develop over time. Some indicators might not be accessible via
keystroke data, such as the ideas students had before writing. For such indicators, think-
aloud or structured reflection and planning tasks might be more suitable methods. To fur-
ther fill the gap between keystroke data and cognitive processes, and especially to provide
feedback, future work should investigate these data in combination with other sources of
contextual information (Galbraith & Baaijen, 2019). For example, natural language pro-
cessing on the text composed during the writing process in combination with temporal
analysis could be used to extract different features related to revision, which could indicate
the depth, timing, and location of the revision (see e.g., F. Zhang & Litman, 2015).

2.4.3 Limitations
The findings in this chapter are limited in two ways. First, we only analyzed five stake-
holder groups. Within these groups, all students came from similar disciplines, while the
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teachers had different backgrounds. Disciplinary background has shown to have an im-
pact on teachers’ opinions onmost important elements of students’ writing (Lea & Street,
1998) and on students’ conceptions of essay writing (Hounsell, 1984, 1997). Therefore,
additional focus groups with different disciplines could have resulted inmore and other in-
dicators. However, we did not aim to provide a full overview of all indicators desirable for
providing feedback. We rather showed how a participatory approach could provide insight
into what types of indicators are considered useful and how this could be integrated into
the learning design. A possible future step in the design process would be to feed these in-
sights back to the stakeholders, to comment on each other’s insights and close the feedback
loop.

Second, we focused on indicators that would be considered desirable to provide auto-
matic and personalized feedback. However, desired indicators are not necessarily techni-
cally feasible or useful indicators. Future work needs to determine which indicators can
actually be extracted (see also Section 2.4.2). In addition, the indicators do not necessarily
improvewriting proficiency andmight not even have an impact onwriting quality of a spe-
cific writing product. Although several studies have shown that indicators of the writing
process have a relationwithwritingquality (e.g.,Allen, Jacovina, et al., 2016;Xu, 2018) and
several writing tools have shown to improve motivation or writing quality (Cotos, 2015),
the evidence is still limited and usually generalized over a whole tool, rather than for spe-
cific indicators. Therefore, future (empirical) studies are necessary to determine whether
these indicators can positively impact writing and how these should be integrated into the
learning design to positively impact writing.

2.5 Conclusion
In this chapter, in contrast to post-hoc user-centric evaluations of specific writing tools
conducted after the development, we presented a participatory approach that happened
before the development. Through an illustrative study, we showed which indicators are
considered desirable by students, teachers, writing researchers, and professional develop-
ment staff to provide automated, personalized writing feedback in higher education. Bach-
elor students focusedmostly on lower-level behavioral indicators and PhD studentsmostly
on behavioral indicators in relation to time, while teachers, writing researchers and profes-
sional development staff focused more on higher-level cognitive indicators. These lower-
level behavioral indicators can be extracted automatically using keystroke logging. To go
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beyond these lower-level features, writing process research should focus on temporal anal-
ysis of keystroke data and natural language processing of the text written so far, to gain
a better understanding of the relation between keystroke data and cognitive writing pro-
cesses. In addition, future work should further analyze how information on the writing
process may be incorporated into writing tools and the learning design. We showed how
stakeholder involvement in the form of a participatory approach can be valuable to further
this goal.
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3
The effect of writing task on keystroke

data

Adapted from: Conijn, R., Roeser, J., & van Zaanen, M. (2019). Understanding the
keystroke log:The effect ofwriting task onkeystroke features.ReadingandWriting,32(9),
2353–2374. https://doi.org/10.1007/s11145-019-09953-8
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Keystroke logging is used to automatically record writers’ unfolding typing process. How-
ever, it is not clear which and how features from the keystroke log map to higher-level cog-
nitive writing processes, such as planning and revision. In this chapter we aim to investi-
gate the sensitivity of frequently used keystroke features across tasks with different cogni-
tive demands. Two keystroke datasets were analyzed: one consisting of a copy task and an
email writing task, and onewith a larger difference in cognitive demand: a copy task and an
academic summary task. The differences across tasks were modeled using Bayesian linear
mixed effects models. Posterior distributions were used to compare the strength and direc-
tion of the task effects across features and datasets. The results showed that the mean of all
interkeystroke intervals were found to be stable across tasks. Features related to the time
between words and (sub)sentences only differed between the copy and the academic task.
Lastly, keystroke features related to the number of words, revisions, and total time, dif-
fered across tasks in both datasets. To conclude, our results indicate that the latter features
are related to cognitive load or task complexity, and hence might be used to gain insight
into students’ writing processes. In addition, the findings show that keystroke features are
sensitive to small differences in the writing tasks at hand.

Acknowledgements. I would like to thank Diana Schmalzried and XinranWang for their
assistance in collecting the academic writing dataset.
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3.1 Introduction
Insight into students’ writing processes can provide evidence on where and when students
struggle (Likens et al., 2017) and could be used to improve their writing ability (Deane,
2013). However, writing is a complex, non-linear process, where different cognitive pro-
cesses interact and can happen in any order. Flower & Hayes’ (1980) model distinguishes
three main cognitive processes that interact: planning, translating, and reviewing. Given
this complexity, it is difficult to provide automated methods that allow insight into stu-
dents’ writing processes (Baaijen et al., 2012; Leijten & VanWaes, 2013).

In the current thesis, we focus on the use of keystroke logging to measure writing pro-
cesses during typing. The analysis of these keystroke logs, keystroke analysis, is a promising
area of research, because keystroke logs provide real-time, fine-grained information onwrit-
ers’ unfolding typing process during text composition. In addition, keystroke logs can be
collected automatically, hence keystroke logging is more scalable and less intrusive than tra-
ditional thinking-aloudmethods and observation studies. Keystrokes have been used for a
wide range of studies (e.g., Grabowski, 2008; VanWaes et al., 2014;M. Zhang et al., 2016),
which used a variety of keystroke features to answer their research questions. However, it
is not yet clear how each of these features map onto underlying cognitive processes, which
has been coined as the problem of alignment (Galbraith & Baaijen, 2019). Keystroke fea-
tures may be multiply determined; they are sensitive to a variety of factors. In addition,
keystroke features are not independent, andwill, at least to some extent, overlap in the cog-
nitive processes they are representing. Therefore, it is not always clear which features need
to be selected for the question at hand. The selection of the correct keystroke features is
crucial for the interpretation of the results and therefore, the derived conclusions. Hence,
there is a need for a better understanding of sensitivity and independence of the keystroke
features frequently used in the writing literature. In this chapter we investigate the sensi-
tivity of keystroke features across tasks.

3.1.1 Features extracted from keystroke logs
The features extracted from keystroke logs in previous work can be broadly organized into
three categories: (1) features related to the duration of the keystrokes, (2) features related
to content or revising behavior, and (3) features related to written language bursts (e.g.,
Baaijen et al., 2012; Bixler & D’Mello, 2013). In the majority of studies the researchers
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a SPACE b e eSHIFT

a) Key duration, key press time.

b) Key latency, Interkeystroke interval (IKI).

c) Time between keys. (*) Note, this can be negative if keys overlap. 

d) Interword interval (IWI).

*

e) Bigram or digraph latency, bigram or digraph duration.

Figure 3.1: Time-based features extracted from the keystroke log of typing: “A bee”.

extracted at least one or a few features related to duration, such as the duration between
two consecutive key presses (e.g., Salmeron-Majadas et al., 2014) or the duration of one
key press (e.g., Allen,Mills, et al., 2016; Bixler&D’Mello, 2013). The terminology of these
time-based features is sometimes used interchangeably. For clarity, we provide an overview
of the time-based features which are extracted from keystrokes (see Figure 3.1).

The specific duration features used depend on the hypotheses of the studies. For ex-
ample, a literature review by Karnan et al. (2011) showed that the majority of writer iden-
tification and authentication studies focus on features such as key duration, keystroke la-
tency, and digraph latency (see Figure 3.1a, b, e). Sometimes the time between keys (see Fig-
ure 3.1c)was included aswell (e.g., Tappert et al., 2010). For these features several summary
statistics were computed, such as the mean and the standard deviation of the keystroke la-
tencies. Also vectors representing keystroke features have been compared using Euclidean
distance (Giot et al., 2009). All these measurements were computed for specific keys (e.g.,
“b”), and for specific combinations of keys (e.g., the bigram “be”). These combinations
indicate howmuch time it takes to type a specific key, or sequence of keys.

By contrast, writing analytics studies focus on timing features in general, and not re-
lated to a specific key. The interkeystroke interval (IKI, see Figure 3.1b) is the most com-
monly used feature. Multiple summary statistics are derived from IKIs, including the
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largest, smallest, mean, andmedian IKI. Note that these summary statistics are not merely
used to describe the data, but as outcome variables representing the cognitive process of
interest. Sometimes, these statistics are calculated per pause location; for example the IKI
within or outside words (Grabowski, 2008), or the IKI within words, between words, be-
tween subsentences, and between sentences (Baaijen et al., 2012). Alternatively, frequen-
cies of IKI of specific lengths are extracted, such as the number of IKIs between 0.5–1.0
seconds, 1.0–1.5 seconds, 1.5–2.0 seconds, 2.0–3.0 seconds, and > 3.0 seconds (Allen,
Jacovina, et al., 2016). In addition, other features related to time are extracted, such as ini-
tial pause time (e.g., Allen, Jacovina, et al., 2016), interword interval (e.g., M. Zhang et al.,
2016), function or content word time (Banerjee et al., 2014), and total time (e.g., Bixler &
D’Mello, 2013).

Aside from duration features, content-related features are extracted, such as the num-
ber of keystrokes or verbosity (e.g., Allen, Mills, et al., 2016), the number of alphabetical
keystrokes (Salmeron-Majadas et al., 2014), the number of words (e.g., Likens et al., 2017),
the number of backspaces/deletes (e.g., Allen, Jacovina, et al., 2016), and efficiency, the
number of characters in the final product per number of characters typed (VanWaes et al.,
2014).

Lastly, some studies included features related to written language bursts. Writers com-
pose sentence parts, identified by latencies longer than two seconds or by a grammatical
discontinuity (Kaufer et al., 1986), also known as bursts. In keystroke analysis, written lan-
guage bursts are often operationalized as sequences of text production (keystrokes) with-
out an IKI longer than two seconds and without a revision and without an insertion away
from the leading edge (Baaijen & Galbraith, 2018). Features related to written language
bursts include the number of bursts or the number of words per burst after a pause, revi-
sion, or insertion (Baaijen et al., 2012).

3.1.2 Rationales for keystroke feature selection
The scientific rationales for selecting keystroke features can be divided into data-driven and
theory-driven approaches. Studies using keystroke analysis for authentication and identi-
fication can be considered data-driven. These studies use multiple duration and content
features to understand to what extent or with which accuracy the writer can be predicted,
for example to build accurate automatic detection systems. Since including more features
could lead to higher accuracy, often a combination of features is used that are known for
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their predictive power from previous studies, and ‘new’ features that are hypothesized to
have predictive power (e.g., Bixler & D’Mello, 2013; Karnan et al., 2011). Since the main
focus is on predictive accuracy, understanding the relation between the keystroke features
and the cognitive processes is of limited interest in these studies. However, a large informa-
tion gain of a keystroke feature on the prediction, found in multiple studies or contexts,
may indicate a relationship worth investigating.

On the contrary, there are theory-driven approaches for keystroke feature selection.
Several studies link the keystroke features to the threewritingprocesses as definedbyFlower
&Hayes (1980): planning, translating, and reviewing processes. In addition, keystroke fea-
tures have been related to cognitive load. Cognitive load reflects the notion that task per-
formance is bound by the working memory capacity available for cognitive processing and
the cognitive demands of a task (Sweller, 1988). If the cognitive demands of a task exceed
the available working memory capacity, the writer might slow down, other (less demand-
ing) strategies might be used, or more errors might be made (Just & Carpenter, 1992). In
writing, high-level processes such planning and reviewing, are considered to have a high
cognitive demand as they require high levels of attentional control (Alamargot et al., 2007;
Kellogg, 1996). By contrast, motor processes, such as typing, require less attention and
hence have a lower demand (Olive & Kellogg, 2002).

Cognitive load, or planning and revising processes in general, are commonly related to
duration features, such as the number of, length, and location of IKI or pauses (VanWaes
et al., 2014; Wengelin, 2006). More pauses and longer pauses are related to a larger cog-
nitive load (Alves et al., 2007; Wallot & Grabowski, 2013), that, for example, could in-
dicate word and sentence planning or deliberation (Roeser et al., 2019; M. Zhang et al.,
2016). By contrast, shorter pauses are related to basic keyboard fluency or motor processes
(Grabowski, 2008). Several studies also distinguish between different pause locations, such
as between words or between (sub)sentences, or between and within words. Pauses be-
fore words are considered to reflect planning, retrieving, verifying, or editing processes,
while pauses within words are considered to be related to typing skills (Baaijen et al., 2012;
Grabowski, 2008). Pauses at sentence boundaries are considered to reflect global text plan-
ning and requiremore time, compared to pauses at word boundaries, which are considered
to reflect lexical access (Medimorec & Risko, 2017). Features associated with content and
revising content are frequently related to translation and revision processes. The number
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of words is often related to writing quality, where more words indicate a higher essay qual-
ity (e.g., Allen, Jacovina, et al., 2016). The number of deletions is argued to be related to
revision processes (VanWaes et al., 2014), but also to lower-level aspects such as keyboard
efficiency (Grabowski, 2008). Lastly, written language bursts are related to the execution
process or Flower & Hayes’ (1980) translation processes (Baaijen et al., 2012). Longer
bursts and shorter pauses have been related to higher writing fluency and improved text
quality (Alves & Limpo, 2015).

Thus, keystroke features are used to infer variations related to cognitive writing pro-
cesses and cognitive demand required for these writing processes. However, it is unclear
how exactly the features are related to these cognitive writing processes and how sensitive
the features are to differences in cognitive demand (Galbraith & Baaijen, 2019). As differ-
ent writing tasks are bound to reflect different cognitive demands, investigating differences
in keystroke features across tasks may provide insight into the sensitivity of keystroke fea-
tures to differences in cognitive demands.

3.1.3 Sensitivity of keystroke features across tasks
Previous studies showed that keystroke features differ between tasks. For example, features
were shown to differ between a copy task (transcribing a text) and a—more demanding—
email writing task (e.g., Tappert et al., 2010). However, these differences were not made
explicit nor evaluated. Other studies did explicitly state the differences. Conijn & van Zaa-
nen (2017a) found differences in the number of keystrokes, number of corrections, mean
and standard deviation of IKIwithin, before, and after word between an email writing and
a copy task. Grabowski (2008) added a third task: copy frommemory. Here, copying from
text was considered more difficult than copying from memory, because the former task
also included eye-hand coordination, needed for reading and reproducing the text. The
most difficult task was email writing which involves planning and formulation in addition
to motor-planning and execution. Results showed a larger efficiency (ratio between the
number of characters in the final document and the number of keystrokes) for copy from
memory, compared to copy from text and generation from memory. Typing speed, mea-
sured by IKI between andwithin words, was foundmost stable across tasks. In the current
chapter, we extend on this work by analyzing the differences in keystrokes across multiple
tasks, which are assumed to differ in the required cognitive load and therefore, affecting
keystroke features related to the cognitive processes involved.
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3.1.4 Current approach
We aim to investigate which, and how, keystroke features are affected by differences in cog-
nitive load across writing tasks. This provides insight into the sensitivity of these features
and which features are useful for analyzing cognitive writing processes. Finally, this could
be used by teachers or instructional designers to evaluate differences in cognitive demands
imposed by their chosen learning designs.

Two datasets were collected, both containing keystroke data from two tasks: (1) Vil-
lani dataset, consisting of a copy task, where participants were asked to transcribe a given
printed text, and an email writing task; and (2) Academic writing dataset, consisting of a
copy task and an academic summary task. The copy task and the email writing task differ
in terms of planning and revising processes. In a copy task, there will be no planning on a
linguistic level, but only planning on a motor level (eye-hand coordination). In addition,
revising will only take place for typos, but not for linguistic reasons. The copy task and
the academic task differ even more in terms of planning and revising processes, compared
to a copy task and an email writing task. This is because academic writing involves addi-
tional complexity, such as critical thinking, integrating sources, and utilizing a repertoire
of linguistic practices appropriate for the task (Lea & Street, 1998).

Bayesian linear mixed models were used to determine the effect of these tasks on the
keystroke features. Several keystroke features related to keystroke duration and deletions
were extracted, because these have been related to cognitive load in general. We hypoth-
esize that specifically features related to the time between words, the time between sen-
tences, and the amount of revision are sensitive to the tasks, as these are well-documented
in the literature to be associated with cognitive writing processes (Van Waes et al., 2014;
Wengelin, 2006). By contrast, we hypothesize that features related to keystroke duration
within words are not sensitive to the tasks, because these have been associated with motor
processes (Grabowski, 2008).

3.2 Method
Data were collected from two different datasets, both containing two different tasks: the
Villani keystroke dataset, containing a copy task and an email writing task, and a dataset on
academic writing recorded for the purpose of this research, containing a copy task and an
academic summary task. The copy tasks differed to the extent that different texts were used
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to transcribe. However, both copy tasks did not require higher-level cognitive processes,
such as planning on a linguistic level, as involved in the other tasks.

3.2.1 Villani dataset
The Villani keystroke dataset (Monaco et al., 2012; Tappert et al., 2010) is an open-source
keystroke dataset collected in an experimental setting. In the experiment, students and
faculty could choose to conduct a copy task and/or an email writing task. The participants
were allowed to type both forms of text multiple times. For the copy task, the participants
were asked to copy a fable of 652 characters. In the email writing task, the participants were
asked to write an arbitrary email of at least 650 characters. During the experiment, the key
typed, time of key press, and time of key release were stored for every keystroke. In total,
this resulted in more than one million keystrokes. The dataset consists of 142 participants,
who wrote 359 copy texts and 1262 emails. The dataset and the collection of the dataset is
explained in detail in Tappert et al. (2010).

For the current study, several data cleaning steps were taken. First, we only included
data from participants who participated in both the copy task and the email writing task.
This resulted in a dataset of 36 participants, who collectively wrote 338 copy texts and
416 emails. Second, inspections of the dataset showed some cases where a key was only
released after a subsequent key was pressed, resulting in a negative time between keys. This
for example happens when typing combination keys, such as SHIFT + {a–z} to capitalize
a letter. Since we are interested in writing characteristics that differ across tasks, not in
character-specific information such as capitalization, all times between keystrokes, words,
subsentences, and sentences which were lower than 0, were coded as missing. Lastly, some
participants typed only a few characters or clearly typed random sequences of characters,
without spaces. Therefore, seven sessions were excluded where the number of keystrokes
was smaller than 600 or the number of words was smaller than 50. This left us with a total
of 747 sessions.

3.2.2 Academic writing dataset
The academic writing dataset was collected in an experimental setting; in an academic writ-
ing course for English second language learners. As part of the course, students were asked
to complete two tasks: a copy task and an academic summary task. For the copy task, the
students were asked to transcribe a fable of 850 characters. For the academic summary task,
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the students were asked to write a summary of 100–200 words based on a journal article.
The journal article (Woong Yun & Park, 2011) described a 2 × 2 experimental design in
the field of the students’ major (communication and information sciences). After reading
the article, students were asked to write a summary within 30 minutes. During both tasks,
keystrokes were collected using Inputlog (Leijten &VanWaes, 2013), from those students
who provided informed consent. In total, 131 students participated in the study.

Similarly to the data cleaning of the Villani dataset, only data were included from par-
ticipants who completed both the copy task and the summary task, resulting in data from
128 participants. In addition, all times between keystrokes, words, subsentences, and sen-
tences which were lower than 0 were coded as missing. Lastly, since the summary task
was considerably longer than the copy task, we only selected a subset of keystrokes of the
summary task. Participants typed on average more than 900 characters in the copy task.
Therefore, the first 900 characters were extracted from the summary task (session 1). If
the participant wrote less than 900 characters, all characters were extracted. In addition,
as most participants wrote more, the next 900 characters (901–1800) were also extracted
from the summary task (session 2). For participants that wrote less than 1800 characters,
all characters from character 901 were extracted, resulting in two subsets of keystrokes per
participant. In addition, similarly to the Villani dataset, sessions were excluded where the
number of keystrokes were smaller than 600 or the number of words were smaller than 50.
This resulted in a total of 128 copy task sessions and 115 (session 1) + 67 (session 2) = 182
summary task sessions.

3.2.3 Feature extraction
From both datasets, we extracted frequency-based and time-based features similar to those
used in writing analytics literature. Five frequency-based features were extracted from the
task as a whole, related to content and revision behavior: number of keystrokes, number
of words, number of backspace or delete keys pressed, efficiency (which is defined as the
number of characters in the final document divided by the number of keystrokes), and
the number of interkeystroke intervals (IKI) between 0.5 and 1.0 seconds. Although the
number of IKIs larger than 1.0 seconds (IKIs between 1.0–1.5 seconds, 1.5–2.0 seconds,
2.0–3.0 seconds, and larger than 3.0 seconds) has been used as feature in previous writing
studies (Allen,Mills, et al., 2016; Bixler &D’Mello, 2013), these were barely present in our
dataset, and therefore not included in the present analysis.
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Twenty time-based features were extracted. Seven of these were related to general
keystroke durations, such as IKIs, the most commonly used feature in the literature, in-
cluding mean, standard deviation, median, largest, and smallest IKI, as well as the mean
and standard deviation of the key press time. Additionally, time-based features were ex-
tracted, which were related to specific locations in the text, including the mean and stan-
dard deviation of IKI between words, IKI within word, the time between keys, the time
betweenwords or the interword interval, the time between sentences (indicated by periods,
questionmarks, and exclamationmarks), and the time between subsentences (indicated by
commas, semicolons, and colons, as in Baaijen et al., 2012). Lastly, the total time of the task
was computed. The time-based features showed large variation. To account for this posi-
tive skew, all time features (except for total time) were log transformed and all values above
the 95th percentile were removed. Similar approaches were used in previous studies (e.g.,
Grabowski, 2008; VanWaes et al., 2017). Figure 3.2 and Figure 3.3 show the distributions
of each features extracted for each type of task in the two datasets, respectively.

3.2.4 Analysis of differences in keystrokes between tasks
Bayesian linearmixed effectsmodels (BLMMs;Gelman et al., 2014; Kruschke, 2014;McEl-
reath, 2016) were used to determine the differences in keystroke features between tasks
within each dataset and across the datasets. All keystroke features were used as dependent
variables, and task (copy versus email writing and copy versus academic summary for the
respective datasets) was added as a fixed effect. Participant ID was added as a random in-
tercepts term accounting for variance in the keystroke features specific to individuals. In
addition, the effect of task on the keystroke features might differ across less-experienced
and more-experienced writers, as hypothesized by Grabowski (2008). This possibility was
accounted for by adding by-participant slopes for task.

In the context of this study, a Bayesian approach was chosen for three reasons. First,
BLMMsprovide a reliable way of accounting for differences related to participant and task,
with guaranteed convergence (Bates et al., 2015). Second, BLMMs make it possible to de-
rive posterior probability distributions of the variables of interest (here, the task effect for
each keystroke feature). Lastly, these posterior probability distributions can be used to
compare the effect across various dependent variables within a dataset and, more impor-
tantly, across datasets.
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Task: copy task email writing task

Figure 3.2: Distribu ons of the keystroke features per task (a er trimming), for the Villani
dataset.

Note. All mes are in ms (except total me and largest IKI [in secs]). For visualiza on purposes only, values
larger than 4000 ms for the mean and SD me between sentences in the academic wri ng dataset were
removed.

For continuous models, linear models with log-normal distributions were used. For
frequency data such as the number of words, distributions of the Poisson family were
used. When discrete values were highly zero-inflated, e.g., included a large number of
zero backspaces, negative binomials were used (Gelman&Hill, 2006; Gelman et al., 2014).
Quasi-logit regressionswere used for ratio data (e.g., efficiency), as these are boundbetween
0 and 1 (see e.g., Agresti, 2002; Barr, 2008; Donnelly & Verkuilen, 2017). In other words,
the dependent variable was transformed from proportions to adjusted logits, and fitted as
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Task: copy task academic summary task

Figure 3.3: Distribu ons of the keystroke features per task (a er trimming), for the aca-
demic wri ng dataset.

Note. All mes are in ms (except total me and largest IKI [in secs]). For visualiza on purposes only, values
larger than 4000 ms for the mean and SD me between sentences in the academic wri ng dataset were
removed.

a continuous variable in linear regressions.1

The task effect (copy versus email/academic summary) on the keystroke features was
evaluated in two ways. First, the most probable effect estimate β̂ and its 95% credible in-

1BLMMs were conducted in R using the R-package “rstanarm” (Gabry & Goodrich, 2016).
Weakly informative priors were used. The number ofMarkov chainMonte Carlo chains was set to
3with 3,000 iterations per chain (1,500warm-up). TheRubin-Gelman statistic (Gelman&Rubin,
1992), traceplots, and leave-one-out cross-validation were used to determine model convergence
(Vehtari et al., 2015, 2017).
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terval were calculated to determine the size and direction of the effect. In contrast to con-
fidence intervals, credible intervals indicate the range in which the true (unknown) param-
eter value (here, the task effect) lies with 95% probability (Kruschke, 2014; Nicenboim &
Vasishth, 2016; Sorensen et al., 2016). If a credible interval includes zero, zero is a possible
estimate of the effect of task on the outcome variable (here, the keystroke features).

Second, the posterior probability distribution was used to calculate the standardized
effect strength δ̂ which is defined as δ̂ = β̂

σ̂ , where β̂ is the task effect estimate, and σ̂ is the
variance estimate for this effect. This effect strength allows us to compare the task effect
across keystroke features within and across datasets, as it depends less on methodology or
other experiment specific variables, such as language, text type, or participants, than the
estimates (Wagenmakers et al., 2010).

3.3 Results
The results of the Bayesian linear mixed effects models show that task has an effect on sev-
eral keystroke features (see Table 3.1). The direction of the task effect was largely simi-
lar across datasets. Specifically, most keystroke features showed a positive effect in both
datasets, indicating larger values for the email writing task or the academic summary task,
compared to the copy tasks. For example, participants paused 36ms longer betweenwords
in the email writing task, compared to the copy task, and 208 ms longer between words
in the academic summary task, compared to the copy task. Only efficiency and mean key
press timewere smaller for the email writing and the academic summary task. For the email
writing task, efficiency was 41% lower and the mean key press time was 5 ms lower, com-
pared to the copy task. For the academic writing dataset, efficiency was 19% lower and
mean key press time was 13 ms lower, compared to the copy task. Thus, in the copy tasks,
fewer keystrokes were needed per character in the final document and keys were pressed
for a shorter period of time. In addition, the mean IKI within words and the smallest IKI
were smaller for the email writing task, compared to the copy task, whereas the number of
words and the mean IKI showed smaller values for the academic summary task.

Interestingly, for the SD of time between subsentences, and mean IKI within and be-
tweenwords themost probable effect value (β̂) changed in direction. Specifically, the SD of
time between subsentences and themean IKIwithin and betweenwordswere lower for the
copy task, compared to the email writing task in the Villani dataset. However, these were
larger for the copy task, compared to the summary task in the academic writing dataset.

66



3

Table 3.1: Task effects es mated from BLMMs on keystroke features

Villani dataset Academic wri ng dataset

Keystroke feature Lower β̂ Upper Lower β̂ Upper

Number of keystrokes 1.01 1.04 1.08 1.38 1.45 1.51
Number of words -1.06 -0.99 -0.93 -0.78 -0.73 -0.68

Number of backspaces 1.02 1.12 1.22 1.27 1.35 1.42
Efficiency -0.44 -0.41 -0.39 -0.22 -0.19 -0.16

Number of IKI 0.5-1.0 sec 1.11 1.51 1.97 4.69 8.46 12.88
Mean IKI -11.77 -2.70 5.61 -16.54 -10.74 -5.21
Median IKI 1.02 1.12 1.22 1.27 1.35 1.42

SD IKI 0.06 0.11 0.16 0.52 0.60 0.69
Smallest IKI -7.65 -4.26 -0.80 -2.45 -1.15 0.25
Largest IKI (s) 8.81 17.14 27.27 133.93 189.57 247.65

Mean IKI between words -12.83 -0.19 12.43 20.31 27.13 34.08
SD IKI between words 0.05 0.11 0.18 0.63 0.71 0.80
Mean IKI within words -18.54 -11.69 -4.52 -0.63 2.71 6.18

SD IKI within word -0.00 0.04 0.09 0.02 0.06 0.09
Mean me key press -7.54 -4.55 -1.49 -14.86 -12.64 -10.52

SD me key press 0.02 0.05 0.07 0.26 0.31 0.36
Mean between keys 1.87 10.12 19.04 19.72 25.38 30.66

SD between keys 0.01 0.11 0.20 1.26 1.48 1.70
Mean between words 19.16 36.31 53.54 172.40 208.28 246.29

SD between words 0.14 0.30 0.47 2.96 3.37 3.84
Mean between subsentence -23.14 6.66 44.30 121.39 284.03 460.96

SD between subsentence -0.39 -0.12 0.16 -0.32 0.44 1.19
Mean between sentence 16.35 74.10 138.60 470.47 1056.81 1778.19

SD between sentence 0.10 0.39 0.70 10.92 18.56 27.39
Total me (s) 51.56 80.05 108.14 2692.67 3295.20 3853.06

Note. All values are shown in their original units. All mes are in ms (except from total me and largest IKI).
Posi ve values indicate larger values for the email wri ng or academic summary task and nega ve values
indicate larger values for the copy tasks. β̂ is the most probable es mate for the difference between tasks.
Lower and upper specifies the 95% credible interval around β̂.
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Figure 3.4: Task effect strength δ̂ (email wri ng - copy task) per keystroke feature for
Villani dataset. Distribu ons are grouped by category and effect strength.

3.3.1 Effect strength of task
The posterior distributions of the effect strength are visualized in Figure 3.4 for the Villani
dataset, and in Figure 3.5 for the academic writing dataset. The keystroke features were
assigned to five groups that have been identified in previous studies: features related to
the task in general, key presses, latencies or pauses in general (not location-specific), pauses
within words, and pauses between words (Grabowski, 2008; Wallot & Grabowski, 2013).

For the Villani dataset, firstly, the task effect was largest for features related to the task
as a whole, with the largest positive effect on the number of backspaces and total time, and
the largest negative effect on the efficiency. Thus, the email writing task consisted of more
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Figure 3.5: Task effect strength δ̂ (academic summary - copy task) per keystroke feature
for academic wri ng dataset. Distribu ons are grouped by category and effect strength.

backspaces, a lower ratio of characters typed to the characters in the final product, and took
longer to type, compared to the copy task. Second, features related topausing, such asmean
and median IKI, showed low effect strengths, while features related to the variance in the
general pauses, such as the largest IKI and SD IKI, showed large effect strengths. Third, the
effect on location-specific pause features was relatively low, except from the mean and the
SD of time and the SD IKI between words. Fourth, the mean IKI within words showed
a small negative effect, while the effect on the variance between words was positive. This
indicates that participants typed fasterwithinwords, butwith a larger variance, in the email
writing task compared to the copy task. Lastly, the mean key press time showed a negative

69



3

effect, while the SD key press time showed a positive effect.
For the academic writing dataset, firstly, again the task effect was largest for features re-

lated to the task as a whole. Total time showed a large positive effect, and efficiency showed
the largest negative effect. Thus, the academic writing task took longer, and had a lower
ratio of characters typed to the characters in the final product, compared to the copy task.
Second, for the features related to pauses in general, a large effect was found for the SD
and largest IKI, but a small effect for the mean andmedian IKI. Third, the features related
to location-specific pauses between words and between sentences showed relatively large
effect strengths, especially for the mean and SD of time and the SD IKI between words.
The effect strengths of the mean and SD of time between (sub)sentences were consider-
ably smaller. Fourth, the pauses within words showed little effect. Lastly, the SD key press
time showed a positive effect, and a slight negative effect for the mean key press time.

Conceptually related features showed similar patterns within the dataset. For example,
for both mean and median IKI, the difference between tasks could be both positive and
negative, rendering a small effect strength. In addition, the SD of time between words and
the SD IKI betweenwords showed a positive effect within both datasets, with similar effect
sizes. However, the mean IKI between words andmean time between words did not show
similar patterns in the Villani dataset: the effect of task on the mean time between words
was positive with a relatively large effect strength, while the effect of task on the mean IKI
between words had a small effect strength, where the direction could not be determined.

3.3.2 Differences in effect strength between datasets
The five groups of keystrokes showed similar patterns in effect strengths between the two
datasets. However, the actual effect strength of task differed across datasets: in the aca-
demicwriting dataset, the effect strengthswere larger for almost all keystroke features, com-
pared to the Villani dataset. These differences are shown in Figure 3.6. Comparable effects
strengths across datasets (reliable effects) were found for the number of keystrokes, median
IKI, smallest IKI, and SD IKI between words. Total time showed the largest difference in
effect strength across datasets, indicating a task specific effect (email writing/academicwrit-
ing), rather than a task general effect on total time. In addition, especially the variances in
pause times (SD time between words, SD time between keys, SD IKI between words, SD
time between sentences, SD IKI, and SD time key press) showed large differences in ef-
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Figure 3.6: Absolute difference Δ of the effect strength δ̂ contras ng both datasets. Dif-
ferences are shown by keystroke feature. Values close to zero indicate similar effects in
both datasets. Larger values indicate effects that are different for the datasets and thus,
specific to the email/academic wri ng task. Distribu ons are grouped by category and
effect strength.

Note. *** Keystroke features for which the direc on of effect differed between datasets.

fect. Moreover, task general effects such as efficiency, number of backspaces and number
of words showed large differences in effect.

3.4 Discussion
In this chapter we aimed to investigate which, and how, keystroke features are affected by
differences in cognitive demand across writing tasks. To achieve this we extracted various
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keystroke features which are related to pause durations (general and location-based), and
content and revising behavior. The keystrokeswere compared across two different datasets,
both containing a copy task and one containing an email writing task and the other an
academic summary task. Bayesian linear mixed effects models were applied to determine
the strength and direction of the effects of task between the different keystroke features
within and across datasets. Some keystrokes showed an effect of task in both datasets, some
in only one dataset, and some did not show an effect in either dataset.

First, several keystrokes features differed between the tasks in both datasets. It was hy-
pothesized that features related to the time between words and sentences, and the amount
of revisions, would differ across tasks, because these are frequently associated with cogni-
tive processes, such as planning and revising (VanWaes et al., 2014;Wengelin, 2006). This
was confirmed in both datasets. In particular, features related to the task as a whole, such
as the number of keystrokes, the number of backspaces, efficiency, largest IKI, and total
time, were different between the two tasks in both datasets. In addition, the mean time
between words differed between writing tasks. These findings reproduced across not just
the present datasets, but were also reported by other studies (Conijn& van Zaanen, 2017a;
Grabowski, 2008). These features seem to be strongly influenced by the writing task, are
not specific to datasets and, therefore, must be sensitive to task characteristics, such as cog-
nitive demand. This allows the use of these features for task classification, at least for the
tasks reported in those studies.

Second, some keystroke features related to time between words and sentences only
showed differences in effect in the academic dataset, but not in the Villani dataset. The
mean of the IKI between words, time between keys, time between subsentences, and the
standard deviation of the IKI between words, time between keys, and time between sub-
sentences, as well as the number of words only differed between the academic summary
task and the copy task, but not between the copy task and the email writing task. One pos-
sible explanation for this is that these features are only affected by the task, if the difference
in the cognitive demands are larger. In the present datasets, the academic summary task
could be considered more complex compared to the email writing task, because it involves
additional complexity, such synthesizing, integrating sources, and utilizing a repertoire of
linguistic practices appropriate for the task (Lea & Street, 1998). Therefore, these features
might be less sensitive to small differences in complexity or cognitive demand.
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Third, it was hypothesized that keystroke duration within words would not be sen-
sitive to task because these are associated with motor processes or individual typing skills
(Grabowski, 2008). Indeed, it was shown that the mean and standard deviation of the
IKI within words did not differ between tasks in the academic writing dataset. This could
indicate that the cognitive writing processes during word production, beyond motor pro-
cesses and typo revisions, are limited, or that cognitive writing processes within words are
reflected similarly in the IKI within words in both tasks.

In addition, we found that conceptually related keystroke features, such as mean and
median IKI, had similar effects within the dataset. Interestingly, the effect of task on the
mean time between words and the mean IKI between words differed in the Villani dataset:
the mean time between words showed a positive effect of task with a relatively large effect
strength, while the mean IKI between words showed that the effect could be both positive
and negative, with a really small effect strength. A possible explanation lies in the different
measurements of these features. Themean time betweenwords is thewhole pause between
words, while the IKI between words only measures the IKI of the last letter of the word
and the ‘space’ key pressed. This would suggest that the feature time between words more
easily picks up on the differences in task, compared to the somewhat lower-level feature IKI
between words.

Extending on earlier research, we not only showed which keystroke features differed
across tasks, but also compared the strength and the direction of the effects within and
across datasets. For the Villani dataset, the effect of task was largest for the number of
backspace keys, the largest IKI, total time, and efficiency. Thus, in the email writing task
more backspaces were used, the largest IKI was longer, the total time spent was longer, and
the efficiency was lower, compared to the copy task. In the academic writing dataset, the
largest effects were found for total time, SD between words, the largest IKI, and efficiency.
This indicates that students spent more time, had more variance in time between words,
longer largest IKI, and lower efficiency in the academic summary task, compared to the
copy task.

When comparing the effects across datasets, it was found that total time, SD of time
between keys and SD of time between words are the keystroke features that differ most in
the effect of task across the two datasets. Since the two datasets were assumed to vary in
terms of the complexity of the writing, as opposed to the copy task, this might indicate
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the usefulness of these features for determining task complexity or cognitive demand. The
SD of time between subsentences and mean IKI between and within words even differed
in direction of the effect across the datasets. The change in direction of the effect of task
across datasets might indicate that these features are more related to the specific dataset
rather than to the effect of task. For example, the language or style could be more complex
in the Villani copy task compared to the email writing task, while the language or style in
the academic dataset copy task could be less complex compared to the academic writing
task.

3.4.1 Limitations and future work
The current study is limited in three ways. First, we compared two tasks in two different
datasets. We argued that some of the differences in keystroke features might be due to the
task complexity or cognitive demand, which differed across tasks. However, this might
also be caused by other task characteristics, which we did not measure. The copy tasks
were non-identical. Nevertheless, because both copy tasks did not require higher-level cog-
nitive processes, such as linguistic planning, the differences can still be explained by the task
complexity or cognitive demand. In addition, the differences might be due to other task
characteristics, such as required style. However, for the purpose of this chapter we were
not interested why the keystroke features differed, but merely which and how.

Second, we did not explicitly measure the complexity or the cognitive load demand of
the task. Thus, we cannot specifically state the exact relation between cognitive load and
the keystroke features. For example, we do not know whether the relation between the
time between words and cognitive load will be linear. Although beyond the scope of the
current chapter, it would be interesting for future work to further investigate the influence
of cognitive load on the keystroke features. This could be done by comparing the keystroke
features of multiple tasks of which the cognitive load or complexity is known, for example,
by using a secondary task or questionnaire (e.g., Paas et al., 2003). This informationmight
also be used to identify when a task is too complex or requires too much cognitive load.

Third, the differences in the keystroke features might be caused by other factors that
we did not test. Keystrokes are found to be sensitive to other factors, such as handedness,
keyboard type (Gunetti & Picardi, 2005; Tappert et al., 2010), typing and writing experi-
ence and abilities, environmental conditions (Gunetti & Picardi, 2005), and cognitive im-
pairments (e.g., Van Waes et al., 2017). We do know that the participant samples differed
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between the datasets (students versus students and faculty), which might indicate differ-
ences in writing experience. Yet, participant specific variation was statistically accounted
for, so the differences across the dataset cannot be explained by individual differences in
the samples. However, the same approach used in the current chapter could be used in
future work to identify the influence of these other factors on the keystroke features. In
this way, we can identify which and how keystroke features are sensitive to individual dif-
ferences and experimental factors. This could indicate which factors need to be controlled
for when analyzing specific keystroke features. For example, when handedness does not ap-
pear to influence the number of backspaces, handedness does not need to be controlled for
when analyzing the effect of the number of backspaces between writers on the dependent
variable of interest.

3.4.2 Implications for theory and educational practice
Although previous work has hypothesized that some of these features are related to cogni-
tive demand, in this chapter we specifically showed which features varied, and how these
features varied with differences in cognitive demands across tasks. These findings provide
insight into which features are of interest when we are looking for evidence of cognitive
writing processes, such as planning, translating, and reviewing processes (Flower &Hayes,
1980) in the keystroke log. In addition, the sensitivity of the keystroke features across tasks
shows that caution should be taken when generalizing the effect of these features across
tasks, because these features may differ merely as a result of the task, rather than as a result
of the variable of interest, for example, writing quality, which has frequently been pre-
dicted in writing research (e.g., Allen, Jacovina, et al., 2016; Likens et al., 2017; M. Zhang
et al., 2016).

Next to these theoretical implications, the findings of the current chapter have implica-
tions for educational practice. This chapter showed which keystroke features differ across
tasks with different cognitive demands, and hence might be used to determine differences
in cognitive load between tasks. Teachers and instructional designers can use these insights
to identify differences in cognitive demands imposedby their chosen learning designs. This
allows them to automatically evaluatewhether their chosenwriting tasks are producing the
expected learning processes and outcomes (Kennedy & Judd, 2007; Lockyer et al., 2013).
In addition, as keystrokes are measured during the writing process, differences in cogni-
tive load may be determined during a single task. This can be used, for example, to deter-
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mine cognitive load during different writing processes, such as planning, translating, and
reviewing (cf. Alves et al., 2008). These insights can be used by teachers to determinewhen
or with which writing processes a student needs support to improve their writing process
(Santangelo et al., 2016).

3.5 Conclusion
To conclude, this chapter provides insight into how keystroke-based features differ across
writing tasks with different cognitive demands. Features related to interkeystroke inter-
vals in general, or interkeystroke intervals within words did not differ across task. Features
related to the time between words or sentences, such as the SD of interkeystroke between
sentences, ormean interkeystroke interval betweenwords, only differed between taskswith
larger differences in cognitive demands. Lastly, features related to task as a whole, such as
the number of words typed, amount of revision, and total time, as well as the time be-
tween words were found to differ across all tasks. This indicates that especially these latter
features are related to cognitive load or task complexity, and hence are of interest for analyz-
ing cognitive writing processes. In addition, this chapter showed that it is important to be
mindful when deriving conclusions from individual keystroke features, because they are
already sensitive to small differences in writing tasks. Hence, this chapter provides us with
a better understanding of the keystroke features frequently used in the writing literature.
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4
Using keystroke data for early writing

quality prediction

Adapted from: Conijn, R., Cook, C., van Zaanen, M., & Van Waes, L. (under review).
Early prediction of writing quality using keystroke logging.
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In the previous chapter we showed how certain keystroke features can be used to gain in-
sight into students’ writing processes. For providing automated feedback on the writing
process, we also need to determine whether keystroke features can be used to identify stu-
dents at risk during writing, to support students during writing. Currently, most litera-
ture focuses on providing human or machine support only after a draft is submitted. In
this chapter, we investigate the use of keystroke analysis to predict writing quality already
during the writing process. Keystroke data were analyzed from 126 English as a second
language learners performing a timed, academic summarization task. Writing quality was
measured by final grade. Based on previous literature, 54 keystroke features were extracted.
Correlational analyseswere conducted to identify the relation betweenwriting process and
writing quality. Next, machine learningmodels (regression and classification) were used to
predict final grade and classify students at risk at several points during the writing process.
The results show that the relation between writing quality and writing process was rather
limited. In addition, the relation between the writing process features and writing qual-
ity changed over time during the writing process. At the end of the chapter, pedagogical
implications are discussed for the use of keystroke analysis for providing process feedback
during writing.

Acknowledgements. I would like to thank Diana Schmalzried and XinranWang for their
assistance in collecting the academic writing dataset.
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4.1 Introduction
Feedback on writing plays a key role in improving writing quality and writing proficiency
(Bitchener et al., 2005; Chandler, 2003; Graham et al., 2015; Parr & Timperley, 2010).
For feedback to be effective, it needs to be timely and frequent (Cotos, 2015; Ferguson,
2011). However, providing timely feedback on academic writing in higher education is
complex and time-consuming. Accordingly, several automated feedback systems have been
developed to augment teacher feedback and consequently also enhance students’ writing
proficiency (Dikli, 2006; Stevenson & Phakiti, 2014).

A key part in most of these systems is the automated scoring of students’ writing, as
this measure of writing quality can indicate students at risk of failure. Automated scoring
systems have demonstrated to provide fairly accurate predictions of human scores, based
on properties of the writing product, e.g., number of words in a draft (Allen et al., 2015).
In this way, a score is predicted once a writing product (draft or final version) is finished.
However, for timely feedback, we would like to be able to predict writing scores as soon
as possible, in order to assist students at risk even before the writing product is finished
(Romero & Ventura, 2019).

For the early prediction of writing scores, i.e., prediction of writing scores before the
draft has been finished, there are two possible approaches. First, we can predict writing
scores based on snapshots of the text produced so far. However, the text produced so far
might not contain enough information (e.g., limited number ofwords) to provide accurate
predictions. Second, we can predict writing scores based on information on the writing
process, e.g., the number of revisions made. This approach has the additional advantage
that it may provide feedback both during and on the writing process. Feedback on the
writing process is more powerful for deep processing than feedback on the product, as it
can not only be used to improve the current task, but also to enhance skills that can be
transferred to future tasks (Hattie & Timperley, 2007; Vandermeulen et al., 2020).

Several studies already showed that information on the writing process can be used
to accurately predict holistic grades (e.g., Allen, Jacovina, et al., 2016; Guo et al., 2018;
Sinharay et al., 2019). In these studies, keystroke logging was used to extract information
on the students’ writing processes (Leijten &VanWaes, 2013; Lindgren& Sullivan, 2019).
However, these studies used a varying set of keystroke features,making it hard to determine
which features are most relevant for predicting writing quality. In addition, these studies
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only analyzed the writing process after it was finished, using the full keystroke log. Hence,
it is still unknown whether it is possible to use information on the writing process for the
early prediction of writing scores.

Therefore, in this chapter, we aim to further explore the demonstrated relationship
between writing process and writing quality by indicating which keystroke features iden-
tified in previous literature are related to writing quality. In addition, we aim to identify
whether these features can be used for timely writing quality prediction at different stages
in the writing process. We measured writing quality as the final score of English as a sec-
ond language (ESL) students writing an academic summary. Keystroke analysis is used to
automatically extract information on students’ writing processes.

4.1.1 Timing of writing feedback
Almost universally, human feedback on writing is provided after the completion of a draft
or final version (Gielen et al., 2010; Graham et al., 2015; Parr & Timperley, 2010). These
feedback timings can be explained by the fact that the assessment and resulting feedback
is commonly aimed at (near) finalized products. Teachers provide little feedback during
writing, as this requires insight into the writing process, which is primarily obtained via
time-intensive methods such as thinking-aloud and observations (see e.g., Beauvais et al.,
2011; Braaksma et al., 2004).

While human feedback on the written product usually only occurs once or twice per
writing assignment, computer-based support for writing allows for timely assessment and
feedback onmultiple drafts (Cotos, 2015). There is a large variety of computer-based writ-
ing support systems available to assist teachers in providing writing support, such as auto-
mated essay scoring (AES), automated writing evaluation (AWE), and intelligent tutoring
systems (ITS; Allen et al., 2015). AES are grading systems typically used for summative
assessment that can be used as either an alternative to teachers grading or as a first-draft
evaluator (Dikli, 2006; Wilson, 2017). AWE systems are intended as formative assessment
tools, providing more detailed feedback and suggestions for improvement than AES sys-
tems (Cotos, 2015). Lastly, ITS extend on AWE systems by also providing instructional
content, probing questions and interactivity (Ma et al., 2014). The feedback of these sys-
tems over the course of multiple drafts can constitute feedback during the writing process
to some extent. However, as in human support, the automated assessment and feedback
is still commonly based on the writing product (or intermediate writing products), rather
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than the writing process (Cotos, 2015; Ma et al., 2014; Wang et al., 2013). Accordingly,
the feedback commonly aims at revisions at the micro (product) level, such as grammar
and wording, rather than at support for the development of writing strategies and self-
monitoring (Strobl et al., 2019). Therefore, in this chapter, we focus on the writing pro-
cess; for an overview of automatic feedback on the writing product, see e.g., Crossley et al.
(2019) and Dikli (2006).

4.1.2 Measuringwriting process with keystrokes
Keystroke analysis has been increasingly used to gain insight into students’ writing pro-
cesses. Keystroke logging can provide objective, detailed, and real-time information on
students’ unfolding typing processes during their writing (Leijten&VanWaes, 2013; Lind-
gren & Sullivan, 2019). Given the fine-grained nature of keystroke logging data, a variety
of features have been extracted for keystroke analysis. Based on previous literature, we dis-
tinguish five different groups of keystroke features: (1) features related to latencies, such as
interkeystroke intervals or timings between words (Barkaoui, 2016; Medimorec & Risko,
2017); (2) features related to revisions, such as the number of backspaces or the duration of
backspacing events (Barkaoui, 2016; Deane, 2014); (3) features related to verbosity, such
as the number of words (Allen, Jacovina, et al., 2016; Likens et al., 2017); (4) features re-
lated to fluency, such as the percentage of bursts ending in a revision (Baaijen et al., 2012;
Van Waes & Leijten, 2015); and (5) features related to events other than keystrokes pro-
ducing characters, such as text selections, insertions (paste), deletions (cut), and mouse
movements (Baaijen & Galbraith, 2018; Leijten, VanWaes, et al., 2019).

4.1.3 Relation betweenwriting process andwriting quality
Before writing processes were measured using keystroke logs, several relations have been
found between higher-level writing processes, such as planning and revision, and writing
quality. In terms of planning, preparing a written outline enhances writing quality (Kel-
logg, 1987). Drafting style (rough versus polished) did not have an effect onwriting quality
(Kellogg, 1987). However, other studies did find an effect, where detailed plans resulted
in higher writing quality compared to minimal drafts (Torrance et al., 2000). In terms of
revisions, more proficient writers revise more and focus more on meaning level revisions,
compared to less proficient writers who focusmore on surface level revisions, such as punc-
tuation, spelling, andwording (Choi, 2007; Faigley&Witte, 1981). The influence of these
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writing processes onwriting quality differs over time. For example, reading the assignment
and evaluating the text written so far are positively related to quality in the beginning, but
negatively in the middle of the writing process. Likewise, goal setting, generating ideas,
structuring, rereading, and writing are positively related to writing quality at the end of
the writing process, but negatively or not related in the beginning (Breetvelt et al., 1994).

With the advent of keystroke logging in writing research, more fine-grained measures
of writing processes have been related to writing quality across a variety of tasks, such as
argumentative and policy recommendation essays (Guo et al., 2018;M. Zhang et al., 2016),
as well as persuasive essays (Allen, Jacovina, et al., 2016; Deane, 2014; Likens et al., 2017;
Sinharay et al., 2019; M. Zhang et al., 2016). First, total time on task has been shown
to be correlated positively with writing scores in several studies across several tasks, with
correlations ranging from .40 to .52 (Guo et al., 2018; Sinharay et al., 2019; M. Zhang
et al., 2019). Features related to latencies, such as IKI within words, have been found to
be negatively related with writing scores (r = -.36; Sinharay et al., 2019), while vectors of
interword intervals have been found to be positively related (r = .46 to .48; M. Zhang et
al., 2016). In addition, for revisions, students with low second language proficiency made
more revisions, and especially more typographic, language, and pre-contextual revisions
(revisions at the leading edge), compared to studentswith high second language proficiency
(Barkaoui, 2016; Xu, 2018). Moreover, features related to verbosity, such as the number
of keystrokes (r = .59; M. Zhang et al., 2019) or the number of words (r = .53; Likens et
al., 2017) are positively related to writing scores. Lastly, features related to writing fluency,
such as the typing speed (r = .31 to .39; Sinharay et al., 2019; M. Zhang et al., 2019),
number of bursts (sequences of keystrokes without a long pause; r = .49), or burst length
(r = .38) have also been found to be positively related with writing quality (Sinharay et al.,
2019).

Next to the correlational analyseswith single features,multiple features have been com-
bined to predict writing quality. For example, Allen, Jacovina, et al. (2016) showed that the
number of words, number of backspaces, maximum and median interkeystroke interval,
as well as the standard deviation, entropy, and maximum of the number of keystrokes per
30-second interval, and the standard deviation of the distance between 30-secondwindows
with at least one keystroke, could explain 74% of the variance in essay scores. The number
of keystrokes was found most predictive of essay score. A later study using the first 999
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keystrokes of the same dataset showed that 28% of the variance in essay score could be ex-
plained by the number ofwords (Likens et al., 2017). Furthermore, fractal properties from
the multifractal analysis on the IKI timeseries combined with the number of words could
explain 35% of the variance in the essay score. Using boosting with regression trees, Sin-
haray et al. (2019) were able to predict writing scores with 38 process features, leading to
an RMSE of 0.50 (on a scale from 1–5). Time on task, typing speed, number of bursts,
and burst length had the most predictive power. The prediction with product features
was only slightly better (RMSE = 0.44) compared to the process features. Adding process
features to the product features did not enhance the prediction accuracy.

Lastly, some studies used feature reduction on the keystroke features prior to the pre-
diction ofwriting quality. For example,Deane (2014) identified three factors in thewriting
process: latency, editing behavior, and burst span. Combined, these factors could explain
60%of the variance in essay scores for the persuasive task, and 68%of the variance for the lit-
eracy analysis task. Another study identified two factors: sentence production and global
linearity (Baaijen & Galbraith, 2018). These factors, however, did not show significant
correlations with text quality.

Given the differences in sample sizes, grading procedure, writing task, writing environ-
ment, keystroke features extracted, and analyses used, the results of these studies are hard
to compare. Yet, they do provide some insight into which features are related to writing
quality, and to what extent writing quality can be predicted using information from the
writing process. However, these studies used different and relatively small sets of keystroke
features, making it hard to determinewhich of the features aremost relevant for predicting
writing quality. In addition, the keystroke features in the reported studies were analyzed af-
ter the writing process was finished. It is still unknown at what stage in the writing process
keystroke data can be used for timely prediction of writing quality.

4.1.4 Timely identification of students at risk
Timely identification of students at risk is a common theme in the fields of learning an-
alytics and educational data mining (Romero & Ventura, 2019). It has been shown that
students at risk could be identified relatively quickly in a variety of contexts andwith a vari-
ety of datasets. For example, on the course level, learning management system data can be
used for identifying students at risk early on in the course (Macfadyen & Dawson, 2010)
and historical data on grades and courses taken can be used to determine students at risk
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even before the course has started (Polyzou & Karypis, 2019). On the task level, prior per-
formance, hint usage, activity progress, and interface interaction can be used to predict
successful completion of block-based programming tasks (Emerson et al., 2019) and click-
stream data can be used to predict successful completion of a novice programming task
already within the first minute of the task (Mao et al., 2019).

To the authors’ knowledge, no studies have looked into the early predictionof students
at risk using keystroke data, with the exception of Casey’s (2017) study using keystroke
data to predict performance in a programming course after every week in the semester.
However, no keystroke studies looked into early identification of students at risk during
academic writing.

4.1.5 Current approach
In the current chapter, we aim to determine the relation between the writing process (mea-
sured by keystroke data) and writing quality (measured by final grade). For this, three anal-
yses were conducted. First, correlational analyses are used to determine which keystroke
features (obtained from previous studies) are related to writing quality. Second, machine
learning algorithms are trained to predictwriting scores (regression). Third,machine learn-
ing algorithms are trained to predict students at risk (binary classification) at different
stages in the writing process. These predictions are used to determine which keystroke
features can be used for the prediction of writing quality and how prediction accuracy
changes over time.

4.2 Method

4.2.1 Participants
The data used in this studywere collected during an academicwriting course for ESL learn-
ers taught for premaster students of communication and information sciences. The study
consisted of an online part and a part during the lecture. In total, 141 students partici-
pated in the online part, 131 students participated in the lecture (this formed the academic
writing dataset described in Chapter 3), and 130 students participated in both parts. In
this chapter we only report on the students who participated in both parts. Of the 130
participants, 87 (67%) were female and the average age was 24 (SD = 2.8).

84



4

4.2.2 Procedure
In the online part, the participants were asked to provide informed consent and to com-
plete a questionnaire on demographics and self-reported writing style. In addition, they
were asked to read a given journal article in preparation for the lecture the following week.
The article involved a2 x2 experimental design setup in thefieldof their premaster program
(Woong Yun&Park, 2011). Aweek after the questionnaire, the participants were assigned
two writing tasks during the lecture. The first task was a copy task in which students were
asked to transcribe a given fable of 850 characters. The second task was an academic sum-
mary task, where the participants were asked to write an academic summary of 100–200
words based on the article they read in the week prior to the lecture (the abstract was re-
moved from the article). The participants were allowed 30minutes to finish this task. Five
minutes before the end of the task, they were reminded to finish their writing.

All students used similar desktop computers for the task. The task description was
shown on a single page at the left of the screen with the Word document where the par-
ticipants could type the summary on the right. The text of the journal article was added
underneath the task description in the same document. To consult the journal article, par-
ticipants had to focus (click) on the task description and scroll down. Theparticipantswere
allowed to use the Internet during the task (for example, to consult an online dictionary).
During the tasks, keystroke data and mouse data were collected using Inputlog (Leijten &
VanWaes, 2013).

4.2.3 Data collection
For the current study, the keystroke data of the academic writing task and the essay scores
were analyzed. The keystroke data of the copy task were used as a baseline task for extract-
ing the keystroke features. Of the 130 participants, two participants did not type in the
specified Word document, one participant only completed the copy task, and one partici-
pant only copy-pasted text. Therefore, these participants were excluded, resulting in a total
of 126 participants remaining for analysis.

The academicwriting taskswere independently graded by a native English speaker and
an ESL speaker, both highly experienced in grading writing. The writing tasks were scored
against five rubrics (see Appendix A): main idea, structure and organization, content, lan-
guage and paraphrasing, and grammar and mechanics from 1 (not passing) to 4 (excep-
tional). The final grade was calculated by the sum of the rubric grades divided by 2. Points
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Table 4.1: Descrip ve sta s cs and inter-rater reliability of final grade and rubric scores
(N = 126)

Rubric Mean grade SD grade N at risk Inter-rater reliability
Main idea 2.41 0.74 65 (52%) κ = .62
Structure and organiza on 2.61 0.69 54 (43%) κ = .51
Content 2.02 0.76 101 (80%) κ = .63
Language and paraphrasing 2.75 0.82 31 (25%) κ = .76
Grammar and mechanics 1.87 0.93 91 (72%) κ = .86
Final grade 5.50 1.36 60 (48%) r = .88a

Note. κ = quadra cally weighted kappa, r = Pearson’s correla on. At risk is ≤ 2 for the rubric scales, and
< 5.5 for the final grade. a Correla on was chosen over quadra cally weighted kappa for the final grades (κ
= .89) The final grade includes half points, and hence could result in inter-rater differences of 0.5, which are
beneficially penalized in the quadra c weighing (0.52 = 0.25). Therefore, the quadra cally weighted kappa
would be overly op mis c. In addi on, final grade is measured on a different scale than the rubric scores,
which could result in faulty conclusions drawn when comparing the rubric scores’ inter-rater reliability with
the reliability of the final grade.

were subtracted if the student did not comply with the task (e.g., wrote too few or too
many words, or did not cite the authors). This resulted in a scale from 1 to 10. A student
was considered at risk if the final grade was lower than 5.5; a final grade of 5.5 or higher
was considered a pass. Inter-rater reliability was calculated for all scores using a quadrati-
cally weighted kappa to account for the ordinal scale (as in M. Zhang et al., 2019). As in
M. Zhang et al. (2019), the grades from the first grader (native English speaker), were used
for analysis. The descriptive statistics and inter-rater reliability of the grades are shown in
Table 4.1.

4.2.4 Feature extraction
Based on existing literature, a total of 54 features were extracted from the keystroke log.
The literature sometimes uses different definitions for similar keystroke features and it is
sometimes unclear how exactly a certain feature is extracted. For replicability, we provide
a detailed overview of the extraction of features from the keystroke log. To be able to repli-
cate the features from previous studies as closely as possible, we did not use the analysis
tool provided by Inputlog, but used the raw data (‘basic log file’) to extract the features in
R. The R scripts for the feature extraction, feature reduction, and model building can be
accessed at https://github.com/RConijn/Early-Prediction.
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Inputlog collects both keystroke andmouse data and distinguishes five types of events:
keyboard, mouse, insert (insertion of text from within the document or other source),
replacement (selection of text), and focus (click on another window, e.g., another docu-
ment or web page). Here, we define a keystroke as a keyboard event. This includes any
key pressed and includes character keys (e.g., ‘a’, ‘6’, or ‘$’) as well as control, function, or
navigation keys (e.g., ‘Alt’, ‘F5’, ‘Home’). Sometimes multiple keystrokes are required to
generate one character (e.g., for capitalization). For every character typed, the location in
the document where it is typed is stored. We distinguished two locations: leading edge
(at most two characters away from the end of the text), or somewhere else in the text (cf.
pre-contextual versus contextual revisions in Lindgren & Sullivan, 2006a).

The features identified fromprevious studies canbe categorized into features related to
latencies, revisions, typing bursts, verbosity, and other (non-typing) events. An overview
of the features and their descriptive statistics are presented in Table 4.2.

Features related to latencies. Themajority of features we extracted are related to latencies.
Most features are related to the interkeystroke interval (IKI), the time from a key press until
the next key press. All time-based features showed a large positive skew. Therefore, these
features (except for total time, initial time, and maximum IKI) were log transformed and
all values above the 95th percentile were removed. Similar approaches can be found in
previous studies (e.g., Grabowski, 2008; VanWaes et al., 2017).

• Initial pause time. Time from assignment start until first key press (Allen, Jacov-
ina, et al., 2016; Sinharay et al., 2019).

• Total time. Time fromassignment start to last key release (maximum is 30minutes;
Allen, Jacovina, et al., 2016; Deane, 2014; Guo et al., 2018).

• Mean,Median, SD, andmaximum IKI.Metrics of the time from a key press until
the next key press (Allen, Jacovina, et al., 2016; Sinharay et al., 2019).

• Mean and SD IKI within word. Metrics of all IKI of keystrokes within words
(Deane, 2014; Sinharay et al., 2019).

• Mean and SD IKI betweenwords. Metrics of all IKI of keystrokes betweenwords
(Deane, 2014; Sinharay et al., 2019).

• Mean and SD time between words. Metrics of the time from key press of the last
letter of a word until the key press of the first letter of the next word (Deane, 2014;
Guo et al., 2018; M. Zhang et al., 2016).
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Table 4.2: Descrip ve sta s cs and correla onal analyses of the keystroke features over
the complete wri ng process and begin, middle, and end of the wri ng process

Correla on (r) final grade

Keystroke feature Mean (SD) [0–30] [0–10] [10–20] [20–30]

Ini al pause me (min) 1.3 (1.5) -.16 -.16 -.03 -.09

Total me (min) 27.4 (3.6) -.01 .02 .06 -.03

Mean IKI 174.7 (24.2) -.10 -.12 .01 -.09

SD IKI 133.9 (15.7) .14 .24** .03 .18

Median IKI 139.8 (22.4) -.06 -.04 .03 -.05

Largest IKI (min) 0.44 (0.20) -.10 -.02 .00 -.04

Mean IKI within word 146.7 (21.6) -.02 .04 .01 -.04

SD IKI within word 68.4 (7.9) .02 .03 .02 -.01

Mean IKI between words 236.6 (54.4) .03 .02 .02 .04

SD IKI between words 239.8 (42.6) -.11 .01 -.06 -.03

Mean me between words 718 (205) .02 .03 .05 -.06

SD me between words 894 (172) .02 -.03 .08 -.01

Mean me between sentences 2954 (3279) -.03 .03 -.10 -.11

SD me between sentences 4195 (3850) .03 .01 -.20* -.06

Number of IKI 0.5–1 s 134 (48.9) -.09 -.02 -.11 -.05

Number of IKI 1–1.5 s 32.5 (13.2) -.09 -.03 -.11 -.04

Number of IKI 1.5–2 s 15.2 (7.1) -.12 -.14 -.06 -.05

Number of IKI 2–3 s 15.7 (7.5) -.12 -.16 -.05 -.02

Number of IKI larger than 3 s 28.5 (13.4) .04 .01 .03 .04

Perc. of long pauses between words 25% (9%) .22* .14 .20* .23*

Number of revisions 89.7 (40.5) .03 .04 .03 -.01

Number of leading-edge revisions 47.4 (46.1) .06 .05 .07 .03

Number of in-text revisions 42.4 (29.1) -.07 -.02 -.07 -.06

Number of backspaces 342 (173) -.10 -.07 -.10 -.03

Mean me in single backspacing 82.4 (18.5) .15 .12 .17 .12

SD me in single backspacing 21.7 (11.9) -.01 .04 .05 .00

Mean me in mul ple backspacing 1598 (1046) .09 .05 .09 .06

SD me in mul ple backspacing 3672 (3333) -.02 -.10 -.01 -.16

Perc. of characters final text 54% (18%) -.11 -.05 .03 -.04
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Table 4.2: Descrip ve sta s cs and correla onal analyses of the keystroke features (con-
nued)

Correla on (r) final grade

Keystroke feature Mean (SD) [0–30] [0–10] [10–20] [20–30]

Perc. of characters at leading edge 51% (35%) .11 .06 .07 -.02

Mean#keystrokes per burst 15.2 (5.2) -.11 -.06 -.14 -.11

SD#keystrokes per burst 18.9 (8.5) -.10 -.03 -.15 -.07

Largest#keystrokes per burst 115 (72.3) -.06 -.02 -.10 -.04

Number of bursts 159 (56.3) .02 .08 -.02 -.01

Percentage of R-bursts 7% (6%) .12 .13 .10 .03

Percentage of I-bursts 7% (7%) -.08 -.09 -.07 .01

Percentage of words in P-bursts 34% (22%) .04 .00 .00 -.03

Number of produc on cycles 0.3 (0.2) .15 -.01 .15 .18*

Perc. of linear transi ons sentences 73% (8%) -.13 -.08 -.18* -.24**

Perc. of linear transi ons words 11% (12%) .03 -.01 .12 -.08

Number of keystrokes 2387 (811) -.04 .03 -.09 -.02

Number of words 295 (97.1) -.05 .02 -.09 -.03

SD#keystrokes per 30 s 41.1 (10.7) -.03 .04 -.10 -.04

Slope#keystrokes per 30 s 0.0 (0.8) -.04 -.03 -.09 -.02

Entropy#keystrokes per 30 s 0.0 (0.0) .03 .05 .13 .05

Uniformity#keystrokes per 30 s 576 (168) -.07 .03 -.11 -.04

Local extreme#keystrokes per 30 s 47.0 (7.4) .12 .10 .11 .04

Mean distance 30 s window>1 key 1.3 (0.2) -.07 -.03 .01 -.03

SD distance 30 s window>1 key 0.9 (0.7) -.10 -.04 -.09 -.15

Number of shi s to transla on 0.5 (2.7) .08 .19* .01 .06

Number of shi s to task 19.8 (6.6) .13 .22* .01 .01

Mean me cut/paste/jump events 545 (395) .07 .01 .12 .09

SD me cut/paste/jump events 1323 (1282) .11 .09 .17 .18*

Perc. of me spent on other events 50% (16%) .12 .03 .12 .10

Note. All me-based features are in milliseconds (except stated otherwise); * p< .05, ** p< .01. Given the
mul plicity, p-values should be interpreted as exploratory rather than confirmatory.
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• Mean and SD time between sentences. Metrics of the time from key press of the
end of a sentence marker until the key press of the first letter of the next sentence
(Baaijen & Galbraith, 2018; Deane, 2014).

• Number of IKI of specific length. Five features were extracted: the number of
IKI between 0.5–1.0 seconds, 1.0–1.5 seconds, 1.5–2.0 seconds, 2.0–3.0 seconds,
and larger than 3.0 seconds (Allen, Jacovina, et al., 2016).

• Percentage long pauses betweenwords. Number of pauses betweenwords longer
than two SD from the mean IKI within the copy task, divided by the total number
of pauses between words (Baaijen & Galbraith, 2018).

Features related to revisions. Eight features related to revisions were extracted. Again,
all time-based features were log transformed and all values above the 95th percentile were
removed.

• Number of revisions. Number of insertions away from the leading edge plus the
number of sequences of backspaces and delete keystrokes, that do not contain a
pause longer than two SD from the mean IKI within the copy task, and where
the cursor was not replaced to a different location in the text during the revision
(Barkaoui, 2016).

• Number of leading-edge revisions. Number of revisions at the leading edge (pre-
contextual revisions; Barkaoui, 2016).

• Number of in-text revisions. Number of revisions away from the leading edge
(contextual revisions; Barkaoui, 2016).

• Number of backspaces. Number of backspaces and delete keystrokes (Allen, Ja-
covina, et al., 2016).

• Mean and SD time in single backspacing. Metrics of the time of a sequence
of backspaces or delete keystrokes which included only one backspace or delete
keystroke (Deane, 2014).

• Mean and SD time in multiple backspacing. Metrics of the time of a sequence of
backspaces or delete keystrokes which included more than one backspace or delete
keystroke (Deane, 2014).

• Percentage of characters in final text. The number of characters in the full text,
divided by the total number of keystrokes (Baaijen & Galbraith, 2018).
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• Percentage of characters at leading edge. The number of characters typed at the
leading edge of the text, divided by the total number of keystrokes, used as a proxy
for the size of contextual revisions (cf. Barkaoui, 2016).

Features related to fluency. Fluency inwriting has been argued to be reflected in verbosity
(production), process variance, revision, and pausing behavior (VanWaes&Leijten, 2015).
Here, we solely focus on the burstiness of thewriting. Sentences are argued to be composed
in sentence parts, also known as written language bursts (Kaufer et al., 1986). Written
language bursts, hereafter bursts, are defined as sequences of text production without a
long pause. To account for individual differences in typing speed, all bursts are defined as
sequences of keystrokes that do not contain pauses longer than two SD from themean IKI
within the copy task of the same participant (as in Deane, 2014).

• Mean, SD, and maximum number of characters per burst. (Sinharay et al.,
2019).

• Number of bursts. (Sinharay et al., 2019).
• Percentage of R-bursts. Number of revision bursts at the leading edge ending in
a revision, divided by the total number of bursts (Baaijen et al., 2012).

• Percentage of I-bursts. Number of insertion bursts produced away from the lead-
ing edge, divided by the total number of bursts (Baaijen et al., 2012).

• Percentage of words in P-bursts. Number of words in ‘clean’ production bursts
both initiated and terminated by a long pause (not a revision), divided by the total
number of words (Baaijen et al., 2012).

• Number of production cycles. Number of groups of bursts without interrup-
tions by other events (i.e., all events not resulting in a character being typed, see
also features related to other events), divided by the number of words (Baaijen &
Galbraith, 2018).

• Percentage of linear transitions between words. Number of times the transition
to the next word was not interrupted by other events divided by the total number
of transitions between words (Baaijen & Galbraith, 2018).

• Percentage of linear transitions between sentences. Number of times the transi-
tion to the next sentence was not interrupted by other events, divided by the total
number of transitions between sentences (Baaijen & Galbraith, 2018).
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Features related to verbosity. Two general features related to verbosity were extracted. In
addition, as in Allen, Jacovina, et al. (2016), we extracted seven features related to the vari-
ability of the keystrokes over time. These features are all related to thenumber of keystrokes
in 30-second time windows. Since the task duration was 30 minutes, there were a total of
60 time windows.

• Total number of keystrokes (Allen, Jacovina, et al., 2016).
• Total number of words (Likens et al., 2017).
• SD number of keystrokes per 30s. Variance of the number of keystrokes in every
30 seconds (Allen, Jacovina, et al., 2016).

• Slope of the number of keystrokes per 30s. The slope of the linear regression
applied to the sequence of keystrokes in every 30 second window (Allen, Jacovina,
et al., 2016).

• Entropy of the number of keystrokes per 30s. Maximum likelihood estimation
of Shannon entropy for the number of keystrokes in every 30 second window, di-
vided by the total number of keystrokes (Allen, Jacovina, et al., 2016). Calculated
with the “entropy” function in the R-package “entropy” (Hausser & Strimmer,
2014).

• Uniformity of the number of keystrokes per 30s. Jensen-Shannon Divergence
of a uniform distribution of keystrokes (every window: total number of keystrokes
divided by total number of windows) and the actual distribution of keystrokes per
30 seconds (Allen, Jacovina, et al., 2016). Calculatedwith the ‘JSD’ function in the
R-package “philentropy” (Drost, 2018).

• Local extreme number of keystrokes per 30s. Number of times the sign of the
difference in the number of keystrokes between 30 second window changes, from
increasing to decreasing number of keystrokes or vice versa (Allen, Jacovina, et al.,
2016).

• Mean and SD distance 30s windows of more than one keystroke. Metrics of
the distance between 30 second windows with more than one keystroke, gives a
measure of the amount and variance of long pauses (Allen, Jacovina, et al., 2016).

Features related to other events. Lastly, we also included five keystroke features related
to non-typing or ‘other’ events to get a broader view of students’ writing behavior. Other
events are all events which do not result in a character being typed, includingmouse events,
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insertions, replacements, focus events, control, function, and navigation keys (Baaijen &
Galbraith, 2018). Since typos are extremely common, these were not counted as an ‘other’
event. We operationalized a typo as a revision within a word, consisting of a maximum of
threebackspaceordelete keystrokes andwhere the IKIs of thedelete orbackspace keystrokes
are shorter than two SD from the mean IKI in the copy tasks.

• Number of focus shifts to translation or task. Since focus shifts other than to
task or translation (e.g., to social media websites) were rare, we only included those
two types of focus shifts: the number of times the focus shifted towards an online
dictionary or translation web page and the number of times the focus shifted to-
wards the task (Leijten, Van Horenbeeck, & VanWaes, 2019).

• Mean and SD cut/paste/jump events. Metrics of the time spent on cut (selection
followed by a keystroke or insertion), paste (insertion), and jump (mouse click re-
sulting in change in position in the document) events (Deane, 2014).

• Percentage of time spent on other events. Time spent on other events, divided
by the total time spent (Baaijen & Galbraith, 2018).

To be able to perform early prediction, all features were calculated for the keystrokes up
to different timepoints in the writing process. First, the keystroke log was divided into six
equal time-based segments. Because the writing task lasted 30 minutes, this resulted in six
segments of fiveminutes each. All 54 featureswere calculated for each segment (resulting in
six feature sets) as well as up to each segment (resulting in five feature sets). For eachmodel,
the feature sets available up to that timepoint were included. For example, for the model
at 15 minutes, the feature sets from 0–5, 5–10, 10–15, and 0–15 minutes were included.

The data indicated that four students did not start typing in the first five minutes. For
these students, there is no information in the features for the predictionmodels at fivemin-
utes. Therefore, we also determined the performance after a certain number of keystrokes.
The keystroke log was divided into six equal segments, thus each segment contained 1/6th
of all keystrokes. Similar to the time-based segments, all 54 features were calculated for
each keystroke-based segment and up to each keystroke-based segment.

4.2.5 Feature reduction
Given the large number of features (at least 54 permodel) and the limited number of obser-
vations (126 participants), feature reductionwas conducted. Thiswas done for eachmodel
separately, as we expected that the prediction power for the features would differ across the
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models; that is, certain features might work better at different times in the writing process.
Thus, the final sets of features used in the prediction differed for each model. However,
as the feature reduction approach was identical for all models, model comparisons are still
valid.

Two filter and one wrapper method from the R-package “caret” (Kuhn, 2019) were
applied. First, for each set of features collected at each segment, the features with near
zero variance were removed (‘nearZeroVar’ function). Near zero variance features were
defined as the features with a ratio of the most common value to the second most com-
mon value smaller than 95/5 or less than 10% unique values. Second, highly correlated
features, with pair-wise correlations above .80 were identified (‘findCorrelation’ function).
From these pairs of highly correlated features, the feature with the largest mean absolute
correlation was removed. Lastly, recursive feature elimination was applied (‘rfeControl’
function). With recursive feature elimination, all features are first used to fit the model
and the features are ranked according to their importance. At every next step, the model
is fitted again with all features except for the predictor that had the lowest importance (ac-
cording to the previous step). This process is repeated recursively. Here, the best subset of
features was determined using 10-fold cross-validation, by selecting the subset of features
that resulted in the lowest rootmean squared error (RMSE) for the regressionmodels, and
in the largest AUC for the classificationmodels. In addition, to avoid overfitting, a simpler
model (fewer features) was preferred over amore complexmodel if the difference inRMSE
was less than 1% (‘pickSizeTolerance’ function).

4.2.6 Modeling
Three analyses were conducted on the keystroke features. Firstly, correlational analyses
were run to determine the relationship of the keystroke features with writing quality, mea-
sured by final grade. These correlational analyseswere both conducted over the full writing
process, as well as for three different segments within the writing process (0–10 minutes,
10–20 minutes, and 20–30 minutes).

Secondly, regression models were trained on the keystroke features to predict final
grade at different timepoints in the writing process. Six timepoints were based on the
elapsed time (every fiveminutes within the writing process), and six timepoints were based
on the number of keystrokes (every 1/6th of the total number of keystrokes). Three regres-
sionmodels were run at each of those timepoints: random forest, support vectormachines
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with radial kernel, and naive Bayes. These three types were chosen as they generally work
well on continuous data. All models were run using 10-fold cross-validation and the mean
final grade was used as a baseline. Root mean squared error (RMSE) was used as an evalu-
ation metric. We favored RMSE over mean absolute error (MAE), as we want to assign a
larger penalty to larger errors.

Thirdly, binary classification models were trained on the keystroke features to predict
students at risk at different points in the writing process. Participants with a score lower
than 5.5 (on a scale from 1–10) were classified as ‘at risk’ and those with a score equal to
or higher than 5.5 were classified as ‘no risk’. Three classification models—random for-
est, support vector machines with radial kernel, and naive Bayes—were run for the same
timepoints as used in the regression models (six timepoints based on elapsed time and six
timepoints based on the number of keystrokes). All models were run using 10-fold cross-
validation and themajority class was used as a baseline. AUC, precision, recall, and F-score
were used as evaluation metrics. Lastly, the five most important features across all resam-
ples in the recursive feature elimination are reported, to indicate which features have the
highest predictive value and whether this differs over time during the writing process.

4.3 Results
4.3.1 Correlational analyses
Table 4.2 (p. 88) presents the correlations of all keystroke features with final grade. For
the keystrokes measured over the full writing processes, only one significant correlation
was found. Final grade had a small positive relation with the percentage of long pauses be-
tween words (r = .22). Thus, more pauses between words are related to a higher writing
quality. The correlations over the beginning [0–10 minutes], middle [10–20 minutes],
and end [20–30 minutes] of the writing process showed different patterns. The SD of the
IKI (r = .24) and the number of focus shifts to translation (r = .19) and task (r = .22) were
significantly related with final grade only in the beginning of the writing process. By con-
trast, the SD of the time between sentences (r = -.20), percentage of long pauses between
words (r = .20 and r = .23), number of production cycles (r = .18), percentage of linear
transitions between sentences (r = -.18 and r = -.24), and the SD of the time in cut, paste,
and jump events (r = .18) were only significantly related to final grade in themiddle or end
of the writing process. This shows that the relation of the features with final grade differs
over time within the writing process.
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Figure 4.1: AUC of the classifica on models predic ng students at risk, compared to the
baseline, for the keystroke data up to every five minutes.

4.3.2 Predictingwriting quality (regression)
First, we predicted final grade at the different timepoints (based on time elapsed and num-
ber of keystrokes) in the writing process. None of the models outperformed the baseline
(mean final grade) at any of the timepoints in the writing process. Thus, the keystroke fea-
tures cannot be used for the early prediction of final grade, nor for the prediction of final
grade once the writing process is finished.

4.3.3 Predictingwriting quality (classification)
Fortunately, for identifying students at risk, we would not need such a specific model.
Rather than predicting final grade, it would already be enough to predict whether the
student would pass or fail the assignment. Figure 4.1 shows the performance of the clas-
sification models predicting students at risk (final grade < 5.5) after every five minutes
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Figure 4.2: AUC of the classifica on models predic ng students at risk, compared to the
baseline, for the keystroke data up to every x/30th of the total number of keystrokes.

of keystroke data. First, it shows that the models only occasionally outperform the ma-
jority class baseline. We expected that the error would decrease when more information
becomes available, in other words, when more minutes of keystroke data are used in the
model. However, this trend was not clearly visible. Lastly, there does not seem to be one
classificationmodel that outperforms the othermodels at all points in time during thewrit-
ing process.

Figure 4.2 shows the performance of the classification models predicting students at
risk after every 1/6th of the total number of keystrokes. These models appear to perform
slightly better than themodels for every fiveminutes. The support vector machine outper-
forms the baseline and all the other models at every timepoint within the writing process.
Hence, the support vector machine appears to be the best model here. However, with an
AUC of 0.57, these models still do not perform well. Interestingly, the models also do
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Figure 4.3: Feature importance for each model predic ng at risk versus not at risk, for
the keystroke data up to every five minutes.

Note. Features are ordered by importance; 1 is the best feature, 2 is the second-best feature, etc., across all
resamples in the recursive feature elimina on. Only the five best features per model (or fewer if the best
model consisted of fewer features) are listed.

not seem to improve over time. For the naive Bayes and random forest, there seems to be
an increase from 10/30th to 15/30th of the total amount of keystrokes, but when more
keystrokes are added, the performance decreases again. Lastly, for the support vector ma-
chine and naive Bayes classifier, the AUC is highest when only 5/30th of the total amount
of keystrokes are included in the model. This would indicate that the other keystrokes do
not add much additional information for the prediction of being at risk or not.

We calculated the feature importance for all classification models to get insight into
which features had the highest predictive value and whether the most important features
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differed at the different timepoints. The feature importance for each model (up to the five
best features) for every five minutes is shown in Figure 4.3. The feature importance was
relatively consistent over the different models. This indicates that even though the models
were not very accurate, there are some features that show an effect regardless of the classifier.
Thus, there is still some predictive power within the features. In addition, the figure shows
that the feature importance differs over time.

For the first five minutes of keystroke data, the number of focus shifts to task, the dis-
tance between 30 secondwindowswithmore than one keystroke (variance in long pauses),
and the initial pause time were the most important features. When more data were taken
into account (from 10 up to 30 minutes), these features were less important. Only the
number of focus shifts to task in the first five minutes were still somewhat important in
the later models. In the middle of the writing process, the percentage of other events (5–
10minutes), the SD of the IKI within words (10–15minutes), and the number of produc-
tion cycles (5–10minutes) weremost important. At the end of the writing process (20–30
minutes), no features seemed of specific importance. The SD of the IKI between words
appeared to be most important when measured over the largest possible timeframe (e.g.,
0–25 and 0–30 minutes).

The feature importance of the five best features for each model for the keystroke data
up to every x/30th of the total number of keystrokes is shown in Figure 4.4. Formost of the
models, the mean and SD of the IKI of the first 1/6th of the total number of keystrokes
were most important. In addition, features related to revisions in the beginning and the
middle of keystroke production were found important, such as the percentage of revi-
sion bursts (10–15/30th of the keystrokes), mean time inmultiple backspacing (0–5/30th
of the keystrokes), and mean time in cut/paste/jump events (5–10/30th of keystrokes).
No features seemed to be consistently important in the last segments of keystrokes (15–
30/30th of keystrokes). In addition, no features measured over the full writing process
seemed to be of specific importance.

4.4 Discussion
In this chapter, we aimed to identify how the writing process is related to writing quality
and whether information on the writing process can be used for timely writing quality
prediction, at different stages in the writing process. This, in turn, can be used to provide
timely feedback or interventions for students at risk.
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Figure 4.4: Feature importance for each model predic ng at risk versus not at risk, for
the keystroke data up to every x/30th of the total number of keystrokes.

Note. Features are ordered by importance; 1 is the best feature, 2 is the second-best feature, etc., across all
resamples in the recursive feature elimina on. Only the five best features per model (or fewer if the best
model consisted of fewer features) are listed.

4.4.1 Relation betweenwriting process andwriting quality
Based on previous research onwriting quality prediction usingwriting process features, 54
keystroke features were identified. First, correlational analyses were conducted to identify
the relation between these features and writing quality. The correlation analyses showed
that only the percentage of long pauses between words, measured over the full writing
process, was significantly related to final grade: more pauses between words resulted in
higher grades. This is in contrast with previous studies, which showed that each of the 54
keystroke features at some point have been related to final grade. For example, Allen, Jacov-
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ina, et al. (2016) foundmedium to high effect sizes for the correlations between essay scores
and the number of words, median IKI, entropy, and extremes of the number of keystrokes
per 30 seconds. Sinharay et al. (2019) also found medium correlations with time within
words and number of bursts. None of these were found here.

The differences in correlations can be explained by the different tasks used in these
studies. Guo et al. (2018) showed that these correlations already differed for similar tasks
with different prompts. Here, the differences between tasks were even larger; the current
study analyzed a summarywriting task, while previous studies analyzed argumentative and
persuasive essay writing tasks (see e.g., Sinharay et al., 2019; M. Zhang et al., 2016). These
task differences could have affected the predictive power of the keystroke features.

For example, previous work showed that especially features related to verbosity, such
as total time, number of words, and number of keystrokes, resulted in moderate to high
positive correlations with writing quality (see e.g., Allen, Jacovina, et al., 2016; Sinharay et
al., 2019). These features were not found to be significantly related in the current study.
This can be explained by differences in the task requirements. As opposed to previous
studies, the present task requested students to write within a specified word limit, which a
majority of the students did (only 21% of the students wrotemore than 10% over the word
limit). Accordingly, writingmore did usually not result in higher grades; it showed that the
student didnot complywith the requirements, andoften resulted in irrelevant information
added, usually resulting in lower grades. Additionally, some previous studies used a non-
timed essay task (e.g., Allen, Jacovina, et al., 2016; Guo et al., 2018), while in our study,
participants were asked to write the academic summary in 30 minutes. Therefore, there is
presumably less variance in some of the features, such as total time, number of words, and
number of revisions, resulting in a lower predictive power of these features. This result also
suggests that relative features need to be used (e.g., number of revisions per word) to avoid
task length effects.

After the correlational analysis, regression analyses were conducted to model the re-
lationship between the keystroke features and final grade. Not surprisingly, the low cor-
relations also resulted in low prediction accuracies. Although previous studies were able
to predict final grade to a large extent (e.g., Allen, Jacovina, et al., 2016; Sinharay et al.,
2019), none of our models were able to predict final grade with a higher performance than
the baseline. However, for the timely identification of students at risk, we do not need to
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predict final grade; it might already be enough to identify students at risk of failing the as-
signment. Therefore, binary classification was used to determine whether the student was
at risk of failing the assignment, at different timepoints in the writing process.

4.4.2 Early prediction of writing quality
For the early prediction of students at risk, keystroke data were included up to different
timepoints within the writing process. Two approaches were used to identify these differ-
ent timepoints based on time elapsed and the number of keystrokes. However, the accu-
racy was low in all cases: the models only slightly outperformed the baseline at some of the
timepoints. Thus, these features do not allow for the early identification of students at risk.
In addition, although the performance was expected to improve over timewhenmore data
is added, this was not found. This might be because the relation with final grade at the
end of the writing process was already limited, providing little room for the performance
to increase over time.

The models using the timepoints based on the number of keystrokes resulted in the
best performance, with the support vector machine model consistently outperforming
the baseline. This might be because by dividing the process according to the number of
keystrokes, there is always information within these segments. In contrast, when dividing
the process by the time elapsed, there might be limited information in the first and last
segment, because the writer did not yet start or already finished their writing, respectively.
Thus, although many approaches currently divide the writing process based on time (e.g.,
M. Zhang et al., 2016), the amount of information available in these segments should be
taken into account as well.

4.4.3 Limitations
This study is limited in some ways. First, we included keystroke features which were previ-
ously found important for the prediction of writing quality once the writing process has
finished. However, we showed that the importance of these features for writing quality
prediction differed over time in the writing process. Hence, these features might not be
the best features for the early prediction of writing quality. Future work should concen-
trate on identifying specific features that would be more informative for early prediction.
In addition, to further improve the prediction accuracy, future work should also include
information onwriting profiles to account for individual differences inwriting preferences
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(C.M. Levy&Ransdell, 1996; VanWaes&Schellens, 2003). Moreover, futurework could
focus on creating higher-level features, for example, by combining the keystroke data with
information derived from natural language processing, to aggregate on the sentence or
word level (Leijten & VanWaes, 2013).

Secondly, we included keystroke features which were previously found to be impor-
tant for the prediction of writing quality, but demonstrated in tasks highly different from
the current task. Hence, it could be that these keystroke features do not generalize well to
the current task. The literature is also unclear on how the relationship between keystroke
data and writing quality differs across tasks. For example, Deane (2014) showed that pro-
cess and product features of one task could be used to predict another writing task, which
indicates that some generalization between tasks is possible. However, Guo et al. (2018)
showed that the variance explained by keystroke features differed across six tasks. There-
fore, future work should investigate how generalizable the used keystroke features are for
the prediction of writing quality across tasks and, specifically of interest for the current
study, how generalizable the features are in the context of early prediction of writing qual-
ity across tasks.

Lastly, the current approach aims to identify students at risk. However, this is only the
first step in addressing students at risk (Romero&Ventura, 2019; Sonderlund et al., 2019).
The current approach does not provide any information on the best timing, content, or de-
sign of the feedback or computer-based writing support. Although this is out of the scope
of the current study, future experimental studies could determine the effect of the content
and the design of the feedback on the early writing quality predictions. The keystroke data
might also be used to generate the content of the writing feedback. Implications for this
based on the current findings are discussed below.

4.4.4 Implications for computer-based writing support
Current computer-based writing support systems mostly assess and provide feedback on
the writing product, as opposed to the writing process, and only once the writing is fin-
ished (Cotos, 2015; Ma et al., 2014; Wang et al., 2013). In this chapter, we determined
whether automated feedback can also be provided during thewriting process. Even though
we included features that were shown to be related to writing quality in previous studies,
our model is not accurate enough for the early prediction of writing quality. However,
we contend that providing process feedback during text composition may still be useful.
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Therefore, based on the current study, we briefly explore three strands for future research
that could further inform us about the effects of process feedback onwriting development.

First, we argue that providing students with process feedback during the composition
process may improve writers’ process awareness. So far, it was quite difficult to create a
writing context in which students were challenged to reflect on their writing process. Tu-
torsmainly had to rely on subjective and rather unreliable self-reports. However, thanks to
recent developments in keystroke analysis, we can present students with both detailed and
global perspectives on different aspects of their writing process, e.g., based on the features
extracted in the current study (related to their pausing or revision behavior, fluency, or
source usage). By challenging students to reflect on these insights and (possibly) compare
their results with their peers, we think we will be able to create a more solid basis to feed
the student’s process awareness and self-assessment. Follow-up intervention studies that
focus on these aspects andmeasure the effect on process changes and awareness are needed
to further support this hypothesis.

Second, we feel it is important to note that there is no such a thing as a ‘single’ writ-
ing process that results in high quality for all students at all times. Writers have individual
preferences for specific processes or approaches, which can also be influenced by the task
(C. M. Levy & Ransdell, 1996; Van Waes & Schellens, 2003). These preferences are also
called writing profiles or writing signatures. The information on the writing process as ob-
tained by the keystroke features can be used to visualize these writing profiles, which can
be used for feedback purposes. One example visualization is the progress graph (see also
Leijten & Van Waes, 2013), which displays the number of characters produced and the
document length as a function of time. Based on the current data, we provide the progress
graph of two writers (see Figure 4.5). Here, one writer plans extensively at the beginning
of the writing process with many copy-paste actions (top). In contrast, the other writer
skips planning in the beginning, but revises extensively at a later stage in the writing pro-
cess, indicated by the changing position in the document (bottom). Although this results
in different writing process characteristics, these writers still show similar writing quality.
This already illustrates that theremightnotbe a single ‘best’writingprocess. These kinds of
visualizations can be used as the basis for possible interventions, by reflecting on students’
processes during the writing task or by comparing progress graphs of a good and a poorer
student. A small case study already showed that a feedback report including the progress
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Figure 4.5: Progress graph of two students with similar grades, showing different wri ng
profiles. Top: extensive planning, li le revision (par cipant 10, final grade 9.5); Bo om:
li le planning, extensive revision (par cipant 59, final grade 9).
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graph helped students to reflect on their writing process and even enabled them to identify
ways to improve their writing process (Vandermeulen et al., 2020). Future work should
further identify how reflection on the writing process could improve students’ writing.

Finally, we showed that the relation between writing quality and the writing process
changes over time during the writing process. The correlational analysis showed that fea-
tures related to other events, such as shifts to task or translation, were correlated with final
grade only in the beginning, while features related to fluency, such as percentage of long
pauses and percentage of linear transitions between sentences, were only correlated in the
middle and end of the writing process. Likewise, the feature importance analysis showed
that certain features were only relevant in the middle of the writing process (e.g., percent-
age of other events or percentage of revision bursts), while others are only important in
the beginning (e.g., number of focus shifts to task or mean and SD IKI). These findings
corroborate with previous studies, which also found that the relation betweenwriting pro-
cess and quality differs over time, in size and even in the direction of the effect (Breetvelt et
al., 1994). This indicates that for providing feedback during writing, we should not only
include information keystroke features calculated over the full writing process, but also cal-
culated over different segments within the writing process. In this way, the feedback can
be focused on the specific phase the current student is in.

4.5 Conclusion
This chapter provided insight into the relationship between the writing process, measured
by keystroke features, and writing quality, measured by final grade. In addition, we deter-
mined which of the keystroke features are useful for predicting writing quality during the
writing process. In contrast to previous research, the relationship between the writing pro-
cess and writing quality proved to be rather limited. Hence, these writing process features
do not allow for the prediction of writing quality, let alone early prediction. In addition,
we showed that the relationship between keystroke features and writing quality changes
over time during the writing process. Thus, the relation between keystroke features and
writing quality might be less straight-forward than originally posited. However, we con-
tended that providing process feedback during text composition may still be useful and
provided pedagogical implications for using keystroke analysis for process-based feedback.
Hence, keystroke analysis might be better used to assess the writing process, rather than its
product.
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5
A product and process oriented tagset

for revisions in writing

Adapted from: Conijn, R., Dux Speltz, E., van Zaanen, M., VanWaes, L., & Chukharev-
Hudilainen, E. (under review).Aproduct and process oriented tagset for revisions inwriting.
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As we could not find a clear relation between keystroke features and writing quality, in
the remainder of this dissertation we use keystroke logging to gain insight into the writing
process, and specifically the revision process. Given the importance of revision in writing,
revision has been a main topic of interest in writing research. For providing feedback on
revision processes, we first need to collect information on revisions. Several models of revi-
sion have been developed, and a variety of taxonomies have been used to measure revision
in empirical studies. Current advances in data collection and analysis have made it pos-
sible to study revision in more detail. However, a specific approach of how to do this is
lacking. Therefore, this chapter aims to provide a comprehensive product-oriented and
process-oriented tagset of revisions. The presented tagset consists of ten properties of re-
visions: processing, trigger, orientation, evaluation, action, linguistic domain, spatial loca-
tion, temporal location, duration, and sequencing. For each of these properties we detail
how features related to these properties can be extracted manually or automatically, using
keystroke logging, screen replays, and eye tracking. As a proof of concept, we show how
this tagset is used to annotate revisions made by higher education students with various
backgrounds in various academic tasks. To conclude, this tagset forms a scalable basis for
studying revision in writing in more depth.

Acknowledgements. I would like to thank MacKenzie Novotny, Laura Raught, and Ha-
ley Spengler for their assistance in annotating the dataset. The creation of the tagset pre-
sented in this chapter was partially funded by Iowa State University’s college of Liberal
Arts and Sciences (Signature Research Initiative) and the EARLI Emerging Field Group
(EarlyWritePro).
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5.1 Introduction
Revision has commonly been argued to play an important role inwriting (Allal et al., 2004;
Flower&Hayes, 1981; Fitzgerald, 1987; Scardamalia & Bereiter, 1983). Revision has been
defined as follows: “making any changes at any point in the writing process” (Fitzgerald,
1987, p. 484). Thus, a revision does not necessarily need to correct an error; it can be any
change within the written text produced so far, as well as a change in the writer’s mind be-
fore text is written down. Revisionsmay influence the outcome, such as thewriting quality
of the written product, the writers’ development, such as the writers’ knowledge about the
topic or about writing, and the writing process (Barkaoui, 2016; Fitzgerald, 1987). Hence,
revision is a major area of interest in writing research.

Given the importance of revision in writing research, a variety of models of revision
have been developed, sometimes embedded in more general writing process models. One
of the earliest writing process models distinguishes editing and reviewing processes (Hayes
& Flower, 1980; Flower & Hayes, 1981). Editing is a change in the text which is automat-
ically triggered, such as a spelling correction, while reviewing is a “systematic examination
and improvement of the text” (Hayes & Flower, 1980, p. 18). Reviewing consists of two
subprocesses: evaluating and revising, where evaluating refers to the process of identify-
ing where changes need to be made in the text and revising to the actual change of the
text (Flower & Hayes, 1981). Scardamalia & Bereiter (1983) expanded upon this review-
ing process with the compare, diagnose, operate (CDO) model (Becker, 2006). In this
model, writers compare themental representation of the text written so far with themental
representation of the intended text. If there is a perceived mismatch between these repre-
sentations, they diagnose what needs to be changed and then operate this change on the
text (Scardamalia & Bereiter, 1983). These three processes have also been identified as the
main hurdles in the revision process: detecting the problem, diagnosing the problem, and
selecting a strategy (Flower et al., 1986). Flower et al. (1986) represent these hurdles in a
more detailed model of revision. This model starts with the task definition, then the writ-
ers read their text to comprehend and to evaluate whether their goals are met. This results
in a problem representation which can be ill-defined (merely a detection of the problem)
or well-defined (a diagnosis of the problem). Based on the problem representation, the
problem can either be ignored, or a strategy will be selected: rewrite or revise (Flower et al.,
1986).
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In addition, several revision taxonomies havebeendeveloped tomake revisionsmeasur-
able. These taxonomies tend to be either product-oriented or process-oriented (Lindgren
& Sullivan, 2006b). Product-oriented taxonomies focus on the effect of the revision on
the writing product, such as the orientation of the revision, e.g., lower-level surface versus
ameaning-level (semantic) revisions (Faigley&Witte, 1981). Process-oriented taxonomies
focus on the process of making the revision, such as the time and place of the revision in
the writing process.

These models and taxonomies have shown to be useful for empirical studies, for exam-
ple, to determine the differences in revision behavior between skilled and less-skilledwriters
(e.g., Faigley &Witte, 1981) or the effect of instruction on revision (e.g., Sengupta, 2000).
However, these approaches usually only take a few properties of revision into account. In
addition, these models, classifications, and taxonomies frequently discuss similar proper-
ties but sometimes use different definitions and terminology. Moreover, current advances
in data collection and analysis, such as keystroke logging, eye tracking, andnatural language
processing, havemade it possible to gain amore complete and in-depth analysis of revision.
Yet, a complete overview of and approach to extracting all these features, especially in rela-
tion to the previous models and taxonomies, is lacking.

Therefore, we aim to provide a comprehensive product-oriented and process-oriented
tagset of revisions, which can be used for analyzingwriting product, such as final texts, and
writing process data, such as keystroke logs or text-change logs. For this, we combine the
previous taxonomies of revisions, and extend those with information that can be gained
from keystroke logging, eye tracking, and natural language processing. As this results in
categorical as well as numerical features to describe revisions, we refer to this as a tagset of
revisions, as opposed to a taxonomy. This tagset is measurable, combining manual anno-
tation and automatic extraction of features of revision. In addition, this tagset allows for
multiple categories per revision since revisions have properties on different levels, which
are not necessarily mutually exclusive (Lindgren & Sullivan, 2006a,b).

As a proof of concept, we showhowkeystroke logging, screen replays, and eye tracking
may be used to manually annotate and automatically extract the features. Here we only
extract the features related to revisions in written text (external revisions), as opposed to
internal revisions (cf.Murray, 1978), because internal revisions aremade before a keystroke
is pressed and hence will not be explicitly present in the keystroke data.
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5.2 Current revision tagset
In the following, we describe the different properties of revisions in the current revision
tagset. These properties are described in relation to the previous models and taxonomies,
with a specific focus on how these taxonomies could be used to create a comprehensive
tagset that can be used to (manually or automatically) annotate revisions. In addition, we
shortly describe how features related to these revisions can be annotated manually or ex-
tracted automatically. A more extensive description of how to annotate the manual fea-
tures can be found in the annotation guide in Appendix B.

5.2.1 Revision events
Before undertaking the task of annotating revisions, we first need to define a revision event,
i.e., a specific episode of the writing process where a single revision takes place. This then
becomes our unit of analysis.

For the purposes of the present tagset, we consider that a new revision event begins
when one of the following takes place:

1. The writer begins deleting characters in the text.
2. The writer moves the cursor to a different location in the text and then begins pro-

ducing new characters.
The beginning of the revision event is identified automatically based on the analysis

of the writing process data (i.e., keystroke logs and text-change logs). The revision event is
considered finished when one of the following takes place:

1. The writer initiates a new revision event as defined above.
2. Upon finishing the revision, the writer continues with text production.
In the first case, the end of the revision event is marked automatically. However, if

a revision event is followed by an episode of new text production (second case), which is
not directly caused by the revision, the end of such revision event is marked manually by
dataset annotators.

5.2.2 Revision properties
After identifying the revision event, each revision event is described using a set of proper-
ties. In total, we identified ten categories of properties addressed in the literature for the
current tagset: processing, trigger, orientation, evaluation, action, linguistic domain, spa-
tial location, temporal location, duration, and sequencing. For each of the properties, we
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identified a wide variety of features related to these properties. For the current tagset, we
specifically restricted the features to be measurable features, that is, features that can be
automatically extracted or features that can be annotated manually, using writing process
data. In addition, we choose features that are not related to a specific genre. An overview
of all features identified related to each of these properties can be found in Table 5.1.

Table 5.1: Features in the revision tagset per property

Property No. Feature Type

A. Processing 1 Processing (internal pre-linguis c, internal pre-
textual, external)*

categoric

B. Trigger 1 Feedback type (no feedback, spelling, grammar,
punctua on, other)*

categoric

C. Orienta on 1 Surface change binary
1.1 Typography binary
1.2 Capitaliza on binary
1.3 Punctua on binary
1.4 Spelling binary
1.5 Grammar binary
1.6 Cosme cs/presenta on binary
1.7 No change binary
1.8 Wording/phrasing binary
2 Seman c change binary
2.1 Microstructure change (suppor ng info, empha-

sis, understate, coherence, cohesiveness)
categoric

2.2 Macrostructure change (overall aim, subtopic) categoric
D. Evalua on 1 Correct start binary

2 Correct finish binary
E. Ac on 1 Ac on (inser on, dele on, subs tu on, reorder-

ing)
categoric

F. Domain 1 Linguis c domain (subword, word, phrase, clause,
sentence, paragraph)

categoric

2 Number of backspaces numeric
3.1 Number of characters deleted numeric
3.2 Number of characters inserted numeric
4.1 Number of words deleted numeric
4.2 Number of words inserted numeric
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Table 5.1: Features in the revision tagset per property (con nued)

Property No. Feature Type

5.1 List of POS tags words deleted list
5.2 List of POS tags words inserted list
6.1 List of chunk tags words deleted list
6.2 List of chunk tags words inserted list
7.1 Number of sentences deleted numeric
7.2 Number of sentences inserted numeric

G. Spa al loca on 1 Word finished binary
2 Intended word string
3.1 Word ini al binary
3.2 Clause ini al binary
3.3 Sentence ini al binary
4 Number of characters from leading edge numeric
5 Number of words from leading edge numeric
6 Pre-contextual/contextual binary
7 Immediate/distant binary
8.1 Number of characters from start sentence numeric
8.2 Number of chars. from start wri ng process numeric
8.3 Number of chars. from start wri ng product numeric

H. Temporal loca on 1 Time from start wri ng process numeric
I. Dura on 1 Dura on of the revision event numeric

2 Pause me before revision numeric
J. Sequencing 1 Overrides previous binary

2 Con nues previous binary
3.1 Repe ve (leading edge) binary
3.2 Repe ve (immediate) binary
4.1 Embedded (leading edge) binary
4.2 Embedded (immediate) binary
5.1 Sequence forwards (leading edge) binary
5.2 Sequence forwards (immediate) binary
6.1 Sequence backwards (leading edge) binary
6.2 Sequence backwards (immediate) binary
7 Time from previous revision numeric
8 Number of characters from previous revision numeric

Note. * This feature was not extracted in the current chapter.
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Here, the properties orientation, evaluation, action, and domain could be considered
product-oriented, as these focuson the effect of the revisionon thewritingproduct,whereas
processing, trigger, spatial location, temporal location, duration, and sequencing areprocess-
oriented, as these focus on the process of making the revision. Below we describe the theo-
retical background and implementation of each of the properties in detail.

A. Processing. Revisions have been divided into two subprocesses: reading and edit-
ing Hayes & Flower (1980). The editing process can be further divided into four modes:
editing to adhere to writing conventions, editing to improve semantics, evaluating to im-
prove readers’ understanding, and evaluating to improve readers’ acceptance (Hayes &
Flower, 1980). One year later, Flower & Hayes (1981) redefined the subprocesses of re-
viewing into evaluating and revising. Here, evaluating can include differentmodes, such as
evaluating the text written so far as well as evaluating the writers’ planning or their unwrit-
ten thoughts and statements (Flower & Hayes, 1981). Other researchers explicitly distin-
guished the process of revision in these two modes: internal and external revisions, mostly
measured using thinking-aloud. Internal revisions are defined as mental revisions that are
made before transcription, while external revisions are revisions that are visible in the writ-
ten production (Murray, 1978). In later studies, internal revisionswere further subdivided
intopre-linguistic revisions, or changesmade tonon-linguisticmental representations, and
pre-textual revisions, or revisions made to linguistic mental representations, which could
both affect conceptual content as well as formulation (Lindgren&Sullivan, 2006b; Steven-
son et al., 2006).

Accordingly, for the property processing, we included a categorical feature consisting
of pre-linguistic and pre-textual internal revisions, and external revisions. In the current
chapter, processing is not annotated, as the dataset did not include think-aloud protocols
that would allow us to annotate internal revisions.

B. Trigger. The trigger of the revision describes the cause of the revision. The triggers
identified in the literature include reading and evaluating the text written so far, or reading
the writing task and evaluating the written text (Tillema et al., 2011). Other researchers
focus on revisions triggered by errors (Stevenson et al., 2006), also known as conventional
revisions—revisions that are necessary to correct to fulfill linguistic requirements (Allal,
2000)—in contrast to optional or non-error-triggered revisions. With the advent of auto-
matic writing evaluation systems, a revision can also be triggered externally, i.e., not by the
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writer itself. One common example is spelling or grammar checkers which trigger revisions
in spelling or grammar (Figueredo & Varnhagen, 2006). The trigger of the revision is usu-
ally highly related to the orientation or the depth of the revision (see below). Therefore,
the revision trigger is sometimes categorized as revision orientation (e.g., revision triggered
by a typo versus typo revision).

Accordingly, we categorized trigger mostly under orientation, except for revisions trig-
gered by feedback. For trigger, one automatic feature is included: type of feedback (no
feedback, spelling, grammar, punctuation, and other). In the current chapter, trigger is
not extracted, as no feedback was provided in the current dataset.

C. Orientation. One of the most frequently used classifications of revision involves
the orientation or the depth of the revision (Faigley & Witte, 1981). Faigley & Witte’s
(1981) taxonomy on revisions distinguishes surface and semantic revisions. Surface re-
visions are further subdivided into formal changes (spelling: tense, number, and modal-
ity; abbreviations; punctuation; and format) and meaning-preserving revisions that para-
phrase, but do not alter themeaning of concepts in the text. Semantic changes have amore
fundamental impact on the actual text and can be divided intominor (microstructure) and
major (macrostructure) changes which alter the summary of the text. Meaning-preserving,
microstructure, and macrostructure revisions are all further divided into additions, dele-
tions, substitutions, permutations, distributions, and consolidations. In the current tagset,
we treat these subcategories separately under revision action.

Other studies usedvariations ofFaigley&Witte’s (1981) taxonomyon revision changes.
For example, in Lindgren & Sullivan’s (2006a) taxonomy, they classified contextual revi-
sions, revisions away from the leading edge of the text produced so far (see spatial location),
into form and conceptual revisions. Form revisions are similar to Faigley &Witte’s (1981)
surface revisions but are further extended into typography (slip of the finger, see alsoChap-
ter 6), spelling, grammar, punctuation, formatting, andmeaning-preserving revisions. Sev-
eral subcategories were further specified: spelling (revision, substitution, deletion, and ho-
mophone), grammar (e.g., verb tense, subject/verb agreement, preposition, conjunction,
article, pronoun, genitive, adverb, and other), and format (punctuation, capitalization,
paragraph, and other format). In addition, changes in language (L2 to L1 and L1 to L2)
were added as meaning-preserving changes. The conceptual revisions are based on Faigley
&Witte’s (1981) semantic revisions and consist of content-based revisions (microstructure
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and macrostructure changes) and balance revisions, related to the topic or audience (regis-
ter, other). Microstructure changes are changes that affectmeaning butwould not alter the
gist of a text, whereasmacrostructure changes are changes that would alter the summary of
a text. Allal (2000) chose a slightly different approach anddistinguishedbetween semantics
(lexical variations and changes of meaning), text organization (segmentation, connection,
and cohesion), and spelling (lexical and grammatical aspects). Here, the first two could be
considered semantic changes, while the latter constitutes surface changes. Sometimes, the
orientation labels for the semantic changes are tailored to a specific genre; e.g., for argumen-
tative writing, F. Zhang et al. (2016) distinguished semantic changes in thesis/idea (claim),
rebuttal, reasoning (warrant), evidence, and general content changes.

A few studies report on functions or purposes of revisions which we argue would be
closely related to the orientation of the revision. For example, Monahan (1984) identified
five purposes: cosmetic, mechanical, transitional, informational, and stylistic, where cos-
metic, mechanical, and stylistic could be considered as surface changes, and transitional
and informational as semantic changes. Similarly, Falvey (as cited in Min, 2006) distin-
guished grammatical, cosmetic (surface changes), texture (increasing cohesion and coher-
ence), unnecessary expression, and explicature (increasing explicitness) revisions.

For the current tagset, primarily, we distinguish between surface and semantic (or
deep) revisions. Surface revisions include conventional copy-editing operations or revi-
sions that paraphrases a concept in the text, but do not alter it. Surface changes are divided
into formal changes (typography, spelling, grammar, capitalization, punctuation, cosmet-
ics/presentation, andno change) andmeaning-preserving changes (wording/phrasing). All
these categories were manually annotated, except for punctuation, capitalization, and no
change, because these could be automatically extracted based on the type of the character
inserted or deleted. Typography and spelling were distinguished by applying the guide-
lines used in previous manual annotations (Stevenson et al., 2006; Wengelin, 2007). If
it was unclear which subcategory should be selected, all possible orientations needed to
be selected (e.g., both wording and typographic error when only the first letter of a word
was revised). Semantic or deep revisions, as opposed to surface revisions, do change the
semantics or meaning of the text. We divided semantic changes into microstructure and
macrostructure changes. For microstructure changes, we further distinguished adding or
removing supporting information, changing emphasis, understatement, coherence, and
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cohesiveness. Macrostructure changes consisted of altering the overall aim and adding or
removing entire subtopics.

D. Evaluation. The evaluation of the result of a revisionhas typically beenused for for-
mal changes only: surface changes necessary to fulfill linguistic requirements (e.g., spelling,
grammar, punctuation). Possible evaluations that have been used include correct or incor-
rect (Allal, 2000); correct, incorrect, or neutral (Chanquoy, 1997); or successful or unsuc-
cessful revision (Stevenson et al., 2006). Moreover, some studies described whether the
starting point was correct: in other words, whether an error or non-error was revised (e.g.,
from a correct non-error into an error; Wobbrock &Myers, 2006). By contrast, Crawford
et al. (2008) evaluated the quality of all revisions. As it is harder to determine whether se-
mantic changes are “correct,” they renamed the labels into increase, decrease, and neutral.

In the current tagset, the evaluation of the revision was manually annotated. This
was only done when the revision was oriented toward typography, spelling, or grammar,
as these types of formal changes are necessary for satisfying linguistic requirements, and
hence can be evaluated as correct or incorrect. Other changes, such as semantic changes,
cannot be easily assessed, as these would require information on the context surrounding
the revision, as well as information on the requirements of the writing task. In the current
tagset, we both describe whether the starting point was correct or incorrect and whether
the result of the revision was correct or incorrect.

E. Action. Most of the actions or revision operations stem from work on the classi-
fication of single letter errors which consists of an extra letter (insertion), a missing letter
(omission), a wrong letter (substitution), and a transposition of two adjacent letters (trans-
position; Damerau, 1964). These have been translated into four revision actions: deletion,
insertion, substitution, and reordering (also referred to as transposition, reorganization,
and permutations), respectively (e.g., Allal, 2000; Sommers, 1980). These actions could
involve a single letter but also a larger linguistic unit (linguistic domain, see below). Some
researchers added one ormore actions to these four actions. For example,Monahan (1984)
added embedding, a specific formof insertion, where new information is embeddedwithin
the structure of already written text. Faigley &Witte (1981) included distribution, where
a single unit is changed intomore than one unit (e.g., one sentence is distributed into two),
and its opposite, consolidation, where two or more units are combined into one unit.

Here, the revision actionwas automatically classified into insertion, deletion, substitu-
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tion, and reordering (transposition). For the revisions belowword level, the revision action
was determined by the edit distance (restricted Damerau-Levenshtein distance; Boytsov,
2011) of the deleted and inserted text (up to themanually annotated revision end). For the
revisions at word level and above, the revision was coded as insertion if more words were
inserted than deleted; as a deletion if more words were deleted than inserted; as a trans-
position if the same words were replaced, but in a different order; and as a substitution
otherwise.

F. Linguistic domain. Several studies included the linguistic domain affected by the
revision, also known as the level, scope, range, or size of the revision. Monahan (1984)
distinguished subword (surface), word, phrase, clause, sentence, paragraph, and discourse
level, while Stevenson et al. (2006) only distinguished belowword, below clause, and clause
and above. Some researchers focusmoreon smaller domains, e.g., sub-grapheme, grapheme,
morpheme, word, and above-word (Lindgren et al., 2019). Others added domains such
as theme (extended statement of one idea; Sommers, 1980), punctuation (Crawford et al.,
2008), or revisionsmadewithin the current functional component being realized (forward
progressions) versus revisionsmade within the current component, but across component
boundaries (communicative progression; Bowen & Van Waes, 2020). Xu (2018) took a
lower-level approach by merely counting the characters deleted or produced.

In the current tagset, the linguistic domain was manually classified into one of the
following six categories: revision within a subword, word, phrase, clause, sentence, or para-
graph. In addition to the manual features, several automatic features were extracted: the
number of backspaces, characters, words, and sentences inserted and deleted. The number
of characters, words, and sentences inserted was calculated up to the manually annotated
revision end. Note, the number of backspaces and the number of characters deleted are re-
lated, butwill differ, for examplewhendifferent revision techniques are used (e.g., selection
of ten characters and one backspace keystroke versus ten backspace keystrokes). Finally, if
one or more words were deleted or inserted, we also extracted a list of part-of-speech tags
of the words deleted or inserted, using the part-of-speech tagger in the Natural Language
Toolkit in Python (Bird et al., 2009). Likewise, when more than one word was deleted or
inserted, we extracted a list of chunk tags of the words deleted or inserted, using the chunk
tagger in the Natural Language Toolkit in Python (Bird et al., 2009).

G. Spatial location. Revisions occur at different locations in the text produced so
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far. We refer to this as the spatial location in the writing process. We distinguished two
slightly different operationalizations of the spatial location in the writing process. On the
one hand, Lindgren&Sullivan (2006a,b) distinguished pre-contextual and contextual revi-
sions. Pre-contextual revisions are defined as revisions at the point of inscription or leading
edge of the text produced so far. Contextual revisions are defined as revisions made when
the writer moves away from the leading edge and makes a revision in a previously written
and completed sentence. In this way, revisions away from the leading edge but in an un-
completed sentence are left uncategorized. Accordingly, Baaijen et al. (2012) used a simpler
categorization and only distinguished between revisions at the leading edge and revisions
elsewhere in the text. On the other hand, Thorson (2000) distinguished immediate (or in-
termediate) and distant revisions. Here, immediate revisions are revisions at the point of
the cursor location, and distant revisions include revisions where the cursor moved away
to start a revision elsewhere in the text. For distant revisions, the distance from the cursor
location has been included, such as the number of lines below or above the cursor location
(VanWaes & Schellens, 2003). Likewise, a distinction has beenmade betweenmovements
from the cursor location forward and backward in the text (Bowen&VanWaes, 2020). Xu
(2018) added a third category to immediate and distant revisions: end revisions, which are
revisions made after the completion of the whole text. In the current tagset, we treat this
third category separately under temporal location in the writing process.

Several features related to the spatial location were automatically identified. First, we
distinguished pre-contextual and contextual revisions. As Lindgren et al. (2019) recom-
mended, we also included revisions before the last character(s) in the written text if the last
character(s) only consisted of invisible characters (e.g., a trailing white space). However,
sometimes a writer first starts with a rough outline (e.g., intro-body-conclusion) and then
starts to fill in the gaps. Then, there will almost always be characters behind the cursor,
and all revisions will be contextual. Therefore, we also extracted immediate versus distant
revisions. In addition, we included the number of words and characters from the leading
edge (cf. Van Waes & Schellens, 2003). Lastly, the number of words from the start of the
sentence, the start of the writing product (the number of words in the written product up
to the revision), and the start of the writing process (the number of words typed so far)
were included.

In addition, we added several manual features of spatial location not previously dis-
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cussed in revision taxonomy literature. Often, corrections aremade when a word is not yet
finished. This makes it hard to manually annotate the revision, as it might be impossible
to know what the writer was supposed to write, especially if only one or a few characters
were typed (Lindgren et al., 2019). This is also hard for computers, as half-written words
are especially hard to parse, for example, for part-of-speech tagging. Therefore, as a metric
of uncertainty of the manual annotations, the annotators indicated whether the word in
which the revision startedwasfinished. If thewordwasnotfinished, the intendedwordwas
guessed (if possible). Lastly, the location up to where the characters are deleted, or where
characters are inserted, could provide information on the orientation of the revision. For
example, when characters are deleted up to the middle of a word, it would be less likely to
be a semantic change compared to when characters are deleted up to the start of a sentence.
Therefore, we also included whether the location of the revision was word initial, clause
initial, and/or sentence initial.

H. Temporal location. Temporal location refers to the point in time when the revi-
sion is made. Temporal location has been defined both within and between drafts. Mon-
ahan (1984) described the temporal locations between drafts: pre-writing stage, during
the first draft, between drafts, during the second draft, and after the second draft. Oth-
ers described the temporal location within a draft. Tillema et al. (2011) split the writing
process into episodes of equal durations. With three episodes, for example, you could
identify whether the revision took place in the begin, middle, or end of the writing pro-
cess (Barkaoui, 2016; Van Waes & Schellens, 2003). Others only distinguished revisions
made during text production and revisionsmade at the final writing stage after completing
the whole text (Xu, 2018). Lastly, some researchers used a more computational approach
and defined the temporal location as the time elapsed from the start of the writing process
(M. Zhang et al., 2016).

For the temporal location of the revision, only one automated feature was extracted:
the time (in milliseconds) until the revision from the start of the writing process. Com-
bined with the total time, the time until revision can be used to determine any episode in
which the revision took place (e.g., begin, middle, end). In addition, combined with the
version number of the document, this can be used to determine any time within a writing
session (e.g., end of first draft, begin of final version).

I. Duration. One (rather technical) aspect of revision that has been included is the
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duration of the revision. The duration is usuallymeasured inmilliseconds or seconds from
the start of the revision until the end of the revision (Xu, 2018). Duration has also been
expressed as the length of an R-burst, where an R-burst is a sequence of text production
involving a revision and bounded by long pauses (e.g., pauses > 2 seconds; Chenoweth &
Hayes, 2001).

For the duration of the revision, two features were automatically extracted. First, the
durationof the revisionwas calculatedby extracting the time fromthefirst editingkeystroke
until the last editing keystroke. The last editing keystroke was extracted from themanually
annotated revision end. Second, the pause time before the revision was extracted: the time
from the last key press before a revision until the first key press of the revision.

J. Sequencing. All previous properties of revision are related to a single revision event.
Sequencing describes the relation of a revision to a preceding revision in time. As Lindgren
& Sullivan (2006a) describe, some revisions might be single, independent revisions, while
other revisions might be part of a series of revisions, also known as revision episodes. As
examples, they describe three types of revision episodes, as suggested by Kollberg (1996).
First, they discuss episodes of revision at one cursor location. For example, a writer may
start a sentence, delete it, start it again, delete it again, and then write the final full sentence.
In this case, the start of the sentence (same cursor location) is revised twice. Second, they
describe episodes with embedded revisions, where a revision ismadewithin a previous revi-
sion. Third, they note episodes with a sequence of revisions. For example, tomaintain con-
sistency, onemight change thewording or spelling of a specificword and change that word
throughout the text. Williamson & Pence (1989) also discussed a fourth category, where
a revision “inspires” another revision without reviewing the text. For example, a revision
of the last sentence of a paragraphmight be followed by a revision in the beginning of that
paragraph. Another approach to examining the sequencing of revisions is the S-notation,
whichmaps all deletions and insertions in the text to the spatial location in the writing pro-
cess (Kollberg, 1996). With this S-notation, the non-linearity of the writing process can
be analyzed, and connected episodes of revision can be automatically identified (Kollberg,
1996; Severinson-Eklundh & Kollberg, 2001).

In the current tagset, four types of sequencing were automatically identified: repet-
itive revisions, embedded revisions, sequence forward revisions, and sequence backward
revisions. Repetitive revisions are operationalized as revisions which start (in the writing
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product) within two characters from the start (in the writing product) of the previous revi-
sion. Embedded revisions are revisions where the range of character positions of the start
and end of the revision (within the writing product) fall within the range of character posi-
tions of the previous revision. Sequence forward includes revisions where the subsequent
revision was made further on in the text (forward from the last revision), while sequence
backward includes revisions where the subsequent revision was made earlier in the text.
All four types were calculated based on the leading edge (pre-contextual/contextual) and
cursor (immediate/distant) spatial locations. Lastly, we automatically extracted metrics re-
lated to the distance from the previous revisions: time and number of characters from the
previous revision.

In addition to the automatic features, we added two manual features: overrides previ-
ous revision and continues on previous revision. A revision overrides the previous revision
if it is repetitive, i.e., changing the same linguistic domain at the cursor location. A com-
mon example of this is when a writer makes a typographical error and attempts to revise
it, but thenmakes a typographic error again in that revision attempt. A revision continues
on a previous revision if the previous revision caused the subsequent revision. For exam-
ple, changing a word from singular to plural might result in changing the verb tomaintain
subject-verb agreement.

5.3 Proof of concept
As a proof of concept, we used our tagset to describe the revisions made by university stu-
dents while conducting an academic writing task. The manual features were manually
annotated by multiple raters, and the other features were automatically extracted. The
features related to trigger were excluded because no feedback was provided in the current
dataset; hence the revisions could not be triggered by feedback.

5.3.1 Dataset
Our dataset was created by sampling writing-process data from a large data store contain-
ing anonymized (i.e., not containing any personally identifiable information or links to
research participants) writing-process log files. These log files were recorded as part of var-
ious prior research studies conducted using CyWrite, a web-based word-processing tool
that collects keystroke data and eye fixations during writing (Chukharev-Hudilainen et al.,
2019; Chukharev-Hudilainen, 2019; Ranalli et al., 2018a). In addition, the CyWrite tool
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offers playback functionality to replay the screen recording combined with the gaze-point
marker. To include a wide variety of revisions, a stratified random sample was collected
from the data store, which ensured a diversity of tasks and writer backgrounds.

This resulted in data from 20 native English graduate students writing four different
tasks (all of which prompted the students towrite a 150–250word abstract of a research ar-
ticle); 20 native English undergraduate students writing two different tasks (both of which
were argumentative tasks adapted from the Test of English as a Foreign Language); and 25
English Second Language learners (most likely undergraduate students based on the origi-
nal study that contributed to this portion of the dataset) writing the same two tasks as the
native English undergraduates.

These 65 participants had a total of 7,120 revision events (M = 110, SD = 53). For
every revision event, all manual and automatic features listed in Table 5.1 were extracted,
except for the processing and trigger features.

5.3.2 Feature extraction
For the manual annotations, a spreadsheet was created with (for every revision event; i.e.,
for every row) the revision event id, removed characters, and typed characters (columns).
Next to this information, the annotator could further explore the revision event (in the
context of the writing process) using the visual playback function in the CyWrite interface,
providing a high-fidelity, keystroke-by-keystroke animated reconstruction of the text pro-
duction process with an overlaid eye fixation marker. For all features that needed to be
manually annotated, we created an extensive annotation guide. Within this guide, guide-
lines, explanations, and examples are provided for each label. This annotation guide was
first created by the authors through several rounds of discussion, trial coding, and evalua-
tion. Thereafter, four annotators were trained to manually annotate using the annotation
guide. In each training round, we explained the guidelines to the annotator, the annotator
coded a sample document, disagreements were discussed, andwhere necessary, we clarified
the annotation guidewith additional explanations or examples. The final annotation guide
including annotation examples can be found in Appendix B.
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Table 5.2: Descrip ve sta s cs of all features and inter-rater reliability (Krippendorff’s
alpha) of the manual annotated features in the revision tagset, N = 7,120

Property Feature Mean (SD) IRR (α)

General 1 Revision [Y/N] 91.9% (3.7%) 0.96
2 Revision enda 0.74

C. Orienta on 1 Surface 92.6% (6.2%) 0.64
1.1 Typography 50.8% (13.0%) 0.71
1.2 Capitaliza on 1.6% (2.2%) .
1.3 Punctua on 6.4% (3.5%) .
1.4 Spelling 2.6% (3.1%) 0.74
1.5 Grammar 9.0% (4.9%) 0.69
1.6 Cosme cs/presenta on 0.2% (0.6%) 0.83
1.7 No change 7.4% (3.8%) .
1.8 Wording/phrasing 21.0% (10.9%) 0.75
2 Seman c (deep) 13.9% (8.6%) 0.59
2 Deep specifyb 0.22
2.1 Microstructure changes 14.1% (8.6%) .
2.1.1 Suppor ng info 6.9% (4.8%) .
2.1.2 Emphasis 2.0% (2.3%) .
2.1.3 Understate 0.8% (1.1%) .
2.1.4 Coherence 1.4% (2.0%) .
2.1.5 Cohesiveness 0.4% (0.8%) .
2.1.6 unknown 2.6% (2.9%) .
2.2 Macrostructure changes 0.0% (0.2%) .
2.2.1 Overall aim 0.0% (0.0%) .
2.2.2 Subtopic 0.0% (0.2%) .

D. Evalua on 1 Correct start 4.7% (4.2%) 0.69
2 Correct revision 85.2% (9.4%) 0.66

E. Ac on 1.1 Inser on 40.0% (15.5%) .
1.2 Dele on 25.2% (7.6%) .
1.3 Subs tu on 24.4% (10.3%) .
1.4 Reordering 3.0% (2.7%) .

F. Domain 1 Domain specifyb 0.59
1.1 Subword 67.7% (11.6%) .
1.2 Word 24.1% (9.2%) .
1.3 Phrase 4.6% (4.0%) .
1.4 Clause 1.3% (1.5%) .
1.5 Sentence 2.2% (3.1%) .
1.6 Paragraph 0.0% (0.2%) .

124



5

Table 5.2: Descrip ve sta s cs of all features and inter-rater reliability (Krippendorff’s
alpha) of the manual annotated features in the revision tagset, N = 7,120 (con nued)

Property Feature Mean (SD) IRR (α)

2 Number of backspaces 2.4 (0.5) .
3.1 Number of characters deleted 3.5 (1.4) .
3.2 Number of characters inserted 8.2 (8.7) .
4.1 Number of words deleted 1.1 (0.2) .
4.2 Number of words inserted 1.7 (1.5) .
7.1 Number of sentences deleted 0.02 (0.02) .
7.2 Number of sentences inserted 0.04 (0.09) .

G. Spa al loca on 1 Word finished 51.0% (12.0%) 0.70
2 Intended worda 0.71
3.1 Word ini al 43.1% (10.9%) 0.80
3.2 Clause ini al 13.7% (6.7%) 0.68
3.3 Sentence ini al 10.2% (6.3%) 0.82
4 Characters from leading edge 69.3 (91.4) .
5 Words from leading edge 11.6 (15.7) .
6 Pre-contextual (= 1 - contextual) 77.9% (17.1%) .
7 Immediate (= 1 - distant) 86.2% (10.1%) .
8.1 Characters from start sentence 69.2 (31.7) .
8.2 Chars. from start process 814 (349) .
8.3 Chars. from start product 817 (345) .

H. Temporal loca on 1 Time from start process (min) 8.5 (4.0) .
I. Dura on 1 Dura on (sec) 3.1 (3.0) .

2 Pause before revision (sec) 2.0 (1.1) .
J. Sequencing 1 Overrides previous revision 13.8% (7.6%) 0.55

2 Con nues on previous revision 14.6% (8.3%) 0.27
3.1 Repe ve (leading edge) 23.9% (10.1%) .
3.2 Repe ve (immediate) 23.8% (10.4%) .
4.1 Embedded revision (leading edge) 0.2% (0.5%) .
4.2 Embedded revision (immediate) 0.2% (0.5%) .
5.1 Sequence forwards (leading edge) 8.1% (8.3%) .
5.2 Sequence forwards (immediate) 4.8% (5.2%) .
6.1 Sequence backwards (leading edge) 1.4% (2.1%) .
6.2 Sequence backwards (immediate) 1.2% (1.8%) .
7 Time from previous revision (sec) 6.7 (3.4) .
8 Characters from previous revision 7.0 (11.1) .

Note. a Non-numerical variable so no descrip ve sta s cs can be provided. b Inter-rater reliability is calcu-
lated once for the full category, as all labels are mutually exclusive. A “.”-symbol indicates a feature that is
automa cally extracted, so no inter-rater reliability available.

125



5

After each training round, the inter-rater reliability was used to determine whether
more trainingwas needed. In addition, this showedwhich features specifically required the
most attention, that is, which features received the lowest reliability. Krippendorff’s alpha
(α; Krippendorff, 2011) was used as inter-rater reliability metric, as it allows for multiple
raters,multiplemeasurement levels (e.g., numerical and categorical) and ismore reliable for
coding sparse categories, as it focuses on the disagreement rather than the agreement. We
considered an annotator fully trainedwhen the inter-rater reliability of all features between
author and annotator were similar to the inter-rater reliability between two authors. In
total, two to three rounds were needed to train each annotator. After the training rounds,
the annotators independently annotated the documents. Of the 65 documents annotated,
15 (23%) documents were randomly selected to be annotated twice (by different pairs of
annotators) to calculate the inter-rater reliability of the fully annotated dataset. The inter-
rater reliability of the manual annotations (after training) can be found in Table 5.2. The
automatic features were extracted using JavaScript and R as described in Section 5.2. The
annotated dataset can be found at Conijn, Dux Speltz, et al. (2020).

5.3.3 Results
The descriptive statistics of the manually annotated and automatically extracted features
are shown in Table 5.2. Regarding the orientation of the revision, most revisions were sur-
face revisions (92%), and especially typographic revisions or wording/phrasing revisions.
Only 14% of the revisions were deep revisions. Note that the total is more than 100% here,
which indicates that several revisions are annotated both as surface and as deep revision.
Thus, some for some revisions, it was not visible in the keystroke data and screen replays
with eye fixationwhether the revisionwas a surface or deep revision. For the spelling, gram-
mar, punctuation, and capitalization revisions, most were correctly revised (85%). For
some of the revisions, the previous form was already correct (5%). Most revisions were
insertions (40%), one-fourth of the revisions were deletions, and one-fourth were substitu-
tions. Only 3% of the revisions involved reordering of characters or words. The domain of
the revisions was rather small. Two-thirds of the revisions involved only a few characters,
and 24% of the revisions involved a word. Only 8% of the revisions were larger than a word.
Thiswas also shown in the lownumber of characters inserted and deleted, on average. Half
of the time, the revisions were made while the current word typed was not finished yet. In
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43% of the revisions, the revision deleted up to a word initial position or inserted at the
start of a word.

Most revisionsweremade at the leading edge (pre-contextual revision) and at the point
of inscription (immediate). The revisions were spread out over the full writing process,
started after a pause of 2 seconds, and took 3 seconds, on average. A substantial amount
of the revisions was found to follow-up on previous revisions, with 24% of the revisions
repetitive, 8% sequencing forward based on the leading edge, and 5% sequencing forward
based on the cursor position. Only 1% of the revisions was sequencing backwards, and less
than 1% consisted of embedded revisions.

The inter-rater reliabilities of themanual annotations (seeTable 5.2) show that, regard-
less the training of the annotators, some features were still hard to annotate. For orienta-
tion, the overarching category (α = 0.64) and the subcategories (α = 0.71–0.83) of surface
revision proved to be easier compared to the overarching (α = 0.59) and subcategories (α =
0.22) of semantic revisions. Furthermore, spatial location proved to be easiest to annotate,
followed by evaluation and domain. Sequencing proved to be really hard to annotate, and
especially the feature continues on previous revision (α = 0.27).

5.4 Discussion
In this chapter, we aimed to provide a comprehensive product and process oriented tagset
of revisions. The tagset includes ten properties to describe revisions: processing, trigger,
orientation, evaluation, action, linguistic domain, spatial location, temporal location, du-
ration, and sequencing. As a proof of concept, we showed how keystroke logging, screen
replays, and eye tracking could be used to both manually annotate as well as automatically
extract features related to these properties. A few of those properties are discussed in more
detail below.

Orientation is one of the most frequently discussed properties in the literature; how-
ever, it is currently mostly annotated manually, which is a time-intensive task. The rela-
tively low inter-rater reliability, especially for the deep revisions, also showed that regard-
less of the training, orientation is hard to annotate. Previous studies showed somewhat
higher levels of inter-rater reliability (e.g., Barkaoui, 2016; Stevenson et al., 2006); how-
ever, these used different metrics and hence are hard to compare. One study also reported
Krippendorff’s alpha and showed similar reliability for the surface revisions (Daxenberger
& Gurevych, 2012). The lower reliability for the deep revisions can be explained by the
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fact that deep revisions were rather sparse in our dataset. Krippendorff’s alpha penalizes
sparse categories more, and in addition, few deep revisions were available in datasets for
training the annotators. Moreover, the lower reliability could indicate that the nature of
a deep revision might be too hard to identify with screen replays and eye tracking alone.
Triangulating the data with direct input from participants (e.g., through concurrent think-
aloud or stimulated recall) might be necessary to get a better understanding of the writers’
intentions behind these deep revisions.

For spatial location, two approaches were used: pre-contextual versus contextual re-
visions (Lindgren & Sullivan, 2006a,b) and immediate versus distant revisions (Thorson,
2000). Although the approaches are quite similar, in 9% of the cases an immediate revision
was a contextual revision, and in 7% of the cases a distant revision was a pre-contextual
revision. This indicates that these approaches are still quite different and cannot be used
interchangeably. We would argue that the ‘best’ approach depends on the research ques-
tion and the writing task at hand. For example, in tasks where students are required to
make an outline up front, the immediate versus distant approach might work better, as
otherwise many revisions would be considered contextual once students start to fill out
the gaps in the outline. In addition, we included the number of characters away from the
leading edge. This allows for a more detailed approach: the leading edgemight be updated
when thenumber of characters away from the leading edge stay the same for several revision
events. In this way, not only invisible characters (cf. Lindgren et al., 2019) are ignored for
leading edge calculations, but also visible but perhaps currently ‘unused’ characters, such
as a trailing dot or the bibliography.

The sequencing of the revision was analyzed using both manual and automated fea-
tures. However, the inter-rater reliability of the manual annotations was low. The an-
notators indicated that it was sometimes hard to determine whether a revision continued
a previous revision, especially when it was interrupted by one small (e.g., typo) revision.
Also, the intended word was not always known, making it hard to identify whether the re-
vision followed up on a previous revision. Luckily, a wide variety of automated features are
available, potentially making the manual annotation of sequencing unnecessary in many
cases. However, these automated features also only determine the sequencing in terms
of the immediately preceding or following revision, rather than over multiple revisions.
More complex analysis involving natural language processing and S-notation representa-
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tions (Kollberg, 1996; Severinson-Eklundh & Kollberg, 2001) could be used to further
investigate connected revision episodes over multiple revisions (Leijten, Van Horenbeeck,
& Van Waes, 2019). Alternatively, features from the other properties could be used to
identify sequences of revisions. For example, the characters from the start of the writing
product (spatial location) could be used to determine whether revisions are made within
the same sentence or word.

In general, a reasonable inter-rater reliability was reached for most of the manual fea-
tures. The eye-tracking data added to replays of writing processes proved to be especially
useful formaking annotation decisions about some specific categories. For example, an eye
fixation on a similar word previously writtenwas a clear indication of a spelling revision (as
opposed to a typographic revision). Likewise, an eye fixation on a previously written word
could provide information on the intended word. For certain categories eye fixation was
not really necessary (e.g., evaluation, action, temporal location, and duration), indicating
that, depending on which categories are needed, eye fixation does not always need to be
extracted.

5.4.1 Limitations
Although we did aim for a comprehensive tagset, the tagset does not consist of context-
specific features. For example, F. Zhang&Litman (2015) included tags related to the genre,
such as changes in warrant, reasoning, or backing for argumentative writing. Therefore,
the tagset cannot be used to make any claims related to specific genre-based revisions, and
hence cannot create concrete insights for genre-based instruction. In addition, the tagset is
focused on revision in text, and does not consist of features specific to visual components,
such as images or tables (cf. Leijten et al., 2014). However, we tried to keep the current
tagset as context-independent as possible. In this way, the tagset can be used in every con-
text and, where necessary, be tailored to specific genres, languages, or tasks.

Another limitation is that only keystroke logging, screen replays, and eye trackingwere
used for the manual and automatic annotation of the features. This made it more difficult
to manually annotate several features, for example for orientation or domain, because the
intention of the writer was not always known. It would be interesting for future work to
triangulate the data with data from thinking-aloud or retrospective interviews. This could
reveal if and in what cases these time-intensive methods are preferred over automated data
collection such as keystroke logging and eye tracking.
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5.4.2 Implications for research and future work
The tagset has several implications for research and futurework. First of all, the comprehen-
sive classification of revisionmakes it possible to study revisions inmore depth. Until now,
revisions have often been operationalized rathermechanically, as the number of backspaces
or deletions (see e.g., Zhu et al., 2019). Although this is a quick approach, it does not allow
for a thorough understanding of what types of revisions are made. For example, the tagset
could be used to identify how the types of revisions differ across groups of writers (e.g.,
L1 versus L2, novice versus expert; cf. Stevenson et al., 2006), different tasks (e.g., genres,
timed versus non-timed, cognitive load; cf. Révész et al., 2017), or different phases in the
writing product (e.g., begin, middle, end; cf. Barkaoui, 2016). An example case study on
how this could be achieved with the current tagset can be found in Conijn, Dux Speltz, et
al. (2020).

In addition, as the tagset is bothproduct-oriented aswell as process-oriented, the tagset
makes it possible to better understand the process of revision and its effect on the writing
process. Pattern mining or clustering can be used to find sequences or clusters of similar
revisions. In this way, we could further investigate the sequencing of revisions, the causes
and the effects of the revisions, and how this differs for different types of revisions. This
can eventually be used for a better alignment of keystroke logging with writing processes,
as different revisions ‘behave’ differently (Galbraith & Baaijen, 2019).

It is important to note here that it is not necessarily essential to include the full tagset
in future work. Rather, the tagset is a basis of which the relevant properties, depending on
the research question at hand, should be selected. For example, for more process-oriented
analysis, the temporal and spatial location of the revision in the writing process would be
important (cf. Breetvelt et al., 1994). In addition, the tagset allows for better informed
choices and transparent descriptions of which features are included (and which are not).

Although for these future studies several features still need to be manually annotated,
the richness of the tagset also allows for classification of themanual features usingmachine
learning (also see Chapter 6). In this way, the manual features could be approximated au-
tomatically. Some studies already tried to build classification models for some of the man-
ually annotated features. For example, Xue &Hwa (2014) built a classifier to identify the
sequencing of revisions: an indication of whether consecutive revisions belonged to the
same mistake. For this, they included the following features: number of words between

130



5

edits, change of tense, change of word order, change in same word set, edit distance of
revised words, original word in dictionary, original and revised word same part-of-speech,
and original and revisedword both prepositions. Daxenberger&Gurevych (2013) tried to
automatically classify the orientation and action features manually annotated in previous
work (Daxenberger & Gurevych, 2012). Classifiers were trained to classify the labels for
each of the 21 categories in the corpus, using character and word n-grams with n = 1, 2,
and 3. Likewise, F. Zhang&Litman (2015) also classifiedmanually annotated orientation
labels. As features, they included unigrams, spatial location of the revision (e.g., first sen-
tence), textual properties, such as edit distance, named entity, and discourse marker, and
language properties, such as part-of-speech, spelling, and grammarmistakes. All these stud-
ies showed that theirmachine learning algorithms beat the baseline classifier and hence that
we could, at least to some extent, automatically classify the labels. However, the classifica-
tion for fine-grained classes, such as distinguishing between a surface changewithin a word
and a conventional change, were still found to be difficult (F. Zhang&Litman, 2015). The
current tagset provides additional features that could be used to further improve on these
automatic classification algorithms.

5.4.3 Implications for educational practice
For educational practice, the tagset can be used to provide a more detailed overview of re-
visions. This could be done by, for example, by visualizing the revision properties in the
form of a dashboard (also see Chapter 7). Dashboards are tools that provide an overview
of students’ tracked learning activities to promote awareness and reflection (Verbert et al.,
2014). Accordingly, such a dashboard can be used by students to reflect on their revision
process, or by teachers to inform their feedback and instruction on the revision process. A
small case study already showed that such visualizations on students’ writing processes can
be useful to discuss and reflect on thewriting processwith students (see e.g., Vandermeulen
et al., 2020). In addition, these visualizationsmay be used to adjust students’ (implicit) con-
ceptions about revision and revision processes, which are argued to differ between teacher
and student, and novice and expert writers (Flower et al., 1986). Lastly, the dashboard can
be implemented as an intervention targeted at improving revision strategies. The tagset
can then in turn be used for a more detailed evaluation of the impact of the intervention
on the types and timing of the revision.
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5.5 Conclusion
To conclude, in this chapter we presented a comprehensive tagset of revisions, including
ten product and process-oriented properties of revisions: processing, trigger, orientation,
evaluation, action, linguistic domain, spatial location, temporal location, duration, and
sequencing. We have shown that many variables related to these properties can be auto-
matically extracted using information from the keystroke log. In addition, replays of the
keystroke data combinedwith eye tracking could be used formanual annotation of the fea-
tures that cannot be extracted automatically. These manual features could eventually be
classified usingmachine learning techniques. In this way, the tagset could be implemented
within a fully automated tool to provide detailed information on revisions. This allows for
a scalable approach to analyzing revision in writing in depth.
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6
Building a process-based model of

typographic error revisions

Adapted from: Conijn, R., van Zaanen,M., Leijten, M., & VanWaes, L. (2019). How to
typo? Building a process-based model of typographic error revisions. Journal of Writing
Analytics, 3, 69–95.
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In the previous chapter we showed the large variety of types of revisions. Intuitively, one
of the most negligible type of revisions is the revision of typographic errors (slips of the
finger). However, these revisions can have a large influence on the writing process, and
hence also on the analysis of the writing process. On the one hand, these types of revisions
are low-level, and hence less important, so it might be advisable to ignore them for certain
research questions. On the other hand, it is important to identify these revisions, as they
can (unwillingly) break the flow in writing. Therefore, in this chapter we aim to build a
process-based model of typographic errors and their revisions. First, we characterize typo-
graphic errors and their revisions based on temporal and bigram properties extracted from
keystroke data. Thereafter, we train a process-based model on typographic error revisions
on a copy task dataset to automatically identify these revisions. Finally, this model is eval-
uated in a more natural setting: a regular (source-based) writing task. Results show that
it is possible to identify typographic errors using keystroke data only, especially in a copy
task. Yet, the models tested on the source-based writing task still lead to a high number of
false positives. To conclude, using these models, a more nuanced analysis of fluency and
revision in writing can be performed.

Acknowledgements. I would like to thank Tineke Conijn for her assistance in annotating
the dataset.
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6.1 Introduction
Currently, a large extent of writing is computer-based, using a word processor. It has been
well-established that thismediumhas an influence on thewriting process andwriting prod-
uct (Haas, 1989; Lindgren & Sullivan, 2019; VanWaes & Schellens, 2003). Even relatively
simple processes or actions on this medium, such as the revision of a typing error (typo),
can already have an influence on thewriting process. These typing errors are numerous: an
analysis of online writing by Grammarly showed we make on average 13.8 errors per 100
words in the morning and 17.0 errors per 100 words in the evening (Hertzberg, 2017).

For the analysis of writing, the importance of identifying typing errors and their re-
visions is twofold. First, these revisions are low-level, and hence less-important types of
revision, which would be beneficial to filter or analyze separately. Already, several studies
have distinguished between different types of revision. One of the most common distinc-
tions is surface revisions versus semantic or deep revisions (Faigley & Witte, 1981; Lind-
gren & Sullivan, 2006a). In addition, typing error revisions should be analyzed separately,
as these are considered to reflect cognitively different actions (Wengelin, 2007). By treat-
ing typing errors separately, a more nuanced analysis of fluency and revision can be made
(Barkaoui, 2016; Wengelin, 2007). For example, studies predicting writing quality often
find contradicting results on the effect of the number of revisions on writing quality (e.g.,
Allen, Jacovina, et al., 2016; Roscoe et al., 2016; Xu, 2018). This might be explained by
the different types of revisions: one studentmight just be a careless typist whomakesmany
typing errors, while another student is actuallymaking a series of thoughtful revisions. Sec-
ond, typing errors, and especially the revision of typing errors, can (unwillingly) break the
(linear) flow in writing. This can result in disfluency and activation of other subprocesses
(Leijten et al., 2011; Lindgren&Sullivan, 2006b). To examine the influence of these typing
errors on the writing process, it is necessary to be able to identify these errors first.

In addition to the importance for writing analytics, the identification and character-
ization of specific types of revisions during the writing process, such as typing error revi-
sions, is of importance for writing instruction and feedback. The analyses of these revi-
sions within multiple settings might shed light on effective writing strategies for dealing
with these types of errors. For example, an effective writing strategy might be to not imme-
diately revise every small typing error, as this might disrupt the flow in writing (cf. Leijten
et al., 2011). In addition, the automatic identification of different types of revisions makes
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it possible and easier to observe, evaluate, and reflect on the effect of the used instruction
on revisions in multiple settings. This allows for evidence-based practices within writing
instruction (Graham, 2019). Identification of revisions can provide important insights for
the content of (automated) feedback on writing. For example, it has been argued that au-
tomated writing feedback should include information on students’ revising behavior to
better understand how revision affects their writing quality (Roscoe et al., 2016).

Given the importance of the identification of revisions for both writing analytics and
writing instruction, we aim to build a process-based model of typing errors and their re-
visions to automatically identify typing error revisions within the writing process, as op-
posed to other revisions. In this chapter, we specifically focus on typographic errors. Ty-
pographic errors are unintended keystrokes or slips of the finger leading to, for example,
the transposition of two keys (e.g., fro instead of for). To model these errors, data ob-
tained from keystroke logging software will be used (Lindgren & Sullivan, 2019; Leijten
& VanWaes, 2013). Several studies have used keystroke data to manually classify revisions
into typographic error revisions andother types of revisions (see e.g.,New, 1999; Stevenson
et al., 2006). However, the automatic analysis of typographic error revisions using process
data has received little scholarly attention.

6.1.1 Literature review
The occurrence of typing errors has been well studied from a technical and ergonomical
perspective in the fields of human computer interaction and information retrieval. Stud-
ies date back from the early 20th century, when typewriters became commercially available
(Kano et al., 2007). An early reviewof typing errors already showed the variety of error cate-
gorizations thatweremade (Dvorak et al., 1936). In addition, confusionmatrices havebeen
created for typewriter keys, showing for 60,000 errors the intended letter versus the actual
typed letter (Lessenberry, 1928). Of these errors, 60% could be considered “adjacent” er-
rors: the key was confused with an adjacent key on the keyboard (Kano et al., 2007). Later,
automatic classifications and automatic correction of typing errors became a key topic (see
e.g., Peterson, 1980).

However, these studies cannot be directly used in the field of writing analytics to in-
crease the understanding of the effect of typing errors on the writing process. There are
twomain issues: (1) typing errors are usually identified in the writing product only, not in

136



6

the writing process; (2) no distinction is being made between different types or causes of
typing errors. In this study we aim to address these two issues.

6.1.2 Prediction in writing process versus writing product
First, previous work generally identified typing errors within the writing product, but not
the writing process. Therefore, only typing errors that were not corrected during the writ-
ing process and hence remained in thewriting product were analyzed (Wobbrock&Myers,
2006). Especially with today’s spell checkers, only a few typing errors will be left in the
writing product. Thus, by analyzing typing errors within the writing product only, a large
majority of typing errors is ignored. In addition, this analysis makes it impossible to deter-
mine the cause or the influence of typing errors, and especially typing error revisions, on
thewriting process and dynamics of writing. By analyzing typing errors during thewriting
process, we could gain evidence on both the (timing of the) production and correction of
typing errors (Dhakal et al., 2018; Wobbrock &Myers, 2006).

The identificationof typing errorswithin thewritingproduct is commonlydoneusing
a lexicon, comparing each misspelled word with the expected intended word. Here, the
intended word usually is the closest word in the dictionary, based on the edit distance, and
possibly by taking into account the frequency of the word and the context of the word
(see e.g., Damerau, 1964). However, the identification of typing errors using keystroke
logging is not completely straight-forward. Within the writing process, typing errors are
often made and corrected in half-written words, which can make it impossible to identify
the intended word (Lindgren & Sullivan, 2019). Therefore, copy tasks have been used to
identify typing errors during the writing process (see e.g., Dhakal et al., 2018; Wobbrock
&Myers, 2006). In a copy task, participants have to transcribe a given text, and hence the
intended word is known. However, for writing analytics we would like to identify typing
errors in actual texts too, e.g., texts written by students. Therefore, we first build a process-
based model of typing errors on data from a copy task, and thereafter test this model on a
more natural task.

6.1.3 Prediction of typing errors versus typographic errors
Second, previous studies typically do not distinguish between different types or causes of
typing errors (Kano et al., 2007). After all, these studies commonly aim to identify and
correct typing errors with the highest possible accuracy (Peterson, 1980), regardless of the
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type of error. Most of the early classifications of typing errors are based on edit operations.
A large majority (80%) of the typos are caused by single letter errors: an extra letter (in-
sertion), a missing letter (omission), a wrong letter (substitution), and a transposition of
two adjacent letters (Damerau, 1964). The secondmost common type of typing errors are
two-letter errors, including two extra letters, two missing letters, or two letters transposed
around a third, e.g., prodecure instead of procedure (Peterson, 1980). Kano et al. (2007) ex-
tended the classificationwith linguistic information, and identified omissions (letter, space,
word, phrase), substitutions (letter, next to letter, close to letter, capitalization, alternation,
doubling, interchange, migration, word, phrase), transpositions (letter, word), insertions
(letter, duplicated letter, next to error, close to error, space, duplicated space, symbol, func-
tion key, word, duplicated phrase), corrected no-errors (characters that were replaced with
the same characters), and other errors (enter error, execution/hold key, unknown). By
using keystroke data, Wobbrock &Myers (2006) identified five types of corrected and un-
corrected errors: substitution, insertion, omission, no-change, and non-recognition error,
key presses that did not result in actual characters produced (e.g., function keys).

However, in writing analytics, distinctions are made between different types of errors
and revisions, as these are considered to reflect cognitively different actions which should
be analyzed and interpreted separately (Wengelin, 2007). One specific type of typing er-
ror is the typographic error. Wengelin (2007) defined typographic errors as “slips of the
keyboard, i.e., errors that occur despite the writer’s knowledge of how they are spelled”
(p. 73). Slips can be seen as a human error where the action was not performed as it was
intended (Norman, 1981). In Rumelhart & Norman’s (1982) model of typing, based on
theActivation-Trigger-Schema system, a typographic error occurswhen awrong keystroke
schema is highly activated and the trigger conditions are met, resulting in the launching of
the wrong keystroke. Even when the appropriate schema is activated, errors can be caused
when schemas are triggered out of order ormissed (Norman, 1981). For example, for trans-
position errors, the trigger conditions of the next keystroke are satisfied before the trigger
conditions of the current keystroke, activating the next schema of the keystroke.

6.1.4 Prediction of typographic errors in writing process
In this study, typographic error revisions are identified using keystroke data. Keystroke
data can provide insight into the writing process (Leijten & Van Waes, 2013; Lindgren &
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Sullivan, 2019). However, keystroke analysis has not yet been used to automatically iden-
tify all typographic error revisions. Several studies did try tomanually annotate revisions
of typographic errors. It is considered especially difficult to distinguish typographic errors
from orthographic errors or linguistic errors (errors that break the conventions of writ-
ten language), such as errors in spelling, grammar, or punctuation (Lindgren & Sullivan,
2006a). Therefore, usually detailed rules or guidelines are used for annotation. Wengelin
(2007) indicated several properties of typographic errors:

a. A typographic error can be a substitution of a letter, within a word, where the in-
tended key is an adjacent key or a key with the same position for the other hand; or
an omission of a letter.

b. Typographic errors are rarely left in the final text and are usually corrected almost
immediately.

c. Words with typographic errors are usually only corrected once and into the correct
version.

Stevenson and colleagues provided a slightly more prescriptive description, indicating
fivepossible caseswhichwouldbe considered a typographic revision (Stevenson et al., 2006,
pp. 230–231):

a. The pre-revision form does not conform to the orthographic rules of the language
(e.g.,moore instead ofmore).

b. The pre-revision form involves a letter string which does not conform to a likely
pronunciation of the word (e.g., improant instead of important).

c. The semantic context indicates that the pre-revision form could not have been in-
tended (e.g., I got a present form my mother, instead of I got a present from my
mother).

d. The same word is written correctly at an earlier point in the text.
e. A letter is replaced by an adjacent letter on the keyboard.
In addition, if uncertainty remained, the timing of the revisionwas taken into account,

where revisions made within one second from the previous keystroke were considered ty-
pographic revisions (Stevenson et al., 2006).

To summarize, these studies show that typing errors, and typographic errors specifi-
cally, can take many different forms, and have many different properties. However, there
are also some common patterns that may be used for the automatic identification of typo-
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graphic errors. Some of these patterns are related to semantic content and pronunciation,
which may be hard to extract when the intended text is unknown. Other patterns may
be easier to observe, such as the type of error, position of the characters typed on the key-
board, and the immediacy or timing (e.g., interkeystroke interval) of the revision. All these
features may influence the probability of a typographic error.

In this chapter, we aim to build a process-based model of typographic errors and their
revisions to automatically identify typographic error revisions within the writing process,
as opposed to the writing product. This is done in three steps. First, we identify what
process-based featuresmight be indicative of typographic errors and their revision. Second,
we determine how these features could be used to classify typographic error revisions in a
copy task. Lastly, we identify whether this model also transfers to a more natural writing
task.

6.2 Method
For the three steps, three analyses were conducted using two different datasets; a copy task
dataset and a source-based writing task dataset. First, we characterized typographic errors
and revisions in a dataset from a carefully manipulated copy task (see Section 6.2.3). In
a copy task, all errors can be considered typographic errors since the correct spelling and
grammar are provided to the writer. Likewise, all revisions can be considered typographic
revisions. Accordingly, no manual annotation is needed, making it easier and less time-
consuming to collect larger amounts of data about typographic errors and their revisions.
Second, insight from this characterization was used to build a model of typographic errors
on the copy task data (see Section 6.2.4). Two types of process-based features are included
in the model: (1) temporal properties, focusing on the interkeystroke intervals of charac-
ter bigrams preceding and following the typographic error; (2) character bigram proper-
ties, focusing on the frequency, adjacency, and keyboard position of the bigrams preced-
ing and following the typographic error. Finally, this model was tested on data obtained
from a more natural writing task (source-based synthesis) and evaluated using a manually
annotated sample (see Section 6.2.5). In the following, we first discuss the two datasets
collected and the cleaning and transformation of these data, followed by the three analyses
conducted.
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6.2.1 Copy task dataset
The copy task data has been collected from the Dutch copy task in Inputlog (VanWaes et
al., 2019). This copy task has principally been designed tomeasure typing andmotor skills
in writing. The task is a strictly controlled task, which consists of seven parts with comple-
mentary levels of lexicality. In the task, participants were asked to repetitively copy: two
characters alternatively, a sentence, four three-word combinations, and one set of blocks of
consonants (non-words). Participants were instructed to transcribe as accurately and fast
as possible. In total, data were available of 2,103 copy tasks conducted by 1,711 unique
participants. The participants were all Dutch, with ages ranging from 8–83 years, with the
majority between 15 and 25 years old (M = 23.6, SD= 12.6). Two-third of the participants
were female (1,164, 68%).

For the current study, we only used the keystroke data from the word combination
components in the copy task, as these were carefully constructed on the number of char-
acters, word frequency, character bigram frequency, and mix of hand combinations. For
an overview of the word combinations and their characteristics, see Table 6.1. The par-
ticipants were asked to write each word combination seven times. In total, there were
59,423 attempts of theword combinations, consisting of 1,445,314 characters. After every
keystroke in every attempt, the text transcribed so far (T) was computed. Every keystroke
at the end of the attempt which did not belong to the attempt, but which was used as
separation between two attempts, such as a space, comma, or period, was removed from
the data, as this was considered not a part of the prompted text. Then, the edit distance
between the transcribed text (T) and the prompted text (P) was calculated, using the re-
stricted Damerau-Levenshtein distance (Boytsov, 2011). This metric calculates the mini-
mum number of insertions, deletions, substitutions, or transpositions needed to change
the transcribed text into the prompted text (or vice versa). All attempts with less than two
ormore than 30 characters and all attempts where the final transcribed text had an edit dis-
tance larger than 90% of the number of characters in the prompted text, were considered
non-serious attempts and hence removed. In total, 58,452 attempts remained for analysis.

After data cleaning, typographic errors and revisions were coded in the keystroke data
file. Typographic errors were extracted largely following the procedure as described by
Wobbrock & Myers (2006). First, the transcribed text was filled with dummies up to the
length of the prompted text. A typographic error was flagged every time this distance be-
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Table 6.1: Bigram proper es of the word combina ons in the Dutch copy task in Inputlog
(Van Waes et al., 2019)

Number of bigrams
Word combina ons Length High freq. Low freq. Adjacent Repe ve
vier mogelijke verbanden 23 0 20 7 0
drie belangrijke kinderen 23 0 19 7 0
vier duidelijke manieren 22 0 19 8 0
een chao sche cowboy 19 4 12 0 1

Number of bigrams
Word combina ons Le –Le Le –Right Right–Le Right–Right
vier mogelijke verbanden 4 5 4 4
drie belangrijke kinderen 4 4 3 4
vier duidelijke manieren 4 5 5 5
een chao sche cowboy 2 3 2 0

tween the filled transcribed text and prompted text did not decrease compared to the previ-
ous keystroke, i.e., when the transcribed text did not come closer to the prompted text. For
the first character, a typographic error was flagged if the distance of the filled transcribed
text was equal to the number of characters in the prompted text. A total of 46,996 typo-
graphic errors were identified (3.4% of the characters). Thus, an error wasmade in every 30
characters typed. A revision was defined as every single backspace or sequence of consecu-
tive backspace keystrokes. If a revision removed a character labeled as typographic error, it
was considered as a revision of that error. In 56% of the cases (26,411 errors) an error was
revised. In total, there were 25,930 revisions, of which some revised multiple typographic
errors. The rather low percentage of corrected errors could be explained by the specificity
of the task, as participants were asked to type as fast and accurately as possible in the copy
task.

6.2.2 Source-basedwriting task dataset
The source-based writing task (synthesis) dataset was a subset of the dataset collected by
Leijten and colleagues (Leijten, Van Horenbeeck, & Van Waes, 2019; Leijten, Van Waes,
et al., 2019). All the participants in this subset were also in the copy task dataset. The
participants were asked to write a text in Dutch of 200 to 250 words on humanitarian aid,
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renewable energy, climate change, or animal rights. Three sources on the given topic were
provided: a report, a web text, and a newspaper article. The participants got a maximum
of 40 minutes to finish the assignment and were free to consult online tools or content
on the internet. During the task, keystroke data were collected using Inputlog (Leijten &
Van Waes, 2013). In total, data were available from 66 source-based writing tasks. The
participants were all graduate students between 21–48 years (M = 27.4, SD = 8.1), and the
majority (73%) was female. Similar to the copy task dataset, a revision was flagged for every
sequence of backspaces. On average, the participants typed 2,980 characters (SD = 1,205)
and made 116 revisions (SD = 62).

6.2.3 Analysis1: Characterizationoftypographicerrorrevisions
For the characterization of typographic error revisions, several featureswere extracted from
the copy task dataset, (partly) based on the current literature (see Section 6.1.1). In total
four types of featureswere distinguished: type of typographic error, character bigramprop-
erties of the error, timing of the error, and revision of the error.

Error type. Each typographic error was classified as an insertion (addition), deletion
(omission), substitution, or transposition. The type of errorwas inferred by comparing the
transcribed text (T) and the expected text (X). X is a substring of the prompted text (P),
with the same length as the transcribed text. In case of a deletion, a character was deleted
from the expected text, and in case of an insertion, a dummy was added to the expected
text.

Bigram properties. Bigram properties were extracted from character bigrams, here-
after referred to as bigrams. Bigram properties were extracted from the typed bigram in
which the typographic error was made, the expected bigram (i.e., the bigram that should
have been written), and the swapped bigram. For deletions, insertions, and substitutions,
the swapped bigram was the combination of the typed and expected letter. For transposi-
tions, the two swapped charactersmake up the swappedbigram. An example for every type
of error and the corresponding bigrams can be found in Table 6.2. The type of error and
bigramwere extracted for every first typographic error within each attempt of transcribing
the word combinations. Then, for every deletion and insertion that was not revised, the
expected text (X) was realigned with the transcribed text, and the bigrams and error types
were computed for the second typographic error within the attempt. This last step was
repeated until this was calculated for every typographic error within each attempt.
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Table 6.2: Examples of possible typographic error types with the typed and expected text
and bigrams

Word Character bigram
Error type typed expected typed expected swapped
Dele on moglijke mogelijke gl ge l→e
Inser on moogelijke mogelijke oo og o→g
Subs tu on mofelijke mogelijke of og f→g
Transposi on mogeiljke mogelijke ei el i→l

For each expected, typed, swapped bigram within a typographic error, four bigram
characteristics were extracted: bigram frequency, repetitiveness, adjacency, and hand com-
binations. We did not include the actual bigrams, because the content will have a large
effect on the bigrams typed and expected. The frequency of the bigrams was calculated as
in VanWaes et al. (2017), using the CELEXLexical Database of the DutchCentre for Lex-
ical Information (Baayen et al., 1993). The 30% most frequent bigrams in Dutch (e.g., le
or ie) were classified as high-frequent, the 50% least frequent bigrams (e.g., ao or ow) as low-
frequent. All others were defined as medium-frequent. The frequency of bigrams which
included a space, start or end of sentence marker, were coded as missing. In addition, for
each bigram we computed whether it consisted of a repetitive key, adjacent keys on the
keyboard, or which hand combinationwould be used in case of touch typists (Left–Right,
Left–Left, Right–Left, Right–Right, or unknown for bigrams which included a space or
a middle key).

Timing. Interkeystroke intervals (IKI), the time from key onset to key onset, were
extracted for the typographic error itself, the four keystrokes preceding the error, and the
five keystrokes following the typographic error. Because the IKI length is highly influenced
by the participant, we subtracted themean IKI per participant from every IKI, resulting in
the difference in IKI from the mean IKI.

Revision. For every revision, we indicated which typographic error(s) it revised. In
addition, we extracted the number of backspaces, as well as the number of characters re-
moved. Note, the number of backspaces can be unequal to the number of characters re-
moved, for example when the number of backspaces is larger than the current number
of characters transcribed. Lastly, we extracted the revision delay, the number of charac-
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ters typed until the revision started, and the revision overflow: the number of characters
additionally deleted after revising the typographic error. For example, if you would type
form<<<<from, the revision delay is 2, because the error started with the mistyped o.
The revision overflow is 1, since one additional character is (unnecessarily) revised (f ).

For these four different types of features, descriptive statistics are reported and visu-
alized. The four types of features are not independent. For example, the revision delay
influences the IKI timings following the typographic error. Therefore, the characteristics
are not only discussed for each feature type individually, but also in relation to each other.

6.2.4 Analysis 2: Automatic classification of typographic error
revisions in a copy task

To build a process-basedmodel on typographic error revisions, we first built a model using
keystroke logging data derived from the copy task. As all typographic errors and revisions
are flagged within a copy task, no manual annotation is needed. However, a process-based
model on typographic revisions built on a copy task will basically learn whether a typo-
graphic error revision is made within the copy task, as all revisions in the copy task are
considered typographic error revisions. This model will generalize badly to other, more
natural tasks, as in those tasks revisions other than typographic errors will be present (e.g.,
spelling or wording revisions). In this case, the model will have learned to flag all revisions
as typographic revisions. Therefore, we constructed a model on typographic errors, rather
than typographic revisions. By using information on the keystrokes following the typo-
graphic error, we could subsequently identify whether the error was revised. Hence, we
classified typographic error revisions using a two-step approach, by (1) classifying the typo-
graphic error, and (2) determining whether the typographic error was revised. First, this
model is built on the copy task. Thereafter, themodel trained on the copy task is evaluated
on a more natural writing task: a source-based writing task.

For the classification of typographic errors, the cleaned and enriched dataset from the
previous analysis was used, but only copy task data were included from participants who
also completed the source-basedwriting task. This subset of the copy task dataset consisted
of 73,795 characters typed of which 2,225 (3.0%) were typographic errors. The feature ex-
traction was also based on the feature extraction from the previous analysis. However, not
all these features could be extracted from the source-based writing task. For example, for
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the type of error or the swapped bigram, the intendedword is needed, which is not present
in natural writing tasks. Therefore, we only included features which could be extracted
from both the copy task and the source-based writing task dataset. In total, three types of
features were included.

Bigram properties. Bigram properties were collected from the last two characters at
the cursor location. Although very uncommon in the copy task, in the source-based writ-
ing task participants often moved between different parts of the text, using a mouse or
arrow keys. Hence, the bigrams were not extracted from the last two keystrokes typed, but
from the last two characters at the cursor location. For every bigram, the current bigram
and the four preceding bigrams were extracted (features up to error), as well as the five fol-
lowingbigrams. The former couldbe seen as the typedbigramand the latter as the expected
bigram in Table 6.2. As in the characterization, bigram frequency, hand combination, key
adjacency, and repetitiveness were extracted.

Timings. The timing of the keystrokes surrounding the typographic error were cal-
culated using the IKI of these keystrokes. Again, the timings were calculated for the IKI
of the current keystroke and the four preceding keystrokes, as well as the IKI of the five
following keystrokes.

Participant. Participant ID was included, as typographic errors are made differently
across typists. Hence, this will probably result in a better model. However, this also means
that the model will not generalize to new students. Accordingly, when predicting typo-
graphic errors for a new student, copy task data of this student would be necessary.

A model was trained on these features to classify for every keystroke whether or not
it was a typographic error. The data was highly imbalanced; only 2.7% of the keystrokes
constituted a typographic error. Therefore, randomdown sampling, from the “caret” pack-
age in R (Kuhn, 2019) was used to balance the data. With down sampling, the data set is
randomly sampled so that all classes (normal keystrokes and typographic errors) have the
same frequency as the minority class (typographic errors). In total, 2,038 typographic er-
rors and 2,038 non-typographic errors were used to train the model. One hot encoding
(dummy coding) was used to transform the categorical bigram properties into binary fea-
tures. Centering and scaling were applied to the timing features.

Twomodels were run, using: (1) features which only contained information up to the
bigramor typographic error, and (2) features that contained both information frombefore
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and after the bigram or typographic error. Four classificationmodels were trained on both
feature sets: random forest, support vector machines with radial kernel, logistic regression,
and naive Bayes. Random forests were chosen because they generally work well on categor-
ical data. In addition, support vector machines were chosen, because they generally work
well with sparse data. Lastly, logistic regression and naive Bayes were added to determine
whether a simple model would work equally well. All models were implemented using
the “caret” package in R (Kuhn, 2019), were trained on the F-score, and run using 10-fold
cross-validation. The results of the classification of typographic errors were evaluated on
the copy task data. As evaluation metrics, precision, recall, and F-score are reported:

precision =
true positives

true positives + false positives
(6.1)

recall =
true positives

true positives + false negatives
(6.2)

F-score = 2× precision× recall
precision + recall

(6.3)

6.2.5 Analysis 3: Automatic classification of typographic error
revisions in a source-based writing task

For the classification of typographic error revisions on the source-based writing task, the
same features were extracted as in Analysis 2 (see Section 6.2.4). For the evaluation of the
model on the source-based writing task dataset, a small subsample of six participants was
manually annotated. For every revision, two human annotators identified whether it was
a typographic error revision or not. If it was unclear, the revision was annotated with a
question mark (see Lindgren & Sullivan, 2019). In total, 879 (15%) revisions were anno-
tated. An inter-rater reliability of 88% was reached. Disagreements were resolved through
discussion. If no agreement could be reached, or if it was still unclear whether it was a
typographic error revision, the revision was annotated with a question mark. In total, 67
(7.6%) of the revisions were annotated with a questionmark. For example, one participant
typed care f<about (translated). Here, it is hard to identify whether this was a typographic
error revision, because it is unclear whether the participant mistyped the a, or first wanted
to start the word with an f, e.g., for, and later decided to use another word (about).
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The obtained models from the classification of typographic errors in the copy tasks
(Analysis 2) were in turn tested on the source-based writing task dataset. The model was
trained on down-sampled data of the copy task, where there are equal amounts of typo-
graphic errors andnon-typographic errors. By contrast, the source-basedwriting taskdataset
cannot be down sampled, as this would require data labeled with typographic errors, while
this is actually the class we are trying to predict. Thus, the proportion of typographic er-
rors in all keystrokes in the source-based writing task will be low. Therefore, testing this
model immediately on all keystroke data of the source-based writing task would result in
many false positives. The characterization of typographic errors showed that typographic
errors are in general revised within five characters from the error. In addition, a revision
itself can never be a typographic error. Therefore, the model was only tested on the five
keystrokes preceding every revision, resulting in a dataset of 25,502 keystrokes.

After testing the model on the source-based writing task, we still needed to determine
whether the typographic errorwas revised. Weflagged a revision as a typographic revision if
the last backspace revised a typographic error. For example, if the revision contained three
backspaces (e.g., hoise<<<use to type house), this would be considered as a revision with
a delay of two keystrokes (se), if the keystroke revised by the last backspace, i.e., the third
keystroke preceding the revision (the i in hoise), was flagged as a typographic error. Note,
we assume here that the revision overflow is always equal to zero (which was true for 95%
of the cases in the copy task). In addition, all revisions above five keystrokes were identified
as non-typographic error revisions. The flagged typographic error revisions were evaluated
using the manual annotations.

Finally, false positives and false negatives were analyzed to gain insight into possible
points of improvements for the model. To analyze the errors, the keystroke data surround-
ing the wrongly identified typographic revision or missed typographic revision were man-
ually inspected. The false positives and false negatives were then grouped into error cate-
gories to ease the interpretation of the errors. In addition, this could be used to identify
where the largest gains in themodel could be reached. For example, the categories with the
largest number of false positives or false negatives, and errors that could be easily solved,
should be prioritized in the next iteration of the model.
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Table 6.3: Number of revised and non-revised typographic error types

Dele on Inser on Subs tu on Transposi on
Non-revised 3,407 5,284 9,047 2,847
Revised 1,871 3,261 17,950 3,329
Total 5,278 8,545 26,997 6,176

6.3 Results

6.3.1 Characterization of typographic error revisions
Error type. In total, 46,996 typographic errors were identified, of which most (57%) were
substitutions, followed by insertions (18%), transpositions (13%), and deletions (11%). Ta-
ble 6.3 presents an overview of how often each type of error was revised. Substitutions
were revised most, followed by transpositions. Deletions were least often revised.

Bigram properties. Most typographic errors were made when low-frequent bigrams
were expected: in 7.2% of the cases where a low-frequent bigram had to be transcribed, a
typographic error was made, as opposed to 3.1% of the high-frequent bigrams (see Fig-
ure 6.1). Typographic errors were least common when repetitive bigrams were expected
(1.3%). However, there was only one repetitive bigram in the expected text (ee); thus, this
repetition could also be caused by the high frequency of this bigram in Dutch. In contrast
to the expected bigrams, repetitive bigrams were most often (wrongly) typed (8.6%), fol-
lowed by low-frequent bigrams (8.1%), as opposed to high-frequent bigrams (2.3%). Ad-
jacent keys were least often wrongly typed (2.1%). No clear relation was found between
the hand combination and the proportion of typographic errors in the typed and expected
bigrams.

The proportions of typographic errors for the specific bigram properties were also an-
alyzed for each type of error. Most types of errors did not show a clear pattern in which
expected or typed bigram properties frequently occurred. Only for substitutions and in-
sertions a pattern emerged: substitutionsweremost commonwhen a low-frequent bigram
was expected. Insertions weremost commonwhen repetitive keys were typed (5.5%). These
insertions could be the case where someone accidentally presses a key one additional time,
e.g., moore instead ofmore. Insertions were fairly uncommon in alternating hand combi-
nations (Left–Right, Right–Left), compared to same hand combinations (Right–Right,
Left–Left).
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Figure 6.1: The percentages of errors within each bigram feature for expected and typed
bigrams.

The bigram properties for the different types of error in the swapped bigrams showed
a somewhat more distinctive pattern (see Figure 6.1). Since the swapped bigrams are only
available for bigrams inwhich typographic errors occur, all four error types addup to 100%.
For bigram frequency in the swapped bigrams, insertions were more common when the
swapped bigram was high-frequent (22%), compared to low-frequent (10%), while sub-
stitutions were more common in low-frequent bigrams (74%), compared to high-frequent
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(51%). For the hand combinations, substitutionsweremore common in same hand combi-
nations, compared to alternating hand combination, while transpositions were more com-
mon in alternating hand combinations compared to same hand combinations. Adjacent
keys were often substituted, but not transposed. Repetitive keys were commonly substitu-
tions or deletions, where deletions indicate that two repetitive keys where prompted, but
only one was typed (e.g., ber instead of beer).

Timing. The timings of the keystrokes around the typographic error showed a rel-
atively clear pattern for the error (see Figure 6.2). The IKI of a revised typographic error
was on average 46ms longer than themean IKI of the participant. Thus, typists slow down
when making a typographic error. Yet, the variance was large (SD = 170 ms), indicating
that this effect varies across errors. The IKIs of the keystrokes preceding typographic er-
rors tended to increase. Interestingly, even when the typographic errors were not revised,
the IKI still increased, up to an IKI of 37 ms longer than the mean IKI, at the keystroke of
the typographic error. Again, the variance was large (SD = 203 ms).

After the error, the pattern of IKIs highly depended onhowandwhen the typographic
error was revised. When the error was not revised, the IKI increased for one keystroke di-
rectly after the error (M = 59ms, SD = 276ms abovemean IKI) and then slowly decreased
towards the mean IKI. When the error was immediately revised, a large increase could be
found in the IKI immediately after the error (M = 201 ms, SD = 251 ms), probably indi-
cating the time needed to move the hand towards the backspace key. When the error was
revised later, e.g., delayed by a few keystrokes, there was still an increase directly after the
error, but with the peak IKI belonging to the actual revision.

Revision. In total, 25,930 revisions were identified, of which 23,817 (92%) revised
a typographic error. In the other cases, character(s) were replaced with the same charac-
ter(s), so-called no-change revisions (Wobbrock &Myers, 2006). A large majority of revi-
sions only revised a single typographic error (84%), but sometimes two (6%), three (1%),
or more than three errors (0.6%) were revised. Only 56% of the revisions revised a typo-
graphic error immediately after it was made. In all other cases, the revision was delayed
by one keystroke (25%), two keystrokes (9%), three keystrokes (5%), or more than three
keystrokes (5%). Sometimes the revision was even delayed by more than 10 keystrokes
(0.1%). The latter indicates that the revision was made over word boundaries. Lastly, in
the current dataset, it was relatively uncommon to revise more keys than necessary: there

151



6

●●● ●
●
● ●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●
●0

50

100

150

200

−4 −3 −2 −1 typo rev +1 +2 +3 +4

Immediate

●●● ●

●
● ●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●0

50

100

150

200

−4 −3 −2 −1 typo rev rev +1 +2

M
ea

n
 d

if
fe

re
n

ce
 IK

I (
m

s)

One keystroke delay

●●● ●

●
● ●

●

●
●
●

●

●●

●

●

●

●

●
●

●

●

●

●

●
●

●

●●
●0

50

100

150

200

−4 −3 −2 −1 typo rev rev rev

Two keystrokes delay

●

●

●

Typo revised
Typo non−revised
Normal production

Figure 6.2: The interkeystroke interval (IKI) before and a er (revised) typographic errors,
compared to normal produc on.

was a revision overflow of one letter in only 4% of the revisions, and in 0.6% the overflow
consisted of more than one letter.

To summarize, the characterization showed that typographic errors are made and re-
vised in a variety of ways. However, we do see some patterns in the process data which
might be used to model typographic error revisions using process data only. For example,
the bigram properties indicated that typographic errors are more common in places where
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Table 6.4: Performance of the predic on of typographic errors in the copy task dataset

All features,M(SD) Features up to error,M(SD)
Model Precision Recall F-score Precision Recall F-score
Random forest .86(.02) .86(.01) .86(.01) .75(.02) .71(.04) .73(.02)
Support vector machine .82(.02) .87(.03) .84(.02) .67(.03) .67(.04) .67(.03)
Logis c regression .75(.01) .79(.03) .77(.02) .66(.02) .66(.04) .66(.02)
Naive Bayes .64(.03) .78(.03) .70(.03) .62(.01) .52(.03) .57(.02)

Note. Majority class baseline accuracy is .5. Bold values indicate highest performance.

a low-frequent bigram is expected, and substitutions are common between adjacent keys
for which the same hand is needed. Additionally, the IKI is increased compared to the
mean IKI when a typographic error is made and increases even further when the IKI is re-
vised. Therefore, in the following we classify typographic errors using the process variables
described above.

6.3.2 Automatic classification of typographic error revisions in
a copy task

The models for the prediction of typographic errors were first evaluated on the copy task
dataset. The models including only features up to the typographic error all exceeded the
baseline accuracy (majority class) of 0.5 (see Table 6.4). Random forests were overall the
best model, with a precision of 0.75, recall of 0.71, and an F-score of 0.73. By contrast,
themodels using both information frombefore and after the typographic error performed
much better. Again, random forests were the best model, with a precision, recall, and F-
score of 0.86. The support vector machine was only slightly better in recall, with a recall of
0.87. Thus, process-based data can be used to predict a typographic error with a relatively
high performance.

6.3.3 Automatic classification of typographic error revisions in
a source-based writing task

After the evaluation of the models of typographic revisions in the copy task, the models
were tested on the source-based writing task. From the prediction of typographic errors,
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Table 6.5: Number of revisions predicted as typographic revision in the source-based
wri ng task dataset

Model All features Features up to error
Random forest 4,154 (71%) 3,122 (54%)
Support vector machine 3,642 (62%) 2,364 (41%)
Logis c regression 2,908 (50%) 2,560 (44%)
Naive Bayes 3,178 (54%) 2,775 (48%)

the corresponding revision was identified as revising a typographic error or not. The num-
ber of revisions in the source-based writing task classified as typographic error revision var-
ied somewhat for the different models (see Table 6.5). For the models using only features
up to the typographic error, around 50% of the revisions were classified as a typographic
error revision. The models using all features were greedier, with up to 71% of the revisions
classified as typographic error revisions for the random forest model.

Themodelswere evaluatedwith the annotated sample of the source-basedwriting task.
In total, 341 revisions were annotated as a typographic error revision (42%). Hence, a ma-
jority class predictor would result in an accuracy of 58%, which could be seen as the lower
baseline. The inter-rater agreement of 88% could be seen as an upper baseline. All models
which only included the features up to the typographic error did not outperform the lower
baseline (see Table 6.6). The models including all features showed better results. Again,
random forests proved to be the best model (accuracy = 59%), but only outperformed the
lower baseline with 1%. This low accuracy was mostly caused by the low precision, indi-
cating a large number of false positives. However, the recall was quite high: 79% of the all
the typographic errors were retrieved. Interestingly, the revisions which could not be an-
notated by humans (indicated with a question mark) were mostly modeled as typographic
error revisions by the machine: from 72% coded as typographic error revision by the naive
Bayes model up to 97% by the random forest model.

The false positives and false negatives of the models with all features were further ex-
plored to provide insight in possible model improvements. In 140 (17%) cases, all models
wrongly predicted a typographic error revision (false positive). Three common themes
were found in the false positives. First, the false positives consisted ofmany no-change revi-
sions, where character(s) were replaced by the same character(s). Second, some of the false
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Table 6.6: Accuracy of the predic on of typographic revision in the source-based wri ng
task dataset

All features Features up to error
Model Precision Recall F-score Precision Recall F-score
Random forest .51 .79 .62 .49 .56 .52
Support vector machine .50 .67 .57 .49 .49 .49
Logis c regression .45 .48 .47 .47 .48 .48
Naive Bayes .48 .52 .50 .48 .55 .51

Note. Lower baseline accuracy (majority class) is .58. Upper baseline accuracy (inter-rater agreement) is .88.
Bold values indicate highest performance.

positives included revisions of punctuation markers, for example, changing a space into
a comma, followed by a space. Lastly, sometimes a whole word was replaced by another
word.

In 47 (6%) cases, all models wrongly predicted a non-typographic error revision (false
negative). Most false negatives were found in typographic error revisions that occurred
quickly after a failed attempt to revise a typographic error. In addition, false negatives oc-
curred in transpositions, when the error was at the word initial location or when the error
was only revised after the word was finished (including the space after the word).

6.4 Discussion
In this chapter we aimed to build a process-based model of typographic errors (slips of the
fingers) and their revisions to automatically identify typographic error revisions within the
writing process, as opposed to the writing product. For this, three different analyses were
run. First, typographic errors were characterized on the type of error, bigram properties,
timing, and revision, using data from a copy task. In line with previous studies that char-
acterized typing errors in general (Dhakal et al., 2018; Wobbrock & Myers, 2006), substi-
tutions were found as the most common typographic errors. Substitutions were also most
often revised. Typographic errors weremostly revisedwithin a few characters. This verifies
one of the guidelines for manual annotation of typographic errors: typographic errors are
usually corrected almost immediately (Wengelin, 2007).

Typographic errors were most common when a low-frequent bigram was expected, as
opposed to high-frequent bigram. Likewise, the wrongly typed bigrams were also more of-

155



6

ten low-frequent bigrams than high-frequent bigrams. Swapped bigrams, often presented
in confusion matrices of typing errors (see e.g., Kernighan et al., 1990), provided evidence
for the relation between the position of the key on the keyboard and the error. For exam-
ple, substitutions were more common in same hand combinations, while transpositions
weremore common in alternating hand combinations. These findings can be explained by
Rumelhart &Norman’s (1982) model of typing. According to their model, transposition
errors can only occur if the wrong schema is triggered before the correct schema. This er-
ror would bemore likely in alternating hands, because the fingers on the other hand have a
speed advantage, as they are less constrained by the motions of the other fingers of the first
hand (Rumelhart & Norman, 1982). In addition, transpositions would be more likely in
adjacent keys from the samehand, as the palmhelps rather thanhindersmovement towards
the next finger. However, the later was not confirmed in our characterization: adjacent
keys were more often substituted than non-adjacent keys, but not transposed. A possible
explanation for this might be that the writers in the copy task did not all type with ten fin-
gers. When typing with two fingers, there is no speed advantage for adjacent keys (while
there still is one for alternating hands). Hence, transpositions in adjacent keysmight be less
plausiblewhen thewriter is not a touch typist. However, the typing skill of the participants
was not collected in the current study, thus this hypothesis could not be tested.

The timing of the keystrokes before the typographic error showed a slight increase in
IKI (above the mean IKI). This might indicate that the error was caught prior to when
it was made, i.e., the error was anticipated, but with insufficient time to prevent the error
(Norman, 1981). The timings after the error also showed an increase in IKI, with a peak
at the first backspace. Interestingly, even when the error was not revised, an increase could
be found in the IKI after the error. This result might be related to the fact that the writer
did notice the error; the correct schema is activated, but is not triggered yet. Eventually, the
schema loses activation (e.g., due to decay) and no revision is made (cf. Norman, 1981).

For the second analysis, a process-based model was built on typographic errors in a
copy task, based on insights gained from the characterization of typographic errors. Even
though no content information (such as word lists) was included, already a high perfor-
mance could be reached. Participant, timing of keystrokes, and bigram properties before
and after a typographic error could already predict a typographic error with an F-score of
0.86 (random forest).
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Lastly, these models were tested on a natural writing task: a source-based writing task.
Again, random forests was the best model, but it only slightly outperformed the major-
ity class baseline. The model was rather greedy, with a high recall, yet had relatively low
precision.

6.4.1 Limitations and future work
The low performance on the source-based writing task, and especially the large number of
false positives, might be explained by limitations in the current study. First, the models
were trained on a copy task, which is substantially different from a source-based writing
task. Although the correction of typographic errors might be considered as a relatively
consistent motor process within participants, we found that the characteristics might dif-
fer across tasks. For example, typographic errors in the copy task were revised fairly quickly,
but errors in the source-based writing task were often revised with delays of several charac-
ters. Thus, the model might be further improved by training on the source-based writing
task. However, this was not the purpose of the current study; we tried to model the er-
rors with data from a copy task, such that time-intensive manual annotation would not be
necessary.

Second, the model was trained on down-sampled, and consequently, balanced data,
while the model was tested on unbalanced data, even though we did make the test set
slightlymore balanced by extracting only the five keystrokes preceding and following a revi-
sion. The testing on the unbalanced dataset might explain the high recall or the greediness
of the model and hence the large number of false positives. Future work should identify
whether another way of balancing the training data—keeping it more truthful to the ac-
tual proportions in the dataset—or smarter ways of balancing the test data would result in
better performance. One solution for the latter would be to only extract keystrokes from
a revision event, where a revision event is defined as all keystrokes that are removed by the
revision and all keystrokes that are replaced.

Finally, future work should identify how the model could be further improved. For
several types of typographic error revisions, such as capitalization, and transposition of an
adjacent key, a rule-based approachmight be sufficient (Kim, 1996). To extract more com-
plex typographic error revisions, additional process-based features could be included, such
as information on character position (e.g., word initial bigrams, cf. Crump&Logan, 2010)
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or dynamics in writing fluency (cf. VanWaes & Leijten, 2015) or bursts (cf. Baaijen &Gal-
braith, 2018). In addition, content information, such as word lists, or information about
thewriter, such as typing skill (touch typists versus hunt-and-peck typists) or language pro-
ficiency, might increase the accuracy of the model.

The exploration of the false positives and false negatives showed additional possible
points of improvement for the model. Clustering of the errors resulted in some groups
that might be easily addressed in the model and hence could be prioritized. For example,
revisions including punctuation marks often led to false positives. This might be because
key adjacency was not coded for punctuation keys. Thus, themodel could be improved by
including key adjacency for punctuation. In addition, the copy task did not include punc-
tuation, hence training themodel on a copy task including full sentenceswith punctuation
might translate better to the source-based writing task. In addition, revisions at the start
of a word or after a word had finished often led to false negatives. Therefore, it might be
useful to also include information on the bigram properties at the start or end of a word or
sentence.

No-change revisions were the most common false positives, indicating that the largest
improvement gain might be reached when this error is addressed. No-change revisions
were also common in the copy task, indicating that they actuallymight be some sort of typo-
graphic error (e.g., when youmistakenly thought youmade an error). However, no-change
revisions could also indicate a different cognitive process, where you consider writing a dif-
ferent word or word-form, but then decide to stick with the first word. While the former
intuitively might be considered a typographic error, the latter is not. With the current hu-
man annotation (based on the keystroke log), this nuance cannot be distinguished. Future
work should further investigate these errors using thinking-aloud, stimulated recall, or eye
tracking with touch typists, to uncover the intention of the writer and identify whether
this could be automatically classified (Lindgren & Sullivan, 2006a, 2019). Lastly, it would
be interesting to implement this model in keystroke logging software to make it possible
for researchers to identify typographic error revisions and to analyze these separately.

6.5 Conclusion
To conclude, this chapter provides insight into the dynamics of typographic error produc-
tion and revision in online writing processes. It was shown that especially temporal and bi-
gramfeatures are indicative of typographic errors and their revisions. Thesepropertieswere
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found to be useful tomodel typographic error revisions in a copy task, but themodel trans-
ferred less well to a more natural task: a source-based writing task. Although the model is
not very accurate yet, a first step is made into the direction of the automatic typographic
error revisions classification, using keystroke data. This classificationmay be used formore
nuanced analyses of fluency and revision, as in this way typographic errors could be ana-
lyzed separately. In addition, this classification could be used to determine their influence
on the writing process, e.g., triggering reviewing episodes. Lastly, this classification might
be used in writing instruction and feedback, to identify which types of revision students
focus on the most.
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7
Human-centered design of a

dashboard on students’ revisions

Adapted from: Conijn, R., Van Waes, L., & van Zaanen, M. (2020). Human-centered
design of a dashboard on students’ revisions during writing. In Conference proceedings
of the 14th European Conference on Technology Enhanced Learning, EC-TEL (pp. 1–15).
https://doi.org/10.1007/978-3-030-57717-9_3
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The last two chapters showed how we could extract information (partly automated) on
students’ revision processes. This data could be visualized in the form of a learning dash-
board. Learning dashboards are often used to provide teachers with insight into students’
learning processes. However, simply providing teachers with data on students’ learning
processes is not necessarily beneficial for improving learning and teaching; the data need
to be actionable. Recently, human-centered learning analytics has been suggested as a solu-
tion to realize more effective and actionable dashboards. Accordingly, the current chapter
aims to design an interpretable and actionable dashboard to provide insight into students’
revision processes, using a human-centered approach. The design consists of three itera-
tive steps. First, visualizations on students’ revision processes, created from keystroke data,
were evaluated with writing researchers. Second, the updated visualizations were used to
co-design a paper prototype of the dashboard within a focus group session with teachers
of academic writing. Finally, the paper prototype was transformed into a digital prototype
and evaluated by other teachers in individual user tests combined with interviews. The re-
sults showed that this approach was useful for designing an interpretable dashboard with
envisioned actions, which could be further tested within real-world classroom settings.

162



7

7.1 Introduction
In most classroom environments, teachers are not able to systematically monitor students’
writing processes. Teachers have access to the final written products of students (and some-
times intermediate products), but they typically have limited information on how students
create these final products. Hence, little is known on where and when students struggle
during their writing.

Writing analytics can be used to provide teachers withmore insight into students’ writ-
ing processes. Writing analytics focuses on “the measurement and analysis of written texts
for the purpose of understanding writing processes and products, in their educational con-
text, and improving the learning and teaching of writing” (Buckingham Shum et al., 2016,
p. 481). Keystroke logging is oftenused as a tool inwriting analytics to gain insight into stu-
dents’ writing and revision processes (Lindgren et al., 2019). Real-time keystroke data offer
the potential for automatic extraction of important diagnostic information on students’
writing processes, making it possible to provide a more precise identification of writing
difficulties (see e.g., Likens et al., 2017).

Yet, the diagnostic information from fine-grained keystroke data are often not directly
intuitive for educational stakeholders. A solutionwould be to provide the data in the form
of a dashboard. A learning dashboard is a tool that provides a visual overview of students’
tracked learning activities (e.g., time spent on quizzes, number of learning sessions), to
promote awareness and reflection (Verbert et al., 2014). Dashboards can be employed by
teachers, students, or other educational stakeholders to review and analyze data on stu-
dents’ learning processes (Verbert et al., 2013, 2014). Teacher-facing dashboards are specif-
ically aimed at providing teacherswith information to improve their teaching and students’
learning. These dashboards have been proven to be useful and effective in improving post-
test scores and engagement (Verbert et al., 2014).

There is limited research on designing dashboards for visualizing students’ writing pro-
cesses. To our knowledge, only two studies address this issue. One study designed a dash-
board on collaborative writing (Olson et al., 2017; Yim et al., 2017), in which DocuViz (a
Chrome plugin) is used to visualize how a document grows over time, who contributed,
and at which times and locations people contributed. Another study describes the process
report in Inputlog, which shows pausing behavior, revision behavior, source interaction,
and fluency (Vandermeulen et al., 2020). This report is mostly textual, but also includes
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two visualizations: the progress graph and the fluency graph, detailing the text production
and the fluency over time. Hence it has some similarities with a dashboard.

One concern with dashboards, and learning analytics in general, is that simply provid-
ing teachers with data on students’ learning processes is not necessarily beneficial (Wise &
Jung, 2019). It has been argued that for the learning analytics to be effective in improving
learning and teaching, the data need to be transformed intoactionable information (Conde
&Hernández-García, 2015). It is not always clear how to act upon insights obtained from
tracked learning activities to improve learning and teaching. For example, even though ex-
pert revisers might revise more or make more extensive revisions; simply asking novices to
revise more rarely results in higher writing quality (cf. Flower et al., 1986).

Recently, human-centered learning analytics has been suggested as a solution to realize
more effective and actionable learning analytics (Buckingham Shum et al., 2019). Within
a human-centered approach, the functionality and design of the system is defined by the
actual users of the system, rather than by the developers or researchers (Buckingham Shum
et al., 2019; Giacomin, 2014). Accordingly, the design is more likely to account for all the
needs, desires, and experiences of the relevant stakeholders (BuckinghamShumet al., 2019;
Giacomin, 2014). As teachers are the main users of teacher-facing dashboards, they have a
central role in the design of the dashboard in the current study. By including the teachers
in the design process, the alignment of the learning analytics with the learning design of
the course or module could be enhanced (Lockyer et al., 2013). When the information
provided matches how teachers teach their courses, it is easier for teachers to integrate the
analytics into their daily teaching practices and to relate the information to their teaching
concerns (Wise & Jung, 2019). Accordingly, the actions upon these analytics will increase
and hence the benefits will be higher.

Several frameworks and models have been proposed for human-centered approaches
to design learning dashboards (Dollinger et al., 2019). These approaches have been used
for the design of dashboards on for example collaborative learning (Martinez-Maldonado
et al., 2013), student engagement in courses (Dollinger et al., 2019), general course activ-
ities (Wise & Jung, 2019), and reading (Tan et al., 2017). In the field of writing, human-
centered approaches have been advocated as well (Buckingham Shum et al., 2016; Cotos,
2015; Knight et al., 2017). In addition, for the design of writing tools in general, it has
been shown that these tools are less efficient and used less if they are not aligned with the
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classroom activities (Link et al., 2014). By contrast, when writing tools are tuned to the
educational context, they are more positively perceived by students, resulting in a higher
adoption (Shibani et al., 2019). However, evidence of the use of these human-centered
design approaches for the design of dashboards for teaching writing is limited.

Given the limited research on teacher-facing dashboards on students’writing processes
and the paucity of research on human-centered approaches for designing writing analytics
dashboards, the current study describes a human-centered approach to inform the design
of a teacher-facing dashboard on students’ writing processes. Specifically, this chapter aims
to design a writing analytics dashboard which can transform data on students’ writing pro-
cesses into both interpretable and actionable information.

7.1.1 Human-centered approaches in dashboard design
Several human-centered approaches have beenproposed for the design of learning analytics
tools and dashboards (Dollinger et al., 2019), sometimes using different terminology, such
as user-centered design, human-centered design, participatory design, co-design, and co-
creation (for an overview of all these terms and there definitions, see Dollinger et al., 2019).
In the current study, we employ two frameworks that specifically focus on the human-
centered design of learning analytics dashboards: an iterative workflow and a model for
teacher inquiry.

Martinez-Maldonado et al. (2015) developed an iterative workflow for designing and
deploying awareness tools, called Learning Awareness Tools – User eXperience (LATUX).
Awareness tools are defined as tools that provide teachers with an enhanced level of aware-
ness on students’ behavior within their learning environment. Hence, these could be seen
as learning analytics dashboards. The LATUX workflow is based on four principles: (1)
the possibilities of the data; (2) how the context influences the stakeholders’ design needs;
(3) the holistic design and evaluation of the tool, within its context; and (4) the evaluation
based on both the data and the actions upon these data (Martinez-Maldonado et al., 2015).
These principles are integrated in five iterative design stages. The first stage includes the
problem statement and requirements identification. In the second stage a low-fidelity pro-
totype is created, followed by a high-fidelity prototype in the third stage. In the fourth
stage, the prototype is evaluated in pilot classroom studies and in the last stage the tool is
evaluated in the wild, the classroom itself, to evaluate the longer-term impact on learning
and instruction.
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Teacher inquiry is of key importance in each of these stages. In this context, Wise
& Jung (2019) developed a model for actionable learning analytics to inquire into how
teachers are using learning dashboards. This model describes the actions involved in teach-
ers’ analytics use, which are divided into the sense-making of the data and the pedagog-
ical response based upon the data. The sense-making consists of how teachers ask ques-
tions about the data displayed in the dashboard, where they start looking in the dashboard,
which reference points they use, how they interpret these data, and which sources they
use to explain the data. The pedagogical response consists of how teachers (intend to) act
upon these data, how they align this with their learning design, what impact they expect,
and how they measure this impact.

The design of the writing analytics dashboard in this chapter will follow the LATUX
framework (Martinez-Maldonado et al., 2015) for the design of a writing analytics dash-
board. The first stage (problem statement and requirement identification) can be found
in Chapter 2. In this chapter, we report on stage 2 and stage 3. In both stages we apply the
model for actionable learning analytics (Wise & Jung, 2019) as a guide to identify teachers’
sense-making of and pedagogical response to the dashboard.

7.1.2 The revision dashboard
The dashboard designed in the current chapter is focused on displaying information on
students’ tracked writing processes, for two reasons: (1) students’ self-report on their writ-
ing processes is unreliable and (2) analysis of the writing product does not always provide
insight into thewhen, where, andwhy students struggled (Ranalli et al., 2018b). The dash-
board is specifically focused on revisions, because revisions play an important role in writ-
ing (Fitzgerald, 1987; Flower & Hayes, 1980; Scardamalia & Bereiter, 1983), but are not
visible in the written product. Revisions provide an indication of issues or point of im-
provements a writer identified in their text (Flower et al., 1986). In addition, revisions can
influence thewriting quality, thewriting process (e.g., disrupting the flow), and thewriters’
knowledge about the topic or about writing itself (Barkaoui, 2016; Fitzgerald, 1987). Ac-
cordingly, revisions play an important role in teaching of writing. Therefore, we designed
a teacher-facing revision dashboard to provide teachers with insight into students’ revision
processes. Data for the revision dashboard is obtained via keystroke logging. In addition,
we use the revision tagset as proposed in Chapter 5, to transform the raw keystroke data
into visualizations on different properties of revision.
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7.2 Method
Ahuman-centereddesign approachwas chosen todesign the revisiondashboard. Thequal-
itative approach described in this chapter is divided into three iterative design steps. The
first two steps align with stage 2 from the LATUX framework (both low-fidelity proto-
typing) and the last step with stage 3 (high-fidelity prototyping; Martinez-Maldonado et
al., 2015). First, visualizations on students’ revision processes were created from keystroke
data, and evaluated with writing researchers in round table sessions (N = 13). Second, the
updated visualizations were used to co-design a paper prototype of the dashboard during
a focus group session with writing teachers (N = 4). Third, the paper prototype was trans-
formed into a digital prototype, and evaluated by writing teachers in individual user tests
combined with interviews (N = 6).

The full study was approved by the school-level research ethics and data management
committee. All participants provided informed consent. None of the participants partici-
pated in more than one step.

7.2.1 Step 1: Creating visualizations on revisions
For the first step, three short round table sessions were held in three groups of 4–5 people
each (N= 13). The goal was to get quick evaluations on a variety of different visualizations
thatweremade on students’ revision processes. Therefore, writing researcherswere chosen
as participants, as they generally have a high data literacy, and hence can provide feedback
on data visualizations without too much explanation. All participants were attendants of
a writing research meeting who were willing to participate and who had at least two years
of experience in writing research.

Thematerials included twenty visualizations from students’ revision processes, seeAp-
pendixC (for an example see Figure 7.1. These visualizationswere created inRbased on an
open source dataset on students’ revisions (Conijn, Dux Speltz, et al., 2020). This dataset
is annotated on eight properties of revisions: orientation, evaluation, action, linguistic do-
main, spatial location, temporal location, duration, and sequencing, based on the revision
tagset from Chapter 5. Each visualization was made on one or a combination of two or
three of these properties. All visualizations were printed on paper.

First, the differentproperties of revisionswere explained. Thereafter, the visualizations
were semi-randomly spread out on a large table (visualizations from the same properties of
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Figure 7.1: Two visualiza ons of the revision proper es for step 1, top: evalua on; bot-
tom: orienta on, spa al and temporal loca on.

the revision tagsetwere kept together). Theparticipantswere asked to individually evaluate
the visualizations, using colored post-its. Red post-its indicated aspects they disliked or
points of improvement; green post-its indicated things they liked; and yellow post-its were
used for questions. In addition, the participants were asked to individually vote on (at
most) three visualizations they liked most, using colored dot votes. The participants were
not allowed to talk during the evaluation. After each group finished, all votes and post-
its were removed and the visualizations were reordered. In total, each group received 15
minutes to evaluate the visualizations.

As analysis, the post-its describing similar themes were clustered. The comments and
votes were used to improve the visualizations and to select a subset of these improved visu-
alizations for step 2 (see Section 7.3.1).
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7.2.2 Step 2: Creating a paper dashboard of revisions
For the second step, a focus group session was held with four academic writing teachers,
the intended users of the dashboard. The goal was to co-design an interpretable and ac-
tionable paper prototype of a teacher-facing revision dashboard. In addition, we aimed to
determine how this dashboard could be used in the teachers’ learning and teaching prac-
tices. The teachers were recruited by email via the university’s language center. All teachers
had at least seven years of experience in teaching academic writing in Dutch and English
within classes ranging from 40 to 120 students (three teachers) and/or individual coaching
(three teachers).

Thematerials included nine improved visualizations from step 1, see AppendixD (for
an example, see Figure 7.2, p. 172) and four visualizations related to additional information
on the writing process: the writing assignment, the replay of the writing process, the final
text, and the total time spent on the assignment. All visualizations were printed on paper.

During the focus group, the participants first received a brief introduction on writing
processes and dashboards. The participants were asked to discuss properties of dashboards
they liked and disliked (15 minutes). Thereafter, the participants were asked to vote on at
most five visualizations they would like to have in the interpretable and actionable dash-
board, using colored dot votes. Questions on specific visualizations could be added with
yellow post-its. All the visualizations were stuck to the wall, requiring the participants to
walk around (5 minutes). After voting, the visualizations with the most votes were dis-
cussed and the post-it questions were answered by the moderator (10 minutes). The visu-
alizations with the most votes were then pasted onto an empty sheet on the table, to form
the paper dashboard. Finally, the participants were asked to discuss, based on this paper
prototype (1) what actions they would take based upon this dashboard, and (2) what vi-
sualizations or information needed to be changed or added to better inform those actions
(50 minutes). The focus group took 90 minutes in total.

During the focus groups, audio was recorded. The audio was transcribed and coded
usingNVivo 12. The properties of dashboards that the participants liked and dislikedwere
clustered into similar themes together with the participants during the focus group itself,
and written on a flip-over sheet. The remainder of the transcript was coded based on the
topic list created from the teacher inquiry model for actionable learning analytics from
Wise & Jung (2019), see Table 7.1 (first column). The codes were analyzed using thematic
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Table 7.1: Topic list steps 2 and 3

Topic Example ques on
Asking ques ons What do you look for in the dashboard?

Are there specific aspects you are looking for in the dashboard?
Orienta on Where do you start looking in the dashboard?
Reference point What is your reference point?

Is a reference point necessary here? Why?
How do you compare these visualiza ons/graphs?

Interpreta on How do you interpret this?
Which conclusions do you draw here?
Why is this (un)clear?

Explana on How do you explain this?
Which sources/visualiza ons do you need to explain this? Why?

Ac on How would you act upon this?
What do you as a teacher need to do?
What do the student(s) need to do?

Alignment How do you align this in your course?
Where do you implement this in your course design?
(How) do you iterate on this over mul ple lectures/courses?

Expected impact What is your envisioned outcome/impact/goal?
What would be the minimal gain(s)?

Measure impact How do you measure the impact?
Other comments Do you have other comments about the dashboard?

Do you have other comments about your pedagogical response to
the dashboard?

analysis. The analysis and the designed materials (paper prototype) were used as input to
create the digital prototype for step 3.

7.2.3 Step 3: Evaluating a digital dashboard of revisions
For the third and final step, a series of individual user test interviews was held with six
academic writing teachers. The goal was to evaluate the digital prototype of the revision
dashboard developed based on the results of step 2, both on interpretability and actionabil-
ity. The teachers were recruited by email from another university. All teachers had at least
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two years of experience in teaching academic writing within classes ranging from 20 to 120
students (five teachers) and/or individual coaching (three teachers). Four participants were
already familiar with the progress graph from Inputlog (Leijten&VanWaes, 2013), so they
had some prior knowledge on writing process visualizations.

The materials included the digital prototype obtained from step 2, which was shown
in the web browser on a personal computer with a full-HD monitor (resolution: 1920 x
1080 pixels).

The interview sessions included thinking-aloud user testing of the digital dashboard,
combined with interview questions on the interpretability and actionability of the dash-
board. During the interviews, the participants were first shortly introduced on the goal of
the interview and the thinking-aloud procedure. After the explanations, the participants
were asked to practice thinking-aloud during a specific task (look for the most recent dis-
cussion post in a certain course) in a learning management system dashboard. Thereafter,
the participants were asked to explore the dashboard and to voice all actions (e.g., button
presses), expectations, interpretations of the visualizations, and aspects they found unclear.
After the user test, the participants were interviewed on how they would act upon the data
in their own course, how they would align the use of the dashboard with their course de-
sign, what the expected impact would be, and how they would measure this impact.

During the user test interviews, audio was recorded. As in step 2, the audio was tran-
scribed and coded based on the topic list (see Table 7.1, first column) usingNVivo 12. The
codes were analyzed using thematic analysis.

7.3 Results

7.3.1 Step 1: Creating visualizations on revisions
The comments and votes on the visualizations of the revision properties in the first step
were used to improve the visualizations. The revision properties with at least two votes
were used as input for step 2. For five of the revision properties both a frequency-based
and a percentage-based graph were shown, resulting in mixed responses from the partici-
pants. The graphs with percentages were said to ease finding differences between students.
However, especially the participants with a teaching background argued that frequencies
were more intuitive to understand for teachers and students. Therefore, we only selected
the graphs with displaying frequencies, leaving nine visualizations for step 2.
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Changes
1. Student names added
2. Data ordered from many to little revisions
3. Colors related to meaning (red is erroneous correction)
4. Distinguishable and less distracting color cheme
5. Jargon removed from labels

1

1

2

3

4

4

5

5

Figure 7.2: Changes in two visualiza ons of the revision proper es a er step 1, le : eval-
ua on; right: orienta on, spa al and temporal loca on.

These nine visualizationswere improvedbased on the comments (see Figure 7.2). First,
the interpretability of the visualizations was improved based on the visual appeal. The col-
ors were made more distinguishable, where possible related to their meaning (e.g., associ-
ating red with errors), and less distracting (e.g., use light colors for dominant categories).
The graphs were transformed and the data were ordered from high (top) to low (bottom)
frequencies. Additionally, the graphs were improved based on the content. Many partic-
ipants argued that the labels were sometimes too complex. Accordingly, the labels were
changed to reflect student names, and the axis titles were changed to include less jargon.
Finally, four visualizations were added to better contextualize the visualizations: the de-
scription of the writing assignment, the replay of the writing process, the students’ final
text, and the total time spent on the assignment.

This first step providedmost insight into the design of an interpretable dashboard, but
some comments related to the actionabilitywere already made. The majority of the partic-
ipants argued that it was hard to directly identify how to use the graphs. One participant
mentioned that teachers need to have a goal for using the visualizations. Some of the possi-
ble actions mentioned included: goal-setting for students, providing feedback to students,
and let students reflect on their writing process (possibly compared to a peer).
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7.3.2 Step 2: Creating a paper dashboard of revisions
In the first part of the focus group session, the participants discussed what properties of a
dashboard they liked and disliked. The participants argued that the dashboard should give
a quick overview. Hence, everything should be clearly organized and visible on one screen,
that is, not scrollable. There should be a step-wise approach, where only information that
is always relevant is displayed on the homepage, with a possibility to gainmore details when
clicking on specific visualizations or buttons. The participants liked to have customizable
dashboards, to have control over what gets displayed and how this gets displayed. The
operation of the dashboard should be simple, intuitive, and easy to learn, especially also
for teachers with less technical expertise. Lastly, the dashboard should be attractive. This
set the scene for the co-design of the revision dashboard.

In total four visualizations were chosen to be included in the dashboard. One visu-
alization was added during the discussion, when the participants realized they missed the
concept of time in the visualizations to fully interpret and act upon the visualizations. The
results of the discussion on the paper dashboard are reported per topic below.

1. Asking questions. The participants identified several aspects they would look for
in the dashboard. Theywanted to get insight into students’writing processes, in relation to
effort (“do they really revise?”), struggles (“what are they struggling with?”), quality (“how
does the process relate to quality?”), and genres (“how does the process change for different gen-
res?”). In addition, one participantmentioned they would like to see whether the concepts
covered in class were also addressed within the revisions.

2. Orientation. The orientation, or where to start with in the dashboard was only
briefly discussed. The participants argued it should be step-wise, starting from an overview,
where it should be possible to go deeper into the data.

3. Reference point. Two reference points were identified to compare the revision
process data. First, data could be comparedwith other students, for example with students
who struggled more, with students who received very high or very low grades, or with the
class average. In addition, the data could be compared across different texts, for example
between drafts, or between different assignments.

4. Interpretation. The participants frequently discussed the interpretation of the
revision process visualizations. They mainly focused on the frequency, depth, and distri-
bution of the revisions; the passages students struggled with; and how things might be
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interpreted in relation to grades. They discussed how each of the visualizations provided
complementary information, but were also wondering about how they could draw gener-
alized conclusions on the visualizations, because “they are so specific to one persons’ process”.

5. Explanation. To explain the visualizations, the participants mentioned four other
sources of information that would be necessary. First, the quality of the assignment was
needed, to be able to evaluate the revisions. However, some also argued that the quality
might not always be useful for explanation, because there is not a single ‘best’ writing pro-
cess. Second, access to the final text was necessary, to contextualize the revisions in the
actual text that was written (e.g., “was the revisionmade in a topic sentence?”). Third, infor-
mation on the version of the final text was necessary, as a different revision process might
be expected for a first draft, compared to a second draft. Fourth, information on the tim-
ing of the revisions was needed and therefore the visualization on the distribution of the
revisions over time was added to the dashboard (right graph in Figure 7.2).

6. Action. The participants frequently mentioned they did not see how they should
act upon this data. However, throughout the discussions, some ideas emerged. Three pos-
sible actions were discussed: encourage students to revise or review more, advise students
to focus on deeper revisions, and let students reflect on their processes. In addition, three
specific types of scaffolding were discussed: (1) a workshop where students use the tool
for multiple assignments, and compare their behavior over time; (2) individual coaching
sessions, where the coach goes through the points the student struggled with and, together
with the student, finds ways to improve the process; and (3) a class teaching setting, where
common ‘errors’ or struggles are discussed, supported by ‘actual’ data from the students in
class. In addition, the participants mentioned that the tool might be used to measure the
effectiveness of their teaching, by identifying whether students are working on the taught
constructs.

7. Alignment. The alignment with the course design was only briefly mentioned.
Participants mostly wanted to use the tool after the first draft, because then the revision
process is most important. The tool should also be used after the grading, because when
the student received a good grade, it might not be necessary to look at the process. The
participants considered it to be most effective for graduate students, as opposed to under-
graduate students, as graduate students already have more insight into their writing and
would be more motivated.
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8. Expected impact. Five forms of expected impact were determined for the students:
get students more motivated, enhance students’ awareness and insight into their ownwrit-
ing process, improve their understanding of (the technical aspects of)writing and language,
improve the writing process (“so that they are actually trying to apply what you taught
them”), and improving the writing product. Lastly, an expected impact for the teachers
mentioned was to make teaching more fun.

9. Measuring impact. The participants only briefly mentioned some of the expected
outcomesneeded tobemeasured, such as the improvement in thewritingprocess over time,
andwhether students applied what the teacher taught. However, they did not discuss how
this could be measured.

10. Other comments. Several other implications of the system were discussed. The
participants mentioned that the writing process should not influence their grading. The
participants were afraid students might ‘game the system’, and hence they should not be
rewarded for their process. In addition, students’ privacy was mentioned, data need to
be anonymized, and certain data should not be collected for example if something was
produced in the middle of the night. Concerns were expressed on “yet another system to
operate”, hence they preferred to have the dashboard integrated into the university’s learn-
ing management system. Participants also indicated that it might be very time-intensive
to look at the writing process, especially on individual levels. Lastly, the participants were
wondering whether the system would still be interesting for teachers to use after five years.

Based on all the results above, the paper dashboard was then transformed into a dig-
ital dashboard (see Figures 7.3, 7.4, and 7.5). A demo of the dashboard can be found at
https://rianneconijn.shinyapps.io/Revision_Dashboard. The dashboard fol-
lows a step-wise approach, starting with an overview that could be fleshed out to display
the full details. In addition, teachers can filter specific types of revision, to only focus on
the types of their interest. To better interpret the data, the participants desired to be able to
compare the visualizations between students andbetween assignments versions. Therefore,
the digital dashboard was designed to facilitate these comparisons. Lastly, the participants
discussed different teaching contexts: class teaching/workshops and individual coaching,
and argued these would require different information in order to be able to act upon the
data. Therefore, two tabs were created for each of the teaching contexts, both displaying
data preferred in either situation. The digital dashboard was used as input for step 3.
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7.3.3 Step 3: Evaluating a digital dashboard of revisions
The results of the user testing and interview on the digital dashboard are reported per topic
below. As the interviews were in Dutch, all quotes are translated.

1. Asking questions. The participants did not start with a specific question; they
wanted to explore the dashboard first and asked general questions, such as “how do students
revise?”. More specific questions popped up when the participants explored the data (e.g.,
“does everyone show such a linear process?”).

2. Orientation. The design of the dashboard facilitated a step-wise navigation, fol-
lowing the recommendations from step 2. This sometimes resulted in some confusion
in the beginning, “I cannot see anything yet”, however this became clear relatively quickly
once they selected an assignment. There were three possible navigation approaches: from
class overview towards a specific student that stood out in the class overview; starting from
a specific student or assignment because they showed issues; or starting from a random
assignment.

3. Reference point. The reference points were the same as in step 2, as the design
specifically facilitated these comparisons: compare with other students, previous versions
of the same assignment, previous assignments, and the class average.

4. Interpretation. The participants were able to interpret all the graphs, although
sometimes clarifying questions were needed. The differences between some of the labels
were unclear (e.g., semantic versus wording) and the graph displaying revisions according
to the temporal and spatial location (bottom Figure 7.4) took some practice. The interpre-
tations evidently followed the data displayed, andwere highly related to the current sample
of students within the dashboard. For example, it was noted that the students revised heav-
ily, butmainly focused onminor revisions. In addition, the participants noticed thatmany
students revised at the leading edge of the text, and rarely revised in earlier parts: “their writ-
ing is fairly linear”. Lastly, they noticed how heatmaps showed specific instances of words
that were heavily revised and sentences where a student went back to revise their earlier
produced text.

5. Explanation. The participants discussed different sources that could aid the ex-
planation of the data. First, the type of assignment was mentioned most, as shorter texts
might result in fewer deep revisions, and a final version probably consists of fewer minor
(spelling, grammar) revisions compared to a draft version. Second, the quality and final
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text was often mentioned, mostly in relation to the possibility of multiple explanations of
the revisions. Participants stated that making more revisions does not necessarily result in
higher quality and that there is no single ‘best’ writing process. Hence, they argued itmight
be hard for students to identify what it means if they make only a few revisions; it needs to
be related to their quality or final text to actually draw conclusions. Lastly, three sources
were mentioned by only one participant: the number of words so far, the total time spent,
and information on students’ language background.

6. Action. Contrary to step 2, participants were able to envision a variety of actions
based upon the data. Six different actions were discussed: (1) instruction on the writing
process, i.e., discussing different strategies and approaches to the writing process; (2) reflec-
tion upon students’ own processes, to see what could be done differently; (3) discussion
on where students struggle; (4) providing advice on what to focus on; (5) measure the ef-
fectiveness of teaching; and (6) including information on the writing process into the grad-
ing. The same types of scaffolding were discussed as in step 2: individual coaching, work-
shop, and class teaching. In addition, several participants discussed group work and/or
peer-feedback: “let students discuss their writing processes in groups, to help each other out in
understanding the visualizations and identifying how things could be done differently”.

7. Alignment. The participants discussed it would be useful to apply the dashboard
inmultiple assignments, to be able to compare the data over different assignments. In addi-
tion, several suggestions were made to align the dashboard with their current course, such
as compare subscores with subgroups of revision and integrate the tool in peer-review, and
in the curriculum, to extend on the visualizations over time in the curriculum when stu-
dents get more experienced with writing and information on the writing process.

8. Expected impact. The impact expected for students was to create awareness and
insight into their own revision processes and their struggles, but also in other students’
processes, to see there aremultipleways to approachwriting. In addition, it was envisioned
that students’ writing processes would improve, by making more semantic revisions and
choosing a more effective revision strategy.

9. Measuring impact. Measuring impact was only discussed superficially, without
concrete measures. The participants only discussed measuring the quality of the writing
process, which could be done by determining whether students indeed tried a different
approach or whether their process evolved over time.
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10. Other comments. Lastly, several concerns were discussed. Similarly to step 2,
participants were concerned about the privacy of the students, the time needed to use the
dashboard in class, and the multiple systems to operate. Four additional implications were
mentioned. First, the participants wanted to know how the data were collected, and how
accurate they were (transparency). Second, they discussed the learnability of the system:
a manual was needed, but, they argued it was easier than they thought. Third, some par-
ticipants compared the dashboard to other systems, and argued this dashboard was faster
than watching a replay of the writing process, and provided more insight compared to the
progress graph provided by Inputlog (cf. Leijten & Van Waes, 2013). Lastly, one partici-
pant mentioned it might be useful as a tool for research as well.

To conclude, the user test interviews showed that participants were able to interpret
the dashboard with only a few clarifying questions needed. This indicated that these steps
were successful for creating an interpretable dashboard, which could be further developed
in future iterations. In addition, the multiple possible actions envisioned by the teach-
ers, provided evidence for the actionability of the revision dashboard. The results showed
suggestions for further improvements of the design of the dashboard, which are described
below.

7.4 Discussion
This chapter aimed to design a writing analytics dashboard which can transform data on
students’ writing processes into both interpretable and actionable information. This was
done within three steps, based upon the LATUX framework (Martinez-Maldonado et al.,
2015). First, insights were gained into how the data on different properties of revisions ob-
tained from the revision tagset inChapter 5 could be best represented, according towriting
researchers. Second, based on these visualizations, a paper prototype was co-designed with
writing teachers, and evaluated using the teacher inquirymodel (Wise& Jung, 2019). This
paper prototype was then transformed into a digital dashboard and evaluated with writing
teachers, again following the teacher inquiry model.

This process showed several implications for the design of an interpretable and action-
able revision dashboard. First, the teacher inquirymodel (Wise& Jung, 2019) proved to be
useful to get insight into how teachers approached the dashboard, interpreted the visualiza-
tions, and envisioned possible actions upon the data. The use cases mentioned within the
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envisioned actions are in line with the types of scaffolding found by previous work: whole
class scaffolding, targeted scaffolding, and revise course design (Wise & Jung, 2019).

Second, the results showed that for many of the actions, teachers wanted to show the
dashboard to the students as well, to discuss and reflect upon their writing process. This in-
dicates that the dashboard should be both teacher and student-facing, and students should
be included in future design iterations (Buckingham Shum et al., 2019; Giacomin, 2014).

Third, step 2 and step 3 showed that the teachers preferred to have a step-wise naviga-
tion, starting from an overview, before diving into details, and with a possibility to filter
out irrelevant information. This reduced the information overload and coincides with pre-
vious findings from learning dashboard evaluations (Charleer et al., 2016). However, this
also resulted in some confusion in the beginning, as the teachers didnot clearly knowwhere
to go. In addition, some of the detailed graphs were not clear from the beginning. There-
fore, futurework should provide amanualwith examples or use data storytelling principles
(see e.g.,Martinez-Maldonado et al., 2020) to better guide the users through the dashboard
and improve the interpretability.

Finally, the outcomes alsoprovide further implications for theuse of the revision tagset.
The results showed that five categories of revision tagset contain the most informative
and/or useful for teaching: orientation, linguistic domain, temporal location, spatial lo-
cation, and sequencing. Hence, these categories might be prioritized for the automatic
extraction of these categories using machine learning.

7.4.1 Limitations and future work
The design of the dashboard is not finished. Several concerns were raised for the adoption
of the dashboard, resulting in suggestions for further improvements of the design of the
dashboard. First, the systemneeds to bemade scalable to allow for large classes. Second the
full system (data collection and dashboard) need to be integrated in the existing learning
management systems. Third, all participants argued that a manual needs to be provided
with examples, especially to explain the differences between all the categories in the differ-
ent visualizations. Finally, it needs to be further determined how the benefits might be
maximized with minimal input from the teachers. These steps should be integrated in fur-
ther iterations.

This study is limited as it only provides envisioned actions upon the dashboard. Fur-
ther research should explore whether teachers indeed act upon the dashboard. Moreover,
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most of the participants had some prior experience with dashboards or information on the
writing process, the results might not generalize towards teachers with less experience in
this. Hence, the dashboard needs to be evaluated with less experienced teachers as well.
Lastly, the interpretability and actionability of the dashboard seemed to largely depend on
the data shown in the dashboard. For example, when the data did not show any clear pat-
terns or differences between students, the teachers often had more difficulties interpreting
the data and envisioning possible actions. However, it is not always known which differ-
ences or patterns might be of interest for teachers. Therefore, it is important to further
evaluate the dashboard within the field, using real and contextualized data from the teach-
ers’ current students (Holstein et al., 2019).

Further evaluation could be done according to steps four and five from the LATUX
framework (Martinez-Maldonado et al., 2015). First, pilot classroom or individual coach-
ing studies need to be considered, followed by longer-term evaluationwithin the classroom
itself. This measures whether the dashboard is actually actionable in practice, and could
be used to evaluate the longer-term impact on learning and instruction. In addition, as the
learning settingmight influence the impact of thedashboard, further evaluations could also
be used to identify which actions upon the dashboard are preferred in which situations (cf,
Verbert et al., 2014).

7.5 Conclusion
To conclude, this chapter showed the first steps of a human-centered approach into de-
signing a writing analytics dashboard. Using this approach, we envision this will result in
a dashboard that can be acted upon, and hence can be effective in improving the learning
and teaching of writing.
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8.1 Summary of findings
In this dissertation, I explored how keystroke logging can be used to gain meaningful in-
sight into students’ writing processes. This was done in four steps, with four subquestions,
spread over six studies. The discussions on each of the individual studies can be found in
the respective chapters. In this general discussion, I first summarize the main findings of
these four steps and provide answers to the four subquestions. Next, I describe the over-
arching limitations and possibilities for future work. Thereafter, I reflect on the use of
keystroke logging in the broader context for both writing education as well as writing re-
search. Finally, I conclude.

8.1.1 Identifying stakeholders’ needs
When writing, a wide variety of cognitive and behavioral processes may be active concur-
rently. Keystroke logging can be used to provide an expansive set of features that, at least
to some extent, can provide insight into these processes. Accordingly, we first identified
which insights into the writing process stakeholders desire, as specified in subquestion 1:
What indicators of students’ writing processes are considered desirable, according to multiple
stakeholders, for providing feedback on the writing process?

The five focus groups with educational stakeholders described in Chapter 2 revealed
a wide variety of desired indicators of students’ writing processes. The indicators covered
all main processes in writing: planning, translating, reviewing, and monitoring processes
(Flower &Hayes, 1981). Indicators included, for example, information on students’ plan-
ning strategies, how students use evidence in their writing, the depth of revisions, and stu-
dents’ understanding of the task. For providing automated and personalized feedback, it
was considered important to extract behavioral indicators, which could be identified using
keystroke logging, such as the speed of writing. However, higher-level cognitive indicators
(e.g., critical thinking) as well as behavioral indicators in relation to time or when they hap-
pen in the writing process (e.g., spread of revisions) were also desired. For this, temporal
analyses as well as triangulating the data with contextual information is necessary. Lastly,
the results showed that the level atwhich these indicatorswere discussed aswell as the termi-
nology used, differed between the groups of stakeholders. For example, students focused
on lower-level behavioral indicators, while teachers focused on higher-level cognitive indi-
cators. This shows that for providing feedback to students, these lower-level behavioral
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indicators are still necessary, and additional effort needs to be taken (e.g., additional ex-
planations from teachers) to bring students’ understanding of the writing process to these
higher levels that are desired by teachers.

8.1.2 Determining capabilities of keystroke analysis
With insight intowhich indicators are desired, we thereafter determinedwhat is technically
feasible with keystroke data, as specified in subquestion 2: What keystroke features can be
used to gain insight into students’ writing processes?

In Chapter 3 we determined the sensitivity of the keystrokes towards differences in
writing tasks. Two datasets with both two tasks were compared: academic summary versus
copy task and email-writing versus copy task. The results showed that several keystroke
features, such as the standard deviation of the interkeystroke interval (IKI) within words,
were insensitive to differences between the writing tasks in both datasets. Some features
only varied for the academic summary versus copy task; the tasks with a larger difference
in complexity or cognitive load. In particular, the mean and standard deviation of the IKI
between words, time between keys, and time between subsentences, as well as the number
of words only differed between the academic summary task and the copy task, but not
between the copy task and the email writing task. Lastly, mean time between words and
features related to the task as a whole, such as the number of keystrokes, the number of
backspaces, efficiency (characters in the final product per character typed), largest IKI, and
total time, were different between the tasks in both datasets. Therefore, these features are
already sensitive to small differences in cognitive load or task complexity, and hence might
be used to gain insight into students’ writing processes.

In Chapter 4 we determined whether the keystroke features commonly extracted in
writing research can also be used to predict writing quality, and specifically to predict writ-
ing quality early on in the writing process. This could provide insight into which features
may be effective in improving writing quality, when providing feedback on the writing
process. However, the results showed that the relation between the keystroke features and
writing quality was limited. None of the models were able to outperform the baseline in
predicting final grade (regression) after the full writing process was finished. In addition,
the models for predicting pass/fail (classification) only slightly outperformed the baseline.
For these classification models it was shown that the importance of the keystroke features
for predicting writing quality differed over time in the writing process. This again stresses
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the importance to analyze the keystroke features in relation to time. Moreover, this shows
that the relation between keystroke features might be less straight-forward compared to
what previous studies found. Therefore, in the remainder of the dissertation I focused on
using keystroke logging to model writing processes as opposed to writing quality.

8.1.3 Gaining insights
For the modeling of the writing process, I specifically focused on revision processes, as the
stakeholders in Chapter 2 identified revision as one of the most desired processes to gain
insight into, and these processes are rather directly observable in the keystroke data. This
was specified as subquestion 3: How can we model keystroke features to gain insight into
students’ revision processes?

In Chapter 5 we provided a product-oriented and process-oriented tagset of revisions.
In this tagset, revisions were modeled using ten properties of revisions: processing, trigger,
orientation, evaluation, action, linguistic domain, spatial location, temporal location, du-
ration, and sequencing. The results showed how this tagset could be used to annotate a
dataset of revisions obtained from keystroke data on these different properties of revision.
A majority of the properties were automatically annotated, using rule-based algorithms.
Replays of the keystroke data in combination with eye tracking were used to manually an-
notate the remaining features. To fully automate the analysis of revision processes, these
manual features may be learned using machine learning techniques.

Chapter 6 showed that this automated classification is indeed possible for one of the
subcategories of orientation in the revision tagset: typos. This allows us to filter or analyze
these lower-level type of revisions separately. A process-based model on keystroke data
could be trained to distinguish typographic error revisions from other types of revision,
especially within a copy task. However, the results did not generalize well to other writing
tasks. Hence, for the modeling of keystroke features to gain insight into revision processes,
we need to further improve the accuracy of the machine learning models to automatically
learn the manual labels within the revision tagset.

8.1.4 Operationalizing insights
Lastly, we got back to the educational stakeholders, to determine how we could use the
models obtained in the previous chapters to present information on students’ revision pro-
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cesses in an interpretable and actionableway. This was specified as subquestion 4: How can
we visualize students’ revision processes in order to make them actionable for teachers?

In Chapter 7, the annotated dataset of revisions was used to create visualizations of
students’ revision processes. A human-centered design approach with writing researchers
and writing teachers was used to transform these visualizations into an interpretable and
actionable dashboard on students’ revisions. It was shown that especially information on
the depth, linguistic domain, temporal location, spatial location, and sequencing of the
revisions were considered useful for educational practice. The resulting dashboard proved
to be interpretable, with little clarifying questions needed. After interpreting the dash-
board, the teachers envisioned a wide variety of actions, ranging from individual coaching
to classroom-wide instruction. Hence, the dashboard opens new perspective to bring writ-
ing analytics to the classroom, by inviting students to reflect on concrete representations
of their writing processes.

8.2 Limitations and future work
The specific limitations for the individual studies can be found in the corresponding chap-
ters. In the following, I describe some overarching limitations and indicate how these may
be addressed in future work.

First, this dissertation followed a writing analytics approach. Buckingham Shum et al.
(2016) describe the purpose of writing analytics as to better understand writing processes
andwritingproducts. In this dissertation, this purposehas been fulfilledbyusing keystroke
logging to gain insight into students’writingprocesses. Yet, since I positedwriting analytics
as a subfield of learning analytics, the eventual goal of writing analytics can be considered
as to improve learning and teaching of writing (cf. Clow, 2013; Romero&Ventura, 2013).
In this light, this dissertation is limited in that I did not actually implement the insights into
thewriting process in educational practice. As I showed throughout this dissertation, these
implementations require many iterations and are hence out of the scope of the current
dissertation. However, it remains unknown whether the insights gained from the current
dissertation are actually useful for improving learning and teaching of writing. Therefore,
a natural follow-upon the research in this dissertation is to implement these insightswithin
educational practices.

The effect of these implementations on the improvement of learning and teaching of
writing can be measured using intervention studies (Graham & Harris, 2014). From this
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dissertation, for instance, an intervention could be designed based upon the revision dash-
board. FromChapter 7, twomain types of interventions emerged: class-based instruction
and individual coaching sessions. Within a possible class-based instruction intervention,
the teacher explains the writing process to increase students’ awareness on the different
strategies possible, followed by group-based reflection in which students reflect on their
writing processes and try to find ways to change their writing process. In individual coach-
ing sessions, the coach would go back to parts in the writing process or product where the
student struggled, to identify why the student struggled, and to provide advice or set goals
for the next session. As the learning setting will have a large impact on the effectiveness of
the intervention, it is important to evaluate the dashboard and the actions upon the dash-
board within its educational context, the classroom or individual coaching setting, over a
longer period of time (cf. Martinez-Maldonado et al., 2015). Moreover, it is important
to clearly describe this context when discussing the results (for a scheme on reporting the
content and structure of writing interventions, see Rijlaarsdam et al., 2017).

These interventions canbeused to examinewhether the envisioned actions (Chapter 7)
will actually be taken by the teachers, and whether the desirable indicators for providing
feedback (Chapter 2) are also effective for providing feedback. Tomeasure the effectiveness
of the intervention, not only the impact on writing quality needs to be measured, but also
the impact on the writing process (e.g., using the revision tagset in Chapter 5). In this way,
evidence can be gained on whether students also followed the goals they set and changed
their writing process accordingly (cf. Verbert et al., 2014).

Additionally, although the approach in this dissertation takes a cursory account of the
temporal aspects of the keystroke data, it warrants more attention. Chapter 6 and previ-
ous work showed that writing processes themselves, and the relation between writing pro-
cesses and writing quality, vary over time (Breetvelt et al., 1994). However, as is common
in keystroke analysis, most of the analyses in this dissertation focused on frequencies, while
ignoring the sequential nature of the keystroke log. Temporal analysis can provide more
detailed insights, (e.g., the identification of frequent temporal patterns), as opposed to the
mere counting of events. Accordingly, these temporal aspects are important to take into
account when providing automated and personalized insights into students’ writing pro-
cesses. One of the visualizations in the revision dashboard represents revisions in function
of time. However, these temporal patterns were not further analyzed.
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To date, a paucity of research has examined the temporal aspects of the keystroke data,
with some exceptions (Guo et al., 2019; Likens et al., 2017; Xu, 2018; M. Zhang et al.,
2016). This could be caused by the fact that the smallest unit in keystroke data, a keystroke,
might be too small to be of interest for temporal analysis or pattern mining. For example,
the finding that the most common subsequences in writing are sequences of one or more
character insertions (Zhu et al., 2019), is, as the authors rightly notice, “intuitive and less in-
teresting”. Therefore, more insightful units of analysis need to be identified and extracted
first, to allow for meaningful sequential analyses. This can be operationalized, for exam-
ple, by combining keystroke features into aggregated constructs (cf. Galbraith & Baaijen,
2019). For future work, I envision three potential candidates: bursts (sequences of lan-
guage bursts without long pause, e.g., P-bursts and R-burst; Baaijen et al., 2012); episodes
of linearity (sequences of linear production, without moving elsewhere in the text; Baai-
jen et al., 2012); and revision events (sequences of keystrokes that constitute a revision, see
Chapter 5). For the latter, the current dissertation provides automatic ways of identify-
ing different types of revision events (see Chapter 5). Analyzing the sequential nature of
these revision events, using pattern mining techniques, may unravel the recursiveness of
revisions, and may be used to determine the effect of specific types of revision (e.g., typos)
on the dynamics and (dis)fluency of writing.

Lastly, in this dissertation I did not focus on a specific genre or language background
(e.g., L1 versus L2), as I aimed to provide stakeholders with insight into writing processes,
without limiting the research to a specific genre or language. Accordingly, this dissertation
provides a general way to provide educational stakeholders with insight into writing pro-
cesses. However, it is unknown how these insights generalize to different contexts. For
example, Chapter 7 showed that the interpretation and hence the envisioned actions upon
the information in the revision dashboard vary for different tasks (e.g., short summary ver-
sus argumentative writing) and for different versions of the task (e.g., draft versus final).
Accordingly, future work should identify how these insights into the writing process are
used in different contexts. This could be studied, for example, by tailoring the revision
tagset to specific genres, languages, and tasks, or to determine whether different contexts
result in different actions upon the revision dashboard.
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8.3 Reflections and implications of keystroke logging
Theprimary focus on keystroke logging inmydissertation, in combinationwith the variety
of methods employed, enables me to reflect on the implications of using keystroke logging
in educational practices as well as in writing analytics research. Four main themes are de-
scribed: (1)Reflections onusing keystroke data for educational practice, (2)Reflections on
relating keystroke data to writing theory, (3) Reflections on keystroke data collection, and
(4) Reflections on keystroke data analysis. For each of these reflections, I provide several
recommendations for using keystroke data, to leverage the full potential of these data.

8.3.1 Reflections on using keystroke data for educational prac-
tice

Throughout this dissertation, we showed that there is no single effectivewriting process for
every writer and every task. In Chapter 4 we found that the relation between the writing
process andwriting quality is limited. Likewise, Chapter 7 showed that teacherswere strug-
gling with qualifying the writing processes; they found it hard to indicate which student
showed the ‘best’ revision process. This means that there is no one-size-fits-all approach
for improving students’ writing processes. For this, computer-based writing support tools,
providing automated and personalized insights into students’ writing process can form a
scalable solution. These insights can be used by students to increase awareness and reflec-
tion on their writing processes (cf. Verbert et al., 2014) and, perhaps with some additional
help from teachers or peers, canmake students more strategic in their writing (cf. Graham
et al., 2020). InChapter 5 andChapter 6, we already showed someways to gain automated
and personalized insight into revision processes. Future work should improve the accuracy
of automated and personalized insight into these revision processes, and expand beyond re-
visions, to gain automated insight into multiple aspects of students’ writing processes, for
instance, planning techniques, source interaction, and session management.

For using keystroke logging in the classroom, the appropriate software needs to be
available to collect and (automatically) analyze or visualize the keystroke data. Several tools
exist, such as Trace-it, ScriptLog, Inputlog, CyWrite, and EyeWrite (VanWaes et al., 2012).
However, most toolsmake use of low-feature text editors. Although thismakes data collec-
tion much more consistent and accurate, and hence preferable for writing research, this is
not optimal for teaching writing, as these are not the tools students are used to. One excep-
tion is Inputlog (Leijten & VanWaes, 2013), which works as a plug-in to Microsoft Word
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(at the cost of some minimal loss in accuracy of the data collection). However, Inputlog is
only available forWindows computers, which restricts students in their freedom of operat-
ing systemuse. This does not necessarily have to prevent the use of keystroke logging in the
classroom. Especially for shorter assignments, which still can be used to provide students
with insight into their writing process, computer classrooms could be booked tomake sure
everyone has access to the tool. For longer-term assignments, such as writing of a thesis, I
propose to develop a keystroke logging tool that could be used as a plug-in to the software
the student is familiar with, on the desktop or laptop they are familiar with. For example,
this could be a plug-in for Google Docs, which could be used with any operating system
and has significant overlap with word-processing tools students are familiar with.

In addition, the analyses provided by these tools are often aimed at researchers with
high data literacy, andhence are less accessible for teachers (and students). This dissertation
demonstrated that human-centered design of these analytics tools is one solution to make
these tools more interpretable and actionable for educational stakeholders. For example,
as shown in Chapter 7, teachers are concerned with the multiplicity of the tools they need
to operate. Therefore, future work should consider possibilities to integrate analyses and
visualizations of the writing process within existing tools, such as the university’s learning
management system.

My last reflection on using keystroke logging in the educational contexts is related to
ethical concerns. Keystroke data are considered biometric data and hence could be used to
identify and authenticate students (Karnan et al., 2011). On the one hand, these biometric
data can be highly useful in detecting plagiarism, or detecting whether it was really student
X who wrote that assignment or online exam (and not their roommate). This advantage
has already been used in massive open online courses (e.g., http://coursera.org) or
within universities (e.g., http://cadmus.io). On the other hand, these biometric data
also have the risk of breaching privacy, especially if combinedwith other data. Accordingly,
for using the data for educational purposes, the data need to be safely stored. In addition,
educational stakeholders and researchers need to make sure to not collect sensitive infor-
mation within the keystroke data (e.g., Facebook passwords) or collect data when students
do not want to be tracked. At the very least, it needs to be possible to remove those data.
Overall, we need to be transparent about what data is collected, when it is collected, and
how it used. Several frameworks to do so can be borrowed from the learning analytics
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community (see e.g., Greller &Drachsler, 2012; Slade&Prinsloo, 2013) or the fairness, ac-
curacy, and transparency (FAT) community in machine learning and artificial intelligence
(see e.g., http://fatml.org). Given the biometric nature of keystroke data, I suggest for
future work to determine how these frameworks can be applied to using keystroke logging
in educational contexts.

8.3.2 Reflections on relating keystroke data towriting theory
In this dissertation, I have used a data-driven approach, combined with theory on writing
processes and insights from educational stakeholders. Accordingly, I did not aim to make
any theoretical claims. However, I do feel that such a data-driven approach, informed by
theory on writing processes and insights from educational stakeholders, may provide in-
sight into theories of writing, in three ways.

First, as shown inChapter 5, data-driven approaches canbe used to automatically iden-
tify different categories in the revision tagset which are considered to be of theoretical inter-
est, without time-intensive manual annotations needed. Likewise, these approaches could
be used to automatically remove certain categories from the analysis, which might be of
less interest, or which might confound the analysis, such as typographic error revisions
(see Chapter 6). This can result in more robust analyses of only the specific constructs of
interest.

Second, data-driven approaches could, on a large scale, identify points of interest in the
keystroke log, such as points wheremany revisions aremade. Alternatively, given the larger
sample sizes, it may be possible to find more subtle differences between groups of writers.
In addition, a high predictive power of a keystroke feature, found in multiple studies or
contexts, might indicate a relationship worth investigating. These points of interest may
in turn be used as a basis for theory-driven empirical studies, for example, by triangulating
the data with manual annotations, eye tracking, and/or thinking-aloud, to further explore
the causes and the theoretical underpinning of these points of interest.

Lastly, data-driven approaches could shed light on constructs that are hard to theo-
retically define. For example, the constructs of non-linearity or fluency in writing have
many different definitions (Van Waes & Leijten, 2015). A data-driven approach might
providemore insight into what processes are seen as ‘non-linear’ or ‘disfluent’. In addition,
this could even be used to rank and or cluster writing processes on their fluency, or non-
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linearity, for instance, in the context ofmore complex, multi-session text composition (e.g.,
novel writing).

8.3.3 Reflections on keystroke data collection
There are ample possibilities to log keystroke data. However, when using keystroke log-
ging in writing research, several aspects of the data collection need to be considered. First
of all, the accuracy of the data plays a role. The accuracy of the hardware used (e.g., key-
board polling rate) influences the preciseness of the claims that can be made. In addition,
the data collected across tools are not always in similar formats or similar granularity. For
example, mouse data are not always collected. Mouse data are very important to determine
the location of the keystrokewithin thewritten product, for example, whenwriters go back
in the text (with their mouse) to add some characters. They are crucial when accurately de-
terminingwhat has been deleted, for example, when someone selects a whole sentence, and
deletes this (which only results in one delete key).

Second, some additional information may need to be collected, depending on the re-
search question and research design. As keystrokes are very sensitive to other factors, it is
advisable to account for individual differences, for example by including information on
the device used, the keyboard layout, the handedness, and the typing style as control vari-
able. To control for typing skills, a copy task could be used as a baseline (Van Waes et al.,
2019). Alternatively, multi-level analysis could be used to account for the hierarchical na-
ture of the data. In addition, other types of information could be added to keystroke data,
to get a better understanding of why certain behaviors are found (e.g., long pauses). This
could be done, for example, by logging source usage (Leijten, Van Waes, et al., 2019) or
using eye tracking to identify what a writer is looking at within a long pause or before a
revision (Chukharev-Hudilainen et al., 2019).

Third, several keystroke logging tools transform the raw keystroke data into so-called
keystroke features, such as IKI or revision burst. However, similar features can be imple-
mented differently by different tools or researchers (see Chapter 4). In addition, different
thresholds are used, for example, for pause timings often a threshold is used of 2000 ms
(Kaufer et al., 1986;Wengelin, 2006), but other thresholds are used as well, such as 500ms
(Chukharev-Hudilainen, 2014) or the mean IKI plus two times the SD of the IKI (Deane,
2014). These different definitions can result in different outcomes, and make it hard to
compare the effects of the features across studies (Xu &Ding, 2014). Accordingly, future
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work should be more transparent in which operationalization of the keystroke feature was
used (cf. Chapter 4). Moreover, it is important to acknowledge that the keystroke log-
ging tool or a fixed threshold specified in previous work might not always provide the best
operationalization of a specific keystroke feature for the research question at hand.

Fourth, to further the use of keystroke analysis, more research data need to be openly
available. There are already some open keystroke datasets available (e.g., Monaco et al.,
2012; Tappert et al., 2010; Dhakal et al., 2018), but this is still very limited. Sharing these
sensitive keystroke data requires that the data are anonymized, for example by reporting
aggregated measures. In addition, to increase the accessibility of these data, it would be
advisable to further develop a standardized format for these log files (cf. Van Horenbeeck
et al., 2015).

Lastly, current data collections tend to be uniformal: they usually only consider rela-
tively short writing tasks that are written within a single session, using a keyboard. How-
ever, writing is generally spread out overmultiple sessions and can includemultiplemodes,
such as handwriting and typing (Leijten et al., 2014). In addition, writing is omnipresent
(Brandt, 2014) and written on (and retrieved via) different devices, resulting in different
input modes, such as smartphone keyboards and touch interfaces. Accordingly, future
work should also collect data in these settings, to reflect writers’ multimodal text produc-
tion. In this way, we can identify how information flows between different modes of text
production, and how this influences our overall writing process.

8.3.4 Reflections on keystroke data analysis
To make (valid) inferences about the fine-grained keystroke data, other types of analyses
may be preferred, compared to the traditional statistical analyses that are common in the
field of writing research. Here I provide three recommendations for analyzing keystroke
data.

First, it is important to identify the features of interest, before analyzing the data. Sev-
eral keystroke logging tools provide large lists of keystroke features that are calculated based
on the raw keystroke data. Given this large list of features, it is highly likely that statistical
analyses will show significant effects in at least some of these features. However, these are
likely to include false positives (i.e., type II errors). In addition, these features will proba-
bly be non-independent, violating the assumption of non-multicollinearitymade bymany
statistical analyses. Therefore, it is important to only include features that are useful to
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your research question at hand or to choose for machine learning algorithms, where the
outcome of the prediction is more important than inferences about the features included.

Second, feature reduction or the combination of keystroke features might result in
findings that aremore robust or easier to relate to thewritingprocess. Individual keystrokes
features have been shown very sensitive to small differences in tasks (Chapter 3). In ad-
dition, individual keystroke features can be related to multiple underlying cognitive pro-
cesses. For example, pauses could indicate sentence planning, global text planning, and
lexical access, which to some extent can be related to the different locations of the pauses
(Medimorec & Risko, 2017). A backspace key could indicate a typo or slip of the finger,
or a thoughtful revision of meaning (Chapter 6). Consequently, in isolation, it is hard
to relate a single keystroke feature to specific cognitive processes, or to relate a single fea-
ture to constructs such as task complexity or writing quality (Galbraith & Baaijen, 2019).
Therefore, as Galbraith & Baaijen (2019) argue, it is valuable to aggregate and/or combine
keystroke features (e.g., using factor analysis or dimensionality reduction), as these aggre-
gated (latent) variables could capture more general properties of the writing process.

Lastly, keystroke data are very noisy and usually not normally distributed. This re-
quires specific types of machine learning algorithms, or more advanced statistical method-
ology. Typically, analyses are done on means and medians of pause timings such as IKI.
In this way, much information is lost, which might result in higher bias in the model esti-
mates (Roeser et al., 2020). Preferred approaches include: (1) analyzing IKIs at different
text boundaries (e.g., between words, sentences; Galbraith & Baaijen, 2019; Medimorec
&Risko, 2017); (2) allowing IKIs to stem frommultiple distributions, e.g., using mixture
models (Galbraith & Baaijen, 2019; Roeser et al., 2019); (3) modeling character bigrams
as random intercept in multi-level analysis, to account for bigram variance (Roeser et al.,
2020); and (4) using autoregression models, in which each IKI is also regressed based on
the preceding IKI (Roeser et al., 2020). In these ways, more justice is done to the nature of
these data, which can result in more accurate findings.

8.4 Conclusion
To conclude, this dissertation expands our knowledge on the use of keystroke logging in
writing research. Specifically, it answered the main research question:

How can keystroke logging be used to gainmeaningful insight into students’ writing processes?
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This dissertation showed that, to gain meaningful insight into students’ writing processes,
it is important to consider the technical possibilities of the keystroke data. Using data-
driven approaches, automatic and scalable insights may be gained into students’ revision
processes. In addition, by using a human-centered approach, these insights may be trans-
formed intomeaningful insights, in the form of a revision dashboard. With this, I illumi-
nated some of the Keys toWriting. ■
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Appendix A
Rubric academic summary

The grading rubric for the academic summary task as described in Chapter 4 is shown
inTable A.1, with scores for all the five criteria. Points were subtracted for task compliance:

• No in-text citation: 0.5
• Between 200 words and 300 words: 0.5
• Less than 100 or more than 300 words: 1.0

This resulted in: Final grade = (total score rubrics / 2) - task compliance.
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Appendix B
Annotation guidelines

This appendix provides the annotation guidelines for annotating revisions in the writing
process, following the revision tagset as described in Chapter 5.

Introduction
Duringwriting, a large variety of revisions aremade. By distinguishing these different types
of revision during the writing process, we could gain an earlier and more precise identifi-
cation of writing abilities and difficulties. This could be used to design personalized and
real-time feedback or instruction targeting these specific writing difficulties.

With this annotation scheme, we aim to categorize different properties of revision,
which enables us todistinguishbetweendifferent types of revision. The annotation scheme
below lists all propertieswhich cannotbe (easily) automatically extracted fromwriting time
course data. Therefore, these annotation guidelines were created to guide the manual an-
notation of these properties.

Data prerequisites
To be able to start annotating revisions during the writing process, enriched writing time
course data is needed. From the raw time course data (also known as keystroke log data),
the following features need to be extracted:

1. Revision events: Chunks of keystrokes which are ended by a revision or by text
production at another location in the writing product. For each revision event we
need: the revision number (unique identifier; RID), the removed characters, and
the typed characters.

2. Replay of the writing process (if possible, with eye tracking data).
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Start annotationwith CyWrite
1. Open the blank annotation spreadsheet.
2. Save a copy of the annotation spreadsheet with the name: [annotator name]_[task],

e.g., john_pilot.xlsx.
3. Type your name in cell Z3.
4. Pick the file you would like to annotate, using the filter function in cell Y1.
5. Change the font of columns B, C, E into a serif typeface you feel comfortable with.
6. Open the corresponding file in CyWrite by clicking on the URL.
7. Begin filling out the annotation spreadsheet according to the rules outlined below.
8. Once finished, pick a new file to annotate and repeat steps 3–7.

Revision properties for manual annotation
The revision properties listed below only consist of the properties which cannot be auto-
matically annotated. This list thus cannot be considered as a complete list of properties of
revisions. Since not every chunkwould be a revision, we first need to annotate whether the
chunk is a revision and where the revision ended. Most annotations are binary, where 0 =
‘no’ and 1 = ‘yes’.

General
1. Revision [Y/N]. The chunk is a revision, unless it is just fluent text production at

the leading edge (cursor location). Values: 0,1. For an example see Table B.1. Thereafter,
every chunk that is coded as a revision needs to be annotated with each of the following
properties.

Table B.1: Annota on example for revision [Y/N]

RID Removed characters Typed characters Revision Revision end
1 to 0
2 to To hear myself 1 To/ hear myself

2. Revision end. All characters typed up towhere the revision ended and text produc-
tion started. If thewriter only revised a characterwithin aword, the revision ends at the end
of that word. If thewriter revised aword/phrase/sentence to follow a new train of thought,
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Table B.2: Annota on example for revision end

RID Removed characters Typed characters Revision Revision end
1 I wriet I write every day 1 I write/ every day
2 every day novels and poems/. 1 novels and poems!./

be lenient: put the revision end as far as possible. If there is already a slash in revision end
(because the writer typed a slash), please change the typed slash into an exclamation mark
(!). Values: put a slash where the revision ended (see Table B.2).

C. Orientation
The aspects of the text the revision is oriented towards. If it is unclear which orientation
applies, pick all possible orientations. If something could be a semantic change, but you are
not sure, for example, when only a few characters are replaced, you could pick both surface
and semantic change. However, based on your ideas about the expertise/vocabulary of the
writer, youmight sometimes bemore conservative. For example, changing ‘interpersonally’
into ‘as interpersonally’ would be a semantic change for a native writer, while it could be a
grammar change for a second language writer whowas struggling with the language earlier
on in the text as well. Values: C.1. Surface; C.2. Deep/semantic.

C.1. Surface
Revisions that are conventional copy-editing operations (C.1.1–C.1.7) or revisions that
paraphrases a concept in the text, but do not alter it (C.1.8). Within this subcategory pick
typography first, then grammar, followed by spelling. So, do not select spellingwhen it was
only a typography revision. If the correct subcategory is unclear, pick all possible orienta-
tions. Values: C.1.1. Typography (t); C.1.2. Capitalization (C; automatically filled-in);
C.1.3. Punctuation (p; automatically filled-in); C.1.4. Spelling (s); C.1.5. Grammar (g);
C.1.6. Cosmetics/presentation (c); C.1.7. No change (n; automatically filled-in); C.1.8.
Wording/phrasing (w). For examples, see Table B.3.

C.1.1. Typography (t). A revision as a result of a typographic error, a slip of the
finger, or unintended keystrokes. These are keystrokes that are often quickly revised, often
happen in adjacent keys on the keyboard, or are transpositions of two adjacent characters.

227



Table B.3: Annota on example for surface type

RIDRemoved chars. Typed chars. Revision Surface change Surface type
1 barin brain 1 1 t
2 lisning music 0
3 t [listning] 1 1 s
4 t [lisning] 1 1 s
5 is river 0
6 a [is a river] 1 1 g
7 , howev . However, 1 1 g
8 has the ability to has the power to 1 1 w

C.1.4. Spelling (s). A revision aimed at revising the spelling of the target, for example,
if a space is added/removed to concatenate or separate two words. A revision is not aimed
at spelling, when, based on your ideas about the expertise/vocabulary of the writer, you
would expect the writer to know how to spell this word, for example, because the writer
has written it correctly before or because the writer has correctly spelled words with similar
spelling rules.

C.1.5. Grammar (g). A revision aimed at revising the grammar of the target or punc-
tuation outside a word (which is not yet coded as punctuation), for example, if a writer is
debating between ending the sentence or not. Examples:

C.1.6. Cosmetics/presentation (c). A revision aimed at changing the visual presen-
tation of the text, but which are not aimed at structuring the text. For example, changes in
font size, italics.

C.1.8. Wording/phrasing (w). A revision made to paraphrase a concept, but not to
alter the concept.

C.2. Semantic (deep)
Revisions that change the semantics or meaning of the text.

C.2.1. Microstructure changes. Revisions that change the semantics of the text but
do not affect the summary of the text (C2.1). Select the type of semantic revision from the
drop-downmenu (you can type the first letter(s) and hit enter).

• C.2.1.1. Supporting info. A revision aimed at changing information, examples,
or explanations.
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• C.2.1.2. Emphasis. A revision aimed at changing the emphasis on a line of reason-
ing or findings.

• C.2.1.3. Understate. A revision aimed at changing the understatement on a line
of reasoning or findings.

• C.2.1.4. Coherence. A revision aimed at changing the way the text is tied together
by linguistic devices, such as additionally, however, etc.

• C.2.1.5. Cohesiveness. A revision aimed at changing the organization of the text
or the flow of the sentences or paragraphs. For example, by starting reordering para-
graphs or creating section headers.

C.2.2. Macrostructure changes Revisions that change the semantics or meaning of
the text and affect the summary of the text. Select the type of semantic revision from the
drop-downmenu (you can type the first letter(s) and hit enter).

• C.2.2.1 Overall aim. A major revision that alters the overall aim of the text.
• C.2.2.2 Subtopic. A major revision that alters a subtopic of the text.

D. Evaluation
The evaluationof a revision, onlynecessary for typography, spelling, andgrammar revisions
(C.1.1, C.1.4, C.1.5). In all other cases, it is auto-completed with NA. Also type NA if
the revision includes punctuation outside words, and it could be both correct as well as
incorrect or it is impossible to evaluate (e.g., shortening a sentence by changing a comma
into a period). Values: 0,1,NA (see Table B.4).

D.1. Correct start. Revisionoccurredwithin a linguistic domainwith correct spelling
and grammar (for the targeted part of the word/sentence).

D.2. Correct finish. Revision resulted in the correct spelling/grammar for the tar-
geted part of the word/sentence (up to where the revision ended, see General, 2).

Table B.4: Annota on example for evalua on

RID Removed chars. Typed chars. Revision Correct start Correct finish
1 sien scien fiz 1 0 1
2 iz ic 1 0 1
3 ic ik 1 1 0
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F. Linguistic domain
Domain in which the revision is made; pick the smallest possible domain (smallest num-
ber). This is the domain which is affected by the revision. Select the domain from the
drop-downmenu (you can type the first letter(s) and hit enter).

• F.1.1. Subword. Revision affects a single (sequence of) characters but not a com-
plete word. This also includes spaces and punctuation.

• F.1.2. Word. Revision affects one ormorewords and 0 ormore non-alphanumeric
characters.

• F.1.3. Phrase. Revision affects one or more phrases (a group of words belonging
to each other or having the same grammatical function inside the sentence)

• F.1.4. Clause. Revision affects one ormore clauses (a sentence part that can express
a complete composition).

• F.1.5. Sentence. Revision affects one or more sentences.
• F.1.6. Paragraph. Revision affects one or more paragraphs.

G. Spatial location
The position in the text where the revision started. Examples for all features related to
spatial location described below are shown in Table B.5.

G.1. Word finished. The word was finished when the writer started deleting charac-
ters, or the insertion happened outside word boundaries. A word is considered finished
if in the context of the previous words, no more characters were expected for the current
word. Thus, either the last character of the word was typed, or a character was typed that
was a likely typo for the last character of theword. Theword (1) does not have to be spelled
correctly (e.g., in ‘he aets’ the word is finished, and the expected word is ‘eats’), and (2) a
correctly spelled is not always a finished word (e.g., in ‘he say’ the word is not yet finished,
you would expect ‘says’). If, from the context, it is unclear whether the word is finished,
typeNA. Values: 0,1,NA.

G.2. Intended word. If the word was not finished (D.1 = 0), specify what you think
the intended word could have been, based on the previous words, and with the correct
spelling and grammar. If the intendedword cannot be guessed, typeNA. Values: intended
word,NA.

G.3.1. Word initial. Characters are removed up to the start of a word, or characters
are inserted from the start of a word. Values: 0,1.
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G.3.2. Clause initial. Characters are removed up to start of the clause or inserted
from start of the clause. Also: If characters are removed up to halfway through the first
word of a clause, and one or a few characters are reused to type a new clause, it is still a clause
initial. Punctuation or conjunction (e.g., that, who, but) at clause boundaries are included
as clause initial. For example, in: “I like walking, but I prefer biking”, revisions would be
considered clause initial if they are revised (1) up to ‘but’, or (2) up to and including ‘but’.
Values: 0,1.

G.3.3. Sentence initial. Characters are removed up to the start of the clause or in-
serted from the start of the sentence. Also: If characters are removed up to halfway the
first word of a sentence, and one or a few characters are reused to type a new sentence, it
is still a clause initial. Punctuation at sentence boundaries are included as sentence initial.
Values: 0,1.

Table B.5: Annota on example for spa al loca on

Word Intended Word Clause Sentence
RID Removed Typed Rev. finished word ini al ini al ini al
1 poeple people 1 1 0 1 0 0
2 Poe People 1 0 people 1 1 1
3 What 0
4 at en [When]

I eat.
1 1 0 0 1 1

5 . , I eat fish 1 1 0 0 1 0

J. Sequencing
Whether the revision was caused by or related to the previous revision. Only consider the
closest previous revision (not earlier revisions). Examples for all features related to sequenc-
ing described below are shown in Table B.6.

J.1. Overrides previous. A revision that overrides the previous revision; it is repetitive
at cursor location (repetition of changing the same linguistic domain over and over again);
or a revision of a previous revision that had a similar target (RID 3, Table B.6). Values: 0,1.

J.2. Continues previous. A revision continues on a previous revision (not the previ-
ous text production); the revision is caused by a previous revision. This can happen when:
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• There are multiple typographic revisions within the same word but at a different
target in the word (otherwise it would be overrides; RID 6, Table B.6);

• A period is replaced by a comma, so the sentence-initial capital letter needs to be-
come lowercase (RID 9, Table B.6);

• A phrase is inserted but the insertion is interrupted by a typo (RID 12, Table B.6).
You would have put the revision end further in the text.

Values: 0,1.

Table B.6: Annota on example for sequencing

RID Removed chars. Typed characters Revision Overrides Con nues
1 sciense 0
2 se e 1 0 0
3 e ce. 1 1 0
4 Sz 0
5 z cienze 1 0 0
6 ze ce. 1 0 1
7 I am 0
8 I We 1 0 0
9 am are 1 0 1
10 According to research 0
11 research some resae 1 0 0
12 ae earch studies 1 0 1
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Appendix C
Revision visualizations step 1

The following twenty visualizations were presented for the round table sessions with the
writing researchers, as first step into the design of the revision dashboard (see Chapter 7).

Figure C.1: Frequencies of revision ac ons.

Figure C.2: Percentages of revision ac ons.
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Figure C.3: Boxplot of revision dura ons.

Figure C.4: Frequencies of revision domains.

Figure C.5: Percentages of revision domains.
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Figure C.6: Boxplot of revision domains.

Figure C.7: Revision dura on per temporal loca on.
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Figure C.8: Frequencies of revision evalua ons.

Figure C.9: Percentages of revision evalua ons.
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Figure C.10: Revision domain per temporal loca on.

Figure C.11: Revision dura on per temporal loca on and orienta on.
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Figure C.12: Frequencies of revision orienta ons.

Figure C.13: Percentages of revision orienta ons.

Figure C.14: Frequencies of revision sequencing.
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Figure C.15: Percentages of revision sequencing.

Figure C.16: Revision spa al loca on per temporal loca on.
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Figure C.17: Revision spa al loca on per temporal loca on and orienta on.

Figure C.18: Revision spa al loca on and sequencing.
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Figure C.19: Revision temporal loca on and spa al loca on in wri ng product.

Figure C.20: Revision spa al loca on and sequencing in wri ng product.
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Appendix D
Revision visualizations step 2

The following nine visualizations were presented for the focus session with the writing
teachers, as second step into the design of the revision dashboard (see Chapter 7).

Figure D.1: Size of the revisions: domain that was affected.
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Figure D.2: Evalua on of the revisions. Figure D.3: Orienta on of the revisions.

Figure D.4: Ac on of the revisions: opera-
on made.

Figure D.5: Sequencing: rela onship be-
tween subsequent revisions.
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Figure D.6: Density and spa al loca on of the revisions.

Figure D.7: Spa al loca on, temporal loca on, and orienta on of the revisions.
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Figure D.8: Temporal loca on of the revisions in the final text.

Figure D.9: Spa al loca on of the revisions in final text.
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Summary

Writing plays an important role in higher education. However, several studies showed that
students have difficulties with creating academic texts and teachers often complain about
students’ poor writing skills. Insight into students’ cognitive and behavioral actions in-
volved inwriting; theirwriting processes, allows for a better understanding ofwhen, where,
andwhy students struggle. This knowledge could in turn be used for feedback and instruc-
tion to improve students’ writing. For example, insight into the writing process could en-
hance students’ awareness of their writing progress, and thereby improve effective develop-
ment of task strategies as well as students’ ability to self-regulate their writing.

Unfortunately, it is often difficult or even impossible for teachers to gain access to stu-
dents’ writing processes, especially in large classrooms or online settings. One unobtrusive
and scalable solution to capture students’ writing processes is the use of keystroke logging.
With keystroke logging, every key pressed on a keyboard during writing is recorded, result-
ing in a detailed and timed overview of each key typed by a student. Literature has shown
that these keystroke data can provide some insight into students’ writing processes.

However, there is a large gapbetween these fine-grained keystrokes and the higher-level
writing processes. In addition, it is still largely unknown how these detailed keystroke data
can be used to provide teachers with meaningful insight into the writing process. There-
fore, the current dissertation aims to identify how keystroke logging can be used to gain
meaningful insight into students’ writing processes. This is done in four steps: (1) iden-
tifying stakeholders’ needs, (2) determining capabilities of keystroke analysis, (3) gaining
insights from keystroke data, and (4) operationalizing insights from keystroke data. These
four steps are divided over six studies detailed in six chapters.

Identifying stakeholders’ needs
In Chapter 2 we identified the stakeholders’ needs. Although keystroke logging can pro-
vide a multitude of metrics about students’ writing, little is known about the critical in-
dicators for providing automated feedback. Therefore, this chapter describes a participa-
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tory approach, to identify the indicators of students’ writing processes that aremeaningful
for educational stakeholders in order to provide instruction and/or feedback on students’
writing processes. In total, five participatory sessions were held with five distinct groups of
stakeholders: bachelor and postgraduate students, teachers, writing specialists, and profes-
sional development staff. The results showed that all stakeholders desired indicators on all
the main processes in writing: planning, translating, reviewing, and monitoring processes.
Indicators included, for example, information on students’ planning strategies, how stu-
dents use evidence in their writing, the depth of revisions, and students’ understanding of
the task. It was considered important to extract both behavioral indicators (e.g., speed of
writing), as well as higher-level cognitive indicators (e.g., critical thinking) and behavioral
indicators in relation to time (e.g., spread of revisions). These findings prioritize which in-
dicators need to be extracted. In addition, it was shown that the levels at which these indi-
cators were discussed as well as the terminology used, differed between the groups of stake-
holders. This further highlights the need for human-centered, participatory approaches to
design and develop writing analytics tools.

Determining capabilities of keystroke analysis
After identifying the stakeholders’ needs, we need to determine what is technically feasi-
ble, given the keystroke data available. To better understand how keystroke data map to
higher-level cognitive writing processes, in Chapter 3 we investigated the sensitivity of
frequently used keystroke features across tasks with different cognitive demands. Two
keystroke datasets were analyzed: one consisting of a copy task and an email writing task,
and one with a larger difference in cognitive demand: a copy task and an academic sum-
mary task. The differences across tasks were modeled using Bayesian linear mixed effects
models. Posterior distributionswere used to compare the strength and direction of the task
effects across features and datasets. The results showed that the mean of all interkeystroke
intervals were found to be stable across tasks. Features related to the time between words
and (sub)sentences only differed between the copy and the academic task. Lastly, keystroke
features related to the number of words, revisions, and total time, differed across tasks in
both datasets. To conclude, our results indicate that the latter features are related to cogni-
tive load or task complexity, and hencemight be used to gain insight into students’ writing
processes. In addition, the findings show that keystroke features are sensitive to small dif-
ferences in the writing tasks at hand.
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For providing teachers with (automated) insights in students’ writing processes, a first
step is to identify students at risk during writing. Therefore, in Chapter 4 we determine
the relation between the keystroke data andwriting quality. For timely feedback, wewould
like to be able to identify students at risk as soon as possible. Although literature has shown
that keystroke data can be used to predict writing quality after a draft has been submit-
ted, this chapter investigated if keystroke data can also be used to predict writing quality
during the writing process. Keystroke data were analyzed from 126 English as a second
language learners performing a timed, academic summarization task. Writing quality was
measured by final grade. Based on previous literature, 54 keystroke features were extracted.
Machine learning models (regression and classification) were used to predict final grade
and classify students at risk at several points during the writing process. In contrast to pre-
vious work, none of the models were able to outperform the baseline in predicting final
grade (regression) after the full writing process was finished. In addition, the models for
predicting pass/fail (classification) only slightly outperformed the baseline. Lastly, the re-
lation between the writing process features and writing quality changed over time during
the writing process. This stresses the importance to analyze the keystroke features in rela-
tion to time. Moreover, this shows that the relation between keystroke data and writing
quality is rather limited. Therefore, in the remainder of the dissertation the focus shifted
from using keystroke data to model writing processes as opposed to writing quality.

Gaining insights
With the insights in the stakeholders’ needs and the possibilities and limitations of the
keystroke data, we then turn to modeling students’ writing processes. Here, we scope the
dissertation to specifically focus on revision processes only, as stakeholders indicated this
is one of the most desired processes to gain insight into, that is rather directly observable
in the keystroke data.

InChapter 5 we provided a methodological approach to studying revisions in depth.
Given the importance of revision in writing, revision has been a main topic of interest
in writing research. Several models of revision have been developed, and a variety of tax-
onomies have been used tomeasure revision in empirical studies. Current advances in data
collection and analysis have made it possible to study revision in more detail. However,
a specific approach of how to do this was lacking. Therefore, the chapter provides a com-
prehensive product-oriented and process-oriented tagset of revisions. The presented tagset
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consists of ten properties of revisions: processing, trigger, orientation, evaluation, action,
linguistic domain, spatial location, temporal location, duration, and sequencing. We de-
scribed how the features related to these properties can be extracted manually or automat-
ically, using keystroke logging, screen replays, and eye tracking. As a proof of concept, we
showed that this tagset could be used to annotate revisions made by higher education stu-
dents with various backgrounds in various academic tasks. This tagset forms the basis for
studying and visualizing revisions in the following chapters.

Based on the tagset, in Chapter 6, we further explored one specific type of revision:
the revision of typographic errors (slips of the finger). These revisions can have a large in-
fluence on the writing process, and hence also on the analysis of the writing process. On
the one hand, these types of revisions are low-level, and hence less important, so itmight be
advisable to ignore them for certain research questions. On the other hand, it is important
to identify these revisions, as they can (unwillingly) break the flow in writing. Therefore,
this chapter describes a process-based model to automatically identify typographic errors
and their revisions. First, typographic errors and their revisions are characterized based
on temporal and bigram properties extracted from keystroke data. Thereafter, a process-
based model is trained on typographic error revisions on a copy task dataset to automati-
cally identify these revisions. Finally, this model is evaluated in a more natural setting: a
regular (source-based) writing task. Results show that it is possible to identify typographic
errors using keystroke data only, especially in a copy task. However, the results did not
generalize well to the source-based writing task. Hence, for the modeling of typographic
error revisions, we need to further improve the accuracy of the machine learning models.

Operationalizing insights
Lastly, with the insights obtained frommodeling the keystroke data we return to the stake-
holders. In Chapter 7 we determined how these models can be presented and integrated
into the learning design, to ultimately improve the learning and teaching of writing. Data
about students’ learning processes are often displayed in so-called learning dashboards. Yet,
simply providing teachers with data on students’ learning processes is not necessarily bene-
ficial for improving learning and teaching; the data need to beactionable. Recently, human-
centered learning analytics has been suggested as a solution to realize more effective and
actionable dashboards. Accordingly, we used this human-centered approach to design an
interpretable and actionable dashboard to provide insight into students’ revision processes.
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The design consisted of three iterative steps. First, visualizations on students’ revision pro-
cesses, created from keystroke data, were evaluated with writing researchers. Second, focus
group session with teachers of academic writing were used to co-design a paper prototype
of the dashboard using the updated visualizations. Finally, the paper prototype was trans-
formed into a digital prototype and evaluated by other teachers in individual user tests
combined with interviews. The results showed that this approach was useful for design-
ing an interpretable dashboard. The teachers envisioned a wide variety of actions, ranging
from individual coaching to classroom-wide instruction. Hence, the dashboard opens new
perspective to bring writing analytics to the classroom, by inviting students to reflect on
concrete representations of their writing processes.

Discussion and Conclusion
Based on the primary focus on keystroke logging and the variety of methods employed in
each of the studies, several reflections on the use of keystroke logging educational practices
as well as in writing analytics research can be drawn. For the use of keystroke logging in
educational practice, an adaptive approach is necessary, as there is no one-size-fits-all ap-
proach for improving students’ writing processes. In addition, an appropriate technical in-
frastructure needs to be provided, which ensures data privacy and transparency, alleviates
the burden for teachers, and requires little data literacy. For the use of keystroke logging in
writing research, several opportunities for future work are identified. First, the data-driven
approaches (as used in this dissertation) can be used to for more scalable analyses (e.g., as
compared tomanual annotation), can be used to identify points of interest in the keystroke
data, and shed light on constructs that are hard to theoretically define. Second, given how
keystroke data change over time during the writing process, it is important to also con-
sider the temporal aspects of keystroke data. Lastly, given the sensitive keystroke data, it
is important to combine keystroke features and to apply specific types of machine learn-
ing algorithms or more advanced statistical methodologies. This will result in more robust
findings that are easier to relate to underlying cognitive processes involved in writing.

To conclude, we showed that to gain meaningful insight into students’ writing pro-
cesses, it is important to consider the technical possibilities of the keystroke data as well as
the stakeholders’ needs. By using data-driven approaches, automatic and scalable insights
canbe gained into students’ revisionprocesses. By using a human-centered approach, these
insights can be transformed intomeaningful insights with educational applications.
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Samenvatting (Dutch Summary)

Schrijven speelt een belangrijke rol in het hoger onderwijs. Uit verschillende onderzoeken
is echter geblekendat studenten vaakmoeite hebbenmet het schrijven van academische tek-
sten endocenten vaak klagen over de slechte schrijfvaardigheid vande studenten. Inzicht in
de cognitieve processen en gedragingen van studenten tijdens het schrijven, hun schrijfpro-
cessen, kan zorgen voor een beter begrip over waar, wanneer en waarom studenten moeite
hebben met het schrijven. Deze kennis kan vervolgens worden gebruikt voor instructie
en terugkoppeling om het schrijfproces te verbeteren. Inzicht in het schrijfproces zou bij-
voorbeeld het bewustzijn van studenten over hun schrijfvoortgang kunnen vergroten en
kan daardoor effectief de ontwikkeling van taakstrategieën en zelfregulatie verbeteren.

Helaas is het voor docenten vaak moeilijk en soms zelfs onmogelijk om toegang te
krijgen tot het schrijfproces van studenten. Recent zijn echter observatiemethodes ont-
wikkeld die een schaalbare oplossing hiervoor bieden en bovendien het schrijfproces zelf
niet verstoren. Het betreft meer bepaald toetsregistratieprogramma’s. Bij het verzamelen
van toetsaanslagen wordt de tijd van elke toets die tijdens het schrijven op een toetsenbord
wordt ingedrukt, geregistreerd. Dit resulteert in een gedetailleerd overzicht van alle toetsen
die een student heeft ingedrukt. De analyse van deze toetsaanslaggegevens kan inzicht ge-
ven in het schrijfproces van studenten. Er is echter een grote kloof tussen deze fijnmazige
toetsaanslagen en de onderliggende cognitieve schrijfprocessen. Daarnaast is het nog gro-
tendeels onbekend hoe deze gedetailleerde toetsaanslaggegevens kunnen worden gebruikt
om docenten een bruikbaar inzicht te geven in het schrijfproces. Daarom is het doel van
het huidige proefschrift om te identificeren hoe toetsaanslaganalyse kan worden ingezet
om bruikbaar inzicht te verwerven in de schrijfprocessen van studenten. Dit doel is uiteen-
gezet in vier stappen: (1) het identificeren van de behoeften van belanghebbenden, (2) het
bepalen van de mogelijkheden en beperkingen van toetsaanslaganalyse, (3) het verkrijgen
van inzichten uit toetsaanslaggegevens, (4) het operationaliseren van inzichten uit toetsaan-
slaggegevens. Deze vier stappen zijn verdeeld over zes onderzoeken die zes hoofdstukken
beslaan.
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Identificeren van de behoeften van belanghebbenden
In Hoofdstuk 2 hebben we eerst de behoeften van de belanghebbenden geïdentificeerd.
Hoewel het verzamelen van toetsaanslagen een groot aantal meetgegevens over het schrij-
ven van studenten kan opleveren, is er weinig bekend over de kritische indicatoren voor
het geven van geautomatiseerde feedback. Daarom beschrijft dit hoofdstuk een partici-
patieve benadering, voor de identificatie van indicatoren van het schrijfproces die zinvol
zijn voor belanghebbenden in het onderwijs om instructie en/of feedback te geven over de
schrijfprocessen van studenten. In totaal werden vijf participatiesessies gehouden met vijf
verschillende groepen belanghebbenden: bachelor studenten, PhD-studenten, docenten,
schrijfwetenschappers en docentopleiders. De resultaten laten zien dat alle belanghebben-
den indicatoren wensen uit de verschillende hoofdprocessen van het schrijven: plannen,
formuleren, reviseren en zelfregulatie. Voorbeelden van de indicatoren zijn: informatie
over de planningsstrategieën van studenten, informatie over hoe studenten bronnen ge-
bruiken terwijl ze schrijven, de diepte van revisies en in hoeverre de student de taak begrijpt.
Het werd belangrijk geacht om zowel generieke gedragsindicatoren (bijv. schrijfsnelheid)
als abstractere cognitieve indicatoren (bijv. kritisch denken) en het verloop van gedragsin-
dicatoren over tijd (bijv. spreiding van revisies) te extraheren. Deze bevindingen geven pri-
oriteit aan welke indicatoren moeten worden geanalyseerd. Bovendien werd aangetoond
dat de niveaus waarop deze indicatoren werden besproken, evenals de gebruikte termino-
logie, verschilden tussen de groepen belanghebbenden. Dit benadrukt verder de behoefte
aan een mensgerichte, participatieve benadering voor het ontwerpen en ontwikkelen van
computerprogramma’s voor het schrijven.

Bepalen van de mogelijkheden van toetsaanslaganalyse
Na het identificeren van de behoeften van de belanghebbenden, bepaalden we wat tech-
nisch haalbaar is, gezien de beschikbare toetsaanslaggegevens. Om beter te begrijpen hoe
toetsaanslaggegevens relateren aan de onderliggende cognitieve schrijfprocessen, onderzoe-
kenwe inHoofdstuk 3 de sensitiviteit van veelgebruikte toetsaanslagvariabelen voor taken
met een verschillende cognitieve belasting. Twee datasetsmet toetsaanslaggegevenswerden
geanalyseerd: één bestaande uit een kopieertaak en een e-mailschrijftaak, en één met een
groter verschil in cognitieve belasting: een kopieertaak en een academische samenvattings-
taak. De verschillen tussen taken zijn gemodelleerd met Bayesiaanse lineair mixed effect

254



modellen. Posterieure distributies werden gebruikt om de sterkte en richting van de taak-
effecten over variabelen en datasets te vergelijken. De resultaten toonden aan dat het ge-
middelde van alle intertoetsaanslagintervallen stabiel was voor alle taken. Variabelen met
betrekking tot de tijd tussenwoorden en de tijd tussen (bij)zinnen verschilden alleen tussen
de kopieertaak en de academische samenvattingstaak. Ten slotte verschilden de toetsaansla-
gen met betrekking tot het aantal woorden, het aantal revisies en de totale tijd van taak tot
taak in beide datasets. Concluderend geven de resultaten aan dat de laatstgenoemde ken-
merken gerelateerd zijn aan cognitieve belasting of taakcomplexiteit. Daarom kunnen deze
gebruikt worden om inzicht te krijgen in de schrijfprocessen van studenten. Bovendien la-
ten de bevindingen zien dat toetsaanslagen gevoelig zijn voor verschillen in schrijftaken.

Voor het geven van geautomatiseerde feedback over de schrijfprocessen van studen-
ten, moeten we bepalen of toetsaanslagvariabelen kunnen worden gebruikt om tijdens het
schrijven studenten te identificerendiemoeilijkhedenhebben (‘risico-studenten’). Daarom
verkennen we inHoofdstuk 4 de relatie tussen de toetsaanslaggegevens en de schrijfkwali-
teit. Uit onderzoekblijkt dat toetsaanslaggegevens gebruikt kunnenwordenomschrijfkwa-
liteit te voorspellen nadat een conceptversie is ingediend. In dit hoofdstuk wordt onder-
zocht of toetsaanslaggegevens ook gebruikt kunnen worden om de schrijfkwaliteit tijdens
het schrijfproces te voorspellen. Toetsaanslaggegevens werden verzameld van 126 studen-
ten (met Engels als tweede taal), die een getimede, academische samenvattingstaak uitvoer-
den. Het eindcijfer werd gebruikt als maat voor de schrijfkwaliteit. Op basis van de litera-
tuur zijn 54 kenmerken van toetsaanslagen geëxtraheerd. Zelflerende (machine learning)
modellen (regressie en classificatie) werden gebruikt om het eindcijfer te voorspellen en
om risico-studenten op verschillende momenten tijdens het schrijfproces te classificeren.
In tegenstelling tot eerdere studies werkten geen van de modellen beter dan de basisme-
ting voor het voorspellen van het eindcijfer (regressie) nadat het volledige schrijfproces was
voltooid. Bovendien presteerden de modellen voor het voorspellen van een risico-student
(classificatie) slechts iets beter dan de basismeting. Ten slotte veranderde de relatie tussen
de kenmerken van het schrijfproces en de schrijfkwaliteit over de tijd van het schrijfproces.
Dit benadrukt het belang van het analyseren van de toetsaanslagen in relatie tot tijd. Boven-
dien toont dit aan dat de relatie tussen toetsaanslaggegevens en schrijfkwaliteit vrij beperkt
is. Daaromverschuift de focus inhet vervolg vanhet proefschrift naar het gebruik van toets-
aanslaggegevens voor het modelleren van schrijfprocessen in plaats van schrijfkwaliteit.
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Inzicht verwerven uit toetsaanslaggegevens
Met de verworven inzichten in de behoeften van de belanghebbenden en demogelijkheden
enbeperkingen vande toetsaanslaggegevens gaanwevervolgens over tot hetmodelleren van
de schrijfprocessen van studenten. We richten ons specifiek op het revisieproces, aangezien
belanghebbenden aangeven dat dit één van demeest gewenste processen is om inzicht in te
krijgen, dat ook direct waarneembaar is in de toetsaanslaggegevens.

InHoofdstuk 5 beschrijven we eerst een methodologische benadering voor het gron-
dig bestuderen van revisies. Gezien het belang van revisie tijdens het schrijven, is revisie een
veel bestudeerd thema in het schrijfonderzoek. Onderzoekers hebben verscheidene revisie-
modellen ontwikkeld en er zijn verschillende taxonomieën gebruikt om revisie te meten
in empirische studies. Door de huidige vooruitgang in het verzamelen en analyseren van
gegevens is het mogelijk revisies nader te bestuderen. Een specifieke aanpak hiervoor ont-
breekt echter nog. Daarom biedt het hoofdstuk een uitgebreide productgeoriënteerde en
procesgeoriënteerde annotatietabel van revisies. De gepresenteerde annotatietabel bestaat
uit tien eigenschappen van revisies: interne/externe verwerking, oorzaak, oriëntatie, evalu-
atie, actie, linguïstische categorie, ruimtelijke locatie, temporele locatie, duur en sequentie.
Voor elk van deze eigenschappen geven we aan hoe variabelen over deze eigenschappen
handmatig of automatisch kunnen worden geëxtraheerd met behulp van toetsaanslagana-
lyse, schermopnames, enoogbewegingdetectie. Als bewijs vanhet concepthebbenwe laten
ziendat deze annotatietabel gebruikt kanwordenomrevisies te annoteren van studenten in
verschillende academische taken. Deze annotatietabel vormt de basis voor het bestuderen
en visualiseren van revisies in de volgende hoofdstukken.

Op basis van de annotatietabel gaan we in Hoofdstuk 6 verder in op een specifiek
type revisie: de revisie van typfouten. Deze revisies kunnen een grote invloed hebben op
het schrijfproces en dus ook op de analyse van het schrijfproces. Enerzijds zijn dit mini-
male revisies en dus minder belangrijk. Het kan dus raadzaam zijn om ze te negeren voor
bepaalde onderzoeksvragen. Anderzijds is het belangrijk om deze revisies te identificeren,
omdat ze (ongewild) de vloeiendheid van het schrijven kunnen doorbreken en daardoor
aanleiding kunnen vormen voor andere, meer omvattende revisieprocessen. Daarom be-
schrijft dit hoofdstuk een procesgebaseerd model om typfouten en hun revisies automa-
tisch te identificeren. Ten eersteworden typfouten enhun revisies gekarakteriseerd opbasis
van temporele eigenschappen en een aantal kenmerken van de betreffende bigrammen (o.a.
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frequentie). Daarna wordt een procesgebaseerd model getraind om revisies van typfouten
te herkennen in toetsaanslagen van een kopieertaak. Ten slotte wordt dit model geëvalu-
eerd in een meer normaal-functionele schrijftaak: het schrijven van een synthesetekst op
basis van bronnen. De resultaten laten zien dat het mogelijk is typfouten te identificeren
met alleen toetsaanslaggegevens, en dan met name in een kopieertaak. De resultaten gene-
raliseerden echter veeleer beperkt naar de meer normaal-functionele schrijftaak. Daarom
moeten we voor het modelleren van revisies van typfouten de nauwkeurigheid van de au-
tomatisch lerende-modellen verder verbeteren.

Operationaliseren van inzichten uit toetsaanslaggegevens
Tot slot, met de inzichten verkregen uit de modellen van de toetsaanslaggegevens keren we
terug naar de belanghebbenden. InHoofdstuk 7 bepalen we hoe deze modellen kunnen
worden gepresenteerd en geïntegreerd in het vakontwerp, om uiteindelijk het leren en on-
derwijzen van schrijven te verbeteren. Gegevens over de leerprocessen van studenten wor-
den vaak weergegeven in zogenaamde leerdashboards. Echter, het simpelweg verstrekken
van gegevens aan leerkrachten over het leerproces van studenten is niet per se gunstig voor
het verbeteren van het leren; de informatie moet ook aanzetten tot actie. Onlangs is een
mensgerichte aanpak voorgesteld als oplossing om effectieve en activerende dashboards te
ontwerpen. Daarom gebruiken we deze mensgerichte benadering om een interpreteerbaar
en activerend dashboard te ontwerpen om inzicht te geven in de revisieprocessen van stu-
denten. Het ontwerp bestond uit drie iteratieve stappen. Eerst werden visualisaties van
de revisieprocessen van studenten gemaakt op basis van toetsaanslaggegevens geëvalueerd
met schrijfonderzoekers. Ten tweede werden de herziene visualisaties gebruikt om een pa-
pieren prototype van het dashboard te ontwerpen binnen een focusgroepsessie met docen-
ten academisch schrijven. Ten slotte werd het papieren prototype omgevormd tot een di-
gitaal prototype en door andere schrijfdocenten geëvalueerd in individuele gebruikerstests
gecombineerdmet interviews. De resultaten lieten zien dat deze aanpaknuttigwas voor het
ontwerpen van een interpreteerbaar dashboard. De docenten beschreven ook een grote ver-
scheidenheid aan mogelijke didactische toepassingen, variërend van individuele coaching
tot klassikale instructie. Zodoende opent het dashboard een nieuw perspectief om schrijf-
analyses naar de klas te brengen en studenten uit te nodigen omna te denken over concrete
representaties van hun schrijfprocessen.
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Discussie en conclusie
Op basis van de primaire focus op toestaanslaganalyse en de verscheidenheid aan metho-
den die in elk van de onderzoeken werden gebruikt in dit proefschrift, zijn verschillende
reflecties opgesteld. Voor het gebruik van toetsaanslaganalyse in de onderwijspraktijk is
een gepersonaliseerde benadering nodig, aangezien er geen eenduidige aanpak is om het
schrijfproces van studenten te verbeteren. Bovendien moet er een geschikte technische in-
frastructuur en omgeving worden ontworpen, die de privacy van de studenten en de trans-
parantie van gegevens waarborgt; de lasten voor leerkrachten verlicht; en weinig datagelet-
terheid vereist. Het gebruik van toetsaanslaganalyse in schrijfonderzoek geeft verschillende
mogelijkheden voor toekomstige onderzoek. Ten eerste kunnen de datagestuurde benade-
ringen (zoals gebruikt in dit proefschrift) worden gebruikt voor beter schaalbare analyses
(bijv. in vergelijking met handmatige annotatie). Zo kunnen ze worden gebruikt om aan-
dachtspunten in de toetsaanslaggegevens te identificeren en licht te werpen op constructen
die theoretischmoeilijk te definiëren zijn. Ten tweede—omdat toetsaanslaggegevens veran-
deren over tijd—is het belangrijk om ook de temporele aspecten van toetsaanslaggegevens
in overweging te nemen. Tot slot, gezien de sensitiviteit van de toetsaanslaggegevens is het
belangrijk om deze gegevens te combineren en specifieke zelflerende (machine learning)
algoritmen of meer geavanceerde statistische methodes te gebruiken. Dit zal resulteren in
robuustere bevindingen die gemakkelijker te relateren zijn aan de onderliggende cognitieve
processen die het schrijfproces kenmerken.

In dit proefschrift toonden we aan dat het belangrijk is om zowel de technische mo-
gelijkheden van de toetsaanslaggegevens als de behoeften van de belanghebbenden in over-
weging te nemen om een bruikbaar inzicht te krijgen in de schrijfprocessen van studenten.
Middels een datagedreven benadering kunnen automatische en schaalbare inzichten wor-
den verkregen in de revisieprocessen van studenten. Door vervolgens ook eenmensgerichte
benadering te gebruiken, kunnen deze inzichtenworden omgezet in zinvolle inzichtenmet
didactische toepassingen.
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