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Abstract: We investigated the additional predictive value of an individual’s
neighbourhood (quality and location), and of changes therein on his/her health-
care costs. To this end, we combined several Dutch nationwide data sources from
2003 to 2014, and selected inhabitants whomoved in 2010. We used random forest
models to predict the area under the curve of the regular healthcare costs of
individuals in the years 2011–2014. In our analyses, the quality of the neigh-
bourhood before themove appeared to be quite important in predicting healthcare
costs (i.e. importance rank 11 out of 126 socio-demographic and neighbourhood
variables; rank 73 out of 261 in the full model with prior expenditure and medi-
cation). The predictive performance of the models was evaluated in terms of R2 (or
proportion of explained variance) andMAE (mean absolute (prediction) error). The
model containing only socio-demographic information improvedmarginallywhen
neighbourhood was added (R2 +0.8%, MAE −€5). The full model remained the
same for the study population (R2 = 48.8%, MAE of €1556) and for subpopulations.
These results indicate that only in prediction models in which prior expenditure
and utilization cannot or ought not to be used neighbourhood might be an inter-
esting source of information to improve predictive performance.
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1 Introduction

This paper aims to improve the prediction of healthcare costs by introducing a new
level: the neighbourhood. Our research interest in the predictive value of neigh-
bourhood is based on the rich literature on neighbourhood health effects, i.e.
characteristics of small geographical areas are associated with health status of
inhabitants. Although causality is not guaranteed, we may assume that the
neighbourhood affects health (Diez Roux and Mair 2010; Ellen and Turner 2003;
Sampson, Morenoff, and Gannon-Rowley 2002) and since health is a major
determinant of healthcare demand, we hypothesize that the exposure to the
neighbourhood translates from healthcare demand to healthcare utilization and
finally to healthcare costs.

In this study, we were interested in: 1) the importance of the neighbourhood
quality and location compared to other variables in the prediction of healthcare
costs, and 2) the improvement in the predictive performance when adding
neighbourhood to an elaborate prediction model. Improving the prediction of
healthcare expenditure is relevant for risk adjustment. An application of risk
adjustment is risk-adjusted subsidies, which are used in competitive health in-
surance markets to prospectively compensate insurers for differences in case mix
(i.e. in the people they insure). This compensation is necessary to reduce incentives
for risk-rating, i.e. asking higher premiums for more expensive insured, and risk
selection, i.e. using different means, such as advertisement, to contract the most
cheap insured (VandeVen 2011; VandeVen et al. 2013). Another application of risk
adjustment is capitation payment. Capitation payments are used to pay healthcare
providers, and consist of a periodical lump sum per patient. Risk adjustment is
used to differentiate capitation payments based on patient characteristics. This is
necessary to prevent risk selection by providers, and to prevent under compen-
sation of specialized providers treatingmainly complex, expensive patients (Jegers
et al. 2002; Shin, Schumacher, and Feess 2017). Risk-adjusted subsidies and
differentiated capitation payments are calculated using risk adjustment models
containing predictors of healthcare expenditure, such as demographic variables,
regional variables, health status indicators, and prior healthcare expenditure and
utilization (Shin, Schumacher, and Feess 2017; Van de Ven et al. 2007; Van Veen
et al. 2015;). Despite the large set of variables included in risk adjustment models,
these models still undercompensate insurers/healthcare providers for certain
types of insured/patients (Buchner, Wasem, and Schillo 2017; Eijkenaar, van Vliet,
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and vanKleef 2018; Sibley andGlazier 2012; VanVeen et al. 2017). For this reason, it
is important to find new variables for risk adjustment models that improve the
compensation for expensive insured/patients. This study gives insight in whether
neighbourhood variables may be of additional value for risk adjustment models.

Furthermore, we like to study the predictive value of the neighbourhood
because it could improve matching in observational studies. Our study might
improve the accuracy of propensity scores which are most often used for matching
to reduce imbalance in the distribution of the pre-treatment characteristics of the
intervention and the control group (Stuart 2010).

First, this section proceeds with a subsection on the theoretical background in
which we explain in short why the neighbourhood might matter for the prediction
of healthcare expenditure. Subsequently, Section 2 describes the methods of our
study, Section 3 describes the results and Section 4 discusses the implication of the
results.

1.1 Theoretical Background

In this paper we like to emphasize that human beings are social beings, living their
lives in a certain context, not in a laboratory (Barker 1968). Moreover, environ-
mental inputs that are relevant to health, such as pollution control, greater public
safety, expanded opportunities to improve physical fitness, or improved social
housing, are beyond the control of a single individual (Leibowitz 2004). In this
‘ecological approach’, (Macintyre and Ellaway 2000; Sallis and Owen 2015; Sallis
et al. 2006) applied in Public Health research, people and their health are studied
within a physical and social environment, the neighbourhood. Hence, next to the
direct effect of the healthcare system and individual characteristics, also the
environment surrounding the individual is likely to predict need and utilization.
Firstly, neighbourhoods might differ in distance, reachability, accessibility,
opening hours as well as quantitative and qualitative characteristics of healthcare
facilities (Ellen, Mijanovich, and Dillman 2001). Secondly, neighbourhoods might
physiologically, thus directly affect an individual’s health with a dose response
relationship. Thirdly, neighbourhoods might also affect health indirectly via a
psychological pathway or via health behavioural (Berkman et al. 2000). An
example for the psychological pathway is the short-term restorative effect of
contact with nature (e.g. green space) (Hartig et al. 2014) and its association with
good perceived mental health (Van den Berg et al. 2015). An example of the
behavioural pathway is, that walkable, social, or safe neighbourhoods provide
more opportunities for physical activity which supports good health (Haskell et al.
2007) andhealth-related quality of life (Bize, Johnson, andPlotnikoff 2007). Lastly,
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neighbourhood might affect healthcare utilization independent of need, i.e.
neighbourhoods might differ in their level of neighbourhood social capital (and
this might differently motivate people to demand and finally use preventive
healthcare, e.g. screening for colorectal cancer (Leader and Michael 2013), pre-
ventive dental visits (Iida and Rozier 2013), and number of contacts with doctors
(Nguyen, Ho, and Williams 2011)).

Pathways help to understand why neighbourhoods have the ability to harm
and benefit health with consequences for the demand of healthcare (Mohnen and
Schneider 2019). For example, it should be good for one’s healthcare demand to
live in a green neighbourhood as green space is associatedwith lowermedical care
use in Korea (Lee, Lee, and Kwon 2014) and less visits to mental health specialists
and intake of mental health medication in Spain (Lee, Lee, and Kwon 2014).
Furthermore, it should be bad for one’s healthcare demand to live in neighbour-
hoods with air pollution as high levels of nitrogen dioxide are associated with
premature birth (WHO 2013) and hospital admission for respiratory and cardio-
vascular symptoms (Dijkema et al. 2016). Another example of the negative influ-
ence of the neighbourhood on healthcare demand is the association between self-
perceived neighbourhood disorder1 and total health services usage (Martin-Storey
et al. 2012). In reality, neighbourhood characteristics interact which makes it
difficult to study the effect of a single neighbourhood characteristic. For example,
playgrounds were only associated with a higher level of physical activity in ado-
lescents in combination with a high level of neighbourhood social capital (Prins
et al. 2012). Because it is difficult to study the effect of a single neighbourhood
characteristic, we used an aggregate measure, the livability index of 2008, to
differentiate between good and bad neighbourhoods. In this index, 49 items of
social and physical neighbourhood characteristics were used to measure the
quality of Dutch neighbourhoods (Leidelmeijer et al. 2009).

Next to the neighbourhood location, we used the quality of the neighbourhood
(i.e. livability) as prediction variable because we assumed that the quality of the
neighbourhood – possibly more than the location - matters for the need for
healthcare and thus for healthcare utilization and expenditure. To understand the
relevance of using the quality of the neighbourhood as a prediction variable, we
compared the importance of this variable with other, often-used prediction vari-
ables, e.g. age, gender, income and occupation (Shin, Schumacher, and Feess
2017; Van de Ven et al. 2007).

1 Neighborhood disorder are physical and social features of neighborhoods that may signal the
breakdown of order and social control, for example, prostitution, drug dealing, fighting in the
streets, abandoned cars, vandalized buildings, or litter in the streets (Marco et al. 2015).
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The added value of a variable for a prediction model depends on the other
prediction variables in the model. Therefore, we tested whether, next to socio-
demographic characteristics, neighbourhood quality and location improved the
prediction of regular healthcare costs, and if so, whether this added value van-
ished when prior expenditure and prior medication utilization were added to the
model. For all these analyses, we conducted sensitivity analyses with outcomes
that are expected to be more sensitive to neighbourhood effects (i.e. General
practitioner (GP) consultation costs and medication utilization) and in chronically
ill subgroups that are expected to be more sensitive to neighbourhood effects (i.e.
diabetes type II, mental health and obstructive airway disease).

2 Material and Methods

2.1 Study Design

To testwhether the neighbourhood inwhich an individual lives canpredict individuals’healthcare
expenditure, we followed individuals who moved (=movers). If the neighbourhood matters for
healthcare expenditure we should find that the neighbourhood someone was exposed to for
several years is an important prediction variable. Furthermore, and this is why we chose to work
exclusively with movers, if a change in the quality of the neighbourhood (e.g. moving to a better
quality neighbourhood) is of value for the prediction this would give a stronger indication that
neighbourhoodmatters for prediction. In our study design, we aimed tominimize the effects of the
supply side by followingmovers that changed neighbourhood but not healthcare supplier, by only
including movers within a hospital catchment area (see Appendix A for information on Dutch
hospital catchment areas).

2.2 Data

We combined several nationwide data sources. Below,we describe the data sources andAppendix
B gives a complete overview of all prediction variables, with their data source and value labels. Via
Statistics Netherlands (CBS), we had access to non-public microdata. This data was linked at the
individual and neighbourhood level and encompasses the entire Dutch population. Anonymised
data were analysed in a secure remote-access environment of CBS. Neighbourhood was oper-
ationalised using the neighbourhood code of CBS, a smaller andmoreprecise operationalisation of
the neighbourhood than 4-digit postal codes. In 2010, on average, 1418 (SD: 2000) people were
living in each CBS neighbourhood.

2.2.1 Socioeconomic Variables (2003–2015): We used municipal register data including home
address, relocation date, and socio- demographic characteristics, e.g. country of origin, marital
status. CBSmicrodata also includes size of household and socio-economic status (occupation type
and household income before tax).
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2.2.2 Annual Health Insurance Claims Expenditure (2008–2014): In the Netherlands, a basic
health insurance is obligatory by law, therefore almost all (99%)Dutch citizens have a basic health
insurance (NZa 2016). The healthcare information centre Vektis collects and manages health
claimsof all Dutchhealth insurance companies on all healthcare procedures coveredby theHealth
Insurance Act, including the costs of compulsory co-payments and deductible, excluding other
out-of-pocket payments (de Boo 2011). The Vektis database covers 99% of all insured people.
Vektis aggregated expenditures of claims per person, year and care category. Categories were the
curative healthcare expenditures of primary and secondary care, prescribed medication, medical
aids, patient transportation, and mental healthcare.

2.2.3 ATC Medication Codes (2005–2014): Based on claims data, the National Health Care
Institute makes a yearly overview of prescribed medication per inhabitant, based on Anatomical
Therapeutic Chemical (ATC) classification. CBS microdata included these ATC codes on 4-digit
level, with a single code per person per year. Volume and actual intake of medication was not
available. We were not able to differentiate between someone with missing values and someone
with no prescribed medication.

2.2.4 ‘Livability Indexof theNeighbourhood’ (2008):Under the authority of the formerMinistry of
Housing, Spatial Planning, and Environment (VROM) the ’Livablity index of the neighbourhood’
was developed based on scientific literature and empirical data. The index consists of 49 items
from six disciplines: (1) housing, (2) public space, (3) public facilities, (4) composition of in-
habitants (SES and ethnicity), (5) composition of inhabitants in terms of age, household size, and
residential stability, and (6) Public safety (Leidelmeijer et al. 2009). All data were measured at
1.1.2008, except for environmental noise, measured in 2006, and a part of the dimension ‘public
space’. Uninhabited or very sparsely populated industrial and rural areas were not part of the
index, and had a ‘missing value’ in this study. Content validity of the index was determined by a
check by local policy makers of the scores of the neighbourhoods in the municipality they were
responsible for (Leidelmeijer et al. 2008). The livability variables measure the quality of the
neighbourhood a person lived in before (livability_pre) and after (livability_post) their move in
2010. The improvement_in_move variable measures whether the quality of the neighbourhood
improved after the move compared to before the move.

2.3 Study Population

We had access to all registered citizens living between 2005 and 2015 in the Netherlands
(n = 21,559,510). Since the health claims data are only available from 2008 onwards, we decided to
analyse the event ofmoving in the year 2010. Each registered inhabitant lives in an object and each
of these objects has a unique object number. We interpret a change in object number as a move to
another address. We included people in our analysis who have been living stable (= on the same
address) between 2005 and 2009, were born before 1 January 2005 and were not deceased in
2005–2010 (n = 14,981,058).We only includedpeoplewhomovedonce in 2010 (n = 478,462)within
a hospital catchment area (n = 310,653). People with incomplete municipality registration data
between 2005 until the end of 2010 were not part of the analyses. Reasons for the gaps in the
registration were death, moving abroad, losing permanent home, or registration errors. When
these gaps occurred in the follow-up period (2010–2014), we used the information of the movers
until the gap and ignored the information after the start of the gap. Finally, we selected only one
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person per household (n = 207,614). Sensitivity analyses were conducted for the chronically ill
subgroups diabetes type II (n = 9496), mental health disease (n = 20,337) and obstructive airway
disease (n = 20,124). See Appendix C for subgroups definitions.

2.4 Dependent Variables

The dependent variable was the average over a fixed period of the annual individual’s regular
healthcare costs, which included all costs that were covered by the basic health insurance in the
Netherlands. It included the deductible costs but excluded both intramural mental healthcare costs
and out-of-pocket payments. The average healthcare cost was defined as the area under the
polygonal curve of an individual’s healthcare expenditures during the years 2011–2014, computed
with the trapezoidal rule, divided by the length (i.e. number of years) of the period of observation.
For individuals with missing data it was computed over a smaller number of points and/or shorter
period. This definition of individual average costs allows us to include people with different lengths
of follow-upand even deceasedpeople.Next to being generally convenient froma statistical point of
view, includingmoredatahas the important advantageof creatingamorediverse population, that is
more similar to the general population rather than a distinct - probably healthier - subsample.

The dependent variables for the sensitivity analyses were 1) the annual individual’s GP
consultation costs and 2) the annual individual’s sum of ATC codes. Both variables were calculated
in a similar way to regular healthcare costs from the area under the curve during the years 2011–
2014. GP consultation costs included all costs for GP visits that are covered by the basic health
insurance. The sumofATC codeswere the number of different level-4ATCgroupsper individual in a
year. All costs are reported in Euros (1 Euro = 1.1045USdollar– exchange rate of 11 September 2019).

2.5 Method: Random Forest Models Statistics and Variable Importance

In this study, random forest was used to predict healthcare utilization and costs of individuals.
Random forest (Breiman 2001; Hastie, Tibshirani, and Friedman 2009) is a machine learning or
statistical prediction algorithm that generates and in some sense averages the predictions of a
large number of ‘decision trees’. Random forest is well established as a useful statistical tool and it
is increasingly applied in prediction problems because of its flexibility and prediction accuracy. In
particular, random forest can cope with many predictor variables (covariates) of various kinds
(numerical, ordinal or categorical), collinearity of predictor variables or unusual distributional
forms (e.g. asymmetry or lack of normality), and tends to show up among the most accurate
prediction methods in comparative prediction studies (Shrestha et al. 2018).

2.5.1 Error Statistics: We used the package ‘ranger’ (Wright and Ziegler 2017) of the open source
statistical softwareR (R 3.5.1) toproduceoutput suchas themeanandmedianprediction errors,MAE
(mean/median absolute error), or the average/median absolute difference between the actual and
thepredictedvalues of theoutcomeof interest,R2 orPEV (proportionof explainedvariance),which is
defined by 1-MSE2/Var (outcome) and normally assumes values between 0 and 1, higher values
indicating a greater usefulness of the predictor variables; as measures of prediction accuracy.

2 MSE is the mean squared error; or the average squared difference between actual and predicted
values.
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2.5.2 Variable Importance: In addition, random forest produces a ranking of the predictor variables
in termsof the ‘importance’ theyhave for producingpredictions. Roughly speaking, the importanceof
a variable is proportional to the worsening – namely the relative increase in MSE2 – of the prediction
error that results from permuting the values of that variable randomly in the data set. If a variable is
irrelevant for predicting, replacing the value of that variable for an individual by an arbitrary value
will hardly affect the prediction for that individual; if on the contrary the variable really matters for
prediction then ‘confusing’ the variable will tend to worsen the predictions substantially.

Variable importance was used in this study to assess whether and to what extent neigh-
bourhood variables play a role in the prediction of healthcare costs. To understand the role of
neighbourhood in the prediction of regular healthcare costs several models, summarized in
Table 1, were used for comparison (see Appendix B for a list of all variables). In each model, 1000
trees were built.

3 Results

3.1 Descriptive Information

The study population was compared to the Dutch population on pre-move annual
healthcare expenditures (Table 2) and socio-demographic variables (Appendix D).
The average regular healthcare costs in the study population were €2156 and the
average GP consultation costs were €58, which was slightly higher than in the
Dutch population (regular costs: €1763, GP consultation costs: €46). The study
population usedmedications from on average 3.3 different ATC groups, which was
slightly lower than the Dutch population (3.9). The regular healthcare cost of the
study population remained quite stable between 2011 and 2014 (i.e. the years used

for the dependent variable) with averages of €2217 in 2011, €2165 in 2012, €2234 in
2013 and €2228 in 2014; which is in line with the average regular costs of the Dutch

Table : Overview of prediction models.

Model Prediction variables Number of prediction
variables

Model  All socio-demographic information available 

Model  Model  + neighbourhood 

Model  Model  + prior expenditure and medication
use



Model  = full
model

Model  + neighbourhood 
a

aModel  on GP consultation costs has one extra variable: area under the curve of GP consultation cost before
the move.
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population (2011:€1866, 2012:€1861, 2013:€1943, 2014: not available). AverageGP
consultation costs remained quite stable as well (€45 in 2011, €42 in 2012, €41 in
2013 and €43 in 2014). Average sum of ATC decreased slightly (3.3 in 2011, 3.1 in
2012, 3.0 in 2013 and 3.0 in 2014). The average age of the study population was
higher than in the Dutch population (43.1 vs. 39.9 years) and the percentage of
males was slightly lower (48.3 vs. 49.5%). The mortality in 2011–2015 was higher
than in the Dutch population (2.5 vs. 0.8%). Furthermore, less peopleweremarried
or had a registered partner (25 vs. 41%) and the household income was higher
(€39,493 compared to €23,300) than in the Dutch population.

Unsurprisingly, the chronically ill subpopulations had clearly higher regular
healthcare costs (diabetes: €6,377; mental health: €4,894; obstructive airway:
€4,639) and GP consultation costs (diabetes: €166; mental health; €139, obstructive
airway;€121) than thewhole study population. The amount of ATC groups usedwas
also clearly higher in the chronically ill (diabetes: 9.2;mental health: 7.2; obstructive
airway: 7.5). People with diabetes type 2 were older (average 72.7 years) than people
in the other chronically ill subgroups (average 56.3 and 52.3, respectively) and the
whole study population (average 43.1). Furthermore, they were more often married
or widowed, were more often pensioners, and had lower household incomes than
the other subpopulations and the study population. The subpopulationwithmental
health problems was more often a recipient of some kind of welfare benefits
compared to the other subpopulations and the studypopulation. The subpopulation
with obstructive airway diseases was quite comparable to the study population on
all socio-demographic variables reported in Appendix D.

In 2008 on average 165,735 (SD: 66,293; Range: 25,285–388,945) people were
living in the 103 hospital catchment areas in the Netherlands and each catchment
area consisted on average of 127.7 (SD: 64.5; Range: 14–353) neighbourhoods
(Appendix A).

3.2 Random Forest Model Results

3.2.1 Quality vs. Location of the Neighbourhood

In the model with socio-demographic and neighbourhood variables, the quality of
the neighbourhood mattered more for the prediction of regular costs than the
locationwith an importance value of 62.1 and 61.2 for livability pre and post and an
importance value between 40 and 50 for the location variables (Figure 1). Neigh-
bourhood quality and location were equally important for the prediction of GP
consultation costs and sumofATC codes (Appendix E and F). In the Fullmodel, the
quality of the neighbourhood was equally important as the location in the
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prediction of regular costs, GP consultation costs and sum of ATC codes (Figure 2,
Appendix G and H). A change in the exposure to neighbourhood quality (i.e.
improvement in move) was of some importance in model 2 (with importance ranks
of 26–31 out of 126) but low ranked in the Full model (102–132 out of 261, Figures 1
and 2, and Appendix E–H).

3.2.2 Quality of the Neighbourhood in Perspective

In the predictionmodelwith socio-demographic andneighbourhood variables, the
quality of the neighbourhood (livability_pre) appeared to be an important pre-
dictor with ranks of 14–17 out of 126 for regular costs, GP consultation costs and
sum of ATC codes (Figure 1 and Appendix E and F). In these models, the quality of
the neighbourhood was equally (or more) important as age in predicting all three
dependent variables (Figure 1 and Appendix E and F). This was not the case in the
Full model. In the Full model on regular costs the importance rank of neigh-
bourhood quality dropped to 73 out of 261 (Figure 2). In this model, age was twice
as important as the quality of the neighbourhood (Figure 2). In the models on GP
consultation costs (Appendix G) and sum of ATC codes (Appendix H), age was the
most important variable and was 2–3 times as important as livability.

Figure 1: Random forest importance values (& ranks) of all neighbourhood variables and a
selection of socio-demographic variables in Model 2 on regular costs (in total 126 variables).
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3.2.3 Neighbourhood Less Important for Chronically Ill than for the Study
Population.

In the prediction model on regular healthcare costs, the importance ranks of the
livability_pre variable in the chronically ill subpopulations were above 142 and
higher (Appendix I), indicating a lower importance of these variables for chroni-
cally ill than for the whole study population (rank 73). A similar pattern was found
for GP consultation costs (Rank 95 and higher vs. 81) and sum of ATC codes (Rank
159 and higher vs. 70).

3.2.4 Small Additional Value of Neighbourhood Variables Next to Socio-
demographic Variables

When the neighbourhood variables were added to a prediction model with a rich
set of socio-demographic information (comparingModel 1 and 2, Table 3), the R2 of
the prediction model on regular costs increased with 0.8%. Furthermore, mean
and median absolute prediction error improved (i.e. error decreased) with €5 and
€4, respectively. Prediction error showed contradicting results, with a deteriora-
tion of mean prediction error of €12 (error increased) and an improvement in
median prediction error of€1 (error decreased). The dependent variables that were
chosen because they might be more sensitive to neighbourhood effects (i.e. GP

Figure 2: Random forest importance values (& ranks) of neighbourhood variables and four
selected socio-demographic variables of model 4 on regular costs (in total 261 variables).
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consultation costs and sum of ATC codes), did not substantially benefit more from
adding the neighbourhood variables (Table 3: GP consultation costs R2 +1.7%; sum
ATC codesR2+1.1%). This indicates that the additional value of the neighbourhood
variables next to socio-demographic information in predicting regular costs, GP
consultation costs and sum of ATC codes was small.

3.2.5 No Additional Value of Neighbourhood Variables in the Full Model

Neighbourhood variables used in this study had no additional value in predicting
healthcare expenditures next to a rich set of socio-demographic variables andprior
healthcare expenditures and medication (Table 3). The dependent variables that
were chosen because they might be more sensitive to neighbourhood effects (i.e.
GP consultation costs and sum of ATC codes), did not benefit from adding the
neighbourhood variables to the model as well. The subpopulations that were
chosen because theymight bemore sensitive to neighbourhood effect (chronically
ill of diseases known for its link with the neighbourhood) showed similar results.
Furthermore, sensitivity analyses within three different age groups and within
females and males also showed no additional predictive value of neighbourhood
(Appendix J). Besides, in Appendix K, we calculated differences in prediction error
for different groups of people. Categories were ethnic background, household
income, occupation, having one of three chronic diseases, patients with multiple
diseases, health care utilization (specialist care andmental healthcare) and people
with healthcare expenditures in the top 25% in the past 2 years. These results
showed no improvement in prediction error for any of these groups.

3.2.6 Accuracy of Prediction

In the full model on the study population, Random Forest models showed an R2 of
48.8%, a mean absolute prediction error of €1556, and a median absolute pre-
diction error of €404 for predicting regular costs (Table 3).

The predictive performance of the full model on regular costs was lower in the
subpopulation with diabetes type 2 (R2: 34.6, mean & median absolute prediction
error: €3855 & €1699) and in the subpopulation with mental health disease (R2:
42.4, mean & median absolute prediction error: €2724 & €947,) compared to the
study population (Table 3). In the subpopulation obstructive airway disease, theR2

was higher (49.6) while the mean and median absolute prediction errors were
higher (€2859, €949) than in the study population.

The R2 for predicting GP consultation costs (48.8) was similar to the R2 for
predicting regular costs for the full model in the study population. The R2 for
predicting sum of ATC codes was higher (68.2) than the R2 for predicting regular
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costs. The mean and median absolute prediction error for GP consultation costs
were €24 and €11, respectively, and for sum of ATC codes 2.0 and 1.1, respectively.

4 Discussion

The aim of this study was to explore the additional predictive value of using
neighbourhood variables next to other commonly used variables to predict
healthcare costs. As we followed movers in time, we could not only study the
quality and the location of the neighbourhood but alsowhether someonemoved to
a ‘better’ neighbourhood and whether this information helps to predict healthcare
costs in the three years following a move to a new address within an hospital
catchment area.

In this study, we found that the quality of the neighbourhood was in general
more important in predicting healthcare costs than the location of the neigh-
bourhood. To put the importance of the quality of the neighbourhood into
perspective, we showed that it is equally important as age in the prediction of
healthcare costs with a prediction model containing socio-demographic and
neighbourhood variables. However, in a prediction model to which prior expen-
diture and medication were added, the importance rank of the quality of the
neighbourhood dropped, while the importance rank of age increased, making age
much more important than neighbourhood in this model. Besides, our study
showed that a change to a ‘better’ neighbourhood is not important for the pre-
diction of healthcare utilization and costs.

Furthermore, in this studywe found that, only when adding neighbourhood to
the prediction model with socio-demographic information the predictive perfor-
mance slightly improved. No improvement in predictive performance was
observed when adding neighbourhood to the prediction model with socio-
demographic information, and prior expenditure and medication use. Sensitivity
analyses showed same results for different outcome variables and subpopulations.
Hence, the neighbourhood is only of additional value for prediction models in
contexts in which data on prior healthcare utilization and expenditure cannot or
ought not to be used.

Finally, this study demonstrated that random forest is an important tool for
variable screening for healthcare expenditure prediction while producing a high
R2. The high accuracy of prediction suggests (1) that we have used interesting
variables for the prediction and (2) that the random forest method was able to
discover underlying interactions which traditional methods (e.g. OLS) are not able
to find. The latter is in line with Shrestha et al. (2018) who showed that Random
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forest models can outperform more traditional OLS regressions in healthcare
prediction (Shrestha et al. 2018).

4.1 Strengths and Limitations

Since the decision to move and where to move was in the hands of the movers
themselves, a limitation of our study is that we did not study the effect of a ‘natural
experiment’ (Craig et al. 2012). In a real natural experiment, movers would have to
move randomly. An example of a real natural experiment is the ‘Moving to Op-
portunity’ (MTO) study, where people moved randomly from one neighbourhood
to another (Katz, Kling, and Liebman 2001). No experiment in this kind exists in the
Netherlands. Hence, because of selection biases causality cannot be proven.
However, by using a prediction model we were able to study the value of the
neighbourhood in the prediction of healthcare utilization and expenditure.

Following movers in time enables studying neighbourhood effects because
people were exposed to different neighbourhoods. However, a movemight also go
along with a change in healthcare supplier (we were not able to study this with our
data). Therefore, others have used populations of (far distance) movers to disen-
tangle the supply effect on healthcare expenditures from the demand effect (Fin-
kelstein, Gentzkow, and Williams 2016; Moura et al. 2019). The aim of our study,
however, was to object the demand side effect, not the supply side effect. We
hypothesized that the demand side is affected by the neighbourhood and that a
change to the neighbourhood quality is associated with a change in healthcare
utilization. In order to study the importance of the neighbourhood in the prediction
of healthcare expenditure, we restricted our study population to people moving
within hospital catchment areas (because we assumed that these people keep
going to the samehospital). However, itmay be that peoplemovingwithin hospital
catchment areas changedGP (in theNetherlands, almost every neighbourhood has
one or more GP practices). As GP’s might differ in the frequencies of consultation
with the patients, in referral behaviour and in prescribingmedication (Grytten and
Sørensen 2003; Sinnige et al. 2016; Van Dijk et al. 2013), a possible change in GP
may have confounded an effect of neighbourhood in our study. We believe,
however, that the number of people changing aGP is rather small in our study - and
thus the impact of this limitation can be neglected - because of the relative short
distance of moves and because of a study among Dutch elderly showing that these
elderly consider continuity of GP care (i.e. having the same GP) more important
than distance to GP care (Berkelmans et al. 2010).

Wemay have found only limited additional value of the neighbourhood in our
prediction model because neighbourhood might affect healthcare utilization only
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on the long run. Hence, it may be that the timeframe of this study was too short to
pick up the effect of neighbourhood on healthcare expenditure. Moreover,
although livability varied within hospital catchment areas, the variation in
neighbourhood exposure to, for example, blue space (‘Blue space’ showed to be
associated with health (Wheeler et al. 2012)) would have been larger if our study
population would also consist people whomoved from, for example, themiddle of
the Netherlands to the West at the coast. Besides, this study only showed that
neighbourhood location and quality (measured with the livability index) were not
able to improve prediction models. However, a single neighbourhood character-
istic might do a better job. Next, due to data restrictions (liveability was measured
radically different in 2012 compared to 2008 and therefore longitudinal use of the
liveability score was not possible) neighbourhood quality change was limited to
livability data from 2008. This limitation might have affected the predictive value
of neighbourhood change in the prediction model.

Finally, our study population may not be representative for the entire Dutch
population because people who moved might have a different need of healthcare
and subsequently different healthcare costs. Moreover, our study design may be
overshadowed by the global financial crisis, which also affected the housing
market in the Netherlands in 2010. Therefore, people moving in 2010 may be even
more different from the Dutch population than movers in general.

The results of this study may be valuable to improve risk adjustment models
because our study predicts healthcare costs (regular costs) in a similar way to the
Dutch ‘curative’ risk adjustment models (i.e. excluding mental healthcare costs)
(VanVeen et al. 2017). However, aswedid not have access to the original Dutch risk
equalization model, we could not directly test the added value of the neighbour-
hood for this model. Instead, we chose all variables relevant to healthcare utili-
zation and available at CBS. Hence, our model included more socio-demographic
and expenditure information than the Dutch risk equalization model, which may
have underestimated the additional effect of neighbourhood for risk adjustment
models. Besides, asmany other countries do not have access to asmany prediction
variables as in the Netherlands, the additional effect of neighbourhood in risk
adjustment models may be even further underestimated in these countries.
Finally, as the influence of the neighbourhood onutilizationmaybemodest, itmay
be a limitation of this study that we were not able to measure the amount of a
medication that was used but only the number of ATC4 codes, a rather rough
outcome.

A strength of this study is the use of a large set of linked information – up to 261
predictive variables. On the contrary to many other studies using claims data of
only one or a few health insurers, our study used claims data of all Dutch health
insurers covering almost the entire Dutch population. Hence, we were able to

130 S. M. Mohnen et al.



select all people living in the Netherlandswho applied to our inclusion criteria and
repeated our analyses (with same findings) on different random selections of this
pool of people. Furthermore, a rich set of high quality socio-demographic infor-
mation gathered by CBS was used in this study. We believe that the amount and
quality of the data provided in these datasets and the representativeness of the
study population improved the reliability of our results.

In this study, next to predicting regular healthcare costs, we also predicted
costs/utilization that are expected to be more sensitive to the neighbourhood and
less effected by the supply side. Furthermore, we not only tested the effect of
neighbourhood in the regular population, but also studied the effect in pop-
ulations that are expected to be more sensitive to a change in neighbourhood.
Because of this effort, this paper is able to more confidently show that the added
value of the neighbourhood variables in the prediction of healthcare utilization
and expenditure is very limited, at least for the neighbourhood variables used in
this study.

4.2 Comparison of our Findings with Previous Studies

The MTO study, mentioned earlier, showed that personal health (Ludwig et al.
2012) and wealth (Chetty, Hendren, and Katz 2016) improved when children below
the age of 13 moved from public housing to a low-poverty area. A consequence of
this finding could be that moving to a better neighbourhood decreases the need for
healthcare and that the neighbourhood is of importance for prediction of health-
care. Our study, however, found neighbourhood to be of limited to no additional
value in the prediction of healthcare costs. Three recent studies have also tested
the association between neighbourhood and healthcare costs/utilization. One
study, measuring neighbourhood environment by looking at crime, safety and
neighbourhood physical and social disorder, did not find any association, as well,
between neighbourhood and the probability of having high healthcare costs
(Sterling et al. 2018). However, the two other studies, either measuring neigh-
bourhood with the Ontario marginalization index or by looking at neighbourhood
social-economic status (SES), showed an association between neighbourhood and
healthcare costs/utilization (Filc et al. 2014; Thavorn et al. 2017). The study of
Thavorn et al. did not include prior utilization and expenditure in their model.
Besides, the model included a less elaborate set of socio-demographic variables
than themodel used in our study. This is in linewith our findings that the quality of
the neighbourhood was of importance in model 2 but not in model 4. In the study
by Filc et al. the neighbourhood SES is used as a proxy for individual SES,meaning
that individual SES on itself was not included in themodel. In our study, individual
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SES is measured with annual household income, occupation, value of the house,
non-mortgage debt and household asset percentile (see Appendix B for more in-
formation on these variables). In our analyses, these variables have high impor-
tance ranks/values (Appendix L). Hence, it may be that, in the study by Filc. et al.
neighbourhood SES did only have an effect because of an underlying notmeasured
effect of individual SES.

The study by Ash et al. (Ash et al. 2017) also tested the predictive value of
neighbourhood in a risk adjustment model. Ash et al. measured neighbourhood
using the neighbourhood stress score (NSS), which indicates the neighbourhood
economic stress based on the percentage of household incomes below federal
poverty level, unemployment, public assistance, having no car, single parents,
and adults with no high school degree. They found that including social de-
terminants, such as mental illness, unstable housing and NSS, in the model, im-
proves prediction compared to a model only including medical information, age
and gender. However, the NSS only had a minor contribution to the improvement
in the predictive value of the model (Ash et al. 2017). Therefore, the findings of Ash
et al. confirm our finding that neighbourhood is only of limited additional value in
the prediction of healthcare costs. Several other risk adjustment studies have
included a more broader region variable than neighbourhood. Region variables
used are urbanization, county, province and region (not further specified) (New-
house et al. 1989; Van Barneveld et al. 1998; Van Kleef, Van Vliet, and Van de Ven
2013; Van Veen et al. 2015, 2017). Two Dutch studies have tested the additional
predictive effect of these region variables. The first study found that adding
province to a risk adjustment model containing age, gender and supplementary
insurance increased the R2 from 2.3 to 2.4% (Van Vliet and Van de Ven 1992). The
second study found that adding region to a model with only age and gender
increased the R2 from 5.97 to 6.01% (Van Kleef, Van Vliet, and Van de Ven 2013).
Hence, although these studies added the region variable to a less elaborate pre-
diction model, they found an even smaller improvement in R2 than we did in our
study. This may be because the region variables included in these models cover
larger areas in the Netherlands than the region variable in our study, i.e. these
variables contain less detail of the environment people live in.

In addition to studying the value of including region in risk adjustment
models, studies have also explored the predictive value of including interactions
between predictive factors in the model. These studies used one or several
regression trees to identify valuable interactions (which were in some studies later
on included in the traditional OLS regression model). The studies showed that
including these interactions in risk adjustment models could marginally improve
the predictive performance of the model (Buchner, Wasem, and Schillo 2017;
Robinson 2008; VanVeen et al. 2017). In our study, themethod random forest build
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several regression trees that also include relevant interactions. However, as the
number of regression trees that are build is large (i.e. 1000), and these trees include
different interactions, it is difficult to determine what the additional predictive
value of these interactions was in our study. Recent prediction models in the risk
adjustment literature have reported R2 values of 25–36% (Buchner, Wasem, and
Schillo 2017; Van Veen et al. 2015, 2017). The models in these studies have been
estimated using ordinary least squares regression, weighted least squares
regression or regression trees. Our study used the random forest method to esti-
mate a prediction model and obtained a much higher R2 of 49% for regular costs
and GP consultation costs and of 68% for sum of ATC codes. This large improve-
ment in R2 may be partly explained by the rich set of variables and mainly by the
methodused. As iswell known, random forests provide an important improvement
upon trees (a forest being made up of many trees, in our case 1000) and other
predictionmethods, whichmay explain the large R2 found in the current study. For
this reason,machine learningmethods such as random forest may be promising in
improving risk adjustment. Traditional risk adjustment models, such as ordinary
least squares (OLS) regression, have been shown to be ill-equipped to deal with
skewness, complex non-linear associations, and interactions, resulting in under-
or overcompensation of certain types of insured (Eijkenaar and vanVliet 2017; Irvin
et al. 2020). Machine learning methods are able to include non-linearity, skew-
edness and a large number of complex interactions. For this reason, a recent study
using US insurance data found that the machine learning method ‘gradient
boosted trees’ outperforms OLS in predicting healthcare expenditure, showing a
0.06%higherR2 based on the samepredictor variables (Irvin et al. 2020). Despite of
the advantages ofmachine learning, as far aswe are aware thesemethods have not
been adopted in risk adjustment schemes so far, probably being due to unfamil-
iarity with the methods and the complexity of the models and their results (Irvin
et al. 2020; Kan et al. 2019). To pursue this direction, the first question to answer is
which machine learning method performs best in prediction healthcare expendi-
ture of individuals; as done for example by Morid et al. (2017). Next, and a more
difficult task is the implementation of the machine learning method in current risk
adjustment schemes.

4.3 Conclusions

This study shows that neighbourhood has a small additional predictive value when
added to a model with only socio-demographic information. No improvement in
predictiveperformancewas observedwhenaddingneighbourhood to theprediction
model with socio-demographic information, prior expenditure, andmedication use.
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Hence, only in prediction models in contexts with poor access to prior expenditure
and utilization or a wish to minor the use of these variables, the quality of the
neighbourhood should be considered as a possible prediction variable.

Furthermore, future research might also investigate 1) the value of other
neighbourhood characteristics in the prediction of healthcare expenditures, 2) the
long-term effect of neighbourhood on healthcare expenditures, 3) and how to
integrate the ‘random forest’ method into risk adjustment.
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