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GENERAL INTRODUCTION

Concerns that sophisticated algorithms and automsmuachines are replacing human labor
have driven a recent interest in creativity asyafketor for maintaining innovation and
economic growth (Baron & Tang, 2011; Bilton, 20@&rooghi, Libaers, & Burkemper, 2015).
Indeed, work that involves creativity has remaingdtively future-proof and protected from
automation (Bakhshi, Frey, & Osborne, 2015), amativity has been highlighted as “the
lifeblood of entrepreneurship” (Ward, 2004: 174)agi its key role in the creation, recognition,
and exploitation of entrepreneurial opportunitibgrfov, 2007; Shane & Nicolaou, 2015).

Within management and entrepreneurship researetdaminant definition of creativity
is that it entails the generation of ideas or potsithat are both novahduseful (Amabile,
1996; see also: Runco & Jaeger, 2012, who calthieigstandard definition of creativity?).
Novelty—being new, unique, or different, relativedentral practices or views (e.g., McKinley,
Mone, & Moon, 1999: 637)—and usefulness—being appate, correct, or valuable to the task
at hand (Amabile, 1996: 35)—are therefore eachgsarg conditions for an offering to be
classified as creative. In spite of its importarece)ajor obstacle to the study of creativity has
been the translation of this simple two-criteriamceptual definition into an operational one to
be utilized in empirical study (Amabile, 1982; L&®alsh, & Wang, 2015). For example, some
prior work interested in measuring creativity halsen it to be unidimensional in nature (Gong,
Huang, & Farh, 2009; Oldham & Cummings, 1996; ZBoGeorge, 2001), measuring creativity
as the (weighted) sum of novelty and usefulnessevasisuming that novelty and usefulness are

uncorrelated in nature. In so doing, this apprdhadls takes novelty and usefulness to each be

1 Others, such as Boden (2004) also require surpwisiée the U.S. Patent Office requires nonobvi@ssn(see also
Simonton, 2012). Though the importance of surpsiseonobviousness is an interesting criterion tol@re in
future work, | adopt the most widely accepted deéin and focus on usefulness and novelty in thésettation.
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sufficient conditions for creativity, rather thdretnecessary conditions that they represent in
their original conceptualization (Amabile, 1996 pwkver, there is mounting evidence that
novelty and usefulness do shape one another (Fgmiiimgo, & Chen, 2007; Lee et al., 2015).

Others have placed a greater emphasis on usefidh#dss expense of novelty, taking the
attainment of awards (Hollingsworth, 2004; ZuckenmBE67), financial and artistic success
(Uzzi & Spiro, 2005), or publications and citatigi@monton, 1999, 2004) as an indication of
creativity. Yet, such an approach clearly runsrible of classifying useful or impactful, yet
wholly unoriginal, efforts as creative. Others sesativity as emerging predominantly from
novelty, focusing for instance on the number ofegated ideas (Gielnik, Frese, Graf, &
Kampschulte, 2012) or emphasizing being new conapar¢he relevant standard (Pirola-Merlo
& Mann, 2004), thus overlooking the need for thegeel offerings to actually be useful in order
for them to be truly creative.

In light of the limitations of these various apprbas, this dissertation aims to take a step
back and answer the questionadfether, how, and under what conditions noveltglisted to
usefulnessin so doing, this dissertation follows recentaalwes in the study of creativity
emphasizing that, although creativity may be jgicttmposed of the novelty and usefulness,
these are distinct concepts that should best b&idered as such (Diedrich, Benedek, Jauk, &
Neubauer, 2015; Lee et al., 2015; Uzzi, Mukher§tanger, & Jones, 2013). By elaborating
upon how novelty shapes usefulness, in particthés dissertation contributes to research on
creativity, management, and entrepreneurship byigiragy new insights into the conditions
under which creativity emerges. Focusing on thelitmmms under which novelty does and does
not affect usefulness, new insights emerge as oswme novel offerings see widespread use

whereas other ostensibly similar offerings lingeobscurity.



This dissertation consists of four essays thatesiddithe overarching research question
from a variety of theoretical lenses, such as dognpsychology and international business
(Chapter one), strategic management and institattitveory (Chapter two), and innovation
studies and the sociology of science (Chapterthnel four). Each essay is centered on a
setting where creativity is of particular importananiversity students who are close to starting
knowledge-intensive and skilled work (Chapter otieg,creative industries (Chapter two), and
academia (Chapters three and four). Taken togdtiese studies confirm the complex nature of
creativity: novelty sometimes increases usefulmessibstantial ways, yet this effect varies
widely under different conditions. The next pargdraoutline the four chapters that form the
core of this dissertation more in-depth. As thetbuations of each chapter to their specific
literatures are discussed at length within thesgrs, | focus here on briefly summarizing each
chapter and how these fit within the research dquesitf this dissertation. | then touch upon
definitional issues to which | return more in-depttihe final section of the dissertation.

Chapter one—Does foreign language liberate or limit creativitkh experimental study
of foreign language use’s effects on divergent@na/ergent thinking-takes an experimental
approach to study how foreign language use chahgesbility of individuals to engage in
divergent and convergent thinking. Divergent thintkand convergent thinking are both
important for the production of novelty, being telhto the generation of new ideas and their
integration into the best solution, respectivelyn@bile, 1988; Guilford, 1967). We draw a
parallel between these two creative thinking preessand the Type 1 and Type 2 processes
(Evans, 2008; Evans & Frankish, 2009) exploreduxlies on the effects of foreign language use
(Urbig, Terjesen, Procher, Muehlfeld, & Van Wittestuijn, 2016; Volk, Kéhler, & Pudelko,

2014). We enrich our theory by exploring the emmdicnature of foreign language use through



the anxiety that one feels about using a foreigguage (Horwitz, 2001; Scovel, 1978). Results
from a replicated experiment among two Dutch sttdamples show that individuals who are
highly anxious about operating in the English laaggiperform worse in terms of convergent
thinking when placed in a foreign language conditmompared to high English language
anxiety-individuals in the native Dutch languagedition, and vice versa. In contrast, results
from one sample show that individuals with high Estglanguage anxiety perforbetterin

terms of divergent thinking when placed in the Efglanguage context, compared to high
English language anxiety-individuals who are puth@ native Dutch language condition. This
chapter, as such, contributes to the researchigoestthis dissertation by exploring the
conditions under which novelty emerges as a redulifferent processes. Figure 1.1 provides an

illustration of the concepts underlying this chapte

/ Novelty \

Divergent
] thinking

Foreign Foreign
language language
use anxiety
\_I_i\\b Convergent
thinking

- /

Figure 1.1: Overview of central concepts in Chapter 1.




In chapter two—When everyone is different, no one is? Effectsstihdtiveness on
performance in homogeneous and heterogeneous weaatustries—I build on work on
optimal distinctiveness (Deephouse, 1999; Zhaddfidounsbury, & Miller, 2017; Zuckerman,
2016), where the central thesis is that organinatgain the most in terms of their financial
performance if they are moderately different orelmompared to others in their category. |
build the argument that there is insufficient evide foronesuch level of optimal
distinctiveness, as the relative strengths of tvimary driving forces of distinctiveness’ effects
on performance, being delegitimation and competiteduction, determine whether an inverted
U-shape or a U-shape is observed. | focus on dremsaontingency altering these relative
strengths: heterogeneity in the positioning ofdtieers in one’s category. Results from the
Dutch creative industries confirm a U-shaped efie¢tomogeneous categories that flattens out
into a linear positive and even a weak invertechdped effect as heterogeneity increases. This
chapter adds to the research question of thisrtisga by showing how being different from
central norms (that is, being novel: McKinley et 4B99) has widely differing effects on how
this novelty is valued, contingent on the behawifondustry peers. As such, it emphasizes the
need to accounting for others not just in deterngwhat is novel, but also in evaluating the

subsequent effects of novelty. Figure 1.2 showsctireeeptual model underlying this chapter.

Distinctiveness
heterogeneity
from U
Novelty to N Usefulness
Distinctiveness J v L Revenues

Figure 1.2: Overview of central concepts in Chapter 2.



Chapter three—Regional stickiness of novel ideas in the scholktgrnational
Business community: A founding topic model and ggaygc usage regression of the Journal of
International Business Studies, 1970-284iBvestigates how new topics that were introduced i
the Journal of International Business Studies spaeaoss the world in terms of articles using
the topic. This chapter investigates whether ngvalthe field of international business is
regionally sticky or whether it sees use indepehdégeographic constraints. Topic founding
represents an important type of novelty in acadearid results show that this novelty tends to
be regionally sticky, with ideas seeing a disprtipoal degree of local use after their
publication rather than spreading evenly acrossvibidd. Yet, these patterns also differ between
regions and over time. This study therefore adésetise research question of this dissertation by
showing that even similarly novel contributions sadely different use, predominantly because
they emerge in a specific location of the worldyufe 1.3 shows the basic model underlying this

chapter; as this chapter is exploratory, no sigeféetts are shown in this figure.

Geographic
origin

Novelty Usefulness

Topic founding J E Eegional topic usage

Figure 1.3: Overview of central concepts in Chapter 3.



Whereas chapter three focuses only on novel astichapter four—Does it pay to be
novel in strategy research? Topic founding, togicambination, and the role of top affiliation in
achieving impaet-investigates whether there is a usefulness premagsuaciated with novelty,
more generally. In addition to investigating tofoanding articles, we also theorize and test
whether or not articles that recombine topics imenmvel ways accrue a greater number of
citations. Moreover, we reason that fellow researghely on author affiliation as a quality cue
to decide what to read, cite, and build upon—paldidy when they face novel contributions.
Results combining a topic model of all articles lmted in theStrategic Management Journal
between 1980 and 2010 with citation data confirat thpic founding and topic recombination
both strongly increase impact for articles writbgntop affiliated authors, while neither raises
impact for articles written by authors lacking sachaffiliation. This chapter therefore shows
that otherwise similarly novel contributions segng#icantly different use, contingent on the
affiliations of their authors and confirms thatptigh novelty and usefulness are, on average,
intertwined, this relationship is complex and dgeqntingent on other factors. Figure 1.4

provides an overview of the relationships betwd®wncentral concepts of this chapter.

7 Novelty ) Top affiliation

status
+ +

( Usefulness

Topic founding Impact

_|_

e
Topic —
recombination

- )

Figure 1.4: Overview of central concepts in Chapter 4.
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Here, it is worth briefly touching upon how eachtloé chapters in this dissertation fit
within an important organizing perspective of cnagt research: the 4P model (Rhodes, 1961).
This perspective identifies four cornerstones: @erprocess, press, and product. Person regards
“information about personality, intellect, tempekam physique, traits, habits, attitudes, self-
concept, value systems, defense mechanisms, aaglibeti (p. 307); process applies to
“motivation, perception, learning, thinking, andhrmmunication” (p. 308); press concerns “the
relationship between human beings and their enmeott” (p. 308), and; product “refers to a
thought which has been communicated to other peopWhen an idea becomes embodied into
tangible form it is called a product” (p. 309).

The focal point of this dissertation is the prod{idtave sometimes used “offering” in
previous paragraphs for the sake of generalityif, iaonly the product that | can observe to be
novel and/or useful (see also: Plucker, Beghett®os, 2004: 91). In Chapter 1, the “product”
is the observed divergent and convergent thinketgalior: the number of ideas generated (for
divergent thinking) and the number of correct resas given to a convergent thinking task. In
Chapter 2, it is the communication about the irdiral or organization and its products and
services on its website. In Chapters 3 and 4, as&darticles are what is produced.
Nevertheless, the other three Ps play importaesriol each of the chapters. For instance, the
concept of foreign language anxiety from Chapter dearly related to the person, while much
of the theorizing that takes place within this dieaps concerned with the learning, thinking, and
communication aspects of the creative processhbap€r 2, the introduction of distinctiveness
heterogeneity implies a consideration of the refeghip between the producer and her or his
environment, as captured by the practices of othé@hsn one’s industry and thus representing

the press in the 4P model. The geographic envirohpiays a central role in Chapter 3, while



one’s affiliative position in a status hierarchycrsicial in Chapter 4. As both capture producer
characteristics (producer location and produceliafon, respectively) and are fundamentally
related to the producer’s environment, both peeswhpress are considered in these two
chapters.

This dissertation advances our understanding ofwbepillars of creativity: novelty and
usefulness. Novelty tends to increase usefulnegsjasious contingencies shape this effect. This
shows the need to disentangle novelty and usefiliaes has important implications for the
unidimensional view of creativity: since a wide iedy of contextual forces condition how much
use a novel offering sees, then how sensibletessdbnsider only offerings that are both useful
and novel as creative? Put differently, if two sarly novel contributions see widely different
use largely due to differences in different modagavariable unrelated to either novelty or
usefulness, can one really claim that the offetivad sees widespread use is the only one that is
truly creative? | return to these issues in theegaindiscussion and conclusion of this

dissertation, after having presented the diffeegnpirical chapters of this dissertation.
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CHAPTER 1:
Does foreign language liberate or limit creativity?
An experimental study of foreign language use’s eftts on divergent and convergent

thinking

ABSTRACT
This study investigates the effects of foreign lzeme use on individuals’ ability to engage in
creative behavior. We expect foreign language asamper the ability to engage in divergent
thinking and strengthen the ability to engage invawgent thinking. Because emotional
responses to language differ, we explore how for&agguage anxiety moderates these
relationships, dampening both the negative effaalisergent thinking and the positive effect on
convergent thinking. A repeated experiment in tiument groups shows that foreign language
anxiety strongly dampens positive effects of fondignguage use on convergent thinking, even
turning the effect negative at high levels of fgrelanguage anxiety. The moderation hypothesis
regarding divergent thinking is supported in onmske. These findings have implications for

international business studies, creativity reseaant practice.

This chapter is the result of joint work with Arjgan Witteloostuijn.
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Introduction

Although English has become the dominant languagmeany international business
environments, it is not the native language for nradividuals working in these environments
(Brannen, Piekkari, & Tietze, 2014; Ehrenreich, @0 burgeoning literature interested in this
phenomenon has emerged in international businlessiiisg far-reaching effects of foreign
language use on individual behavior and organinatioutcomes. For instance, operating in the
English language makes non-native speakers lesy li& contribute to public goods (Urbig et
al., 2016) and less likely to cooperate (Akkermadeszing, & van Witteloostuijn, 2010), yet
also reduces decision-making biases (Keysar, Hayak& An, 2012). Language barriers
influence multinational team members’ perceivedtimorthiness and intention to trust (Tenzer,
Pudelko, & Harzing, 2014), while asymmetries ingaage fluency contribute to ‘us versus
them’ dynamics in such teams (Hinds, Neeley, & Gam2014). Language is thus a crucial
factor for knowledge transfer and integration inltiiogual settings (Brannen et al., 2014).

In spite of its influence on individuals and orgaations alike, research has only recently
started to study the intraperson effects of foréagryuage use (see Volk et al., 2014, for a
theoretical model). In the current paper, we fomu®ne type of individual behavior with
especially important implications for both the wmidual and the organization: creativity, the
generation of novel and useful ideas (Amabile, 996 create a novel theoretical link between
the dual process theories highlighted in recerdgaeh on foreign language use (Evans, 1989;
Evans & Stanovich, 2013; Urbig et al., 2016; Vdilak, 2014), on the one hand, and the
divergent and convergent thinking processes tliatlyounderpin creative behavior, on the other
hand. Building on this theoretical bridge, we poednhat operating in a foreign language reduces

the ability to engage in divergent thinking yetrig&ses the ability to engage in convergent

12



thinking behavior by lowering reliance on intuitigad automatic processes (crucial for
divergent thinking) while rationalizing thinkingr(ecial for convergent thinking).

We enrich our theory by incorporating the effedtfooeign language anxiety (Horwitz,
Horwitz, & Cope, 1986) into these two causal chaltezlings of language-related anxiety are an
important emotional factor shaping behavioral reses to the use of a foreign language
(Horwitz, 2000, 2001; Scovel, 1978), and we expleese feelings to attenuate both the specific
benefits and downsides of foreign language usetéateour predictions using a multi-sample
experimental lab design among native Dutch studemtkie verge of starting their professional
lives. This approach enables us to get closerusataffects through the random assignment of
language (here: the native Dutch language versghdiras the foreign language), minimizing
endogeneity and reverse-causality concerns asedaiath the study of language use in the
field. Our results confirm that the English langedgndamentally alters individual creative
behavior, and that English language anxiety playsspecially important role in this process—
with its effects being especially consistent fa #bility to engage in convergent thinking
behavior.

Our study offers three major contributions to intgronal business research and practice.
First, we extend work interested in foreign language by focusing on a crucial factor in
knowledgegeneration rather than the knowledge transfer or integratinat has been the focus
of prior studies (Kroon, Cornelissen, & Vaara, 20Rkkari, Vaara, Tienari, & Santti, 2005;
Welch & Welch, 2008). Focusing on creativity istpararly valuable, as this is one of threost
important drivers of organizational success, arehexf human society as a whole (Bilton,

2007). Our study shows that language shapes hawidandls are (not) able to engage in specific
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types of creative behavior due to foreign languaggand, subsequently, how new knowledge
may or may not be generated in when individualehawvork in non-native language settings.

Second, we provide one of the first quantitativelss in international business of
language’s effects on individual behavior, addimghie limited stock of prior work (see, e.g.,
Akkermans, Harzing, & van Witteloostuijn, 2010) tRdugh theoretical advances have yielded
important insights in this regard (Bordia & Bord2815; Volk et al., 2014), we provide a step
forward by establishing the causal effects of laggand addressing the challenge to further
illuminate this ‘forgotten factor’ in internatiohbusiness (Brannen et al., 2014; Marschan,
Welch, & Welch, 1997). We extend prior work intrathg a dual process framework to the
study of language in international business (Val&le 2014) by creating a link to dual process
perspectives in creativity research (Guilford, 195867; Sowden, Pringle, & Gabora, 2015).
Because creativity also has direct implicationspgerformance at higher levels, such as the team
and the organization (Gong, Kim, Lee, & Zhu, 201Bis link enables us to offer a stepping
stone for insights into the effects of languagearseutcomes at other levels of analysis.

Third, by highlighting countervailing language efffe that are moderated by individuals’
foreign language anxiety, we add new understanigirige discussion on whether language
standardization is preferable to individualizatiaere the choice of language is left to the
individuals involved (Marschan-Piekkari, Welch, &gh, 1999; Volk et al., 2014). Our
findings suggest that standardization may helpmesareas, yet equally harm in others—
contingent on how comfortable employees feel abpetating in the language. In all, we
provide a deeper understanding of the effects@idga language use on the workforce (Janssens
& Steyaert, 2014; Neeley, 2013), offering guideditieat may enable firms to manage the

consequences of language more effectively.
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Theory and hypotheses

The dual process framework and creativity
Recent advances in international business and-crdgsal studies (Urbig et al., 2016; Volk et
al., 2014) have utilized psychology’s dual proddsory of higher cognition as a framework to
develop general theory about the effects of foréamguage use on individual behavior. Dual
process theory argues that there are, fundamentatiytypes of thinking processes
underpinning human behavior (Evans, 2008; Evansata@&ich, 2013). On the one hand, Type
1 processes are intuitive, automatic, and autongnmuoature—yielding rapid, non-conscious
decisions, and having only limited value when lagjthinking is required or when multiple
simultaneous stimuli need to be integrated or nedpd to (Kahneman, 2011). On the other
hand, Type 2 processes are more reflective in @aslow, require higher cognitive functions
and mental effort, and result in controlled, coassidecisions. Each type has different
behavioral consequences, and both interact andictomith one another to yield observed
human behavior (Evans, 2008; Evans & Stanovich3201

Three core models of the relationship between aatiocritype 1 and analytical Type 2
thinking exist (Evans, 2008): in the pre-emptivaftiot resolution model, either one of the two
types is theorized to be chosen at the beginnireggiven task or in response to a stimulus and is
subsequently not changed. However, this modekisnsistent with evidence that Type 1
thinking is never truly switched off (Kahneman, 2p1in the parallel competitive model, both
types of thinking operate in parallel to produgesponse, which sometimes leads to conflict or
contradiction in the response that emerges frorh #aoking type. Probably the most dominant
model, the default interventionist model, poses Tlype 1 thinking continuously generates

automatic responses that can be altered by Typm&ing if the situation calls for analytic
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reasoning (though such reasoning takes costly rheifitat, such that often the automatically
generated response persists; Kahneman, 2011).

Historically, much work on creativity—the geneaatiof novel and useful ideas
(Amabile, 1988)—has also built on a dual processpetive, originally set out in Guilford’s
(1950, 1967) seminal work on the Structure of Iet&f This perspective distinguishes between
two types of thinking processes, which jointly nésu creative behavior. Divergent thinking, the
generation of multiple answers or ideas from awédlanformation, emerges from the associative
application of information from the current contexmalogical reasoning, and abstraction in a
state of defocused attention (Gabora, 2010; Mumf@@3). It tends to be intuitive, emotional,
and even effortless in nature (Cropley, 2006; Uddainaga, Kajimura, & Nomura, 2016). On
the other hand, convergent thinking (the derivabbthe most correct solution to a clearly
defined problem or question) requires active infation acquisition, critical evaluation and
refinement, logical search, and focused effort—tdiighly rational, analytic, and resource-
intensive in nature (Cropley, 2006; Guilford, 196hough there is ongoing debate whether or
not one of these two is more important for cregtjvand whether or not these processes occur
sequentially or in parallel (Cropley, 2006; Mumfp2®03), it is widely accepted that, in order to
exhibit creative behavior, individuals need to aoly generate multiple original responses to a
problem through divergent thinking baiso must have the ability to combine and filter these
responses to come to the best answer through aemethinking (Amabile, 1988; Guilford,

1950, 1967). In other words, both divergent thigkamd convergent thinking are necessary for

2 Other dual process models of creativity, sucthasBiind-Variation-and-Selective Retention modedfipbell,
1960; Simonton, 1999, 2011), the Genoplore modeké; Ward, & Smith, 1992), and work on ideatiorakesation
cycles (Basadur, Graen, & Green, 1982) clearly draihack to this distinction as well, with idea gatien or
ideation versus selective retention, idea exploratand evaluation, respectively, correspondingdjtergent
thinking and convergent thinking (see also Sowdkmgle, and Gabora, 2011).
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creative behavior, although each fundamentallydsusin distinct, even opposing, underlying
processes.

Recent advances in the study of creativity hawedthe many parallels between the two
types of thinking processes highlighted in the quratess theory of higher cognition and the
dual process theories of creativity (Allen & Thom2811; Sowden et al., 2015). These
integrative efforts have highlighted that dual mex models of creativity “frequently appeal to
the language of dual-process models of cogniti@oiden et al., 2015: 43), and that “divergent
thinking and convergent thinking appear to mapIgeatto typical correlates of Type 1 and
Type 2 processes” (Sowden et al., 2015: 44). Th@ugmple one-to-one mapping of the two
types of processes is likely an oversimplificatias,both Type 1 and Type 2 processes are likely
involved to differing degrees in each stage of iveahinking (Allen & Thomas, 2011), there is
nevertheless substantial evidence that each tygys @l significantly more dominant or important
role in one of the two types of creative thinking.

For divergent thinking, there is mounting evidetita Type 1 processes are more
dominant than Type 2 processes. For example, G¢P0i®) and Martindale (1999) emphasize
how divergent thinking especially comes about witems encoded in memory are combined
with information from the current context in a staf defocused (that is: automatic) attention.
Supporting this, Baird and colleagues (2012) show imdividuals generate a greater number of
ideas when their mind is allowed to wander. Sinylgoreconscious experiential styles of
thinking (associated with Type 1 processes) haea beund to be positive related to the ability
to complete divergent thinking tests, in contrastire rational systems that maps onto Type 2
processes (Epstein, 2003; Norris & Epstein, 20W#Haet al.(2016) provide a neurological

explanation for these effects, finding that induads with higher spontaneous blink rates (related
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to levels of dopamine in the brain and indicatiegctivation of the attentional network and
activation of a default-mode network in the brah;Cohen & Servan-Schreiber, 1992; Nakano,
Kato, Morito, Itoi, & Kitazawa, 2013) during the opletion of a divergent thinking task
generate a greater number of ideas. Although engagidivergent thinking can certainly

involve processes that are effortful and delibefdtard, 1994)—thus also engaging Type 2
processes (Frankish, 2010)—the above studies suipged ype 1 processes are most conducive
to and aligned with divergent thinking.

The effortful and analytic nature of convergdmibking suggests that Type 2 processes
are most aligned with it. Indeed, individuals wibtkver spontaneous blink rates both during rest
(Chermahini & Hommel, 2010) and during the completf a convergent thinking task (Ueda
et al., 2016) perform better on such tasks, intigathat more focused state of mind is required
for convergent thinking. This is further supportgda study by Barr and colleagues (2015), who
find that performance on a remote associates testnvergent thinking is aided by engaging
Type 2 processing. Similarly, Sowdenal.(2015: 45) note how the identification of attribsite
of structures and their potential function in diffiet contexts “is consistent with Type 2
processes alone.” This idea is further supporteBdllyand Stevens (2009) and Schooler,
Ohlsson, and Brooks (1993), who show that converipenking relies heavily on working
memory by requiring individuals to engage in Typiiaking (Sowden et al., 2015). Therefore,
though Type 1 processes can potentially be sufficiden only very simple relationships need
to be identified and brought together (Kahnemani,120more complex convergent thinking
consistently seems to require the activation okcmus Type 2 processes in order to come to the

best solution (Barr et al., 2015).
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In sum, though it is likely that both Type 1 angp& 2 processes operate to some degree
during divergent and convergent thinking (Allen &dmas, 2011; Sowden et al., 2015), recent
evidence shows that Type 1 processes are particalagned with divergent thinking (which
gains from a more intuitive, automatic thinkingls)y whereas convergent thinking relies
heavily on focused and effortful Type 2 processeshe following, we build on these parallels
to construct hypotheses on how foreign languageshigpes individuals’ ability to engage in
divergent and convergent thinking by altering wieetbr not individuals rely on Type 1 and

Type 2 processes.

Foreign language use and divergent thinking

Although, to the best of our knowledge, there ignor research establishing foreign
language usage effects on creative behavior, aodly of work has emerged in cognitive
psychology studying the effects of foreign language on the engagement of Type 1 and Type
2 processes and on outcomes that are the resbhktsé processes. For instance, foreign language
use reduces individuals’ reliance on decision-mgkimses (Keysar et al., 2012), indicating a
reduced role of intuition in decision-making proses (see also Hadjichristidis, Geipel, &
Savadori, 2015). Similarly, Harris, Aycicegi, ante@son (2003) report that taboo words are
experienced more vividly in native than in secaamguages, while Hsu, Jacobs, and Conrad
(2015) show that reading emotion-laden texts imiéve language provides a more emotional
experience than in a second language. The leadoayat in this body of research is therefore
that foreign language use engages emotions antontsd-and thus Type 1 processes—Iless than
a native tongue does (see Hayakawa, Costa, Fodckgdysar, 2016, for a review).

Extending this line of reasoning, the use of aifpréanguage seems to be harmful to the

ability to engage in divergent thinking. Intuitiand emotion foster a brain state conducive to
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divergent thinking (Ashby, Isen, & Turken, 1999;92& Schafer, 2006), being associated with
dopamine levels in the brain (Ueda et al., 201@) iaducing a state of defocused attention
(Gabora, 2010; Martindale, 1999) beneficial to dyent thinking. As foreign language use
reduces the reliance on such intuitive and emotidyae 1 processes, individuals working in a
foreign versus native language setting can be égge¢o be less able to engage in divergent
thinking processes. An illustrative example of #@ififect in business practice is the finding by
Kroon and colleagues (2015) that employees in @enticmerged Dutch-French firm
experienced significant reductions in their levieégpressive fluency (a key aspect of divergent
thinking; Guilford, 1967) after having an Englishdua franca imposed upon them.

Hypothesis 1:Compared to a native language, foreign languageradaces
individuals’ ability to engage in divergent thinkin

Foreign language use and convergent thinking

Regarding Type 2 thinking, the converse of thevahs often theorized: foreign language
use induces rational or analytical thinking. Selvstadies report evidence consistent with this
claim, with individuals in a foreign versus natiemguage setting being more inclined to free
ride (an individually rational outcome: Urbig et,&016) and more likely to respond to an
ethical dilemma in a rational, utilitarian mann€oéta, Foucart, Hayakawa, et al., 2014)—
indicating a switch to a more deliberate thinkingda (Cipolletti, McFarlane, & Weissglass,
2016; Urbig et al., 2016). More generally, forelgnguage use has been shown to induce Type 2
thinking and subsequently reduce a wide varietyeaision making biases that emerge from
blind reliance on Type 1 processes (Kahneman, 2€1d}) as gain-loss asymmetries in risk
preferences and hot hand effects in gambling (Céstacart, Amon, Aparici, & Apesteguia,
2014; Gao, Zika, Rogers, & Thierry, 2015; Keysaalet2012).
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In international business, Hinds, Neeley, and Coan(2014: 546) provide evidence
consistent with such a rationalization processhwiformants indicating listening more carefully
and being “painstakingly careful in their communiea” when faced with language
asymmetries—indicating that individuals were regdito actively engage Type 2 processes to
prevent misunderstandings emerging from miscomnatioie. In another study, an employee of
a French high-tech company switching to Englisteddtow he was unable to communicate in
English unless he was “perfectly focused” (Neekdinds, & Cramton, 2012: 237). Similarly,
Kroon and colleagues (2015) report how both low laigti-level speakers responded with
rationalizing processes in reaction to foreign leage use. Whereas the former group employed
time-consuming and effortful processes of commuitoathe latter consciously simplified
difficult, uncertain, and complex circumstancesisTdil suggests that foreign language use tends
to move individuals towards a more rational, analyipe 2 mode of thinking, forcing them to
slow down their thought processes (Kahneman, 2@sl3uch a focused state of mind is
conducive to successful engagement in convergenkitiy (Barr et al., 2015; Chermahini &

Hommel, 2010; Ueda et al., 2016), foreign languasge should foster convergent thinking.

Hypothesis 2:Compared to a native language, foreign languageinseases
individuals’ ability to engage in convergent thingi

It is worth noting, however, that several recentiss (Costa, Foucart, Amon, et al.,
2014; Geipel, Hadjichristidis, & Surian, 2015; Hadbfistidis et al., 2015) observe no language
effect on thinking tasks that require participatsuppress intuitive yet incorrect responses,
challenging the idea that foreign language usedad’ype 2 thinking. For instance, Takano and
Noda (1993) even report a temporary decline inkihop ability during foreign language

processing. These mixed findings have led somenclade that there may be important
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contingencies altering the effects of language(Laear, Stern, & Cohen, 2014; Turula, 2016).
In the following, we turn our attention to what laazStern, and Cohen (2014: 2185) suggest to
be “the main explanation” for mixed results: foreignguage anxiety (see also Turula, 2016:

231).

Foreign language anxiety

Accounts of the introduction of foreign language®usiness are rife with stories of
language-related anxiety, stress, and unrest.nistaince, Hinds and colleagues (2014) find a
central recurring theme in a German multinationaitsoduction of English as its lingua franca
to revolve around communication anxieties and faigtin. Kroon et al. (2015) identify the
emotional strain and anxiety resulting from Engbshthe language of communication in a
Dutch-French merger as a key theme, with one sadgsmger stating he has “never seen such a
social unrest” (p. 789). Such language-relatedetgxs observed across a variety of industries
and countries (Neeley et al., 2012), and has fachiag implications for employees, such as
lowered status, morale, and interpersonal trustiip et al., 1986; Neeley, 2013; Neeley et al.,
2012; Tenzer et al., 2014). Thus, a call for a greamphasis on “the emotional and
psychological impact of working under a mandatedjleage, both for nonnative and native
lingua franca speakers” has recently emerged (Mextlal., 2012: 237).

Foreign language anxiety, “the feeling of tensamal apprehension specifically
associated with second language contexts” (Maan&y€ardner, 1994: 284), captures the
essence of the emotional impact that foreign lagguesse has on individuals and has been
isolated as a key contingency for foreign languasgge effects (Lazar et al., 2014; Turula,
2016). About one third of American college learn@mse moderate to severe levels of foreign

language anxiety (Horwitz, 2000), and the potemianxiety to interfere with behavior is “one
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of the most accepted phenomena in psychology amcaéidn” (Horwitz, 2000: 256; see also
Maclintyre, 1995a, 1995b; Spielberger, 1966). Inespf its widely recognized influence on
individual behavior, it is nevertheless worth dyefiscussing foreign language anxiety’s
relations to general trait anxiety and foreign laage ability here, as these have been the subject
of much debate within the literature (Horwitz, 20@parks, Ganschow, & Javorsky, 2000).

General trait anxiety and foreign language anxsbtgre many characteristics—both
being related to subjective feelings of tensiomyoesness, and worry associated with arousal of
the limbic system (the set of brain structuresapselated to emotion) and the autonomic
nervous system (Lamendella, 1977; Spielberger, 198% main difference between general
trait anxiety and foreign language anxiety is thatformer is typically seen as a trait, and thus a
stable personality characteristic, whereas therlgtconceptualized as a situation-specific
anxiety which is persistent in nature yet activataty as a response to a particular anxiety-
provoking stimulus (foreign language use, cf.: Miyle & Gardner, 1991; Spielberger, 1983).
Indeed, foreign language anxiety has been shownliomarginally correlate with or to be
independent to other types of anxiety (see Hor&i@4,0, for a literature overview), such as trait-
anxiety (Horwitz, 1986; Macintyre & Gardner, 198®ar of negative evaluation (Watson &
Friend, 1969), and communication apprehension (Mskzy, 1970).

Regarding its relation to foreign language abilibe main question is whether or not
ability precedes both foreign language anxiety landuage-specific outcomes, or whether
foreign language anxiety can occur independenbiityadeficits (see Horwitz, 2000, for a more
in-depth discussion of this question). While prficy often negatively correlates with anxiety
(Sparks et al., 2000), the number of people whe&e&pce foreign language anxiety appears to

be far greater than the rate of language disasliiHorwitz, 2001), and foreign language anxiety
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is prevalent even amongst highly advanced andeskiinguage users. For instance, studies
identify English language anxiety in English majorddungary (Téth, 2010), Hong Kong (Mak,
2011), mainland China (Liu, 2006), and even amoBkgsflish language teachers (Horwitz,
1996). Similarly, prior work frequently identifiésgher rates of foreign language anxiety
amongst women, who were not less skilled than rBaildy, 1983; Mejias, Applbaum,
Applbaum, & Trotter, 1991; Price, 1991). Consisteith this, we find that women in our
samples (discussed below) report higher levelsngiigh language anxiety than men, but that
the two groups do not differ in their self-reportaglish language abilityMoreover, foreign
language anxiety primarily operates through ite@ on the limbic system (Lamendella, 1977;
Scovel, 1978; Spielberger, 1983), which is neunaltiependent from the ability to communicate
and “probably more important for creativity” (Flahg 2005: 148). Therefore, the dominant
view in the literature is not that there is a uredtional relationship between foreign language
ability and foreign language anxiety, but rathextttey are reciprocally related while having
independent and specific effects on other outcadeswitz, 2000, 2001; MacIntyre & Gardner,

1991).

Foreign language anxiety and divergent thinking

Foreign language anxiety is “clearly an emotionales (Scovel, 1978: 134). Work on
foreign language anxiety in language education shibwat individuals who have high levels of
anxiety related to a foreign language experienaghbened levels of stress, fear, or general

arousal (Horwitz, 2000, 2001; Scovel, 1978). Fessthindividuals, operating in a foreign

3 Two-samplé-tests with unequal variances show that the aveEaggish language anxiety for women (31
participants, average equals 3.50, standard ert8) & lower than for men (71 participants, averaguals 3.11,
standard error equals 0.15¥ -1.71,p = 0.092. Average values for self-reported abiliqyal 4.81 (s.e. 0.18) and
4.99 (s.e. 0.16) for women and men, respectitety).75,p = 0.456.
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language activates the limbic system through amapergic response (Lamendella, 1977,
Scovel, 1978), which triggers a variety of physgtal effects through the autonomic nervous
system, such as sweating, increased pulse ras)eeased forearm tension (Scovel, 1978). In
a business setting, Tenzer and Pudelko (2015) rbe@ahighly anxious individuals feel
distress, mental strain, and other emotions inaesp to language barriers in multinational
teams, and Hinds, Neeley, and Cramton (2014) silpitaport how German speakers who
lacked confidence in the English lingua francahefiit firm became overwhelmed by this
requirement, opting to remain silent at Englishgiag@ge meetings or switching to German to
alleviate their anxiety.

This points towards a weakening of the dominareafbf language use on divergent
thinking, where foreign language use engages em®aad intuition less than a native language
(Hayakawa et al., 2016). In particular, foreigngaage anxiety stimulates individuals’ limbic
system when these individuals are placed in adarkinguage setting (Lamendella, 1977;
Scovel, 1978), the activation of which is direa#yated to the engagement of immediate Type 1
processes (Evans & Stanovich, 2013; McClure, Laibkoewenstein, & Cohen, 2004).
Activation of the limbic system has been arguedgerate primarily in a dopaminergic manner
(Flaherty, 2005), with dopamine levels also beingifively related to the ability to engage in
divergent thinking (Ueda et al., 2016). As the abxinduced by the foreign language is
therefore positively related to dopaminergic atyiar transitory high levels of dopamine
(Mathew, Coplan, & Gorman, 2001; van der Wee e8I08), foreign language anxiety should
increase reliance on Type 1 processes and, ininargase the ability to engage in divergent
thinking when the more anxious individual is placea foreign language setting compared to a

native language environment.
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Hypothesis 3:Foreign language anxiety weakens the negativedariinguage use
effect on the ability to engage in divergent thmgki

Foreign language anxiety and convergent thinking

In contrast to divergent thinking, convergent thmgkrequires a strongly constrained
search process and concentrated effort through Zypecesses (Chermahini & Hommel, 2012;
Cropley, 2006), thus demanding substantial cogaitésources and focus for successful
completion (Baddeley, 2003). Although evidence tsto foreign language use activating
rationalization processes, we expect that foreagqugliage anxiety attenuates these benefits by
increasing dopamine levels and, subsequently, Wa#og the brain’s attentional network while
activating reliance on default-mode Type 1 proce¢€®hen & Servan-Schreiber, 1992; Nakano
et al., 2013; Ueda et al., 2016). Put differerittyeign language anxiety increases the likelihood
that individuals rely only on the, often wrong,uitive insights emerging from Type 1 processes,
as the inherent discomfort associated with theofislkee foreign language pushes them away
from critical and careful reflection (Kahneman, 201

Neeley, Hinds, and Cramton (2012) provide one suchccount of how English
language anxiety overwhelmed employees, with spgaknglish being especially draining for
more anxious individuals. In line with this, Spietger (1966) proposes that high anxiety leads
to decrements in performance for tasks that requoee cognitive resources in particular. More
specifically, Soane, Schubert, Lunn, and Pollafill&) reveal how task-related anxiety reduces
the tendency to seek information relevant to tsk-taa process particularly important for
convergent thinking (Hommel, 2012)—while low levelstask-related anxiety actually
stimulated information seeking. Other experimeataience shows that anxiety results in a

lowered ability to filter out irrelevant stimuli fahe task at hand, but only under conditions of
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significant mental load (Wood, Mathews, & Dalglei2001). Because convergent thinking
requires both focusing on relevant and excludingerant information (Chermahini & Hommel,
2012), foreign language anxiety should thereforaper the ability to engage the Type 2
processes crucial for convergent thinking when aenaoxious individual needs to use the

foreign language.

Hypothesis 4:Foreign language anxiety weakens the positive foréanguage use effect
on the ability to engage in convergent thinking.

Data and methods

Experimental approach
We conducted lab experiments among Dutch undergtaditudents in order to study our
research question, an approach which has been didégold standard for evidence”
regarding causal effects, also in the internatitmainess literature (e.g., van Witteloostuijn,
2015; Zellmer-Bruhn, Caligiuri, & Thomas, 2016: 308everal considerations drive this choice.
First, studying the effect of language in the fislghroblematic because of reverse causality and
endogeneity concerns. Not only do managers havweoedic incentives to allocate employees to
language in a non-random way, but employees dtstylself-select into multilingual firms
based on comfort with different languages (BordiB@&dia, 2015). Moreover, foreign language
is often introduced in a standardized manner (K@on et al., 2015; Marschan-Piekkari et al.,
1999) such that all employees tend to be ‘treaiadin experimental sense, by the language
condition.

Our choice for a student sample was driven byirterest in fundamental human

processes (i.e., language and its effects on ithdalicreativity, moderated by foreign language
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anxiety), rather than proximate considerations|Béleung, Radebaugh, Tung, & van
Witteloostuijn, 2009; van Witteloostuijn, 2015)dked, the study of language was recently
isolated as a prime candidate for experimentatmatitonal business work using student samples
(Akkermans et al., 2010; see also Bello et al. 22@62). Our research question also favors
students samples over employees for economic audigal considerations, as students are more
homogeneous in their language qualifications, agd,human capital while being more
accessible as subjects (Bello et al., 2009; ZelBrehn et al., 2016). In addition, student
samples are very common in the (experimental) stdiadyeativity (e.g., Chermahini & Hommel,
2010; Lee, Huggins, & Therriault, 2014; Ueda et 2016), foreign language use effects
(Akkermans et al., 2010; Costa, Foucart, Hayaka&tal., 2014; Hayakawa et al., 2016; Urbig et
al., 2016), and foreign language anxiety (GargaliamMuehlfeld, Urbig, & van Witteloostuijn,
2016; Liu, 2006; Téth, 2010; Young, 1990).

The key question is “whether the results found fepgiven sample can generalize to the
broader population” (Zellmer-Bruhn et al., 2016048ee also Bello et al., 2009). We propose
that the answer to this question is in the affiinegtas these students are only a few years
removed from skilled, knowledge-based work. Notyasill many be exposed to foreign
language settings and a need to be creative, ¢in@neducational qualifications, but their
linguistic and creative skills will also likely nehange dramatically as they have already entered
adulthood (Feist & Barron, 2003; Hahne, 2001). Thiusse students offer a reasonable sample
of future employees who could soon be faced witghube of a foreign language in the

performance of creative tasks.
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Sample and experimental design

We conducted our experiment in two distinct stiad@amples: undergraduate Business
Economics students, and undergraduate Public Adtmation students. All students have the
Dutch nationality, and both programs take placBuch, although some parts of the programs
use English textbooks or academic articles. Thasgkes enable us to study individuals who
have affinity with the English language yet who dat self-select into an English-dominated
program. The highly diverse nature of the programsiltaneously fosters the generalizability of
our results. Both experiments were completed duheg015-2016 academic year as part of the
groups’ coursework.

The key experimental requirement—random assignmoeinéatments—is introduced in
both groups. However, teaching-related practicakasities changed the exact experimental set-
up in each group. Table 1.1 summarizes these difteas and commonalities. In terms of
commonalities, to separate the measurement ofaorgtriables and our moderating variable,
both groups completed a questionnaire one weekd#ie experiment. By default, this
guestionnaire was presented in Dutch, but studeats given the option to switch to English at
any point if so desired. During the experimenthbgtoups first completed a convergent and
then a divergent thinking task on a computer. Ba¢he given 15 and 20 minutes, respectively,
to ensure that students could comfortably completdasks (compare, for example, with
Chermahini & Hommel, 2012, who provide five minufesa 30-item convergent thinking task).
The treatment language was always English, selgptet students’ affinity with the English
language (Akkermans et al., 2010), combined witéhrthe of English as the dominant language

in international business (Brannen et al., 2014ldlg 2013).
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Table 1.1: Experimental design

Student group 1 Student group 2
Origin Dutch Dutch
Stage Undergraduate Undergraduate
Pre-experimental questionnaire One week before Ve before
Sequence Convergent, Divergent Convergent, Divérgen
Platform Computer Computer
Time for convergent thinking 15 minutes 15 minutes
Time for divergent thinking 20 minutes 20 minutes
Treatment language English English
Study Business Economics Public Administration
Treatment Within-group Between-group
Break Yes No
Randomization Twice Once
Number of students 62 40

Each group differed in their program specializationaddition, a key difference was that
Business Economics was located in a single roontaspace restrictions, resulting in the
language treatment being assigned using a randambe@rugenerator across students located in
the same room. Another complication emerged froafdlot that, due to course design, Business
Economics required a fifteen-minute break in betwtbe two tasks—meaning that students
logged out of their computer and resulting in tneaits being assigned anew for each thinking
task in Business Economics. This double randonumatierefore implies that the number of
students placed in the English language conditifiard between the two tasks, as the same
student may be placed in one language for oneataglanother for the other, based on the result
of the random number generator. In contrast, thguage treatment was physically separated
across two rooms for Public Administration: studenere randomly sent to one of the two
rooms as they entered the main building, with nowedge of what would take place in each of
the two rooms. The instructor assigning the stuglemeach room did not have any information

about the students entering the building, resulitindouble-blind assignment. Public
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Administration completed each task directly in satze, meaning that the language setting was
assigned once for Public Administration and leadanglentical language group sizes for the two
tasks in this sample.

Given these commonalities and differences, theigdor the experiment was as follows.
Students entered the laboratory, where they wertedat computers. Instructions in the relevant
language warned that interaction was forbiddenthatdcommunication with others would result
in removal. Students were instructed simply to cletgpeach task, with the incentive being a
report showing how the student performed on easth tdo financial incentive was offered, as
such incentives may be counter-productive to ordgtiErat & Gneezy, 2016), although
participation in the session was required for manetewards in future, unrelated, experiments.
The students completed the tasks, after which ¢oeld leave the laboratory. In total, 62
students from Business Economics and 40 studemtsRublic Administration completed both

the questionnaire and the experiment.

Measures

Fordivergent thinkingstudents completed the Alternate Uses Task (@dilf1967),
which asks patrticipants to find as many as sixmétive uses for common objects and which is
perhaps the most frequently applied test of cregnt{Arden, Chavez, Grazioplene, & Jung,
2010). This task has been shown to capture onditydbr spontaneous flexibility (as opposed
to adaptiveflexibility, required for problem solving), andiislated to the facility to produce a
large quantity of alternative ideas (Guilford, 1963tudents completed Alternate Uses Form B,
which requests responses for the following itenith) the example common use being shown as
well: shoe (used as footwear); button (used teefagtings); key (used to open a lock); wooden
pencil (used for writing); automobile tire (usedtte wheel of an automobile); and eyeglasses
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(used to improve vision). We obtained approvaltifier use of this task from the copyright
holders (Mind Garden), and received detailed irc$itons for the scoring of the responses. The

first author translated the instructions and tixd@tems to Dutch (schoen [gebruikt als schoeisel];

knoopje [gebruikt om dingen vast te maken]; slefgebruikt om een slot te openen]; houten

potlood [gebruikt om te schrijven]; autoband [gekirals wiel van een auto]; and bril [gebruikt

om het zicht te verbeteren]), and reached a traoslagreement with Mind Garden, confirming

the right to use this translation in the study.

Following the official manual, students were fipsesented the example of a newspaper
(used for reading), for which six other uses miggconsidered (starting a fire; wrapping
garbage; swatting flies; stuffing to pack boxeseldrawers of shelves; making up a kidnap
note). It was highlighted that uses which weredifferent from one another or the primary use
would not count. Following the official instructispstudents were recommended not to spend
too much time on any one item but rather to wridevd those uses that occur to them naturally
(thus promoting a reliance on Type 1 processegrafian Type 2 processes). Following
standard practice in the study of divergent thigkje.g., Barr et al., 2015; Chermahini &
Hommel, 2012; Ueda et al., 2016), individuals a&ensas engaging in divergent thinking
behavior the greater the total generated numbacadptable uses for which the object or parts
of the object could serve.

The first author and another researcher unrelatdois project evaluated each response
as acceptable by closely following official guideds, meaning that the use should be possible
for the object (e.g., an automobile tire cannotibed as a ring for the finger); that duplicate uses
do not count; that vague or very general uses daount; and that a use pertaining to any

conceivable interpretation of the object is acdeletée.g., a button can also serve as a symbol
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for a campaign). Inter-rater agreement was 89.2@8@cating very good agreement (Altman,
1991), and the coders’ scores correlate at 0.99%iroung only minor disagreement. There
were eleven cases of disagreement (typically reletevhat constituted too vague or general a
use), although in all cases the total score orifgrdid by one. These minor disagreements were
resolved through mutual discussion, yielding timalfscore.

Engagement iconvergent thinkingvas measured as the number of correct responses to
Remote Associates Test (also sometimes referrad tihe Remote Associations Task;
Chermahini & Hommel, 2012; Mednick, 1962; Uedalet2016). Mednick (1962: 221)
considered the process of creative thinking to isbiod “forming associative elements into new
combinations which either meet specific requirera@mtare in some way useful. The more
mutually remote the elements of the new combinatio®m more creative the process or solution.”
The RAT was designed to specifically capture thiditg, as participants are presented with
three unrelated words that hold independent cororectvith a fourth word. Participants are
instructed to find this single correct word, thdigbto do so being linked to the identificatioh o
semantically distant associations rather than monzentional connections.

As this task requires the respondent to identifpmmon thread among three distinct
stimuli, it is complex enough that Type 2 procesmessystematically required to go beyond
initial insights emerging from pairwise associai@though sometimes initial insights may vyield
the correct answer, cf.: Kahneman, 2011; Medniék2)* The RAT has seen widespread use as
a tool for measuring convergent thinking behawath a recent meta-analysis showing that it is

the second-most used standardized test in studlesd creativity and neuroimaging (following

4 For example, an initial solution emerging from &yp processes for the triplet “hound”, “pressuseig “shot”
could be “hunt” (having an association with botltind”, who retrieves killed prey, and “shot”). Yedtional
evaluation subsequently shows that “pressure” baessociation with this word, requiring further dised effort to
get to a solution.
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the Alternate Uses Task, cf.: Arden et al., 20I@pugh it has also seen use as a tool to measure
a broad range of cognitive abilities, recent psyeetic work has confirmed the RAT to first
and foremost capture analytical and convergenkithgi—distinct from traditional divergent
thinking tests of creativity or measures of intgince (Lee et al., 2014).

We selected 31 problems that corresponded onedawth a Dutch translation in the
three words, the solution word, and the associgtateern. These were translated by the first
author and an unrelated researcher in isolation, aldo back-translated and compared the items.
The second author completed the tasks in both kgegito ensure correspondence between the
original and translated versions. Table 1.2 cost#ie items and their translation. To assess the
extent to which mistranslation and differenceshim nature of the task in each language
potentially affect our results, we compared reliibs in the English language group
(Cronbach’s alpha of 0.85; 43 total observatioms) the Dutch language group (Cronbach’s
alpha of 0.76; 59 total observations). A test conmggthese two values (Feldt, Woodruff, &
Salih, 1987) does not reject the null hypothesas they are equaj{squared[1] = 2.24¢ =
0.1340), suggesting that the translation is equaligble. We reach the same conclusion when
comparing Cronbach’s alphas within each of the $amples, available upon request. Sintple
tests comparing the number of correct answersyungber of attempted answers, and the
number of wrong answers both in a combined samqlenathin each sample all fail to reject the
null hypothesis that the two language settings hlagesame average values for these three
variables> Finally, for each item we observe at least oneamranswer in both the original

English version and the translated Dutch versimplying that no one item was impossible to

® For the combined samplg¥;y_ . =877,5.e.=0.83;My, . =763,s.e.=056;t=-118,p=
0.243]; [Me gy pompes = 18:81,5..= 1.26; Myy s = 1824,5.€.= 1.01; = —0.36,p = 0.719]; [Mg,,, ., =
10.04,s.e.= 1.10; Myy,,,,,,, = 10.61,s.e.=0.92;t = 0.39,p = 0.694]; comparisons within each sample are
available upon request.
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answer in either language. Overall, thereforeObeeh translation of the convergent thinking

task appears to have been of acceptable quality.

Table 1.2: Translated remote associates test

English Answer Dutch Answer
worm shelf end book worm plank steun boek
hound pressure shot blood hond druk prik bloed
rope truck line tow touw wagen lijn sleep
noise collar wash white ruis kraag wassen wit
cadet capsule ship space kadet capsule schip ruimte
sleeping bean trash bag slaap bonen vuilnis zak
chamber mask natural gas kamer masker  natuurljjk gas
main sweeper light street hoofd veger verlichting straat
force line mail air macht vaart post lucht
carpet alert ink red loper alarm inkt rood
master toss finger ring meester  werpen  vinger ring
man glue star super man lijm ster super
break bean cake coffee pauze boon broodje koffie
cry front ship battle kreet front schip slag
coin quick spoon silver munt kwik lepel zilver
manners  round tennis table manieren ronde tennis tafel
room blood salts bath kamer bloed zout bad
salt deep foam sea zout diep schuim zee
water tobacco stove pipe water tabak kachel pijp
pure blue fall water puur blauw val water
strap pocket  time watch band zak tijd horloge
mouse sharp blue cheese muis pittig blauw kaas
house blanket  ball beach huis laken bal strand
spin tip shape top spin tip shape top
call pay line phone gesprek  cel lijn telefoon
stalk trainer  king lion sluipjacht trainer  koning leeuw
blank white lines paper leeg wit gelinieerd| papier
thread pine pain needle draad den pijn naald
envy golf beans green jaloezie  golf bonen groen
big leaf shadow| tree hoog blad schaduw | boom
sandwich golf foot club sandwich golf voetbal club

Our key experimental variablEnglish language treatmertakes on the value one if the
respondent was allocated to the English languagditton, and zero if the respondent was
assigned to the Dutch native language conditiomded earlier, because random allocation

occurred for each of the two thinking tasks for Business Economics group, there are two
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treatment variables for this group, whereas theamnly one treatment applied to the Public
Administration group.

Our moderating variablégreign language anxietyvas adopted from Gargalianou,
Muehlfeld, Urbig, and van Witteloostuijn (2016), avbdeveloped a short-form scale for
professional contexts building on the classic HawHorwitz, and Cope (1986) foreign
language classroom anxiety scale. There are tetsjt@ith the respondent being asked to first
imagine participation in an important meeting takplace in English and indicating
(dis)agreement on a seven-point scale with statenseich as “| am afraid that many people will
laugh at me when | speak English.” The scale iblkiceliable and valid (Gargalianou et al.,
2016), also confirmed by a Cronbach’s alpha of @& 0.95 in our Business Economics and
Public Administration samples, respectively. Weeoitio adhere to the original scale’s focus on
a speaking setting, as prior work shows foreigiglege anxiety to be most vivid in anticipation
of and during foreign language speaking (Chengwitay & Schallert, 1999; Mak, 2011;

Young, 1990), thus increasing the chance that¢hke sndeed taps into foreign language
anxiety. Though neither creativity task requiredipgants to speak, writing in a foreign
language has been shown to yield similar behaviesgdonses and levels of experienced anxiety
to speaking, compared to a task such as readirga(®an & Abu-Rabia, 2002). Moreover, if the
tasks at hand trigger foreign language anxietysesmgly, this would likely dampen any
anxiety-related effects. Our measure is the avesagee across the ten items, with responses
obtained through the pre-experimental questioniidiiteis score is interacted with the treatment

to test for moderation.

8 We average scores rather than modeling measurementusing structural equations modeling, as weat have
sufficient degrees of freedom to estimate both itewel errors and control variables, especiallyhviitteractions
between foreign language anxiety and treatmentistfe
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We control for several variables to more precisetyate the language effects. All
controls are from the pre-experimental questiomndiirst, we includ&nglish reading
frequency(how often the respondent reads English mediaotice a month or less; 2 = once per
week; 3 = several times per week; 4 = daily), a@éviduals more exposed to English media may
have a greater English vocabulary. To control fdtural accommodation effects (Akkermans et
al., 2010), we add the extent to which the responfielscultural overlapwith each language,
where a value of one indicates complete isolatrmhseven complete overlap. We also control
for English learning ag€l = never; 2 = from birth; 3 = zero to five yeaid; 4 = six to ten years
old; 5 = eleven to sixteen years old; and 6 = seaanor up; all students in our sample have
values between three and five for this variabledl for three capability-related variables to
ensure that we isolate anxiety’s effects from gehskill-based effects. We include self-reported
English ability(1 = very poor to 7 = excellent) in both sets ddlgees. Self-assessdivergent
thinking skillis added in the divergent thinking equation ongptured by asking the respondent
to compare oneself to fellow students in the abititimagine different ways of thinking and
doing (1 = much worse through 7 = much better).i@nhy, convergent thinking skilk included
in the convergent thinking equation, captured leyaktent to which the respondent agrees with
the statement that “| am able to see relationsbghween seemingly diverse bits of information”
(1 = strongly disagree through 7 = strongly agree).

We control for whether or not the respondenmtstherand/orfatheris of non-Dutch

origin, whether or not the respondentamale and the respondentége We also control for

" Keeping these variables isolated in their respeauuation prevents the seemingly unrelated reigmregrom
being equivalent to an equation-by-equation modedre there would be no gain in estimating the sygténtly.
We also find that neither variable has an effecth@nother performance outcome when included: divetrthinking
skill never affects convergent thinking performanuer does convergent thinking skill affect divergthinking
performance.
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whether or not the respondentadigious as religiosity has been shown to be an important
predictor of creative achievement (Berry, 1981,9% 99atta, 1967). Because more religious
individuals tend to also be more sensitive to agxiPollinger, 2007), it is important to control
for religiosity to ensure it does not confound a&tyirelated effects (Dollinger, 2007: 103Epr
this variable, we asked students to indicate ttedigious background (Catholic [37 total
respondents]; Protestant [13], Islamic [7], Nog®ln [44], and Other [1 Adventist]). To
conserve degrees of freedom, we combined all cglgjinto one category, with ‘No religion’
being the baseliné-inally, we include a variable capturiegtrepreneurial intenfl = very
unlikely through 7 = very likely) to control for pgential motivational differences between the

two samples.

Estimation approach

We estimate our models using seemingly unrelagession (Cameron & Trivedi,

2010; Zellner, 1962), as we have two linear equati@ne for divergent and one for convergent
thinking) that are likely to be inherently corr@dtwith one another (e.g., Cropley, 2006).
Seemingly unrelated regression explicitly modeis gossibility by estimating a cross-equation
correlation, enabling more efficient estimates thaming two separate ordinary least squares
regression (Cameron & Trivedi, 2010; Zellner, 1962)

Seemingly unrelated regression is highly suitabteotur relatively small sample sizes,
having desirable small sample properties over argiteast squares regression especially when
the correlation between the two disturbances ik higd when the explanatory variables are
relatively correlated—as is the case in both ourgas—and even under various
misspecifications (Kmenta & Gilbert, 1968). Neveittdss, we additionally account for the small-

sample nature of our data in two ways (Zellner,2t2%&lIner & Huang, 1962): first, we report
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small-sample statistics, which shifts the tesistias for the coefficient estimates fram
statistics td-statistics (the degrees of freedom becommif@ - k; - k; — 2), wheren equals the
number of observations in the sample &apdndk; are the number of parameters in the two

eguations andj, respectively. Second, we take the divisor in cotimg the covariance matrix

for the equation residuals to hgn — k;)(n — k;), rather than the usual While the first
correction only affectp-values (not the coefficient estimates nor theindard errors) by
shifting the test statistic, the second correctioas affect the standard errors. Taken together,
the corrections substantially increase all repoptedlues. For example, without these
adjustments we observe a significant and negatfeeteof English language use on divergent
thinking in the Public Administration sample (coeint equals -3.92, s.e. equals 2.385tatistic
equals -1.67p = 0.095). After our correction, this effect is mmger significant (coefficient
equals -3.92, s.e. equals 2.88tatistic[50 d.f.] equals -1.3p,= 0.193). As such, these
adjustments decrease the likelihood that our redaesults represent false-positives.

To ensure that our reported results are not emgsplely from our use of the seemingly
unrelated regression approach, we also ran our Isnade path model where we estimate the
covariance between the errors of the two equati@smsyo separate linear regression models
(thus without estimating a cross-equation correfgtiand as two separate Poisson regression
models (as both outcome variables are of a countenasuggesting that a Poisson model may be
better suited). All results (shown in Appendix Ag @&onsistent with those reported below in
both effect size and levels of significance, wih exception being that the interaction between
the English language treatment and English langaagety on divergent thinking in the Public
Administration group becomes insignificapt£ 0.107) when estimating two separate linear

regression models. This minor change in signifieamay be the result of the lower efficiency of
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OLS regression vis-a-vis the seemingly unrelatgdession approach (Zellner, 1962). As we
find substantially lowep-values for the remaining coefficients in theseraative models, we

focus on the generally more conservative resultes@teemingly unrelated regression models.

Results

Table 1.3 contains descriptive statistics. In BassnEconomics, 50 percent were randomly
allocated into the English treatment for the diestthinking task, and 34 percent for the
convergent thinking task (this difference emerdnogn the double randomization that took
place in this group, discussed above). In Publimidstration, 55 percent were allocated to the
English treatment. Two-sampi¢ests and tests of proportions show that the BgsifEconomics
group has lower values for the convergent thinkasl, compared to the Public Administration
group Mg = 7.03,s.e.= 0.90; Mp, = 9.78,s.e.= 0.50; ¢t = 2.88,p = 0.005), that the
Business Economics group has marginally lower E@€English language anxietyl g, =
3.06,s.e.= 0.13; Mp, = 3.49,s.e.= 0.22;t = 1.77,p = 0.080)8, that the Business Economics
group is youngerMzg = 19.44,s.e.= 0.34; Mp, = 20.98,s.e.= 0.24;t = 3.33,p = 0.001),
and on average has higher entrepreneurial indégg & 3.69,s.e.= 0.20; Mp, = 3.03,s5.e.=
0.26;t = —2.05,p = 0.05). No other differences are statistically obsereabl

Within the two samples, comparing students assigm¢he English language with those
in the native language shows the following differes In Business Economics, those allocated
to the English language setting for the convergi@nking task read English more oftaWi{y =

3.76,s.e.= 0.14; My, = 3.34,s.e.= 0.15;t = —1.85,p = 0.069), feel a greater cultural

81t is worth noting the two groups do not differtheir self-reported English language abilitf; = 4.97,s.e.=
0.13; Mp, = 4.88,s.e.= 0.25;t = —0.36,p = 0.719, which is in line with the idea that anxiety aralliédy are
separate constructs.
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Table 1.3: Descriptive statistics

Business Public

Economics  Administration

Mean S.D.. Mean S.D. (O (2) 3) (4) (5) (6)
(1)  Divergent thinking 13.35 6.29 15.10 7.02 -0.09 -0.02 0.03 n.a. n.a.
(2)  Convergent thinking 7.03 3.93 9.78 5.66 0.28 0.09 -0.06 n.a. n.a.
(3) EN Treatmerit 0.50 0.50: 0.55 0.50 -0.09 -0.02 0.87 n.a. n.a.
(4) EN TreatmertEN Anxiety 1.54 1.7 1.66 1.74 -0.15 -0.04 0.91 n.a. n.a.
(5) EN Treatmerit 0.34 0.48: n.a. na. -0.00 0.04 -0.03 -0.01 n.a.
(6) EN TreatmeRtEN Anxiety 1.03 1.59: n.a. na. -0.06 -0.05 -0.01.10 0.92
(7)  EN Anxiety 3.06 1.01 3.49 1.38 -0.08 -0.17 0.0D.31 -0.01 0.24
(8) EN Reading frequency 3.48 0.86 3.27 1.06 0.13220 0.08 -0.02 0.23 0.15
(9) EN Cultural overlap 3.76 1.17 3.80 1.22 0.09 140. -0.13 -0.22 0.27 0.18
(10) NL Cultural overlap 5.21 1.29 5.58 1.03 -0.0€0.03 -0.14 -0.08 0.10 0.07
(11) EN Learning age 4.55 0.62 4.60 0.50 -0.19 50.10.16 0.26 -0.25 -0.07
(12) EN Ability 4.97 1.04; 4.88 156 0.13 0.24 -0.130.27 0.19 0.04
(13) Divergent skill 4.60 0.95 4.88 091 0.23 0.00.19 0.12 0.02 -0.02
(14) Convergent skill 4.73 1.03 4.78 1.00 0.06 0.09.05 -0.13 -0.11 -0.21
(15) Foreign mother 0.13 0.34 0.07 0.27 -0.03 -0.18.10 -0.11 0.03 -0.05
(16) Foreign father 0.15 0.36 0.10 0.30 -0.01 -0.18.05 -0.01 -0.00 -0.09
(17) Female 0.32 0.47 0.28 0.45 -0.07 0.03 0.07 60.10.13 -0.13
(18) Age 19.44 2.66 20.98 151 -0.09 0.17 -0.15160.-0.01 -0.08
(19) Religious 0.60 0.49 0.53 051 0.20 -0.24 -0.08.02 -0.18 -0.19
(20) Entrepreneurial intent 3.69 1.57 3.02 1.66 90.10.14 -0.09 -0.17 0.12 -0.02

n (8 (9 @10 @11) (12) (13) (14 (15 (16) (17)(@18) (19) (20)

(1) -0.16 0.09 -0.01 0.15 -0.112 020 0.29 0.15 60.30.36 0.19 -0.12 0.07 -0.13
(2 -0.08 0.12 0.03 024 -003 004 002 020 -0.1t0.03 -0.19 -0.06 0.17 -0.11
3 -037 019 0214 0.16 -0.23 038 -0.18 0.30 10.30.37 -0.23 0.19 -0.06 -0.32
(4 -0.03 0.06 -0.12 0.07 0.00 0.16 -0.28 0.03 80.20.32 -0.14 0.10 -0.09 -0.25
(5) n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.a. n.n.a. n.a. n.a. n.a.
(6) n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.a. n.n.a. n.a. n.a. n.a.
@) -0.47 -042 -022 059 -0.80 -0.34 -056 0.11 -0.09.16 -0.18 0.09 0.21
(8) -0.32 0.14 -0.10 -032 046 004 018 0.02 0.07 0.21 80.00.18 -0.31
(99 -0.33 0.18 050 -035 046 -0.07 023 -0.19 -0.15 -0.18 0.0R.03 0.10
(10) 0.13 -0.21 0.43 -0.09 0.09 -0.14 0.03 -0.35 -0.11 -0.35 0.11 -0.00.07
(11) 0.47 -0.29 -0.36 0.16 -0.50 -0.11 -0.29 0.23 -0.07 0.16 -029 0.25 0.32
(12) -0.64 0.42 0.34 -0.15 -0.58 021 044 -010 0.08 0.09 0.02 0.02 -0.08
(13) -0.03 0.18 0.32 0.02 -0.26 0.14 022 0.04 0.23 -0.10 -0.06 0.09 -0.24
(14) -0.18 0.17 0.15 -0.24 -0.38 0.13 0.22 -0.22 -0.18 -0.14 0.13 -0.06 0.02
(15) -0.11 0.18 0.12 -0.10 -0.11 0.01 0.16 0.39 054 0.25 -0.06 0.27 -0.00
(26) -0.10 0.19 -0.03 -0.21 -0.22 -0.08 0.27 0.43.800 -0.02 0.06 -0.02 0.15
(17v) 0.7 -0.23 -0.06 0.13 0.17 -021 0.00 0.02 50.10.21 -0.21 0.14 -0.04
(18) -0.12 0.09 0.10 -0.112 -0.21 0.11 0.14 0.28 60.50.56 0.20 0.08 -0.17
(19) -0.00 -0.112 -0.20 0.01 0.20 -0.12 -0.04 -0.08.22 0.25 0.29 0.10 -0.11
(200 -0.15 0.15 0.17 -0.14 -0.31 0.20 0.17 0.44 20.30.23 -0.09 0.35 -0.20

Notes 1) Divergent thinking treatment for Business Emmics. 2) Convergent thinking treatment for
Business Economics. Sample size: 62 Business Edosatudents and 40 Public Administration
students. Bottom-left diagonal contains correlaitor Business Economics; top-right diagonal for
Public Administration.
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overlap with EnglishMgy = 4.19,s.e.= 0.24; My, = 3.54,5.e.= 0.18;t = —2.15,p =
0.036), and learned English at a younger aggy( = 4.33,s.e.= 0.14; My, = 4.66,s.e.=
0.09;t = 2.01,p = 0.049). There are no statistically significant differesaccomparing those
allocated to the English versus Dutch languagéngefor the divergent thinking task in this
sample. In Public Administration, those assigneth&oEnglish language setting have lower
levels of English language anxietM£y = 3.02,s.e.= 0.24; My, = 4.05,s.e.= 0.35;t =
2.48,p = 0.018), higher self-reported English language abilMg( = 5.41,s.e.=

0.26; My, = 4.22,s.e.= 0.40; t = —2.57,p = 0.014), higher confidence in their convergent
thinking skills Mgy = 5.05,s.e.= 0.19; My, = 4.44,s.e.= 0.25;t = —1.96,p = 0.057), are
less likely to have a foreign mothéd{y = 0,s.e.= 0; My, = 0.17,s..=0.09;z =1.99p =
0.047) or father Mgy = 0,s.e.= 0; My, = 0.22,s.e.= 0.10; z = 2.33,p = 0.020), and have
lower entrepreneurial intenMg, = 3.61,s.e.= 0.33; My, = 2.55,s.e.= 0.36;t = 2.11,p =
0.041).

Considered jointly, it appears that there are bohidifferences between the two samples,
but that the randomization process for the Pubtickistration was less successful. This
implies that our results for the Public Adminisipatgroup need to be interpreted with caution,
as we may have been unable to randomize away mdtenbbserved confounding variables. At
the same time, because no single variable was faudidfer between the English and Dutch
language groups in each of the samples and bettaisso samples are not markedly different
(the major difference for our purposes being thveeloEnglish language anxiety for the Business
Economics group), we can be more confident in gracity of effects that replicate in both

samples.
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Several correlations are high in absolute sizeti(pdarly between English language
anxiety and self-reported English language abilidffhough seemingly unrelated regression is
favorable compared to ordinary least squares rsgmesvhen the explanatory variables are
relatively correlated (Kmenta & Gilbert, 1968), wevertheless ran models containing main
effects to calculate variation inflation factorsIEy. We find acceptable values for all variables
(the highest value is 5.52 for English languagdtgbwhich is well under the threshold of ten
indicating high multicollinearity, though still inchtive of non-negligible collinearity between
the explanatory variables; Kutner, Nachtsheim, &ie2004). Including interactions between
the treatment variables and English language angidly increases VIFs for the components of
this interaction, but not for English language iapil

Table 1.4 and Table 1.5 contain the results ofélgeession models for the Business
Economics sample and the Public Administration damrpspectively. Model O represents a
baseline model with control variables. Interestnglvergent and convergent thinking are
positively correlated in Business Economics, ygatieely correlated in Public Administration.
For Business Economics, only religiosity and enapurial intent (positively) predict divergent
thinking, while only age predicts convergent thimki Religiosity has a particularly strong effect
on divergent thinking in this group, with religiouslividuals generating an average five ideas
more than those without a religion. This therefor@vides some evidence in line with the claim
that religious individuals can find “inspirationrftheir creativity in their religion” (Dollinger,
2007: 1032). For Public Administration, Englishtaual overlap is negatively and Dutch cultural
overlap positively related with divergent thinkibghavior, while those with greater faith in their
divergent thinking skills also generate more idddmse with a foreign father score much lower

on the divergent thinking task. Jointly, thesediathree results seem to suggest that, on average,
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Table 1.4: Results of seemingly unrelated regressionodels: Business Economics

Model 0 Model 1 Model 2
Div. Conv. Div. Conv. Div. Conv.
EN Treatment -1.50 0.01 5.15 5.62
(1.63) (2.11) (5.19) (3.47)
EN Treatment -2.11 -1.84
* EN Anxiety (1.56) (1.08)
EN Anxiety 0.32 -0.38 0.18 -0.38 1.33 0.41
(1.09) (0.67) (1.10) (0.69) (1.39) (0.81)
EN Reading frequency 0.80 1.06 0.88 1.06 0.96 1.03
(2.09) (0.68) (1.10) (0.70) (1.10) (0.68)
EN Cultural overlap 0.23 0.02 0.20 0.01 0.10 0.29
(1.01) (0.60) (1.01) (0.62) (1.02) (0.63)
NL Cultural overlap -0.23 -0.01 -0.31 -0.00 -0.28 0.28
(0.79) (0.50) (0.80) (0.51) (0.80) (0.52)
EN Learning age -2.13 0.19 -1.78 0.20 -2.26 0.66
(1.89) (1.20) (1.93) (1.24) (1.97) (1.24)
EN Ability -0.33 0.14 -0.41 0.14 -0.33 0.30
(1.26) (0.79) (1.26) (0.79) (1.27) (0.78)
Divergent skill 1.15 1.35 1.23
(0.90) (0.93) (0.94)
Convergent skill 0.27 0.28 0.22
(0.56) (0.59) (0.58)
Foreign mother -1.38 -2.33 -1.96 -2.34 -0.85 -2.44
(4.50) (2.77) (4.55) (2.80) (4.64) (2.75)
Foreign father -2.16 -2.56 -1.58 -2.56 -2.83 -2.67
(4.80) (2.89) (4.85) (2.92) (4.95) (2.87)
Female -0.47 1.40 -0.28 1.40 0.15 1.16
(1.89) (1.18) (1.90) (1.20) (1.94) (1.18)
Age -0.43 0.49* -0.48 0.49 -0.44 0.51*
(0.39) (0.24) (0.39) (0.25) (0.40) (0.24)
Religious 4.98** -1.45 4.80* -1.45 4.77* -1.59
(1.85) (1.15) (1.86) (2.17) (1.86) (1.15)
Entrepreneurial intent 1.09 0.10 1.09 0.10 0.93 -0.08
(0.59) (0.39) (0.59) (0.39) (0.61) (0.40)
Intercept 17.92 -7.14 18.24 -7.21 16.68 -11.22
(16.15) (10.81) (16.18) (10.98) (16.26) (11.00)
Corr.(Div,Conv) 0.39 0.38 0.40
Breusch-Pagan test 9.26 [0.002] 9.14 [0.003] 9.82 0.002]
R-squared 0.24 0.24 0.26 0.24 0.27 0.29
Log likelihood -351.50 -350.95 -348.03
No. of observations 62 62 62

Notes: Standard errors in brackets. Corr.(Div,Conv) reptne correlation between residuals of the two gojus;
“Breusch-Pagan test” provides the test-statistdt@aalue whether or not this correlation is non-zero.
"p<0.1; * p<0.05; **: p <0.01; **: p < 0.00 two-tailed.
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Table 1.5: Results of seemingly unrelated regressianodels: Public Administration

Model 0 Model 1 Model 2
Div. Conv. Div. Conv. Div. Conv.
EN Treatment -3.92 -0.40 -13.53* 12.95*
(2.98) (2.76) (6.47) (6.40)
EN Treatment 2.97 -4.05*
* EN Anxiety 2.77) (1.78)
EN Anxiety 1.49 0.96 1.32 1.03 -0.39 311
(1.65) (1.54) (1.63) (1.60) (2.91) (2.73)
EN Reading frequency 0.91 1.40 0.77 1.41 0.75 1.45
(1.25) (2.17) (1.24) (1.19) (1.20) (1.10)
EN Cultural overlap -2.21 -0.63 -2.53* -0.66 -1.60 -1.93
(1.16) (1.13) (2.17) (1.18) (1.26) (1.22)
NL Cultural overlap 3.08* 1.54 3.05* 1.58 257 2.13
(1.35) (1.27) (1.34) (1.31) (1.33) (1.23)
EN Learning age -4.04 -0.50 -3.05 -0.45 -3.72 0.40
(3.05) (2.91) (3.10) (2.99) (3.02) (2.79)
EN Ability 1.29 -0.17 2.11 -0.07 1.12 1.24
(1.30) (1.25) (1.44) (1.45) (1.51) (1.45)
Divergent skill 3.86** 2.99* 3.13*
(1.36) (1.46) (1.46)
Convergent skill 1.77 1.84 1.16
(1.19) (1.20) (1.20)
Foreign mother -0.95 -4.68 -1.44 -4.58 -1.66 -4.37
(5.84) (5.43) (5.79) (5.56) (5.61) (5.14)
Foreign father -12.21* 3.28 -13.91* 3.02 -13.98** 2.59
(4.96) (4.46) (5.11) (5.01) (4.95) (4.63)
Female 4.14 -2.25 2.62 -2.39 2.92 -2.80
(2.65) (2.60) (2.87) (2.85) (2.78) (2.64)
Age -0.19 -0.70 -0.08 -0.68 -0.12 -0.58
(0.74) (0.70) (0.74) (0.73) (0.71) (0.68)
Religious 0.91 3.51 0.55 3.45 1.67 1.94
(2.29) (2.21) (2.29) (2.29) (2.31) (2.22)
Entrepreneurial intent 0.77 -0.39 0.29 -0.42 0.40 0.44
(0.78) (0.73) (0.85) (0.77) (0.82) (0.72)
Intercept -7.08 5.02 -6.69 3.62 5.82 -10.80
(30.46) (26.74) (30.18) (28.16) (30.45) (26.79)
Corr.(Div,Conv) -0.29 -0.32 -0.20
Breusch-Pagan test 3.34 [0.068] 4.00 [0.046] 1.62 0.203]
R-squared 0.52 0.29 0.55 0.29 0.59 0.41
Log likelihood -236.95 -235.38 -230.47
No. of observations 40 40 40

Notes: Standard errors in brackets. Corr.(Div,Conv) reptne correlation between residuals of the two gojus;
“Breusch-Pagan test” provides the test-statistdt@aalue whether or not this correlation is non-zero.
"p<0.1; * p<0.05; **: p <0.01; **: p < 0.00 two-tailed.
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those with a greater distance to Dutch culturdes® able to generate new ideas. However, when
we introduce the language treatments into eachtiegqua Mode 1, we find no direct effects of
foreign language use on any of the outcomes irreghmple, thus leading to a rejection of both
Hypothesis 1 and Hypothesis 2.

Model 2 adds interaction terms between the treatsuaeh English language anxiety.
Interestingly, we find a negative coefficient oétimteraction term for divergent thinking in
Business Economics, albeit statistically insig@fic o = 0.179). We do observe the
hypothesized positive and marginally significarteraction term for divergeniinking in Public
Administration p = 0.100) in conjunction with a negative coeffidiéor the English language
treatment variable, offering only mixed support ftypothesis 3. To interpret this latter effect
more substantively, Figure 1.1 plots the averagebar of generated ideas in Public
Administration across the range of English languameety for both language conditions. This
figure shows that individuals with low (mean mirluS standard deviations) English language
anxiety who were placed in the English languagattnent have a lower number of generated
ideas than individuals with similar levels of Emflilanguage anxiety but who completed the
divergent thinking task in the native Dutch langei§9.09 versus 18.40 generated ideas). This
difference shrinks comparing individuals with avggdEnglish language anxiety across settings
(14.43 versus 17.60 generated ideas), and turnsi@dnwhen comparing individuals with high
(mean plus 1.5 standard deviations) English lang@exxiety in the English language treatment
with similarly anxious individuals who completecettask in the native Dutch language (19.78

versus 16.80 generated ideas).
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Dwergent thinking performance: Public Administration
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Figure 1.1: Predicted divergent thinking for Public Administoet.

Turning to convergent thinking, we find strong eande supporting Hypothesis 4 with a
significant and negative interaction term in badimples jp = 0.091 for Business Economig¢sy
0.027 for Public Administration) in conjunction Wi positive coefficient for the English
language treatment. Figure 1.2 shows average peeldicimber of correct responses to the
convergent thinking task across the range of Endginguage anxiety for both samples. In both
samples, individuals with low English language atxiwho were placed in the English language
treatment have more correct answers than simigarkjous individuals who completed the
convergent thinking task in the native Dutch largrié9.18 versus 6.42 correct answers in
Business Economics and 10.16 versus 2.95 in PAMdIainistration). These differences even out
when comparing individuals with average levels n§lish language anxiety (7.01 versus 7.03

correct answers in Business Economics, and 8.228€.40 in Public Administration).
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Figure 1.2: Predicted convergent thinking for Business Econsrarad Public Administration.
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Individuals with high English language anxiety wiiere placed in the English language
treatment have fewer correct answers than highigintginguage anxiety individuals who
completed the task in the native Dutch languagé(dersus 7.66 correct answers in Business
Economics and 6.28 versus 15.84 in Public Admiai&tn). Thus, the English language use
effect on convergent thinking turns from positieenegative as English language anxiety
increases from low to high values. This effeceiglicated across the two groups, and the
difference in the number of correct responses comgp#ow- and high-English language anxiety
individuals in the English language settings isp@nsistent in both samples (being 48 percent
lower in Business Economics and 62 percent low&ublic Administration). Hypothesis 4 is
strongly confirmed.

It is noticeable in Figure 1.2 that English langei@agxiety has a markedly positive effect
within the native Dutch language setting in the IRulsdministration sample, which may be
related to the between-setting differences idesttigarlier for this sample. In particular, as
students in the Dutch language setting in this $amvpre found to have higher English language
anxiety, lower self-reported English language &hiless confidence in their convergent
thinking skills, and were more likely to have aeign mother or father, it could be that second-
generation participants are driving this effectwdwger, removing students with either a foreign
mother or a foreign father does not change thetiiioh effect® Similarly, removing one student
in Public Administration with very high scores dretconvergent thinking task (answering all

guestions in English correctly—the only studengither sample to get all questions right—and

9 The coefficient of the English treatment variailé¢he convergent thinking equation equals 16(7% 0.025),
English language anxiety’s coefficient equals 4@5 0.045), and the coefficient for their interactiajuals -5.06
(p=0.014).
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having a low level of English language anxiety,hnatscore of 2.4 out of seven) does not affect
the nature of this relationship.

One remaining potential explanation for this pesiteffect of English language anxiety
is that high English language anxiety studenth@&DRutch language condition for Public
Administration have better Dutch language skillsoligh we did not measure Dutch ability
explicitly, we turned to the average length of woused in the divergent thinking task. Being
very similar in nature to readability measuresdn@tional research (e.g., Flesch, 1948),
average word length may provide a proxy for theésdents’ level of writing (as students at a
higher writing level tend to use longer, more coaxplords; Flesch, 1948). However, we find
highly comparable average word lengths for studentise Dutch language setting with below-
average English language anxiety (average wordhasd@.16 characters) versus those with
above-English language anxiety (average word cosiai22 characters). Though this is an
admittedly coarse assessment, these numbers deemtto indicate that the observed positive
effect of English language anxiety on convergemtking in the Dutch language setting for
Public Administration emerges from higher unobsdraitch language ability.

It is worth noting that, in a related check, all ogported effects are entirely robust to
controlling for this variable (even improving slighin terms ofp-values; full models available
upon request). These models show that average lerogth positively predicts convergent
thinking in the Business Economics sample and detrthinking in the Public Administration

sample. However, because we only measure thisblarfiar the specific language in which the

10 The coefficient of the English treatment variaibl¢he convergent thinking equation equals 10(8% 0.056),
English language anxiety’s coefficient equals @& 0.105), and the coefficient for their interactiajuals -3.37
(p=0.034).
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divergent thinking task was completed (rather thmasuring average word length in both Dutch
and English), we chose to focus our analyses oretaadthout this variable. Nevertheless,
these results provide some suggestive evidencethatlentified results are not entirely driven

by otherwise unobserved writing skills in the sfiedanguage'!

Discussion and conclusion

This study develops and tests theory on how forkEigguage use influences individuals’ ability
to engage in two types of creative thinking. We bora recent advances in the study on the
effects of the use of foreign language in multiiagbusiness settings (Brannen et al., 2014;
Kroon et al., 2015; Marschan et al., 1997), worlkcozative thinking processes (Cropley, 2006;
Guilford, 1967; Hommel, 2012), and research on guatess theories (Evans & Stanovich,
2013; Thompson, 2009) to develop negative andipedibreign language use effects on
divergent and convergent thinking behavior, respelst Moreover, we highlight the
importance of emotion in foreign language proceséiinds et al., 2014; Neeley et al., 2012;
Tenzer et al., 2014) by incorporating the effe¢t®reign language anxiety (Horwitz et al.,
1986; Scovel, 1978), which we argue weakens thgulage effects.

We test our hypotheses using lab experiments, Buitch as the native language and
English as the foreign language, enabling us teedééeper into the causal mechanisms
underlying these effects than possible in typiadtifstudies of language (van Witteloostuijn,

2015; Zellmer-Bruhn et al., 2016). Results froneplicated lab experiment in two distinct Dutch

11 Comparing students with above- versus below-aeeEgylish language anxiety more generally, we dtsaot
identify any differences in average word lengthinigithe divergent thinking task: 5.63 versus 5.4aracters in the
total sample, 5.30 versus 5.31 characters in BasiBeonomics, and 5.96 versus 5.64 charactersbiicPu
Administration.

51



student samples confirm a consistent effect of Bhdghnguage usage on convergent thinking,
which is entirely contingent on English languaggiety. Individuals who are not anxious about
operating in the English language have more comestvers in a convergent thinking task than
individuals with similar levels of English languagexiety in the native Dutch language setting.
This effect turns around, however, when compannaltviduals with high levels of English
language anxiety between the two language setthigepposite moderating dynamic for
divergent thinking behavior is found in one of taamples, providing weaker evidence for this

language effect.

Contributions and limitations

We contribute to emerging research on languagetémiational business by conducting,
to the best of our knowledge, the first quanti@@mpirical investigation of foreign language
use effects on creative thinking. Prior qualitativerk has unequivocally shown the importance
of the use of a foreign language (often: the Ehdlsiguage) in shaping the interpersonal
behavior of individuals in multilingual organizati® (Hinds et al., 2014; Kroon et al., 2015;
Neeley, 2013; Tenzer et al., 2014). Although retkebretical work has built valuable models
around foreign language use also building on a draaless theory perspective (Bordia &
Bordia, 2015; Volk et al., 2014), this complementsiudy provides new empirical insights into
the intrapersonal effects of English as a foreagrglage by taking an experimental approach
(Zellmer-Bruhn et al., 2016). Focusing on creayivst particularly useful for this purpose, as
creative behavior has important implications fatiudual careers as well as for performance at
more aggregate levels such as the team and orgianif&ong et al., 2013). This focus on

creativity offers another important contribution t@presenting a crucial factor in knowledge
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generation rather than the knowledge transfer or integratidmch has been the focus of prior
work interested in foreign language use (Kroon.e2Q15; Piekkari et al., 2005; Welch &
Welch, 2008). Although knowledge transfer and irdéign are certainly important in
international business, our model takes a step ivaitle theoretical chain by highlighting how
foreign language use can both impede and prometprtfduction of new knowledge and ideas,
to start, by shaping the ability of individualseéngage in divergent and convergent thinking.

Importantly, whether or not English language usenseor aids convergent thinking, and
to a lesser extent divergent thinking, for nativeédh students was strongly contingent on how
anxious these students were about using the Erglgjfuage, thus further confirming the
importance of considering the individual in thedstof language (Brannen et al., 2014; Neeley,
2013). Our results confirm the role of foreign laage anxiety in particular, having previously
been suggested to be “the main explanation” (Lakat., 2014: 2185; see also: Turula, 2016:
231) for mixed language effects (Costa, FoucartpAnet al., 2014; Geipel et al., 2015;
Hadjichristidis et al., 2015). Future work inteesgsin studying language effects therefore stands
to gain by further considering the emotional conseges of language on the individual for a
wider set of behavioral and performance outcomes.

These results also have tentative implicationgfactice. In particular, we offer some
new insights to the discussion on whether langssgedardization is preferable to
individualization, where the choice of languagéefsto the employee (Marschan-Piekkari et al.,
1999; Volk et al., 2014). Our results suggest sitahdardization is unlikely to yield optimal
results, as the students in our sample clearlyoreggd differently to the use of the English

language depending on their emotional respondeettahguage. Here, we see a parallel with
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work on the ambidextrous organization, in particmiaere exploration and exploitation are
tightly coupled within subunits and loosely coupletween (Benner & Tushman, 2003). Our
results suggest a similar optimal design for cwégtiwith individuals being assigned to
divergent (e.g., idea generation) and convergenkiting tasks (e.g., idea implementation) in
language settings based on their comfort with geeisic language of operation. Our results
would suggest allowing individuals to generate méggas mostly in their native language (while
perhaps precluding individuals highly comfortabléhvoperating in the foreign language from
generating ideas in this language), while assigmdgiduals who are more comfortable with
the foreign language to the implementation andstedion of these ideas into the lingua franca.
At the same time, we would not recommend assighigigly anxious individuals to divergent
thinking tasks in foreign languages, in spite ahsoof our results showing they generate the
most ideas, as there is a rich body of work esthirlg the long-term negative effects of anxiety
for both the individual and the organization (Hiredsal., 2014; Neeley, 2013; Neeley et al.,
2012).

The implications discussed above are, of courdgesuto a number of limitations. First,
we conducted our experiment amongst students, winnits the generalizability of the results
(Bello et al., 2009; Zellmer-Bruhn et al., 2016pwever, we are interested in a fundamental
human process rather than a choice or procesdispmdy to top management (Bello et al.,
2009) and because these students will enter bigsiifesn the near future, it also seems that
these students are reasonably representative getieral population of interest. The internal
replication of our experiment by sampling from tdigerse groups additionally fosters the

generalizability of the results. It is also imparttédo emphasize that all participants in our study
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had to complete creative thinking tasks in isolati@ther than engaging in interpersonal
processes such as brainstorming or cross-cultegitiation. Though our two individual

creative thinking tasks are the most widely appirethe study of creativity (Arden et al., 2010),
capturing the core of the creative process (Gulfa©950, 1967), the lack of interpersonal
interaction limits our ability to extend our resutb the creative process in a business setting,
where interpersonal processes are more commongtacenportant (Neeley et al., 2012; Tenzer
et al., 2014). Though we view our intra-person apph as a crucial first step in isolating foreign
language use effects independent of social prosgssbsequent experimental work
manipulating not only language but also socialdescshould help to come to important practical
and theoretical insights.

Another limitation emerges from our exclusive foousthe dual process theory of higher
cognition. We focus on this model in light of retadvances emphasizing its conceptual overlap
with the dual process theories of creativity (Al&mMhomas, 2011; Sowden et al., 2015),
combined with work emphasizing the importance dalguocesses in foreign language use
effects more generally (Hayakawa et al., 2016; \atl&l., 2014), making it a prime candidate
for the integration of these streams of work. Hogrethere are certainly many alternative
theoretical perspectives within international bessresearch and outside, such as cultural
accommodation (Akkermans et al., 2010; Gargaliakhig, & van Witteloostuijn, 2017), the
literature on the bilingual brain (Fabbro, 20019&b & Prat, 2014), and language priming
(Oyserman & Lee, 2008). It is likely that eachloése perspectives would yield predictions
different to ours, in particular with regards te tirect language use effects. For instance,

bilinguals tend to have more flexible brains (StwécPrat, 2014), likely aiding in both
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divergent and convergent thinking tasks such as-eur particular if this flexibility is more

likely to be primed by the use of a foreign langaé&@yserman & Lee, 2008). Others, however,
suggest that bilinguals are better at convergenkithg tasks at the cost of divergent thinking
tasks (Hommel, Colzato, Fischer, & Christoffels12)) thus being more aligned with our
predictions. Cultural accommodation theory, ondtieer hand, would probably anticipate
positive effects of English language use on divergiginking and negative effects on convergent
thinking, as Anglophonic culture is more masculingn Dutch culture (Akkermans et al., 2010),
and masculine processes such as risk-taking afidissdtion tend to be attributed to divergent
thinking but not convergent thinking (Cropley, 20862; Proudfoot, Kay, & Koval, 2015).
Though the integration of this variety of perspeesiis outside the scope of this chapter, further
consideration and combination of alternative thecaéperspectives on the drivers of foreign
language use effects with work on creativity wocedtainly move the field towards a more
cohesive theoretical model.

A fourth limitation relates to our limited abilitp disentangle foreign language ability
from foreign language anxiety, which is a saliessuie within the general literature on foreign
language anxiety (Horwitz, 2000; Sparks et al.,0m particular, one could pose that our
decrease in the number of correct answers in theecrgent thinking task in English is only the
result of lowered English ability among highly aoxs individuals (although this would not
explain the identified effect on divergent thinkimgthe Public Administration group). While we
did not find evidence that more anxious individugiféer in the sophistication of their language
use (as measured by average word length in thegdimethinking task, see footnote 14 above),

and although we control for a simple self-reporteehsure of English language ability as well as
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for English reading frequency and the age at wthehparticipant started learning English, these
measures are obviously imperfect. As such, fursheiy is needed to confirm that our identified
effects emerge from anxiety, rather than ability.

Appendix B contains details on a proposed experimgarch would address this issue in
two ways: first, by asking respondents to not adgnplete written (sections B2 and B4), but
also visual convergent and divergent thinking tgskstions B3 and B5), potentially
confounding effects of differences in vocabulartesnslation differences, and general language
ability should be minimized, given that visual taglo not rely on language in order to be
completed. Moreover, by asking respondents to cetajpthe widely applied Wordsum
vocabulary test (Alwin, 1991; Huang & Hauser, 1988nously utilized in the General Social
Survey: Malhotra, Krosnick, & Haertel, 2007) to raeege English language ability in
conjunction with a localized Dutch vocabulary tgSesthuizen & Kraaykamp, 2002), this
altered experiment would be empirically better @bleontrol for English language ability than
we can, at present (see section B1 for the questios).

Finally, a natural limitation emerges from ourtriesion of the languages under study:
Dutch (as the native language) and English (aotteégn language). While the choice of
English as the focal foreign language is reasongilblen its dominance as a lingua franca in a
wide variety of business and non-business set{lBgmnen et al., 2014; Ehrenreich, 2010), the
choice of Dutch as the native language limits theegalizability of our identified effects to other
languages—especially those that are more lingaisgidistant from Dutch and English. Without
direct replication of our findings in other couesiand with other languages, we cannot be sure

whether the effects found in this study are gemngahle to other language pairs. Indeed, Dutch is
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one of the closest linguistic relatives to Engli€asse, 2000; Mallory & Adams, 2006),
suggesting that effects may have been attenuatearisample as compared to a student sample
from, for instance, China (Mak, 2011). At the samee, the two languages do differ in their
flexibility in terms of, for instance, word ordencthe positioning of adverbials (Hoekstra &
Roberts, 1993; McDonald, 1987), which in turn m#gct creative behavior on our two thinking
tasks by virtue of linguistic differences, rathiean differential reliance on dual processes.
However, many studies find foreign language usectsfon Type 1 versus Type 2 behavior to be
independent of the specific language combinatiars{&, Foucart, Hayakawa, et al., 2014;
Keysar et al., 2012), suggesting that foreign lagguuse effects on these dual processes could
be more fundamental and general in nature. Thexefog openly welcome further efforts to not
only replicate, but also extend our experimentsth@r populations and language combinations
to shed further light on these important issuesntthis study and other work, it is nevertheless
clear that foreign language use fundamentally alb@man behavior, such that the investigation
of the effects of foreign language use remainsygortant research agenda for international

business (Brannen et al., 2014).
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Appendix A

Table 1.Al: Results of alternative regression modgl Business Economics

Path model OoLS Poisson
Div. Conv. Div. Conv. Div. Conv.
EN Treatment 5.24 5.61+ 2.96 5.82 0.20 0.92*
(4.49) (2.97) (5.64) (3.77) (0.25) (0.39)
EN Treatment -2.14 -1.84* -1.45 -1.99+ -0.11 -0.32*
* EN Anxiety (1.35) (0.93) (1.69) (1.17) (0.08) (0.13)
EN Anxiety 1.34 0.40 0.92 0.49 0.07 0.07
(1.22) (0.70) (1.45) (0.84) (0.06) (0.08)
EN Reading frequency 0.96 1.03+ 0.94 1.05 0.07 *0.18
(0.95) (0.59) (1.10) (0.69) (0.05) (0.08)
EN Cultural overlap 0.10 0.29 0.08 0.35 0.01 0.05
(0.88) (0.54) (1.03) (0.63) (0.04) (0.06)
NL Cultural overlap -0.28 -0.28 -0.29 -0.33 -0.02 0.04
(0.69) (0.45) (0.80) (0.53) (0.03) (0.05)
EN Learning age -2.27 0.66 -2.08 0.57 -0.16+ 0.10
(1.70) (1.07) (1.98) (1.25) (0.08) (0.12)
EN Ability -0.33 0.30 -0.38 0.29 -0.03 0.05
(1.10) (0.68) (1.27) (0.79) (0.06) (0.08)
Divergent skill 1.22 1.43 0.10*
(0.80) (1.02) (0.05)
Convergent skill 0.23 0.01 -0.00
(0.50) (0.63) (0.06)
Foreign mother -0.84 -2.44 -1.11 -2.37 -0.07 -0.39
(4.00) (2.37) (4.67) (2.75) (0.21) (0.27)
Foreign father -2.83 -2.68 -2.62 -2.55 -0.23 -0.41
(4.27) (2.47) (5.01) (2.87) (0.22) (0.28)
Female 0.16 1.16 0.04 1.15 0.02 0.17
(1.67) (1.02) (1.94) (1.18) (0.09) (0.12)
Age -0.44 0.51* -0.45 0.50* -0.04* 0.07**
(0.34) (0.21) (0.40) (0.24) (0.02) (0.02)
Religious 4.77** -1.59 4.76* -1.60 0.37*** -0.22*
(1.61) (0.99) (1.87) (1.15) (0.09) (0.11)
Entrepreneurial intent 0.93+ -0.09 0.97 -0.06 0*08* -0.01
(0.52) (0.34) (0.61) (0.40) (0.03) (0.04)
Intercept 16.68 -11.27 16.87 -10.02 2.86%** -0.77
(14.03) (9.48) (16.29) (11.19) (0.73) (1.09)
Cov.(Div,Conv) 7.30** n.a. n.a.
(2.46)
Comparative fit index 1.000 n.a. n.a.
SRMR 0.007 n.a. n.a.
(Pseudo) R-squared n.a. 0.27 0.29 0.27 0.29
Log likelihood -1406.92 -191.81 -161.82 -202.15 587
No. of observations 62 62 62

Notes: Standard errors in bracketsp < 0.1; *: p < 0.05; **; p < 0.01; ***; p < 0.Q0 two-tailed.



Table 1.A2: Results of alternative regression modgl Public Administration

Path model oLS Poisson
Div. Conv. Div. Conv. Div. Conv.
EN Treatment -13.53** 12.95** -13.39* 13.15+ -0.91*  1.43%*
(5.02) (4.96) (6.48) (6.41) (0.29) (0.39)
EN Treatment 2.97* -4.05** 2.97 -4.10* 0.21* -0.45%**
* EN Anxiety (1.37) (1.38) 2.77) (1.78) (0.08) (0.11)
EN Anxiety -0.39 3.11* -0.30 3.08+ -0.02 0.38***
(1.48) (1.34) (1.91) (1.73) (0.10) (0.11)
EN Reading frequency 0.75 1.45+ 0.79 1.45 0.08 *0.18
(0.93) (0.85) (1.20) (1.10) (0.06) (0.07)
EN Cultural overlap -1.60 -1.93* -1.59 -1.94 -0.15*  -0.22**
(0.98) (0.95) (1.26) (1.22) (0.06) (0.08)
NL Cultural overlap 2.57* 2.13* 2.62+ 2.11+ 0.22%**  (.22**
(1.03) (0.95) (1.33) (1.23) (0.07) (0.07)
EN Learning age -3.72 0.40 -3.83 0.43 -0.32* 0.01
(2.34) (2.16) (3.03) (2.79) (0.14) (0.16)
EN Ability 1.12 1.24 1.12 1.25 0.07 0.16+
(1.17) (1.13) (1.51) (1.45) (0.07) (0.09)
Divergent skill 3.13** 3.31* 0.25%**
(1.14) (1.49) (0.07)
Convergent skill 1.16 1.03 0.11
(0.93) (1.22) (0.08)
Foreign mother -1.67 -4.37 -1.44 -4.42 -0.36 -0.59+
(4.35) (3.98) (5.62) (5.14) (0.31) (0.35)
Foreign father -13.98*** 2.59 -14.15% 2.52 -1.36** 0.29
(3.84) (3.59) (4.96) (4.63) (0.28) (0.30)
Female 2.92 -2.80 2.98 -2.82 0.20+ -0.31+
(2.15) (2.04) (2.78) (2.64) (0.12) (0.18)
Age -0.12 -0.58 -0.11 -0.58 -0.02 -0.05
(0.55) (0.52) (0.71) (0.68) (0.03) (0.04)
Religious 1.67 1.94 1.64 1.93 0.08 0.17
(1.79) (1.72) (2.31) (2.22) (0.11) (0.13)
Entrepreneurial intent 0.40 -0.45 0.45 -0.43 0.04 0.04
(0.64) (0.55) (0.83) (0.72) (0.04) (0.04)
Intercept 5.87 -10.81 4.15 -10.22 2.22 -0.37
(23.63) (20.76) (30.57) (26.81) (1.60) (1.57)
Cov.(Div,Conv) -3.92 n.a. n.a.
(3.11)
Comparative fit index 1.000 n.a. n.a.
SRMR 0.006
(Pseudo) R-squared n.a. 0.59 0.41 0.27 0.29
Log likelihood -831.48 -116.41 -114.90 -116.81 -B16
No. of observations 40 40 40

Notes: Standard errors in bracketsp < 0.1; *: p < 0.05; **: p < 0.01; ***: p < 0.00 two-tailed.
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Appendix B

B.1: Pre-experimental questionnaire

Please note that | show only the English languagsion of the questionnaire here. The Dutch
language version that will by default be preserttegarticipants is available upon request. Also
note that the questionnaire will be offered onlisiegh that the layout below is for purely
illustrative purposes.

1. Gender:
Please indicate your gender.
Male / Female

2. Age
What is your year of birth (YYYY)?

3. Nationality
What is your nationality?

4. Parents country of origin
In which country were your parents born?

Mother:
Father:

5. Religion
What is your religious background?
Catholic / Protestant / Islam / Buddhism / Hinduiskone / Other, namely ...

6. Wordsum (English verbal ability)

We would like to know something about how peopleagout guessing words they do not know.
Below are listed some words. You may know soméieiit, and you may not know quite a few
of them. For each case, the first word is in cépetéers--- like BEAST. Then, there are five
other words in lower case below it. Please selextrmord that comes closest to the meaning of
the word in capital letters. For example, if thersvn capital letters is BEAST, you would
choose the fourth option, as “animal” comes clasBEAST than any of the other words.

Choose only one number for each item below.
EXAMPLE

BEAST
1. afraid 2. words 3. largeé animal 5. separate 6. don’'t know
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SPACE
1. school 2. noon 3. captain 4. room 5. board G:tdmow

BROADEN

1. efface 2. make level 3. elapse 4. embroider@denv6. don’'t know
EMANATE

1. populate 2. free 3. prominent 4. rival 5. comddh’'t know

EDIBLE

1. auspicious 2. eligible 3. fit to eat 4. sagasibuable to speak 6. don’t know
ANIMOSITY

1. hatred 2. animation 3. disobedience 4. divetsityiendship 6. don’t know
PACT

1. puissance 2. remonstrance 3. agreement 4.tdkilpressure 6. don’t know
CLOISTERED

1. miniature 2. bunched 3. arched 4. malady 5usled 6. don’t know
CAPRICE

1. value 2. a star 3. grimace 4. whim 5. inducergedbn’t know

ACCUSTOM

1. disappoint 2. customary 3. encounter 4. get ts&dbusiness 6. don’'t know
ALLUSION

1. reference 2. dream 3. eulogy 4. illusion 5. @ridon’t know

7. Dutch language ability

Here, we will ask participants to complete a laoadi version of the Wordsum instrument
adopted from the Family Survey of the Dutch Popoia(Gesthuizen & Kraaykamp, 2002).
However, at the time of writing, | have not yetee@d the survey instrument from the original
authors.

8. Cultural overlap

This question is intended to assess your relatipnsith the culture associated with different
languages (English and Dutch). Below you will fifiok, each language, seven rectangles. In each
rectangle, there are two circles. One representsapd the other one represents the culture of
those countries where people speak the mentiomgdidge as mother tongue.

In each rectangle, the circles are overlappingedkfitly. In the first rectangle (number 1), they
are totally separate and represent a situatiorhinolwyou do not accept or believe in the culture
associated with the language. In the last rectafmgiember 7), the circles are totally overlapping
and represent a situation in which you totally pt@and believe in almost all norms and attitudes
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related to the culture associated with the langu@geose out of these seven rectangles the one
that most adequately represents the extent oéfiwéen you and the culture associated with the
language.

Please answer the question with respeé€liutech / English:

Culture
associated
with the
language

Culture

associated
with the

Culture
associated
with the
language
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9. English language anxiety

To answer the following questions, imagine that goel participating in an important meeting or
public discussion, which is done in English. To coumicate with the rest of the participants,
you are forced to use English only.

Indicate to what extent you agree with the follogvstatements (Seven-point Likert scale).

| don't worry about making mistakes when | intefiadEnglish (everse-coded

| keep thinking that many other people are bettdtnglish than | am.

When interacting in English, | can get so nervofadet things | know.

| am afraid that people above me are ready to coeneery mistake | make when speaking
English.

| can feel my heart pounding when I'm going to akked on in a meeting in English.

| feel very self-conscious about speaking Englisfront of other people.

| get nervous and confused when | am speaking &ngli

| get nervous when | don't understand every wordgres who have power on me say to me in
English.

| feel overwhelmed by the number of rules you hviearn to speak English.

| am afraid that many people will laugh at me wiepeak English.

| get nervous when persons who have power on mguesstions in English which | haven't
prepared in advance.

10. English learning age
At which age did you start learning English?

Never, | do not know this language / From birth3 Qears old / 6-10 years old / 11-16 years old
/ 17+ years old

11. English reading frequency

How often do you read in English (e.g. text boaglesyspapers, magazines and/or the Internet)?
Daily / Several times per week / Once per week¢e&mer month or less

12. English language ability

How do you describe your own ability to underst&mdlish?

Very poor / Poor / Moderate / Average / Good / Vgopd / Excellent

13. Entrepreneurial intent

How likely is it that you will actively look for bsiness opportunities for an own start-up in the
next three years?

Very unlikely / Unlikely / Somewhat unlikely / Undeled / Somewhat likely / Likely / Very
likely
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14. Divergent thinking ability

How do you compare yourself to fellow studentsaairyability to find new and unique ways for
solving old problems?

Much worse / Worse / Somewhat worse / About theesaBomewhat better / Better / Much
better

15. Convergent thinking ability

Please indicate to what extent you agree withdhewing statement (Seven-point Likert Scale):
| am able to see relationships between seemingbrsi¢ bits of information.
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B.2 Written convergent thinking task
Note: The answers, shown in italics, would notho@as to participants.

Below are combinations of three words. For evemlgimation there is a single word that these
three words have in common. For every combinatmok at the three words and fill in the word
that the three words have in common.

Always fill in only one word. If you fill in multipe words, then only the first word will be used
as your answer.

Two examples:
fish / mine / rush have 'gold' in common: goldfigbldmine, and gold rush

computer / cable / broadcast have 'network’ in comngou can have a computer network,
networks are typically run through cables, andaabcast occurs through a network.

You have 15 minutes to complete this section.

worm shelf end book
hound pressure shot blood
rope truck line tow
noise collar wash white
cadet capsule ship space
sleeping bean trash bag
chamber mask natural gas
main sweeper light street
force line mail air
carpet alert ink red
master toss finger ring
man glue star super
break bean cake coffee
cry front ship battle
coin quick spoon silver
manners round tennis table
room blood salts bath
salt deep foam sea
water tobacco stove pipe
pure blue fall water
strap pocket time watch
mouse sharp blue cheese
house blanket ball beach
spin tip shape top
call pay line phone
stalk trainer king lion
blank white lines paper
thread pine pain needle
envy golf beans green
big leaf shadow tree
sandwich golf foot club
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B3: Visual convergent thinking tasks

1. Nine pigs are kept in a square pen. Build two nsopgare enclosures that would put each
pig in a pen by itself.

2. Show how you can make the triangle below point deand by moving only three of the
circles. Please draw arrows to where you would nibgehree circles that you decide to
move.
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3. Draw four straight lines that pass through all rdio¢s, without lifting your pencil from
the paper.

4. Draw a continuous path through all five rooms, withgoing through any door twice,
and without crossing any path. The path can erhynroom; not necessarily in the room
from where it started.

——T
I s
L1 1]
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5. Starting from the dot, a jogger ran through all@kenues of the park once without
passing twice on the same track. Try to draw tlerof the jogger.

N

<IE»>

i’i
b4

6. Cut this cake up with exactly four straight cutdlsat each portion of cake contains just
ONE strawberry on the top.
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7. By moving only three matchsticks, can you makefigtebelow face the opposite
direction? You can draw arrows to where you woutienthe three matchsticks, draw
the matchstick in their new location while markingich matchstick you would move
with a strikethrough or cross, or you can draw & fish using the eight matchsticks.

o
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8. Show how you can divide this figure into four eqpatts that are the same size and shape.

9 Show how you can arrange the ten pennies belowadg/bu have five rows (lines) of four
pennies in each row in the box below.

OCOO0OO0OO0O0O00O0O0OO0
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B4: Written divergent thinking task

In this test, you will be asked to consider sommimn objects. Each object has a common use,
which will be stated. You are to list as many asagher uses for which the object or parts of the
object could serve.

Example: A NEWSPAPER (used for reading). You mitiirtk of the following other uses for a
newspaper.

a) Start afire

b) Wrap garbage

c) Swat flies

d) Stuffing to pack boxes
e) Line drawers or shelves
f) Make up a kidnap note

Notice that all of the uses listed are differenhfreach other and different from the primary use
of a newspaper. Each acceptable use must be diffieoen others and from the common use.

Do not spend too much time on any one item. Wiiterdthose uses that occur to you and go on
to the others.

You have 20 minutes to complete this section.
1. SHOE (used as footwear)

N

UTTON (used to fasten things)

EY (used to open a lock)

TOOOTORATOOOTOPIWTOOO TP
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4. WOODEN PENCIL (used for writing)

TOooo0oTR

5. AUTOMOBILE TIRE (used as the wheel of an automobilé

YEGLASSES (used to improve vision)

o
SO0 TAMTOR0 T

(Copyright © 1960 Sheridan Supply Co. All rightseeved. Published by Mind Garden, Inc.
www.mindgarden.com)
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B5: Visual divergent thinking task

Below are three tables containing nine incompliggerés each. Make as many objects or
pictures as you can think of using the shapes geavivithin each cell.

Pleasemake sure to name or label each object or picturenait you can come up with
Objects without a name or label will not count.

Do not spend too much time on any one cell. Dravgéhthat occur to you and go on to the
others.

1 2 3
4 5 6
7 8 9
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CHAPTER 2:
When everyone is different, no one is? Effects ofstinctiveness on performance in

homogeneous and heterogeneous creative industries

ABSTRACT

Is moderate distinctiveness optimal for perform&aswers to this question have been mixed,
with both inverted U- and U-shaped relationshipaibeen found. This paper shows how
mechanisms driving the distinctiveness-performaetaionship can yield both U- and inverted
U-shaped effects as a result of their relativengfites, rather than their countervailing nature.
Incorporating distinctiveness heterogeneity, | timoa U-shaped distinctiveness-performance
relationship that flattens out and flips into amarted U as a category become more
heterogeneous. A topic model of 70,232 organizatiarebsites combined with survey data from
2,279 participants in the Dutch creative indusireg®w a U-shaped distinctiveness-revenues
relationship in homogeneous industries that flattem as heterogeneity increases. What level of

distinctiveness is optimal for performance thusetels entirely on how distinct others are.
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Introduction

Scholars working at the intersection of strategamagement and organizational theory have
long been interested in studying why organizatiffer and how these differences affect
performance (Carroll, 1993; Cennamo & Santalo, 2@Eephouse, 1999; Jennings, Jennings, &
Greenwood, 2009; McNamara, Deephouse, & Luce, 2008¢ et al., 2017; Zuckerman, 2016).
A key idea underlying this stream of work is théseence of opposing forces, simultaneously
pulling and pushing organizations towards confoymérsus differentiation. While isomorphic
pressures pull organizations towards conformityelgytimizing a limited range of behavior
(Deephouse, 1996; DiMaggio & Powell, 1983; MeyeR&wan, 1977; Zuckerman, 1999),
competitive pressures at the same time push org@mis to be different in the pursuit of
competitive advantage (Barney, 1991; Baum & Mezi&92; Carroll, 1993; McNamara et al.,
2003). These conflicting forces have led to thectasion that organizations need to strategically
balance these pressures by adopting moderateigalipbsitions to attain ‘optimal’
distinctiveness (Alvarez, Mazza, Strandgaard Petde& Svejenova, 2005; Deephouse, 1999;
Navis & Glynn, 2011; Zhao et al., 2017).

Though some work has indeed found support for smcbptimal distinctiveness
relationship, with moderate distinctiveness yiefdimghest levels of performance (Alvarez et al.,
2005; Deephouse, 1999; McNamara et al., 2003; Noyiez, & Martinez, 2007), others have
identified fundamentally inconsistent results, witlhderate distinctiveness leading to wWast
possible performance for organizations (Cennamaft&o, 2013; Jennings et al., 2009; Zott &
Amit, 2007). These contradictory results pose dlehge to our understanding of optimal
distinctiveness and its implications for practi8éould organizations aim for moderate

distinctiveness or not? In this paper, | integmaier work and show how, contingent on the
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relative strength of these countervailing pressureth an inverted U-shaped relationship and a
U-shaped relationship can emerge, even when th@tessures are superficially similar. Put
differently, the existence of countervailing medsans is not a sufficient condition for either an
inverted U- or U-shaped distinctiveness effect erfggmance to emerge.

In light of these inconsistent results, recent wak called for more explicit recognition
of the fact that organizations face complex enviments where the nature of the countervailing
pressures towards conformity and differentiatidifeds across time and space (Cobb, Wry, &
Zhao, 2016; Zhao et al., 2017). Answering this,dalkvelop the effects of one important
dimension along which environments differ: the exte which organizations in a given
environment vary in strategic positions, or disiveness heterogeneity. At the heart of my line
of reasoning is the idea that what level of digtueness strikes the optimal balance between
pressures to be similar and to be different depérstsand foremost on what others in the
organization’s environment do. That is, if manyanigations adopt distinctive positions, then
distinctiveness of a focal organization should hiavelamentally different consequences
compared to differentiation when others are mamelar. Specifically, | hypothesize that the
effects of distinctiveness from the central tendesnof the environment on performance flattens
and flips from a U-shape in homogeneous categtwias inverted U-shape in more
heterogeneous categories.

| apply topic modeling, a novel methodology to dser and analyze the latent structure
underlying large collections of texts, to a datagetver 70,000 organizational websites in the
Dutch cultural and creative industries to test hgory. | find that the distinctiveness-revenues

relationship is positive, on average, suggestiag dinganizations in this setting compete most
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successfully when distancing themselves from otimetiseir industries. Moreover, | find strong
support for the hypothesis that a U-shaped effedistinctiveness in homogeneous industries
flattens out as distinctiveness heterogeneity amsxs, though distinctiveness loses its
performance effects after heterogeneity crossestaio threshold, suggesting that a
conceptualization of distinctiveness as distanemfthe average loses its power in highly
heterogeneous settings. The role and optimal degreistinctiveness for performance thus
depends entirely on the distinctiveness of otheme’s category.

| provide two key contributions to our understamdai optimal distinctiveness. First,
though prior work has taken the countervailing puess towards conformity and differentiation
as unobserved and thus did not explicate theirtexatare, | offer a simple formalizing
framework that is able to harmonize and extendctmradictory results of prior work. Most
importantly, | show how it is the relative strengthf the pressures that determine whether the
distinctiveness relationship is U- or inverted Wyséd, rather than simply the existence of two
countervailing pressures. This framework providegepping stone for researchers to address the
call for a theory of how incentives for differeritan and conformity shift depending on context
(Zuckerman, 2016), thus supporting a move towant®re general yet simultaneously more
precise theory of optimal distinctiveness. Sectndiate, the nature of categories in work on
optimal distinctiveness has been kept remarkalkbdfi—perhaps due to a typical empirical focus
on single-industry settings—Ileading to calls tooiporate how categories differ (Cobb et al.,
2016; Zhao et al., 2017). By exploring the implicas of distinctiveness heterogeneity, |
provide a first step towards a multi-level theofydistinctiveness integrating the study of

category level differences into research on orgartn level distinctiveness.
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Theory and hypotheses

Effects of distinctiveness: Contradictory yet constent results?
The question of whether organizations should stoMee different or the same compared to
competitors in their market categories (hencefar#itegories: the “socially constructed
knowledge structures ... that are shared amonguperd and consumers”; Rosa, Porac, Runser-
Spanjol, & Saxon, 1999: 64) has seen significambtétical and empirical exploration (e.qg.,
Deephouse, 1999; McNamara et al., 2003; Navis &@I®2011; Norman et al., 2007; Tan,
Shao, & Li, 2013; Zhao et al., 2017; Zuckerman,&0This line of work has identified a core
paradox underlying the organization’s decisionealifferent or not. On the one hand, ‘being the
same’ prevents the organization from falling owgdide range of acceptable or legitimate
behavior for their category (Deephouse, 1996, 1998taggio & Powell, 1983; Porac, Thomas,
& Baden-Fuller, 1989). On the other hand, ‘beinffedent’ enables the organization to escape
competition by staking out a distinct position watlyreater potential for sustained superior
performance (Barney, 1991; Baum & Mezias, 1992td?p1991). This inherent tension has led
to the proposition that organizations should agmgsitions that are moderately different from its
competitors, thus strategically balancing the cervdiling pressures (Deephouse, 1999). Put
differently, organizations should aim to reach wyai (that is: moderate) levels of distinctiveness
if they want to outperform others in their categ(ffrao et al., 2017; Zuckerman, 201%6).

In line with the optimal distinctiveness propasitj Deephouse (1999) finds that banks

that adopt moderately asset positions that are ratalg different from average positions attain

12 follow recent recommendations by Zhao and cgiless (2016) and henceforth use the term optimal
distinctiveness to describe what has been termmadngst others, strategic balance (Deephouse, 1R@¥mate
distinctiveness (Navis and Glynn, 2011), the coiipetcusp (Poraet al, 1989), and distinctive positioning
(Cennamo and Santalo, 2013) to support more cemsikhowledge accumulation centered around thigiss
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relative returns on assets that exceed those witihrbhore and with less distinct positions. Also
within the banking industry, McNamara and colleag(2003) find that secondary firms
outperform both highly similar core and highly dinssar solitary firms. Likewise, Roberts and
Amit (2003) find that having a composition of inrative activity that is moderately different
from the industry average yields the highest finaneturns to Australian retail banks. Outside
banking, Norman and colleagues (2007) show howngthestitutional norms in the U.S. airline
industry eventually turn negative the benefitsitidctiveness, such that it does not pay to be
excessively different when regulatory pressurestmng, while Alvareet al. (2005)
demonstrate how successful film directors balamtstia pressures to be unique with business
pressures for profits through wide audience appeal.

In spite of its intuitive appeal, there also exiatnon-negligible body of work proposing
that moderate distinctiveness results in suboptpadiormance. For instance, intermediately
distinct organizations have been suggested to ableno sufficiently reduce competition while
also suffering from a lack of focus, insufficier@rdand, and blurred positions in the minds of
stakeholders (Zott & Amit, 2007), such that distimeness is beneficial only when taken to very
high levels (Ketchen, Snow, & Hoover, 2004; Por1i&85). Cennamo and Santalo (2013) find a
U-shaped effect of distinctive positioning on vidgggme console performance, with moderate
distinctiveness thus yielding worse performance thither highly conforming positioning or
highly distinctive positioning. In similar spiridenningset al.(2009) show how new law firms
have the lowest levels of productivity when thegarporate employment systems that deviate

moderately from industry norms, with either straegformity or high deviation leading to
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greater productivity. Zott and Amit (2007) find gi&gtive evidence that attempts to balance
between efficiency and novelty in the design otiaibess model adversely affects performance.

These inconsistent results may lead one to coadhat little progress has been made in
way of determining whether or not organizationsusti@im for moderately distinct positions.
However, these two streams of results agree on thareis superficially apparent. Most
importantly, there is strong agreement on the ers# of the two opposing forces operate in
pushing and pulling firms towards conformity antfetentiation, and most studies make
reference to both forcéd For example, in developing an inverted U-shapéetefDeephouse
(1999) explicitly builds on competition as a drivdrwhy “a firm should be different” (p. 150)
and legitimacy as a driver of why “a firm shouldthe same” (p. 151). Similarly, Porac and
colleagues (1989: 414) highlight how dual isomoc@md differentiating pressures create a
competitive cusp “upon which the strategic mustabeé”. Correspondingly, in theorizing a U-
shaped effect, Jennings al. (2009)make reference to the benefits to conformity imalopg
that one is a legitimate employer, while competitavoidance is invoked in discussing the
benefits of high levels of non-conformity.

Less agreement exists, however, on the exactenafuhese pressures towards
conformity and differentiation. For instance, Deep$e (1999) assumes that distinctiveness
linearly reduces both competition and legitimaegving possible nonlinear mechanisms for
future research (cf. p. 159-160). Jenniagal. (2009: 344) theorize that that “the benefits

associated with either of the more extreme postiarferring to either strong conformity or

13 Other studies focus on one of the two forces.iffstance, Deephouse (1996) and Barreto and Badiéer-Fu
(2007) focus on the legitimacy-driven conformityimitation, while Cennamo and Santalo (2013) themthe
effect of distinctiveness on platform performangecbncentrating on its competitive aspects.
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strong differentiation, “will increasingly outweighe costs”. In contrast, McNamara and
colleagues (2003: 170) anticipate “diminishing resuto both conformity to obtain legitimacy
and differentiation to reduce rivalry.” Such diet assumptions about the nature of the
mechanisms matter, because they jointly and simedtasly determine whether a U- or inverted
U-shaped relationship manifests itself, and eveallstifferences in assumptions can yield
widely different outcomes for curvilinear relatidmgs (Haans, Pieters, & He, 2016). Because of
this, I will now synthesize prior work addressiragk of the two mechanisms to make explicit
how, on average, | assume legitimacy and competitde a function of distinctiveness. | then

relax some of these assumptions to develop my ratderhypotheses.

Distinctiveness rapidly reduces legitimacy

Of crucial importance to the existence of categoaiee prototypical organizations:
organizations that are representative of or cettrdtle category (Rosch, 1975; Rosch & Mervis,
1975). As distinctiveness is the result of deviafimm the conventional, normal strategies in a
category (Deephouse, 1996, 1999), the prototymicggnization is often conceptualized and
operationalized to be the most-average membereofdkegory, such that distinctiveness entails
differentiation from average positions in one’secatry (Vergne & Wry, 2014: 72¥.The
average aids the categorization process by prayidiormation about the central tendencies of
a category (Porac, Thomas, Wilson, Paton, & Karif@95), and a fundamental consequence of

the adoption of a position more similar to thisecposition (i.e., isomorphism) is that the

1 This conceptualization contrasts with the protetgs the most salient member of a category, wiichoire prone
to be an extreme case or outlier (Vergne & Wry,0Given the dominant conceptualization of didiireness (or
conversely: isomorphism) as deviation from an ituaverage (cf., Vergne & Wry, 2014: 73; also, peeuse,
1996, 1999; Finkelstein & Hambrick, 1990; KraatZ&jac, 1996; Suchman, 1994), | focus on the prp®is the
most-average member of a category.
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organization is more likely to be judged as legétiar—desirable, proper, or appropriate, by the
organization’s external environment (Deephousef188Maggio & Powell, 1983; Meyer &
Rowan, 1977; Suchman, 1995). This external envientrtypically consists of a plurality of
entities, and within the empirical context of tetady (the creative industries) particularly salien
external actors include the government, consuntriade- and professional associations, industry
peers, and gatekeepers such as reviewers (Caa$y, 2@gitimacy, then, represents the degree
of cultural support from these entities for thearigation (Meyer & Scott, 1983).

Organizations have some leeway to position therasahis-a-vis the average,
prototypical organization, however, as there exastsange of acceptability” (Deephouse, 1999:
152) around the core of the category. Though anityigind uncertainty make the choice of the
most appropriate position unclear (Deephouse, 198@eman, 1993)—especially in industries
where objective quality standards do not exist €a2000)—organizations can nevertheless
feasibly differentiate themselves within this belbaal range without loss of legitimacy (Navis
& Glynn, 2011), allowing them to obtain, amongdtet, resources of higher quality and on
better terms than organizations that fall outshde tange (Deephouse, 1999; Lounsbury &
Glynn, 2001; Navis & Glynn, 2011). In contrast, meripheral positioning outside this range
tends to trigger difficulties and confusion in aentes’ sense making, calling into question what
the organization does, why they do it, and hovin@wdd be valued (Durand, Rao, & Monin,
2007; Hsu, 2006; Hsu & Hannan, 2005; Zuckerman919016). Consequently, distinctive
positions outside the range of acceptable behaeeerely jeopardizes the organization’s

external standing (Durand et al., 2007).
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Figure 2.1 illustrates this mechanism, where tfteplenel of Figure 2.1 shows a
hypothetical category, within which organizatiomss @osition themselves along two dimensions
(for illustrative purposes; the basic argumentfeasibly be extended to multi-dimensional
space). Most organizations locate themselves arthendenter of the category, which represents
the prototypical, most average, position in thigegary (though such a perfectly averagely
positioned organization need not actually exishe @ark grey area represents the range of
acceptability within which organizations can diffatiate themselves without losing legitimacy
(Deephouse, 1996, 1999). As an organization moutsda away from this range, legitimacy
loss is expected to quickly set in (e.g., Deephpii889: 160). This mechanism of legitimacy
loss corresponds to the sharp decline faced bydtsin White’s (1981) market model, and is

plotted in the right panel of Figure 2.1.
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Figure 2.1: Legitimacy as a function of distinctiveness.

Distinctiveness increasingly reduces competition
A central tenet of the resource-based view inefpatesearch is that “uniqueness and not

imitation provides organizations with competitivdvantage in acquiring resources” (Barney,
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1991; Williamson, 2000: 33). In this view, cate@srprimarily function as the competitive
arenas in which rivals struggle to defend conteptegitions (Porac et al., 1995). Though
similarity yields legitimacy, it therefore also iatluces competitive pressures for those that are
similar—being in direct competition for resourcegrket share, and attention from the external
environment (Livengood & Reger, 2010; McNamarale2®#03). Competition is the result of
competitive intensity, or the average distancéneffocal organization to others on strategic
dimensions (Baum & Mezias, 1992), and the absaluteber of organizations competing with
the focal organization for the same resource sflaem & Singh, 1994, see also: Deephouse,
1999: 151). To avoid such competition, organizatioan stake out more distinct positions and
locate themselves in un- or underexploited nich#is @nly few competitors and increasing their
distance from others in the category (Porter, 1991)

Following this stream of work, | expect competitim be an increasingly negative
function of distinctiveness, as the variation-riesitig and clustering tendencies of categories
(DiMaggio & Powell, 1983; Lounsbury & Rao, 2004;ckerman, 1999) suggest that a
disproportional number of organizations will be iiosed closer to the center of a category (I
relax this assumption further into this paper).asg such clustering around the mean, more
centrally located organizations are similar to naiker category members (Lant & Baum,
1995), while also sharing a more crowded marketdeources and clients. This interaction
between the intensity of rivalry and the numbecahpetitors therefore suggests that
competition at the center of a category is mosinsé.

The more an organization differentiates itself glone or multiple dimensions, the more

it moves away from the central tendencies of thegmy (Porac et al., 1995). Simultaneously,
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as increasingly fewer organizations are positionedpsolute terms, at more deviant
combinations of attributes, distinctiveness aldp$ien reducing the number of rivals that share
the organization’s resource space (Cennamo & Sar@ll3; Chung & Kalnins, 2001).
Therefore, as both competitive intensity and theollie number of rivals decrease with
distinctiveness, more deviant positions enableotiganization to quickly reduce the competition
it faces (Cottrell & Nault, 2004).

Figure 2.2 graphically illustrates this mechanignth the left panel showing the same
category space as in Figure 2.1. Organizationsraetpositions are highlighted: a prototypical
organization (located in the center of the categatly many others), a moderately distinct
organization (in competition with fewer organizatsathan the prototypical organization), and a
highly distinct organization (occupying its entye&wn niche)—qgrey circles indicate the main
resource space targeted by each organization. Mteddeviations from the core attributes of the
category do not yet dramatically reduce competjtamorganizations engaging in moderate
differentiation share market space with a non-atimumber of organizations while also
maintaining relatively low average distance to atha the category. More substantial increases
in distinctiveness, however, more strongly decreasepetition by simultaneously reducing the
average distance from others in the category agétiag a resource space with fewer rivals.

This mechanism is plotted in the right panel ofurey2.2.
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Figure 2.2: Competition as a function of distinctiveness.

Legitimacy loss and competition reduction: A matterof relative strength

Figures 2.1 and 2.2 are most flexibly describedheyfollowing quadratic functions:

Li=l0+l1*dl’+l2*dl’2

Ci=co+cyxd;+cy*d?

whereL; represents the legitimacy that organizatiobtains based on its level of distinctiveness
d;, andC; captures the experienced level of competition. tNtaportantly, parameteils andc,
determine the curvilinearity of the legitimacy at@mpetition mechanisms, respectively. The
preceding theoretical discussion suggests thatlhathdc, are negative (that is: both legitimacy
and competition decrease at an increasing ratduaston of distinctiveness, on average).
Taking legitimacy to be beneficial to performanoe @ompetition to reduce performance, the

observed effect of distinctiveness on performaifgeig determined is follows:

Pi=Li—Ci=(o—c)+ (L —c)*di+ (L — ) *df
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The key take-away from this equation is that regith norc, alone can determine the
existence of either a U-shaped or an inverted Yath@ffect of distinctiveness. Indeed, a
necessary condition for the existence of a U-shaffedt is thail, — c¢,) is positive, whereas a
necessary condition for an inverted U-shaped effeittat(l, — c,) is negative (Lind &
Mehlum, 2010). This implies that it is thelative strengthof each of the mechanisms that
determines whether a U- or inverted U-shape isrobsgerather than the existence of two
countervailing forceger se Figure 2.3 illustrates this for two combinatiafghe legitimacy
and competition effects: in the top row, the dnopegitimacy as a result of deviation from the
category normsl{) exceeds the rate at which the deviant organizastapes competition,].

In the bottom row, the opposite is the case @£> [,). Figure 2.3 thus shows how small
differences in the relative strengths of the twahamisms dramatically change what type of
relationship is observed, with an inverted U-shags&ing in the top row, and a U-shape in the
bottom row!® This makes it is hard, if not impossible, to make'average’ prediction of
distinctiveness’ effect on performance. Rathesegms more valuable to consider contingencies

that change whether one mechanism obtains precedeec the other.

151n these and the following theoretical illustraisothe intercepts of the “Performance” figures hiasen altered
for expositional clarity. That is, intercepts oéth equations were set such that the performance suweot fall
below zero. These intercept changes have no beanitige shape of the observed relationships.
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Figure 2.3: lllustration of the relationship between distinetiess and legitimacy, competition,
and performance.

Distinctiveness heterogeneity in organizational cagories

So far, it has been assumed that categories ddiffextin their composition, implying
that organizations differentiate themselves frofixed reference point located at the center of
the industry, independent of whether it is in oategory or another or what others in the
category do. However, categorigsvary along a number of dimensions (Lounsbury & Rao,
2004; Zhao et al., 2017), such that organizati@mshe expected to be punished or rewarded
differently for distinctiveness depending on theafic nature of the category. Indeed, a central
driver of both the legitimacy and the competitivegsure effects is that an organization is
compared to, and compares itself with, others enctitegory, implying that the positioning of

others should matter greatly. Because of thistarabcontingency to explore more in-depth is
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the degree to which these othremselvesare distinct in their positions. At the categaeydl,
distinctiveness heterogeneity—the degree of vamati the positions of organizations within a
category—captures this contingency. In the follayyihstructure my argument as a between-
category comparison (Weick, 1989) of two ‘extrerases’ of categories (Eisenhardt, 1989), and
compare the isomorphic and competition pressuréginly homogeneous organizational

categories with those underpinning highly hetereges categories, respectively.

Distinctiveness in homogeneous categories

In highly homogeneous organizational categories pibsitions of organizations in the
category are very similar in nature, such thatehgmonly little differentiation between
organizations in the category (Navis & Glynn, 20Hiyjure 2.4 illustrates such a homogeneous
category in two-dimensional space, with the vagonitg of organizations clustering closely
around the prototypical, average attributes thihdehe category. As before, the dark grey area

represents the range of acceptability, while tktlgrey area represents the focal resource space

o

@

of different organizations.

Figure 2.4: A homogeneous category illustrated in two-dimensicpace.
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In homogeneous categories, strong isomorphic presgyperate through predominantly
cognitive and normative forces (Scott, 1995), asdlexists a highly salient view of what an
organization in this category looks like and whathould be doing (Navis & Glynn, 2011;
Zuckerman, 1999). The existence of these cleanhatah rules implies that audiences are likely
to notice and subsequently question any deviatiom the well-defined prototype (Lounsbury &
Glynn, 2001; Navis & Glynn, 2011; Zuckerman, 1998xulting in only a very narrowly defined
range of acceptable behavior in these categor@skmwing for very little legitimate
differentiation (Deephouse, 1999). Distinctivengssomogeneous categories is thus strongly
devalued, while conformity through isomorphismighty valued (Deephouse, 1996).

Though they are seen as highly legitimate, orgaioiza that position themselves within
the narrow range of acceptability—and thus closhégorototypical average—simultaneously
face conditions that resemble perfect competifidre vast majority of organizations crowd
around the same narrow attribute space in suclg@aés, therefore competing for the same
resources, clients, and audience attention (Cenda®antalo, 2013; McNamara et al., 2003)
and facing intense rivalry. Therefore, the numbeasrganizations with whom an indistinct
prototypical organization competes is high, while tlistance of this organization to others is
very low, resulting in extreme levels of competitiat the center of the homogeneous category.

Assuming such a category structure, it seems thall gleviations away from the center
are not sufficient to escape the category’s fiemapetition (Cennamo & Santalo, 2013). Not
only is deviation from the core highly visible ininogeneous categories, but small deviations
from the average along one or a handful of dimerssinaintain a significant degree of overlap

with the many core organizations in these categobee to this visibility and high degree of
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overlap, slightly dissimilar organizations are n#ieless still seen as rivals by the many
organizations in the category’s core (Porac etl@P5), implying that more substantive effort is
required to tear away from the strong competitirespures in homogeneous categories.
However, once the organization adopts a distin@mneugh position to pull away from the
intense competition, average similarity as wellresabsolute number of rival firms at any
deviant position both decrease rapidly, resultmgtrong drops in experienced competition as
distinctiveness exceeds a sufficient level.

Figure 2.5 shows these effects of distinctiveneskegitimacy and competition (and, in
turn, observed performance). Indistinct, highlyrage, organizations are perceived as legitimate
yet also suffer under nearly perfectly competitte@ditions due to the strong clustering inherent
to homogeneous categories. Conversely, solitargrozgtions can isolate themselves from the
fierce competition in the category but also faceamkegitimacy challenges. Though highly
indistinct and highly distinct organizations thenef each face their own challenges and reap
their own benefits in homogeneous categories, ag#tans that attempt to pull away from the
competition while not sufficiently separating thestves from the core bear the brunt of the
harmful forces while also reaping insufficient bf#tse not only are they perceived as illegitimate
to a non-negligible degree, but they are also ht# 8 detach themselves from competitive
forces. Therefore, moderately distinct organizagitand to get “stuck in the middle” (Porter,
1980) and face the lowest levels of performancés fidsults in an observed U-shaped effect

between distinctiveness and performance in categiiat are highly homogenedis.

16 One might also reason that the legitimacy effest firops quickly but eventually levels off at aat high levels
of distinctiveness in these categories. Such ativegexponential function would result in an evénosger U-
shaped effect than the one graphed here. A contisteegative function was chosen here for simpjiaind to
make the transition from homogeneous to heterogeneategories shown in Figure 2.7 more graduahiore.
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Figure 2.5: lllustration of the relationship between distinetiess and legitimacy, competition,
and performance in homogeneous categories.

Distinctiveness in heterogeneous organizational @gories

In contrast to homogeneous categories, heterogsreategories consist of organizations
with widely varying positions (Navis & Glynn, 201Bigure 2.6 shows such a heterogeneous
category, where organizations are spread out muk midely across the theoretically possible
positions, compared to prior illustrations. As trganizations in heterogeneous categories are
spread out widely around the average, this imphiasthe average loses much of its
informational value for the categorization proc@3srac et al., 1995; Rosch, 1975).
Nevertheless, the very existence of a categoryesigghat some sort of organizational prototype
still exists (Rosa et al., 1999), as heterogerfaitgdamentally emerges from “tloegree or
gradientof identity attributes relative to the exemplaos §rototypes) that represent the focal
category” (Navis & Glynn, 2011: 482, emphasis imgimal). As such, in heterogeneous
categories, the average therefore likely serveslynas a highly abstract representation of the

category (Jones, Maoret, Massa, & Svejenova, 20&&jne & Wry, 2014), as compared to
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more homogeneous categories where the averagealpsosignificant information about the

typical organization in the category.

Figure 2.6: A heterogeneous category illustrated in two-dimemsi space.

In highly heterogeneous categories deviation, ratren conformity, ishe norm.
Whereas in homogeneous categories gaining legitinsgaredominantly a matter of convincing
audiences that the organization is the same tm#rey prototypical organizations conforming to
the central attributes of the category (Deephoi®86, 1999), in heterogeneous categories it
becomes a matter of convincing that idierentfrom others. Because legitimacy reflects
“cultural alignment” (Scott, 1995: 45), the orgaatibn thus needs to convey that it is in one way
or another unique (Lounsbury & Glynn, 2001) andvpte a twist to their positioning (Heith &
Heith, 2008), lest they are seen as uninterestirtgpong (Navis & Glynn, 2011). As a result, the
range of acceptable behavior moves outwards frenatierage attributes of the category (as

illustrated in Figure 2.6) and into a wide rangemafre distant attribute combinations. At the
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same time, however, it is unlikely that the rangaazeptable behavior extends to infinity, as
well-established difficulties in sense making ofrerely distinct or equivocal positions can be
expected to nevertheless emerge, raising doubts & plausibility and comprehensibility of
extremely distinct organizations and their actest{Martens, Jennings, & Jennings, 2007; Navis
& Glynn, 2011). Thus, legitimacy in heterogeneoategories is conferred upon those
organizations that are able to convey uniquenessigih the adoption of distinctive, but not
excessively distinctive, positions.

Though distinctiveness enables organizations tapestrom strong competitive
conditions in highly homogeneous categories, thmefion is in essence lost in heterogeneous
categories. The prototypical, average organizatmionger represents the category ideal well
(Porac & Thomas, 1990), such that it does not ples/ia clear reference point for determining
rivalry (Rosch, 1975), in turn making it difficuibr organizations to engage in rivalry
comparisons based on the category average (Loun&oiao, 2004). Moreover, competition
for customers and resources is now more evenlyadpaeross the category’s attribute space,
reducing the number of unoccupied niches (Cennars@a#talo, 2013). Returning to Figure 2.6,
it is clear that the number of rivals is nearlyntieal for any position in the attribute space,
implying that competition in highly heterogeneoasegories is so diffuse than any organization
shares resource space with some organizationgdtega of its specific position. Distinctiveness
in such an environment then would only seem toesassa way for the organization to position
itself in one or the other niche, rather than distag itself from rivals, per se.

These mechanisms are shown (in black) in Figufet@gether with those discussed

before (the lightest gray lines representing thelmaisms in homogeneous categories, and the
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darker grey lines ‘average’ categories). An invetteshaped relationship can be expected to be
observed in heterogeneous categories, leaving izagéms to be best off when adopting distinct
enough identities to seen as legitimate, yet netlg\distinct so as to trigger difficulties in
sense-making. Taken together, the above argumesu# m two hypotheses: first, there exists a
U-shaped curve in homogeneous categories, whitterikaas the heterogeneity increases.
Second, this flattening is expected to be stroraygh to flip this U-shaped curve into an

inverted U-shape as the organizational categorgrbes more heterogeneous:

Hypothesis 1:The relationship between distinctiveness and parémce flattens from a
U-shape as distinctiveness heterogeneity of tharorgtional category increases.

Hypothesis 2:The relationship between distinctiveness and perénce flips from a U-
to an inverted U-shape as distinctiveness hetereiggenf the organizational category

increases.
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Figure 2.7: lllustration of the relationship between distinetiess and legitimacy, competition,
and performance at three levels of distinctiveineterogeneity.
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Data and methodology

Sample

| test my hypotheses through the analysis of tiextsted on the websites of organizations in the
Dutch creative industries. This approach is ch@seariety of reasons. First, storytelling,
identity, and image construction are crucial aspetipositioning work in the creative industries
(DeFillippi, Grabher, & Jones, 2007; Jones, Anaad\lvarez, 2005) and, second, websites
serve as an important avenue for such strategitigguag (Lamertz, Heugens, & Calmet, 2005;
Navis & Glynn, 2011). Third, the creation and maivdnce of a website is a conscious effort,
such that websites likely contain deliberately @mknguage capturing the intent of the creator
(Ashforth & Mael, 1989). Fourth, the creation andimtenance of websites is widespread across
categories and types of organizations and actsviiad the fact that websites are freely
accessible fosters large-scale and cross-categtaycdllection. Finally, the Dutch context is
attractive because Dutch law requires anyone proyigoods or services and receiving more
than purely symbolic compensation for her or hiskato be registered with the Chamber of
Commerce. As a result, the Dutch context enablés oapture activities and individuals that
may not be formally registered in other countries.

Web scraping methods were used to search for westdsir all entities in the Dutch
creative industries, basing our search on a listlainigue Chamber of Commerce numbers of
those that have one of these industries as themapy industry in the Netherlands. Through
these scraping methods, a valid domain was idedtffr 77,134 organizations. All texts on the
front pages of these websites were downloaded arsgg@, in addition to all texts on pages

linked to the same domain on the front page (taenghat relevant pages such as “About us”
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were included). This resulted in a set of 481,9&Bvidual pages, which were aggregated to the
organization level for subsequent analyses.

| cleaned the resulting texts by removing any iemg html code after parsing as well as
standard website-related words (such as “contdodine”, “website”, “sitemap”) and numbers
and special characters. | follow common practicepic modeling (Blei, 2012; see, for
example, Blei & Lafferty, 2007; Kaplan & Vakili, 28) by removing stop words (for instance,
“the”, “and”, and “is”) in both Dutch and Englisfiller words (such as “lorem ipsum”
placeholder texts) and highly infrequent words ifted as words that occur in fewer than 500 of
the 77,134 websites). Finally, cases where the domas still registered, but no longer in use
were manually identified by looking for common iogiors of such domains. After these
cleaning routines, a final set of 70,232 organa&iwith cleaned, validated texts remains. These
texts consist of 63,613,551 words in total and aon®,697 unique words.

Given that there is no public information abdwe performance of these (predominantly
private and small) organizations, contact informativas collected for the 70,232 organizations
to request participation in a questionnaire. Thesites were parsed for e-mail addresses, which
were manually checked to ensure that they refdadide relevant entity, yielding a list of 40,990
e-mail addresses. As the vast majority of iderdiemail addresses were a combination of
“inffo@” and the web domain, | estimated such adsksgor the remaining 29,242 websites.
External validation services were used to confinat these addresses were valid and active.
This step identified that 3,539 addresses werdithwahile 28,226 of the addresses were of
unknown validity (for instance, because the e-rsail/er was “catch all”). Removal of invalid

addressed yielded 66,693 addresses that were teshthcough e-mail in March and April of
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2015, inviting them to participate in a questiomaaRespondents were incentivized to
participate in the questionnaire by offering peed@ed reports comparing their scores with
overall averages as well as sub-sector specificages. In addition, 50 national museum
subscriptions were raffled among participants. dovince participants of the importance and
validity of our study, seventeen industrial andfessional associations supported the validation
of the survey instruments and sent out messagéegitoconstituents highlighting the importance
of participating in the questionnaire; 2,595 quastiaires were completed, yielding a 3.89%
response rate.

The “cold call” nature of the request, the fact tinamost cases only had general “info@”
addresses with often unknown validity existed, #redfact that several informants indicated
receiving a very large number of requests to pa#dte in questionnaires all suggest that the
response rate is acceptabléfter data cleaning by list wise deletion of miggor invalid
observations, 2,279 respondents are included ilysem As such, we combine the textual data
from 70,232 organizations’ websites (with organaas from 43 4-digit industry codes, making
up 481,988 total pages, 63,613,551 total words,Gae®@7 unique words, after cleaning) with
primary data from 2,279 completed questionnairegefhat the topic model and all related
variables reported below are computed based ofullhgample of websites, rather than only the
websites of the 2,279 organizations that respotaledr questionnaire.

In order to assess the extent of possible non-respbias, | compared early respondents

with late respondents based on demographic vasdBlenstrong & Overton, 1977). Late

17 Additionally, it is worth noting that the survelafform used (Qualtrics) indicated that about 37Rimdividuals
contacted opened the e-mail. If we take this 37%h@slenominator, our response rate is about 9.5%.
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respondents were classified as such when theycpmatied in the questionnaire after receiving a
reminder (sent two weeks after initial contact).tkd 2,279 respondents, 1,316 (57.74%) were
classified as late respondents. Comparisons afuh#er of employees, the respondent’s age,
the respondent’s level of education, and revenaagguwo-sample Kolmogorov-Smirnov tests
for the equality of distribution functions and Tste comparing means between the two groups
consistently indicate that early- and late-respatgldo not differ on these dimensions,

suggesting that non-response bias may be limitedtare (Armstrong & Overton, 1977).

Topic modeling methodology

| apply latent Dirichlet allocation (LDA), a genéikee probabilistic model for collections
of texts (Blei, Ng, & Jordan, 2003), to the fult ®& organizational websites to model the
organization’s strategic positioning and identRyobabilistic topic modeling provides a
statistical methodology to discover and analyzentthemes underlying large databases of
textual data (Blei, 2012) by using documents andd&@ the documents, which are observed, to
learn the unobserved topic structure, consistinp@fopics, the distribution of topics per
document, and the distribution of words over togiigi, 2012). The central idea behind this
methodology is that words more frequently usedoimunction are more likely to belong to the
same topic than words that are never or less offed together. LDA is especially attractive for
the purposes of this study because it does notreegay labeling or keyword application by
humans before analysis and does not require aagniattion about the documents when learning
the topic structure, allowing the topic structueetnerge entirely from the data. Furthermore,
the automated nature of this methodology implies ithis highly suitable for the analysis of very

large datasets such as this.
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One crucial choice when using LDA is the numbetopics to be estimated by the
algorithm. However, there are no hard rules fontdging the optimal number of topics, and the
few fit measures that exist in the literature temgroduce excessively large number of topics
which do not represent distinct meanings and wHahot correspond well with human
interpretation (Chang, Boyd-Graber, Gerrish, Waaglei, 2009). Because of this, | follow
recent recommendations (Blei & Lafferty, 2007; Halirafsky, & Manning, 2008), and set the
number of topics to 100—a number that has beenestigd to provide a balance between having
an number of topics too large to be interpretabbtlzaving too few topics to allow meaningful
variation (see also Kaplan & Vakili, 2015). | repogsults using alternative topic numbers
further below.

| use the Gibbs sampling algorithm (Steyvers & fah§, 2007) to estimate the model. |
follow recommendations made in prior work and kettbpic smoothing parameteto 0.5 and
the term smoothing paramefeto 0.1 (Griffiths & Steyvers, 2004; Kaplan & Vaki2015;
Ramage & Rosen, 2009). These values allow topiddlawords assigned to them to be
somewhat “coarse”, such that an organization cae haultiple topics assigned to it and such
that a given topic is allowed to have a relatiwslgle set of words, respectively, compared to
lower values for these parameters (Griffiths & Strg, 2004). This aligns well with the fact that
| study a wide set of categories, as well as wWithitlea that organizations can combine different
elements in their positioning.

By and large, the LDA model is able to identify alevvariety of rather coherent topics,
which seem to capture the various dimensions tlygnizations can use when describing

themselves. For instance, some topics are cleariieced on the services that the organization
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provides (one topic has as its most important wbedsication”, “school”, “care”, “schools”,
and “students”; another consists of “training”, tieee”, “trainings”, “program”, and
“programs”), some are more centered on the indalglthat make up the organization ( “us”,
“we”, “our”, and “team” for one topic, “my”, “me™story”, “inspiration”, “passion” for
another)!® Some topics emphasize location (“eindhoven”, titly’, “breda”, “maastricht”),
while others are more anchored in a specific ingustideo”, “film”, “videos”, “animation” for
one topic, “music”, “sound”, “live”, and “club” foanother). Yet others are more temporally
infused (one in particular is both future-orienbgdemphasizing newness as well as backwards-
looking by referring to history: “new”, “newest’fifst”, “assignment”, “last”, “start”, and
“collaboration”). In all, though the exact naturetioe topics is not necessarily of substantive
interest for my empirical approach (discussed bgldvdoes appear that the topic model is able
to capture the many ways in which organizationsteseto position themselves and talk about
who they are, what they do, and how they are differwith the topics capturing specific
strategic dimensions.

To illustrate how | use the LDA output in my meassyrFigure 2.8 illustrates the average
topic distribution over the 100 estimated topiasthe industrial and graphic design industry, a
more heterogeneous industry, together with thectdgitribution of a more distinct organization
in this industry. On average, organizations in thakistry tend to have rather high topic weights

for a topic that centered around words such asgdgs‘corporate identity”, “logo”, “graphic”,

18 For illustrative purposes, | provide translatiafisvords of Dutch origin here. | did not translatgy content when
conducting the analyses, opting to keep all coniteits original language. In practice, the topiodel is able to
deal with the fact that our data consists of midtipnguages (predominantly: Dutch and Englishjeqwiell. For
instance, several topics consisted of a mix of Bated English words that are very close in meatorane another.
Furthermore, the use of non-native or multilinge@htent can be seen as being a way to expressirectjzosition,
which the current approach allows for. By and latgets in the database tended to be Dutch, however
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and “design”. The second-most important topic, werage, in this industry contained words
such as “design”, “graphic”, “branding”, “identityand “interior”; being similar in nature to the
dominant topic in this industry. As such, the agerpositioning in this industry seems to be
centered on the graphic design aspects of theitaesiv

Looking at the websites of some of the most aveoaganizations in this industry
provides a rough indication of how similar theyddn be. For instance, one organization has on
its “About” page only a short piece of text, stgtih logo or corporate identity is one’s face
towards the outside world, and it deserves attan¥our assignment receives this attention at
[Company name]”. Then, the founder is listed, thenfding year is shown, and it is mentioned
that prices are competitive and that customerfaatisn is very important. Another average
organization states that “\{Company name] offerdgasional and affordable graphical solutions
for companies and organizations in any industdistinguish myself through my forward-
looking vision and the finding of smart solutiohat work.” Then, the main specialties of this
organization are mentioned (logos, corporate itiestiwebsites, flyers, posters, broches, and
social media management).

The highly distinct organization shown in Figur8 Bas two clear deviations from the

average, primarily driven by an emphasis on a tapils words such as “digital”, “animation”,
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Figure 2.8: Topic distributions for the industrial and grapdesign industry.
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“creative”, “advertising”, and “brand”, and to asker extent one that consists of words such as
“you”, “our”, and “your”. The topic model seems ¢apture quite well what sets this
organization apart from the average in this industroking more closely at the organization’s
website. For example, the individual behind thigamiization describes himself as “a digital
creative”, stating that “I define myself as a cnegtmulti-disciplined, ambitious, international,
easy-going, self-motivated, and determined persiondescribing what sets his activities apart
from others, this individual focuses on his skilhvideo editing, arguing that “film and animation
are a very powerful tool to tell a story”, though &flso emphasizes his experience in print and
web design, which are the more typical static méatias in this industry. In all, it therefore
seems that our distinctiveness measure (discusded s appropriately classifying
organizations that are very typical for a givenusialy as well as capturing more unique

organizations.

Measures

Dependent variableRespondents were asked to indicate in which ofdhewing
categories their totatvenuesin Euro, earned during the past year fell: nenees (value
zero); 1 to 12,499 (value of one); 12,500 to 24,@8®); 25,000 to 49,999 (three); 50,000 to
99,999 (four); 100,000 to 149,999 (five); 150,00@49,999 (six); 250,000 to 499,999 (seven);
500,000 to 999,999 (eight); 1,000,000 to 4,999,0@9%); and more than 5,000,000 (ten). These
categories were chosen in order to be similarlagdransformation. | focus on revenues as it is
a key growth-related construct in entrepreneus#irsgs such as the creative industries (Gundry
& Welsch, 2001; Kolvereid, 1992), and because #mee consists of predominantly small

organizations and freelancers, such that reverare®e considered an appropriate measure of
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performance, rather than an indicator of size spgfand | control for a wide range of size
classes). Finally, the creative industries are htmeerelatively large degree of non-profit
activity, and usage of profits as a measure ofgperédnce would result in the omission of this
group. Respondents were asked to categorize theinues (see also Porac et al., 1995), rather
than report exact values, because pretests suggbstaespondents were not aware of their
exact revenue values, potentially resulting in mgsalues or attrition because few respondents
would be willing to take the time to look up thekact financial information.

Distinctivenessor organizatiori is computed ag 72} ABS[(6r,; — 6. )], wherefr,;

indicates the organizatiarspecific topic weight for topi® andéT,, indicates the industriy
specific average topic weight for topic In other words, for every organization the sum of
absolute deviations from the industry-average tegght over every topic is calculated. The
organization’s primary four-digit industry groupused as the reference group for these
calculations, thus taking the industry to be repnéstive of the organizational category which
the organization predominantly operates in andtities with (see, for example, Lounsbury &
Rao, 2004; Zuckerman, 1999). This measure is canaky and practically similar to measures
of strategic deviation (Deephouse, 1999), strategidormity (Finkelstein & Hambrick, 1990),
idiosyncrasy (Suchman, 1994), and isomorphism (r&aZajac, 1996), and similarly uses
summation of deviations to take into account ttog fiaat an organization’s strategic positioning
is a holistic concept involving interrelated compots (see also: Deephouse, 1999; Finkelstein
& Hambrick, 1990). To test for an initial curviliaedistinctiveness relationship, | include the

square of this variable.
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Distinctiveness heterogeneiffjo measure distinctiveness heterogeneity, | comihgte

sum of standard deviations of the topic weights @wery topic at the industry level:

) 1 = N2 .
heterogeneity, = »3%9 ~— N (67, —0r;) , where N indicates the number of

organizations with a website in the industry. Rtfecently, | compute for every topic the
industry-specific spread in the usage of the tagud then sum these up. Industries that have
higher values on this measure therefore have greaterogeneity in topic weights among
organizations in the industry. Based on the topicieh, | find art galleries, theatre, and
architecture to be among the most homogeneousthekjdilm production, software
development, and photography to be moderately bgdeieous, and industrial design, the
performing arts, and advertising among the mostrbgeneous. This variable is interacted with
the distinctiveness measure as well as its sqoaest for the hypothesized flattening and flip of
the distinctiveness relationship (Haans et al. 6204nd is similar in nature to Lounsbury and
Rao’s (2004) category performance heterogeneitysarea

Control variables: control for a variety of industry-, organizatio@nd respondent level
variables to isolate the distinctiveness effectth&tindustry level, | control for the total number
of organizations that are registered in the Charob@ommerce as having the industry as their
primary industry (including those without a websitgensity). The main purpose of the
inclusion of this variable is to ensure that moeeeyal density dependence effects are not
driving the effects of interest (Hannan & Freem®®/7). This variable is divided by 1000, and |
include its quadratic term to allow for a non-lineffect. | also control for broad industry type,
as delineated by the Chamber of Commerce by inatudiset of mutually exclusive categories:

the arts and cultural heritafferts); media and entertainment&E’) ; creative business

109



services (CBS); knowledge-intensive servic€KIS); creative retai(' CR); andother
(including, for example, crafts not captured by éeve categories such as jewelry crafting).
Arts and cultural heritaginctions as the baseline category. The purposigest variables is to
control for the fact that different industries &@me to fundamentally differing types of
activities which also have different potential fevenue generation, in general.

At the level of the organization | control for thember of Employe€sobtained from
Chamber of Commerce data, which divides organinatinto seven size classes: one employee
(i.e., freelancers), two to four employees, fiventoe employees, ten to nineteen employees, 20
to 49 employees, 50 to 99 employees, and 100 tedfjHoyees (there are no larger
organizations in the sample). For the sake of pamy, | assign values one through seven to
these classes, rather than including size classrdesnas supplemental analyses with such
dummies indicated only a linear effect of size whilelding the same effects of interest.

The remaining variables stem from self-reportec aaiginating from the questionnaire:
| control for whether or not the organization hag exportingactivities, as domestic activities
may be less influential for such organizationsywall as whether or not the organization has a
creatorrole, rather than a role such as distributor agrmediary. | also control for three
strategy-related variables: first, respondents vask&d to choose whether their organization was
mostlycost-drivenin its activities, or whether they focused mosttyvalue creation. Second,
respondents were asked to indicate the extent kchvtheir organization focused on existing
products or services or new products or serviasyfng from zero for entirely focusing on

existing products or services to one for entirelgusing on new products or services, labeled

110



‘new producty. Third, the same was asked for its focus on caste / clients (labelechéew
clients).

At the level of the individual respondent, the @sgent’sage gendel(1 for female O for
male), and, to proxy for human capittiucation(a continuous variable ranging from one [high
school] to five [PhD]) are controlled for. I alsaciude an indicator of whether or not the income
generated by the organization was the respondsolésincomesource, as respondents with
multiple income sources may position the activioéghe focal organizations differently from
respondents for whom the organization is the salerne source, may be invested differently in
the activities of the organization, and can be etgreto have different levels of revenues.

| also control for the extent to which the respartqaursues artistigoalswith her or his
organization: respondents were requested to irelloaty important (on a seven-point scale,
from very unimportant to very important) they fifilproducing innovative work, (ii) artistic
freedom, and (iii) expanding the art form (adagtedh Voss, Cable, & Voss, 2000), because
respondents may simply be conducting their acéisitior art’s sake” (Caves, 2000) rather than
for economic purposes. Because Cronbach’s alploavifor these three items (0.62), the three
items are included separately in models rather doanbining them into a single measure.
Finally, I include a measure ofeative personalityusing the Creative Personality Scale; Gough,
1979), because this measure has been shown tae#peundividual's overall creative potential
(Oldham & Cummings, 1996), and because creatisity crucial trait in the creative industries

such that it may independently drive performancav@s, 2000; Tschang, 2007).
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Model
| estimate the following equation for the full mdde
revenues; = exp(B, + Bidistinctiveness; + B,distinctiveness? + psdistinctiveness;

* heterogeneity, + B,distinctiveness? = heterogeneity,

+ fsheterogeneity; + controls)
using Poisson regression, as the operationalizafitine revenues variable transformed this
variable into a non-negative count variabl&or all models, standard errors are clusteredeat t
four-digit industry level to account for a lackiofiependence of observations within industries.

In order to test for the presence of flatteninghef curve, | follow recent

recommendations and compare the slopes at diffgedumées of the moderating variables and at
equal distances from the respective turning pahtee curves at these values (due to the non-
linear nature of the Poisson model, cf.: Haans.e2@16). For the hypothesized flip (from a U-
shape at low levels of heterogeneity to an inveldeshape at high levels of heterogeneity), |
assess whether the point at which the relatioripgp (-3, divided byg,) is statistically within

the data range of the moderating variable (Haaat,62016).

Results

Table 2.1 shows descriptive statistics and colglat A rather large correlation (of 0.38)

between distinctiveness heterogeneity and dersgyident, suggesting that industries with

9 The variable does not exhibit overdispersion glesence of which would imply the need for a negaliinomial
regression model. A negative binomial regressiodehstrongly suggests the absence of overdispergibresults
are robust to using OLS regression or Tobit regoassvith the revenues variable either log-transfed or
untransformed, as well as using an ordered Logitegsion model. These alternative models are dlailgpon
request.
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Table 2.1: Descriptive statistics and correlations

Mean SD. Min Max (1) (2 @3 @& &) ®6 (M B O (1) @11 @12
(1) revenues 2.82 1.97 0.00 10.00
(2) distinctiveness_100 0.89 0.35 0.28 1.98 0.09
(3) distinctiveness2 091 0.66 0.08 3.93 0.09 0.98
(4) distinctiveness * heterogeneity 1.590.65 0.42 3.73 0.08 0.99 0.97
(5) distinctiveness2 * heterogeneity 1.64 1.20 0.12 7.39 0.08 0.98 0.99 0.98
(6) heterogeneity 1.79 0.12 1.19 2.18 -0.07 0.09 0.09 0.24 0.18
(7) (density / 1000) 19.12 9.46 0.01 28.38 -0.11 0.03 0.03 0.08 0.06 0.38
(8) (density/1000)2 454.7813.59 0.00 805.59 -0.08 0.04 0.04 0.10 0.07 0.40 0.97
(9) arts 0.37 0.48 0.00 1.00 -0.15 0.00 0.02 0.03 0.03 0.16 0.22 0.20
(10) M&E 0.15 0.36 0.00 1.00 -0.01 -0.04 -0.03 -0.08 -0.05 -0.27 -0.38 -0.43 -0.33
(11) cBS 0.30 046 0.00 1.00 0.09 -0.03 -0.03 -0.01 -0.02 0.11 0.14 0.14 -0.50 -0.28
(12) KIS 0.13 033 0.00 100 0.11 0.07 0.05 0.07 0.05 0.01 0.16 0.18 -0.29 -0.16 -0.25
(13) CR 0.00 0.04 0.00 1.00 0.05 0.01 0.01 0.01 0.01 0.00 -0.08 -0.06 -0.03 -0.02 -0.03 -0.02
(14) other 0.05 0.22 0.00 1.00 0.01 0.00 -0.00 -0.02 -0.02 -0.18 -0.38 -0.32 -0.18 -0.10 -0.15 -0.09
(15) employees 121 057 1.00 7.00 0.49 0.10 0.10 0.10 0.09 -0.01 -0.11 -0.08 -0.08 -0.00 0.03 0.06
(16) organization age 7.12 6.74 1.00 93.00 0.33 -0.03 -0.03 -0.03 -0.03 -0.02 -0.07 -0.05 -0.05 0.05 -0.01 -0.01
(17) exporting 0.38 049 0.00 1.00 0.11 0.06 0.08 0.07 0.08 0.06 0.05 0.05 0.06 -0.01 -0.03 -0.01
(18) creator 0.85 0.36 0.00 1.00 -0.27 -0.05 -0.05 -0.06 -0.05 -0.03 0.19 0.18 0.09 -0.00 0.05 -0.17
(19) cost-driven 0.41 0.49 0.00 1.00 -0.08 -0.03 -0.03 -0.03 -0.03 -0.02 -0.04 -0.04 -0.06 0.04 0.01 0.02
(20) new products 52.73 23.89 0.00 100.00 -0.06 -0.00 -0.00 0.00 0.00 0.04 -0.00 -0.00 0.01 -0.07 0.02 0.01
(21) new clients 49.49 22.27 0.00 100.00 -0.09 0.01 0.01 0.01 0.01 0.00 -0.00 -0.00 0.04 -0.01 0.00 -0.05
(22) age 45.47 11.60 18.00 98.00 0.13 -0.02 -0.03 -0.02 -0.02 0.01 -0.04 -0.01 0.11 -0.00 -0.10 -0.04
(23) female 0.42 049 0.00 1.00 -0.24 0.03 0.03 0.05 0.04 0.13 0.06 0.07 0.16 -0.09 0.06 -0.20
(24) education 297 084 100 5.00-0.02 0.05 0.05 0.05 0.05 -0.00 -0.01 0.00 0.07 -0.05 0.00 0.03
(25) sole income 0.72 045 0.00 1.00 0.30 0.05 0.04 0.04 0.04 -0.01 0.02 0.03 -0.07 -0.04 0.08 0.02
(26) goals: innovative work 534 135 100 7.00 0.05 0.02 0.03 0.02 0.03 -0.00 0.04 0.04 -0.05 -0.04 0.06 0.06
(27) goals: artistic freedom 5.86 1.20 1.00 7.00 -0.27 -0.06 -0.04 -0.07 -0.04 -0.02 0.10 0.07 0.23 0.01 -0.05 -0.26
(28) goals: expanding art form 5.09 1.56 1.00 7.00 -0.22 -0.04 -0.01 -0.04 -0.02 -0.01 0.07 0.04 0.18 0.04 -0.05 -0.23
(29) creative personality 464 298 -5.00 15.00 0.04 0.03 0.03 0.04 0.03 0.03 0.01 0.01 0.05 -0.06 0.00 -0.00
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(13) (14) (15) (16) (A7) (18) (19) (20) (21) (22)23) (24) (25) (26) (27) (28)
(13) CR
(14) other -0.01
(15) employees 0.060.01
(16) organization age 0.140.05 0.33
(17) exporting 0.01-0.04 0.06 0.05
(18) creator -0.10-0.02 -0.22 -0.14 0.03
(19) cost-driven 0.03 0.01 -0.04 0.04 -0.05 -0.04
(20) new products 0.010.02 0.01 -0.03 0.02 0.02 -0.06
(21) new clients 0.01-0.00 -0.03 0.00 0.00 0.01 -0.02 0.44
(22) age 0.05 0.03 0.12 0.40 0.04 -0.09 -0.01 0.02 o0.11
(23) female -0.04-0.00 -0.11 -0.15 -0.11 0.07 -0.03 0.06 0.05 -0.12
(24) education -0.02-0.13 0.01 -0.05 0.01 -0.02 -0.05 0.01 -0.06 -0.05 0.11
(25) sole income 0.000.00 0.08 0.05 0.06 -0.01 -0.01 -0.02 -0.06 -0.07 0.02 0.00
(26) goals: innovative work -0.050.02 0.06 -0.07 0.09 0.08 -0.09 0.26 0.13 -0.08 -0.04 0.09 0.02
(27) goals: artistic freedom -0.030.02 -0.16 -0.07 0.06 0.32 -0.05 0.12 0.13 0.01 0.13 -0.06 -0.08 0.19
(28) goals: expanding art form -0.020.01 -0.11 -0.06 0.10 0.27 -0.04 0.20 0.18 -0.01 0.15 -0.06 -0.05 0.28 0.61
(29) creative personality -0.040.00 0.00 -0.00 0.09 0.07 -0.112 0.13 0.09 0.14 -0.00 0.07 0.02 0.19 0.13 0.09

Note: Number of observations = 2,279.
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more organizations tend to also consist of a meterbgeneous set of organizations. However,
though these variables and the set of interactimrisded in our equations are highly correlated,
the size of the sample should yield sufficientista@al power for the testing of the effects, such
that this multicollinearity should not be a majssue. Furthermore, models excluding the density
variables yield identical results to those repolietbw, suggesting that their impact on the focal
results is limited.

Table 2.2 contains the results of the Poisson ssgyae. The baseline model, Model O,
indicates that more heterogeneous industries tehdve organizations with lower revenues, that
the creative business services in particular haye levels of revenues, that larger and older
organizations have higher revenues, as do orgaomzathat have exporting activities.
Organizations that are involved in creation, rathan for instance being intermediaries, have
lower revenues, as do those that are cost-drivémein strategies and those that focus on new
products and services. Older respondents tendvie liigher revenues, and female respondents
have lower revenues, on average. Education is mallgiand negatively related to revenues,
while respondents for whom the organization issible income source have higher revenues.
Individuals who find the production of innovativeow more important have higher levels of
revenues, while the opposite is found for the otiverartistic goals. Furthermore, individuals
with a more creative personality have higher reesnon average.

A linear term of distinctiveness is introduced ilodé&l 1, which is positively and
marginally significantly related to revenues: thoséhe creative industries seem to gain by
taking more, rather than less, distinctive posgioampared to their industry peers. Model 2 then

introduces the quadratic term of distinctivenes®sb for an average curvilinear effect of
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Table 2.2: Poisson regression results

Model 3:

Moderation

Outcome: Model 0: Model 1:
Revenues (count) Baseline  Main term
distinctiveness 0.08+

(0.04)

distinctiveness

distinctivenes$

heterogeneity
distinctivenes%’
heterogeneity
heterogeneity -0.30 -0.32
(0.15) (0.15)
(density / 1000) -0.01
(0.01) (0.01)
(density / 1000) 0.00
(0.00) (0.00)
M&E -0.02 -0.02
(0.07) (0.07)
CBS 0.12 0.14
(0.06) (0.06)
KIS 0.06
(0.07) (0.07)
CR -0.13
(0.15) (0.15)
other -0.09
(0.10) (0.10)
employees 0.21 0.20™
(0.03) (0.03)
organization age 0.01 0.01™
(0.00) (0.00)
exporting 0.09" 0.08™
(0.02) (0.02)

-5.23
(1.94)
3.20
(1.09)
2.79
(1.10)
-1.69"
(0.62)
-1.27"
(0.45)

-0.02

(0.01)
0.00
(0.00)
-0.03
(0.07)
0.14
(0.06)
0.05
(0.07)
-0.14
(0.14)
-0.09
(0.11)
0.20"
(0.03)
0.01"
(0.00)
0.08"

RC3: RC4: RCS5:
RoA Small Winsorized
transformed industries variables
dropped
-10.03+ -5.17 -5.02
(5.15) (2.00) .0
6.82 3.15" 3.08"
(3.05) (1.15) (1.16)
5.21+ 2.76 2.66
(2.90) (1.13) (1.16)
-3.53 -1.67 -1.62
(1.72) (0.65) (0.66)
-2.47 -1.28" -1.24"
(1.08) (0.45) (0.46)
-0.06 -0.02 -0.02
(0.04) (0.01) (0.01)
0.00 0.00 0.00
(0.00) (0.00) (0.00)
-0.23 -0.04 -0.03
(0.17) (0.07) (0.07)
0.22 0.14 0.14
(0.13) (0.06) (0.06)
0.05 0.05 0.05
(0.20) (0.07) (0.07)
-0.61 -0.12 -0.13
(0.40) (0.15) (0.14)
-0.50 090. -0.09
(0.31) (0.11) (0.10)
-0.74™ 0.21™ 0.20™
(0.07) (0.03) (0.03)
0.04™ 0.01™ 0.01™
(0.01) (0.00) (0.00)
0.16" 0.08™ 0.08™
(0.05) (0.02) (0.02)



creator -0.20° -0.20™ -0.20™ -0.20™ -0.20™ -0.20™ -0.58" -0.19" -0.20™

(0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.14) (0.04) (0.04)
cost-driven -0.17 -0.11™" -0.11™" -0.12" -0.12" -0.11™ -0.27" -0.12" -0.11™
(0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.06)  (0.03) (0.03)
new products -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00+ -0.00 -0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)  (0.00) (0.00)
new clients -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00" -0.00 -0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)  (0.00) (0.00)
age 0.00+ 0.00+ 0.00+ 0.00+ 0.00+ 0.00+ 0.00 0.00+ 0.00+
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)  (0.00) (0.00)
female -0.23 -0.23" -0.23~ -0.23™ -0.23™ -0.23™ -0.48™ -0.22™ -0.23™
(0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.08)  (0.03) (0.03)
education -0.03+ -0.03+ -0.03+ -0.03+ -0.03+ -0.03+ -0.07 -0.03+ -0.03+
(0.02) (0.02) (0.02) (0.02) (0.02) (0.02) (0.04)  (0.02) (0.02)
sole income 0.45 0.45" 0.45" 0.45™ 0.45™ 0.45™ 0.97" 0.45™ 0.45™
(0.04) (0.04) (0.03) (0.03) (0.03) (0.03) (0.07)  (0.03) (0.03)
goals: innovative work 0.03 0.03 0.03 0.03 0.03 0.03 0.08 0.03 0.03
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.04)  (0.01) (0.01)
goals: artistic freedom -0.05 -0.05™ -0.05™ -0.05™ -0.05™ -0.05™ -0.14" -0.05™ -0.05™
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.04)  (0.01) (0.01)
goals: expanding art form -0.02" -0.02 -0.02 -0.02 -0.02 -0.02 -0.06 -0.02 -0.02
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.02)  (0.01) (0.01)
creative personality 0.01 0.01™ 0.01™ 0.01™ 0.01™ 0.01™ 0.03" 0.01™ 0.01™
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.01)  (0.00) (0.00)
intercept 1.45 1.41" 1.54" 3.27" 2.84" 2.91° 9.04™ 3.27" 3.22"
(0.37) (0.38) (0.37) (0.84) (0.95) (0.90) (1.96)  (0.85) (0.86)
Wald Chi-squared 8,626.07 10,028.16" 10,422.85" 12,628.16" 16,994.77" 13,963.14" 312.02" 16,747.59" 11,595.97"
Log pseudolikelihood -3,967.91 -3,965.78 -3,964.87 -3,962.37 -3,963.03 -3,963.87 -3,846.60 -3,942.24 3,962.50
No. of observations 2,279 2,279 2,279 2,279 2,279 272 2,279 2,269 2,279

Notes Standard errors are clustered at the 4-digitstrgu(43 clusters) and are shown in parentheses.“®Réald Chi-squared” contains the F-statistic for
model RC3, as it is estimated using OLS regression.
*p<0.1;* p<0.05 *: p<0.01; **: p < 0.00 two-tailed.
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distinctiveness. The signs of the main and quadtatm of distinctiveness suggest an average
U-shaped effect, but the quadratic term for distueness is not statistically significant. As such,
this necessary condition for curvilinearity is ma¢t, and there is no average curvilinear effect of
distinctiveness on performance (Lind & Mehlum, 2010

Model 3 contains the results of the full model sfesttion, where interactions between
distinctiveness heterogeneity and distinctiveneskits square are included. In line with the
hypothesized flattening, a large, negative, andiagant coefficient for the interaction between
distinctiveness heterogeneity and distinctivengssued is found, supporting the thesis that the
curvature of the distinctiveness-revenues relaligns moderated by category level
distinctiveness heterogeneity. Before turning tonfal statistical tests, Figure 2.9 illustrates the
distinctiveness-revenues relationship at low (ayemainus 1.5 standard deviation), medium
(average), and high (average plus 1.5 standarctiew) values of distinctiveness heterogeneity,
showing a strong U-shaped effect exists in higlighbgeneous industries. In particular, it is
clear that those that deviate from the industryn®in these industries can reap tremendous
rewards, while those adhering closely the industmyms also reap greater rewards than those
that are more moderately distinct. | calculatedlopes of the curve at this level of heterogeneity,
and find that the slopes on the lower end of disitheness are negative and significant, while
they are positive and significant on the higher ehdistinctiveness, thus confirming the
existence of a U-shaped effect of distinctivenadsomogeneous industries.

Figure 2.9 suggests that this U-shaped effecefiaths distinctiveness heterogeneity
increases. To formally assess this, | compareltpes in homogeneous and heterogeneous

industries to the left of each curves’ turning peifas the curves are symmetric around the
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Model 3

Homogeneous industry
100,000-149,999 | _ - _. Average industry

----------- Heterogeneous industry

50,000-99,999 -

Predicted revenues

25,000-49,999

Distinctiveness

Figure 2.9: The distinctiveness-revenues relationship (from 8@&j Table 2.2) plotted for
homogeneous categories, average categories, ardd@beous categories.

turning point, there is no need to repeat thistte#te right of the curves’ turning points). Fbet
U-shaped effect of distinctiveness in homogenendastries, the minimum occurs at a
distinctiveness value of 0.77 while for heterogerseimdustries the maximum of the relationship
occurs at 1.03. Taking 1.5 standard deviationgsiinttiveness to the left of these turning points
(0.42 and 0.68 in homogeneous and heterogeneoustiies$, respectively) and comparing the
slopes at these values confirms that the effedtstinctiveness on revenues significantly flattens
as heterogeneity increases (difference in slopealed.29, Chi-squared[1] = 6.1g= 0.013).

As such, Hypothesis 1 is strongly supported. In etary terms, the differences at different
levels of distinctiveness in Figure 2.9 are larggnactical magnitude, as recent reports show
that half of entrepreneurs in the Dutch creativisiries have a total annual income lower than

30,000 euro (OCW, 2016).
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Figure 2.9 also suggests that the U-shaped eftdtzris to such an extent that it flips
into an inverted U-shaped effect when the industhjighly heterogeneous. However, it is also
clear from this figure that the inverted U-shap#da is very weak. Therefore, | calculate the
exact value of distinctiveness heterogeneity attvithe relationship flips. This value equals
1.89, with a 95% confidence interval of this pdihZ5; 2.04]. Because the maximum of the
heterogeneity variable equals 2.18, it appearsttigtalue is statistically within the range oéth
moderating variable, lending statistical suppotttgpothesis 2. However, it is also clear that the
inverted U-shape is so weak as to render it me&sagpractically speaking. Economic
significance of the flip from a U-shape in homogauneindustries into an inverted U-shape in
heterogeneous industries is very weak. Therefoyppthesis 2 is statistically, but not

practically, supporte&’

Robustness checks

| conducted a number of robustness checks to vérdfydentified relationships. These
are presented in Table 2.2. First, | checked whdtteeresults are robust to alternative topic
numbers. Columns RC1 and RC2 show that the restdtanchanged when estimating either 75
or 125 topics for the topic model, such that theults do not hinge upon the specific topic model
that | estimated. Then, | performed analyses wtier@evenues variable was replaced by a
variable where the numeric values of the revenagsgories were divided by the numeric values

of the employee classes currently used as a coilinel purpose of this alternative specification

20 This is further confirmed by a split sample aptod split the sample into three roughly equalsssunples:
those in industries with low heterogeneity valué7(observations), those in industries with higtetegeneity
(929 observations), and those in between (553 watens). In the homogeneous subsample, | findangt
inverted U-shape; in the average subsample, | fomdlya positive linear effect; and | find no effaxftdistinctiveness
in the heterogeneous subsample.
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was to get closer to a ROA-type variable by adpgsthe revenue variable more directly for
current number of employees. The results, estimagew OLS regression and shown in column
RC3, remain consistent with those reported abowerth, | re-ran all analyses after removing
organizations from the sample for which | identifie website for fewer than 100 organizations
in the four-digit industry code. This was done hessathe distinctiveness and distinctiveness
heterogeneity variables may be less precise omessingful for very small industry groups.
This check, reported in column RC4, affected teganizations in the regression sample, and
their omission did not affect the results. Finallgssessed whether or not the results may be
driven by the presence of outliers on either tiséirttiveness variable or the distinctiveness
heterogeneity variable by winsorizing observatiahthe bottom and top percentile of these two
variables: all results (shown in column RC5) pénsisen doing so. All in all, these robustness

checks further substantiate the findings reportexa.

Discussion and conclusion

The choice of being different or the same to otlremne’s category is a central question
underlying strategic behavior. Indeed, one of e paradoxes at the intersection of strategic
management and organization theory is how orgaonimshould best manage the competing
pulls towards conformity through isomorphic pregsuwith the competitive push towards non-
conformity to attain competitive advantage (Deem®u999; Durand and Calori, 2006; Zleho
al., 2017; Zuckerman, 2016). Yet, prior work studythg relationship between distinctiveness
and performance has come to fundamentally contagiconclusions, with some finding
inverted U-shaped and yet others finding U-shapiedts. This study was therefore driven by
the question of whether and under what conditionderate distinctiveness is optimal. Analyses
combining a topic model of over 70,000 organizalomebsites in the Dutch creative industries
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with a questionnaire with over 2,200 respondentsvstiat a U-shaped effect of distinctiveness
on revenues exists in homogeneous industries, Wlattens out and disappears as the industry
becomes increasingly heterogeneous. Thus, the valdistinctiveness depends crucially on
what others in one’s category do.

Recent work emphasizes that it is “both timely andortant to synthesize the literature
on optimal distinctiveness, evaluate its strengiis weaknesses, and map out a renewed
agenda” (Zhaet al, 2017: 34). My review shows that there are seameds of agreement in the
literature, in particular regarding the fundamemachanisms driving the distinctiveness-
performance relationship. More importantly, howewsear disagreement exists on ghact
nature of the countervailing pressures that drig@rattiveness’ effect on performance. This
study provides a formalization of each mechaniamiding on insights from both organizational
theory and strategic management, showing how tistegice of countervailing forces is not a
sufficient condition for neither a U-shape nor averted U-shaped effect of distinctiveness to
emerge. Rather, their relative strengths solelgrdaene the outcome, such that a general
distinctiveness-performance relationship is difiticti not impossible, to predict.

This study contributes to the rapidly growing lgmre on optimal distinctiveness (see
Zhaoet al, 2017; Zuckerman, 2016 for recent reviews) throigjformalization of the
countervailing forces driving the effect of distilveness on performance—baring the “essential
structure or morphology” of optimal distinctivendglsory (Hunt, 1991: 159). This practice of
formalization has recently been shown to be oftlertgd but especially important for complex
non-linear relationships such as those hypothedigazptimal distinctiveness theory (Haans,
Pieters, & He, 2016). Yet, only few studies (epephouse, 1999; Jenningsal, 2009;

McNamaraet al, 2003) were found to explicitly discuss the precisiture of the mechanisms
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driving the distinctiveness-performance relatiopgftinat is, over and above general positive or
negative effects). Through its formalization, thaper provides an initial step to “sharpen the
discussion of the theory” (Hunt, 1991: 159), thess/gg as a tool supporting the renewed and
enriched agenda on optimal distinctiveness (Ztaad, 2017) and aiding in attaining both more
precise theory and better informed recommendatmmgractice.

Moreover, the framework developed in this paperiges a stepping stone for
researchers to address the call for a theory ofihoentives for differentiation and conformity
shift depending on context (Zuckerman, 2016). ktan initial step in this direction by
investigating the question of how distinctivenestehogeneity, the extent to which organizations
in a category vary themselves in their positiohgpgs the legitimacy and competition effects
underlying distinctiveness’ effects on performaridg.multi-level theory of distinctiveness
considers how distinctiveness heterogeneity at#éibegory level fundamentally alters the
mechanisms driving the effect of distinctivenesthatorganization level. Further research in this
direction would not only enhance the completenésgptimal distinctiveness theory, but would
also provide valuable insights to managers in ifleng when and to what extent they should
and should not attempt to differentiate themsefi@s others in their category.

By relaxing the assumption that positions in categostrongly cluster around the
average, this study also offers valuable new irtsigkgarding the role and importance of the
different conceptualizations of the category prgpet(Vergne and Wry, 2014). The results of
this study show that distinctiveness as distanmm fihe average position in the category (the
dominant reference point in most work on optimatidctiveness; Vergne and Wry, 2014: 73)
loses its effects as heterogeneity increases—stiggéisat the prototype-as-average

conceptualization is less valuable for such caiegoFurther study of the role of positioning vis-
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a-vis alternative prototypes such as the mostrgatiember of a category or the most salient
attributes of category members (Joreal, 2012) could help further the accumulation of
knowledge about the role of different (types ofgrence points for optimal distinctiveness, and
the boundary conditions of these different concaiptations.

More generally, this study contributes to the atere on categorization by bringing to
the forefront the importance of within-categorydregeneity or variability. Though prior work
has shown the important consequences of variabmlithetermining when categories were
reconstituted (Lounsbury and Rao, 2004), most workategories tends to background
variability in the pursuit of other questions (Lalury, 2001), or has predominantly focused on
antecedents and consequences at relatively highslesuch as institutional logics (Lounsbury,
2007). The cross-level mechanisms identified ia gtudy add to the recent calls to shift
neoinstitutional theory to studying variability natr than isomorphism (Lounsbury, 2008), with
particular potential for a more intensive dialoguith strategic management (Deephouse, 1999;
Lounsbury, 2008; Oliver, 1991; Zhat al, 2017).

The theoretical development underpinning this stwdg built on an explicit ‘between-
organization’ and ‘between-category’ theorizatienagell as cross-sectional analyses, therefore
abstracting from temporal considerations. Thoughdpproach usefully simplified the
theorization process, studying the interplay betwaganizational adjustments in positioning
and subsequent changes in category level makeugimesprovides a prime candidate for
further exploration. For example, homogeneous caieg become increasingly heterogeneous if
more organizations stake out the apparently piadétdistinct positions in such categories, and
results suggest that the effects of such distieoi@gs disappear as heterogeneity increases,

begging the question of whether occupying sucloge(gially risky) position is worthwhile in
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the long run. Similarly, exploring the interplaytiveen industry development and
distinctiveness heterogeneity could offer importasights, as many industries are
heterogeneous at birth yet converge to a homogsemdamminant design (Anderson and
Tushman, 1990; Suarez, Grodal, and Gotsopoulo$)281udying change over time and across
levels can thus offer important new insights fotimal distinctiveness (Zhaet al, 2017).

Though this study’s application of topic modelilmgorganizational websites enabled
novel cross-industry comparisons, it also beggjthestion of generalizability and compatibility
with other work investigating the effects of distiveness. Indeed, many prior studies have
focused on “hard” sources of distinctiveness, aghsset positions (Deephouse, 1999), firm
actions (Normaret al, 2007), and employment practices (Jennigtgal, 2009), though others
have also investigated “softer” practices suchistsngtiveness in storytelling (Martees al.,

2007) or use of organizational images in commuiooaiLamertzet al, 2005). Though my
empirical results therefore largely speak to thtgekr group, the theorized dynamics in this paper
should be general enough to apply to wider disireaoess types.

In spite of this, one could also pose that muchliwdt is being said on these websites
may simply be rhetorical or posturing, rather theyoresenting actual behavior. However, in the
creative industries “all work ... in some way or ttaer is preoccupied with claims to
authenticity” (Jonest al, 2005), and websites in particular allow organaret to make such
claims to the outside world. Considered as sudtprit rather than actual behavior may be what
matters most in these industries. In addition, mairtye claims made are relatively easily
verifiable, such as educational background, pldagperation, products and services offered, et
cetera, suggesting that many claims made in tleage do capture “true” differences between

organizations. Nevertheless, it might be that tifees aspects or rhetoric claims predominantly
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affect legitimacy, whereas differences in prodaetd services offered perhaps mostly shape
competitive outcomes, while these differential effemay also depend on the heterogeneity
underlying the category. Further study is therefeagranted investigating whether and what
types of claims made matter most for (the effe€tslistinctiveness, and under what conditions.
In conclusion, this paper provides a synthesifefliterature on optimal distinctiveness
by evaluating the assumptions underlying prior wamkl by providing an explicit framework
that not only synthesizes prior contradictory fimgs, but also offers a jumping-off point for
future work to build on and expand. There remaimyndimensions along which organizational
categories—and the organizations therein—diffeosgspace and time, such that more work is

clearly needed before we can conclude what levdistinctiveness is optimal for organizations.
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CHAPTER 3:

Regional stickiness of novel ideas in the scholarlpternational Business community: A
founding topic model and geographic usage regressiof the Journal of International

Business Studiesl970-2015

ABSTRACT

We investigate the geographic dissemination of wortkeJournal of International Business
Studieshy applying topic modeling to articles publishexviieen 1970 and 2015. Our analyses
show strong path dependency between the geograpgio of topics and their spread across the
world. This suggests the existence of geograplyicairow mental maps in the field, which we
find have remained constant in North America, wetkget are still present in East-Asia, and
disappeared in Europe and other regions of thedarér time. These results contribute to the
study of globalization in the field of Internatidrizusiness, and suggest that neither a true

globalization nor North-American hegemony have ozl

This chapter is the result of joint work with Arjgan Witteloostuijn.
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Introduction

Since the launch in 1970 of tdeurnal of International Business Stud{@S as the major
outlet in International Business (IB), the acadewdrld has gone through an impressive
internationalization process, as is withessed byirtbreasing heterogeneity #iBSs authorship
and readership (Cantwell & Brannen, 2016; Cantwa#penbrink, & Shukla, 2014; Cantwell,
Piepenbrink, Shukla, & Vo, 2016). More and morehauteams consist of researchers from
different countries, with IB leading the forefrantthis regard (Cantwell et al., 2016), and the
field has an especially high proportion of scholaith experience in multiple disciplines and
countries (Cantwell & Brannen, 2011). These pagtenirror long-standing calls in IB to
globalize or internationalize our research. Fomegie, Thomas, Shenkar, and Clarke (1994
685) claimed that, to “preserve its leadershimierdnational Business scholarshifBS must
continue to expand its geographical horizons ariihel@ew frontiers for research. It must
globalize our mental maps”.

In spite of this impressive internationalizatiorsignificant body of work also finds that
IB phenomena tend to be observed and analyzeddrhiorth-American (specifically: U.S.)
perspective and evaluated in terms of their conityrto U.S. standards, pre-empting the
emergence of a “truly global perspective” (ShenR@f4: 165). Vernon (1994: 227) notes that
“U.S. history, values, and institutions continuesoapably to dominate our thinking and narrow
our vision,” while Thomas, Shenkar and Clarke (199#b) reveal “a substantial expansion in
the journal’s geographic reach over the yearsalaat a somewhat narrow ‘mental map,’ with
many countries and areas receiving minimal covetadest research in IB is conducted in
countries similar to the U.S., and the most aceupatdictor of the probability of a country
being included in a study is its U.S. trade ranKifigomas et al., 1994). Sullivan (1998),

investigating the consequences of this narrow foltnds that simpler analog reasoning
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dominates logics of interpretation in IB researclkelly due to a paradigm shift to a North-
American positivist approach (Teagarden et al. 5)98hese studies therefore beg the question
of whether the field of IB has become truly globati, or whether IB research has actually
deepened the institutionalization of North-Americaftuenced research—more in line with the
convergence thesis, whereby advances in commumicatid transportation technology only
drive similarity to one dominant view and thus flegsuextreme homogeneity (Shenkar, 2004).

Recent advances in the large-scale analysis afdedata enable us to approach this
guestion through a new lens. Barley, Meyer, anchGa888: 27) argue that “text can be treated
as traces of an author’s world view, preservedpoiat in time and immune to retrospective
construction”, suggesting that authors’ mental mapsbe studied through the analysis of their
writing and topics of interest. Rather than stogmh descriptive information such as author
origins or countries under study, we can now ddkeper into the substantive content of work in
JIBSby applying advanced topic modeling methodologe(B012) to analyze the geographic
origin and subsequent spread of topic3IBSduring the period 1970-2015. Here, we follow
Chabowski, Hult, Kiyak and Mena (2010: 925), whe@dthat by studying “the most influential
topics in an academic community, a more completeerstanding of its social structure can be
discussed as a basis for future theory developimEinits enables us to investigate whether new
ideas inJIBSspread independent of their origin, as would kjgeeted from a globalization
perspective, or whether North-American ideas doteiaaross the globe, whereas ideas that
originate elsewhere linger and fail to disperse.

We find that the mental maps of IB scholars arestutiially narrow in their geographic
focus. In particular, North-American scholars rpigdominantly on topics that originated in

North-America, while East-Asian scholars work byl darge on topics originating from East-
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Asia. In contrast, European scholars do not exBich general geographic patterns in their topic
usage. Investigating how these tendencies havegeldavver time, we find evidence of a recent
widening of the mental maps of authors in East-ASi&gope, and countries outside the three
major regions. At the same time, the regional ddéosth-American research topics is
essentially unchanged over time.

This study offers three core contributions. Fitsgjelds new insights regarding the
extent to which the scholarly community in IB, apresented by those publishingliBS,has
(not) internationalized along a dimension thatigtidct from the focus of prior work describing
the field: researchers’ mental maps as capturdtidoyesearch topics they pursue. Second, we
shed light on otherwise unnoticed tendencies thiat & the field, with results clearly showing
that several latent tendencies against globalizgiersist. We provide evidence of neither true
globalization, nor pure convergence to North-Amamidominance, but instead of a pattern
similar to that underlying regional multination&ygman, 2005; Rugman & Brain, 2003;
Rugman & Verbeke, 2004), with scholars’ work difiggmostly in their home region in spite of
the increasingly international nature of acadefard, we introduce a novel methodological
tool that can be used in the study of textual datgpie modeling—offering great opportunities
for IB research more generally, where a linguisiim has become increasingly apparent
(Brannen et al., 2014).

This paper is structured as follows. First, we dégcour data collection, sample, and the
topic modeling methodology. We continue by desoglthe topics that emerge from articles
published inJIBS and in turn set out the variables that emerg® fitus model. We then present
regression analyses that quantify the geographiempa emerging from the topic model, and we

conclude by positioning these results in the widegrnational Business literature.
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The geographic nature of authors and topics idIBS

Geographical dispersion of]JIBS authors: Data and descriptive patterns

As we were interested in studying the geograplgsathination of novel ideas publishediBS
we manually coded the location of the primary &ftibn at the time of publication of all 2,868
authors who published an article longer than fiaggs inJIBSbetween its founding in 1970
until the end of 2015 (1,525 articles in total) caeses where author affiliation information was
unavailable (which was often the case for theahitears oflIBS, we consulted online
biographies to complete these data. The patteatswh observe from this effort are consistent
with those from prior work (e.g., Cantwell et &016), with authors from the United States
making up about 84 per cent of those publishingB8in its initial decade, which decreased to
33 per cent in the five most recent yeardI8iSs publication. Similarly, the trend that Thomas,
Shenkar, and Clarke (1994) observed of Canadalendnited Kingdom (UK) rising in
importance has continued according to our dat@aamdian authors now make up for 10 per
cent, while UK authors for about 7 per cent of amhnJIBS compared to 3 per cent for both
groups in the first decade #BS Our data also confirm that the geographic diveisi
authorship inJIBShas clearly increased over the years, where were®4.4 unique countries in
JIBS first decade versus 47 in the past five years @so Cantwell et al., 2016).

However, although encouraging, these figures dgprmtide any direct evidence for
globalizing mental maps, per se. For us, such laagjication would imply that IB scholars have
no predilection to study topics that originate frmir own region, but rather have an open mind
by using research from anywhere in the world. Tévecept of the mental map originates in
geography, being defined as “a model of the enwiremt which is built up over time in the

individual's brain” (Graham, 1976: 259). In the ¢ext of IB, this translates to a model of the
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world of IB research. A truly global mental map ilep lack of ‘regional stickiness,” meaning
that research of a scholar from regiois inspired by topics originating from anywherehe
world, rather than primarily by those from thisimgx. To study this issue, we turn to topic
modeling in order to build our model of the worldlB research and, in particular, to identify

work that first introduced important research ideas

Topic modeling: an introduction

To identify those articles that introduced new egsk topics iRJIBS we analyzed the
full-texts of the 1,525 articles in our sample gsiapic modeling (Blei, 2012; Blei et al., 2003;
Mohr & Bogdanov, 2013). Topic modeling providesaattomated machine learning procedure
for coding the essential content of a collectiotexts into a set of substantively meaningful
categories—topics (Mohr & Bogdanov, 2013). Becauseelty detection is a central aim of
topic modeling (Blei et al., 2003), this suggebt it provides a highly suitable tool for us to
identify the articles that introduced new resedaoghcs. Indeed, topic modeling has seen recent
applications to identify new research topics irestfic articles (Blei & Lafferty, 2007), as well
as breakthrough innovations using patent abst(Hegslan & Vakili, 2015). An attractive trait of
this methodology over citation-based identificat@nmportant articles is that it allows for the
possibility that new research topics were not pickp in the literature (indeed, in our final
model there are thirteen topics that are used/andr fewer articles), as well as for the
possibility that highly influential articles in t®@s of subsequent impact are not necessarily the
first to discuss a topic. Moreover, because togresassigned to articles based on the core
content of the articles, this enables us to idgmtifd count articles that truly built upon a topic,

as opposed to citing important work in a more cengiwus manner. Finally, the data-driven
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nature of the topic model is attractive in thaiperates completely independently from our own
mental maps, which may in and of themselves shapgen bias our assessment of important
research topics and articles in IB.

We use the variational expectation maximizatiomatgm of Latent Dirichlet Allocation
(LDA: Blei et al., 2003), which is a statistical o of language that discovers the latent topic
structure underlying a collection of texts (DiMaggNag, & Blei, 2013). We clean our data by
removing terms that appear fewer than fifty timesoas all articles idIBS,as well as those that
appear in fewer than ten documents (see, for exarBiei & Lafferty, 2007 for similar
practice). This leaves us with a vocabulary of 8,88ique terms and a total of 6,217,182 terms
across all documents. In practice, the input fa thodel is a document-term matrix, where rows
are the individual documents (1,525, in our casé)@lumns are unigue terms across all
documents (here: 9,934 terms). Each cell conthmstimber of times a given term occurs in a
given document.

The basic intuition is that words that are morewfiised together are more likely to
belong to the same topic than words that are lesgiéntly used together. LDA attempts to
uncover the unobserved topic structure that mkshligenerated the observed data by modeling
a generative process where the researcher knowsmktaire of topics she or he wants to
produce (for instance: emphasizing cross-cultufédrénces, but not transaction cost
economics). Each document is viewed as a ‘bag-atisiahat is produced according to these
mixtures, and each topic is itself a distributis@ioall observed words (that is, a topic on cross-
cultural differences is assumed to place greatgrhasis on words such as ‘culture’ and
‘difference’ than a topic on transaction cost ecuoits). Given these distributions, the researcher

picks more important words with a greater probabdnd places these words in the document
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until it is complete (see also Mohr & Bogdanov, 20fbr an intuitive discussion of this
method). Having uncovered the unobserved topicttra, the algorithm yields two key outputs:
per topic, word distributions across all unique escapturing how important or how frequent
each word is in each topic, and per document aldigions over all topics to indicate how
important each topic is for each article.

The crucial choice in LDA is the number of topibattneeds to be identified by the
algorithm, which has to be fixdgefore estimation by the researcher. However, taereno hard
rules for deciding on the optimal number of topesd the few fit measures that exist in the
literature tend to produce an overly large numlf¢opics that do not represent distinct
meanings nor correspond well with human interpi@afChang et al., 2009). Therefore, we
follow recent recommendations (Blei & Lafferty, 20@Hall et al., 2008), and start by setting the
number of topics to 100 (see also Kaplan & VaRili15). To ensure that this number provides
the best fit to our data, we also estimated tompdehs with 50, 75, 125, and 150 topics, and
assessed the degree to which each topic from thedels describes a coherent, sensible
research topic based on its words and the aridsigined to it. This entailed an iterative process,
whereby we first attempted to label each topiclgdiased on its most important words. Then,
we turned to the topic founding articles, beingfils article in the set to have the focal topsc a
its primary topic of discussion, to ensure thatehgas a close match between the topic label and
the topic of the founding article. We then did #agne for a random selection of articles that are
assigned to the topics. Where necessary, we upttegegdpic label or classified the identified
topic as incoherent when mismatches between tapidsarticles were evident.

During this process, we also counted the numb&rmé€s that appeared to be mixtures of

two or more seemingly separate topics (so-calléihiera topics”; cf. Schmidt, 2012). For
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instance, one such chimera in our final model masrgst its most important words “internet”,
“terrorism”, “tax”, “ecommerce”, “web”, and “penagit Its topic founding article is “A Survey
of Corporate Programs for Managing Terrorist Trge@tlarvey, 1993), and articles that are
classified as belonging to the topic included “Besm and International Business: A Research
Agenda” (Czinkota, Knight, Liesch, & Steen, 201a&Another Day, Another Dollar:
Enterprise Resilience Under Terrorism in Develog@wyintries” (Branzei & Abdelnour,
2010)—which both clearly fall within the purview tfe founding article and topic—yet also
articles such as “Is eCommerce boundary-less? tsftdandividualism-collectivism and
uncertainty avoidance on Internet shopping” (Lireuhg, Sia, & Lee, 2004) and “Profiles of
Internet buyers in 20 countries: Evidence for raggpecific strategies”, which clearly do not fall
within the theme of the topic founding article. &sout half of the assigned articles to this topic
were clearly about the Web whereas the other lidleoassigned articles to this topic were
clearly about terrorism, this topic was classiféexda chimera.

These robustness checks clearly confirm 100 tgsqzoviding the most optimal fit to
work published iRJIBS as it has the highest degree of sensible topR® (percent versus 72.0,
81.3, 84.8, and 84.7 percent for the models with/50 125, and 150 topics, respectively), as
well as the lowest number of chimera topics (2.0geat versus 18.0, 5.3, 2.4, and 4.7 percent
for the models with 50, 75, 125, and 150 topicspeetively). This number is also suitable for
our purposes, as it strikes a good balance bettheenumber of topic founding articles
(providing sufficient observations for subsequedatistical analysis) while not spreading the
data too thin in terms of the articles that cam$&g&igned to every topic (such that we have
sufficient variation in our dependent variables3. ghown further below, our key results are

nevertheless robust to other topic numbers.
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Topics inJIBS, 1970-2015

Table 3.1 contains the topics identified by the-1dfic model. We classify topic founding

articles by focusing on the highest topic weiglsigised to every article, and then selecting those
articles that were the first to discuss this tapidIBS The topic model performs well, as we are
able to label the vast majority of topics emerdnogn the model in a straightforward manner. In
fact, we observe only one topic that we are entwelable to label, and two chimera topics. We
also identify three clearly empirical topics (relato, for instance, general measurement issues).
Throughout the remainder of this article, we repesults with these six topics excluded, but all
findings are entirely robust to their inclusion &dable upon request).

The face validity of the topic list reported in Tal3.1 is high, we believe, in terms of
both completeness and variation. Of course, theooue of the algorithm cannot be perfect,
being associated with method-specific Type | arerdbrs. Some articles viewed by some as
being the founding article for a given topic may appear as such based on the model, while
conversely some of the identified articles mayl®tonsidered to be founding by others.
Similarly, the model may not identify certain resdatopics which some view as important. This
is inevitable (“all quantitative models of languaaye wrong—but some are useful”; Grimmer &
Stewart, 2013: 269), but immaterial for the purpofthe current study given that we examine
patternsof founding topic origin and usage in terms of oegil stickiness. These patterns are, by
and large, unlikely to be affected by a few of saedtors listed above, and may even be
attenuated by them by introducing a certain degfeandomness to the model.

We identify geographic patterns by allocating alihers’ affiliation at the time of

publication over four focal geographic ‘regionsadt-Asia, Europe, North America, and Other
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Table 3.1: Topics discussed idIBS and their founding years

Label Top 5 words Year
Foreign policy countries, government, foreign, policygstment 1970
Exchange rates exchange, rate, rates, foreign, currency 1970
IB education business, international, education, schootierstss 1970
Disclosure practices accounting, companies, disclosure, fingoicatices 1970
FDI firms, foreign, firm, domestic, size 1970
Consumers / brands consumer, consumers, brand, productsycou 1971
Management and control managers, control, management, compangnegsnp 1971
Unions and labor labor, production, union, unionsstuffe 1971
Financial planning financial, percent, foreign, planning, congsani 1971
Exporting and importing trade, exports, export, innargtimport 1972
International trade countries, country, data, internatiorsadetr 1972
Differences in values managers, values, management, differencgs, stud 1973
Marketing strategies market, product, marketing, markets, sgrateg 1973
Exporting export, exporting, firms, exporters, studies 974
International business business, international, researchywoeld, 1974
Licensing / tech transfer technology, licensing, patent, rigfaissfer 1974
Finance debt, financial, financing, capital, ratio 1974
Culture culture, people, business, cultural, new 1975
Risk reduction risk, market, returns, stock, political 1976
International trade trade, percent, countries, united, west 6 197
Institutions institutional, economic, systems, businpesss 1976
Strategic management management, strategic, business, process, managers 1977
Theory of the firm theory, international, firm, firms,ddoess 1980

Six sigma adaptation adaptation, six, sigma, crossborderigaract 1980

FDI investment, foreign, international, countries, country 9811
Values and identification identification, organization, valweganizational, lean 1981
Marketing channels relationship, performance, channel, marketimgnitment 1982
Ownership / performance firms, performance, firm, board evsip 1982
Purchasing suppliers, supplier, new, automotive, supply 8219
Hofstede’s dimensions culture, cultural, national, hofstealege 1983
Cross-cultural research cultural, research, studies, culture, magragem 1983
Negotiations (in China) negotiations, chinese, negotiatiosinkss, negotiators 1983
Global strategy global, strategy, strategic, business, integrat 1984
Japan / Korea japanese, japan, firms, management, korean 1984
India industry, firms, indian, india, transparency 1984
Diversification-performance  diversification, firm, performanogégrnational, firms 1985
Entry mode choice entry, mode, choice, modes, foreign 1986
Job satisfaction satisfaction, job, leadership, employees,ipaganal 1987
Expatriate adjustment expatriate, expatriates, adjustment, interalatareer 1989
FDI fdi, investment, host, direct, foreign 1989
CSR csr, social, corporate, firms, stakeholder 1990
IB journals international, business, research, journals, nreamag 1991
Joint ventures joint, ventures, venture, control, partners 9911
Chinese market local, china, chinese, foreign, market 1991
Innovation / Patents patent, innovation, technological, patembsviledge 1992
Vs ijv, ijvs, partners, partner, control 1992
Internationalization internationalization, international, firfiven, foreign 1993
Chinese values values, chinese, hong, kong, china 1993
HRM practices practices, employees, human, management, hrm 1994
Target-acquirer acquisitions, target, acquisition, firms, aergli 1994
Knowledge transfer knowledge, transfer, social, management,atiteral 1994
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Real options

affiliates, affiliate, growth, uncertainty, opsio

1994

Banking and finance banks, bank, foreign, banking, intiemeit 1995
Trust trust, relationships, partners, business, intemedtio 1996
TCE governance, opportunism, contract, relational, contracts 6 199
Corruption corruption, countries, international, busingesernment 1996
Learning and experience experience, international, jvs, learnisimdss 1996
International growth economic, business, growth, developrmgetpational 1996
MNCs mncs, mnc, business, value, management 1996
Location decisions location, firms, locations, geographie<iti 1998
Global climate change environmental, mindset, global, climategehan 1998
Strategic alliances alliance, alliances, international, strategic, partner 1998
Spillover effects productivity, foreign, firms, spillovefdi 1999
Cultural / social values cultural, social, values, psycholbgiavior 1999
Internationalization international, internationalization, businegernationalisation, market 1999
Learning knowledge, learning, organizational, capabilities,natenal 1999
Services service, services, clients, client, global 2000
Elections / Politics election, business, elections, countapce 2000
Cultural distance distance, cultural, international, differertmesiness 2001
International law financial, law, countries, index, variables 1200
Family firms firms, corporate, family, firm, governance 020
Foreign entry firms, entry, foreign, country, firm 2002
MNC-subsidiaries subsidiary, subsidiaries, parent, mnc, leaidys 2002
Political power political, power, conflict, bargaining, project 2002
MNEs mnes, mne, international, subsidiaries, new 2003
Transitions and change management, business, transitidigsstresearch 2004
Born-globals international, firms, business, performandernationalization 2004
Regional strategies regional, region, regions, global, rugman 2004
Culture international, culture, business, values, global 0420
Plants and production plant, costs, production, knowlddgel 2004
Emerging markets markets, emerging, business, strategyatiteral 2004
SOE privatization state, ownership, privatization, researcenses 2004
Network studies network, ties, firms, networks, innovatio 2004
Entrepreneurship entrepreneurs, entrepreneurship, entreprersaial, business 2005
Financial markets bond, rating, sovereign, spreads, institut 2005
Venture capital venture, investment, capital, firms, iso 2006
Language language, english, international, linguistic, team 6 200
Women studies gender, women, model, female, ikea 2006
SOEs in China soes, state, government, chinese, ownership 07 20
Home country effects firms, effects, industry, country, home 2008
Institutions institutional, institutions, firms, boess, international 2008
Governance activity, foreign, activities, governance, business 10 20
Accounting firms, information, earnings, accounting, foreign 2011
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countries?! To elaborate on the patterns that emerge fronoghie model, we visualize the
geographical spread of three topics in Figure Bk left panel shows the usage of Hofstede’s
(2983) work on cultural dimensions (articles udinig topic are shown with rhombuses on the
map). This European topic’s most important words“aulture”, “cultural”, “national”,
“hofstede”, and “values”. It was predominantly pckup from 1995-1999 onwards by North-
American scholars, but has seen recent usage lmp&am scholars—in particular in the
Netherlands—and scholars from other countries.

The middle panel illustrates the use of Rugmar®§ €} work on risk reduction by
international diversification (with articles shownsing triangles). This North-American topic had
as its most important words “risk”, “market”, “rets”, “stock”, “political”, and saw a spike in
usage when it first arose, remaining mostly in Rgkmerican as time went on. The right panel
shows the usage of a recent topic of multiregiongin centered on international strategy, with
a focus on understanding the interplay among fauns places in emerging markets in particular
(Ricart, Enright, Ghemawat, Hart, & Khanna, 2004icées using this topic are shown with
squares). Its most important words are “marketsiinérging”, “business”, “strategy”, and
“international”, and our figure shows that thisitopas seen most of its use in the east of North-
America and in East-Asia.

The world map illustrates the dominance of North&kiwan in terms of absolute
numbers of publications, as the majority of papathin these three topics have a North-

American author on the team. Yet, at the same tanoertain degree of regional clustering in

21 The following countries are allocated to East-A€lhina, Hong Kong, Japan, Korea, Macau, and TaiWas
following countries are European: Austria, BelgiBulgaria, Croatia, Cyprus, Denmark, Estonia, Feafiénland,
Germany, Greece, Hungary, Ireland, Italy, Lithuatha Netherlands, Norway, Poland, Portugal, RomaRiussia /
USSR, Slovenia, Spain, Sweden, Switzerland, theid&r and the United Kingdom. The two North-Amenica
countries are Canada and the United States of Amehil remaining countries are allocated to theh€”
category.
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Figure 3.1: Regional topic usage of three research topidsBS.
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terms of topic usage is evident from this figurenadl, with topics seeing disproportionate use in
their region of origin. However, because this fgprovides little in the way of systematic
insights, we continue by analyzing the origin apckad of topics and their usage across the four
regions using negative binomial regressions thttlhe geographic origin of a research topic to
its region-specific usage. We take as our unitnailgsis the topic founding article, resulting in a
sample of 101 articles that were classified asctéminding?? In this way, we can analyze
whether or not authors tend to build predominaotiyesearch topics that originated from the
region in which they were working at the time obpcation in order to assess to what extent
research topics in IB are geographically stickyfoBe presenting our findings, we first introduce

our variables and regression methods.

Variables and methods

Outcome variables

In order to study the geographic disseminatiorhefdifferent topics idIBS we counted the

total number of times each topic appeared as estipkrimary topic over the years. We separated
this count into the four different regions: Eastgh$€urope, and North-America, and other
countries. That is, for every articleJiBS we checked the affiliation of each author andeadd
the article to each respective count when anyetitticle’s authors belonged to one of the four
regions. This resulted in four outcome variabl@sgic usage in East-Asjd Topic usage in
Europé, ‘ Topic usage in North-Amerigand Topic usage in other countrietVe removed

founding articles from these counts to prevengaindh of these counts.

22 This count is greater than the number of uniqpéctogiven that some topics were introduced by ipleltarticles
in the same issue dfBS —analyses where we constrain research topics ttesamticles yield the same results as
those reported below (available upon request).
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Explanatory variables

We allocated each of the founding articles to the fegions above, based on the
authors’ institutional affiliations at the time piiblication, such that four dummy variables are
created: East-Asian origify ‘European origify, ‘ North-American origify and ‘Other origir.
The ‘Other origin category serves as the baseline category in ovesgign analyses. Authors
teams in which the authors are spread across neutégions are assigned to each of these

regions?®

Control variables

At the author level, we control for whether or aoly of the article’s authors is affiliated
to one of the 56 universities that were ever rariketie top-25 universities between 1990 and
2015 in the UT Dallas RankingT{op 25 affiliated) based on the full set of journals included in
the ranking. Scholars from high status universitnesy be more well-known in the field, and
their scientific discoveries may therefore disseatermore widely in the field (Medoff, 2006).
This ranking was chosen because it is based exelysin research output, which makes it
attractive given our focus on research-relatedatdes. Including all 56 universities enables us
to code top affiliation for all articles in our daet, including those before 1990. Second, we
include the Percentage of female authgras work conducted by female authors may be
received differently in different areas of the vab¢Lariviere, Ni, Gingras, Cronin, & Sugimoto,

2013) Additionally, we control for the number of authdvéith dummy categories for articles

2 When controlling for whether or not the topic faiimg author team is multi-regional, we find tha ttifference
in topic usage for the ‘other’ countries reportedviodel 4 disappears. Consistent with robustnesskshreported
further into this chapter, this confirms that tbféect is not robust in nature. All remaining etfepersist when
including this control variable. Nevertheless, hesgathis control variable is very highly correlateith the different
region indicators and with team size, we opt taremodels excluding the variable throughout.
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with *‘One author, ‘Two authorj ‘ Three authors and Four-plus authors’ where the single
author dummy is the baseline category) as largiroateams are more likely to be from
multiple regions and have more opportunities t@ag@rthe word on their work.

At the level of the article, we control for logtrsformed Number of pagesand Title
length (in characters), as articles and titles of diferlengths may be more able to capture and
keep the attention of audiences (Stremersch, iex;nfeVerhoef, 2007). Furthermore, we
include the totalArticle impact’in terms of the citations that the article accrupdo and
including 2015 to proxy for the topic founding alé’'s inherent quality (taking the natural
logarithm plus one due to the extremely skewedreattithis variable)We collected this
information from Google Scholar, as it also indeaggcles fromJIBSs initial years whereas
alternatives such as Web of Science do not. Silpilae control for thetotal usagéof each
topic to ensure that our outcome variable is capguiegion-specific usage, rather than more
general, worldwide usage patterns.

We also coded, for each of the topics, whethemobthe topic had an international or
cross-cultural focus based on the words assign#tettopics, as morénternationally-focused
topics may have a wider applicability—thus potdhtibmiting the inherent stickiness of a
research topic. For instance, the topic of expataajustment (with words such as “expatriate”,
“expatriates”, “adjustment”, “international”, “cageinvestment”) is inherently more
internationally flavored than topics such as disale practices (“accounting”, “companies”,
“disclosure”, “financial”, “practices”). We alsoassified whether or not the topic being
introduced was anchored explicitly in a specificry or region, as such a geographic focus
may limit the ability of scholars worldwide to bdibn the topic. As we found that only Asian

countries were dominant in multiple topics (suchogscs on Chinese values or on Japanese and
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Korean management), we label this variaBlsia-focused In addition, we control for whether
or not the article appeared inSpecial issuebf JIBS because special issues serve a tailored
purpose in the creation and dissemination of nesaech (Olk & Griffith, 2004). Finally, we
add a set of year dummies, in three-year incremamtontrol for time of publication effects.
Some topic founding articles were the only sucltlertn their year of publication, such that
inclusion of single-year dummies was not practicdbsible.

Table 3.2 shows descriptive statistics and bitamarrelations for our variables. It
appears that topic usage counts for the four regaoea distinct from one another, suggesting
some geographic fragmentation, as correlations grttnfour variables are only modest. For
example, topic usage in East Asia only has a atroel of 0.07 with topic usage in North
America, while topic usage in Europe has a cornaadf 0.10 with topic usage in North
America. About 9 per cent of topic founding artgclead an East-Asian scholar on the research
team, while 18 per cent of articles included a [paem scholar. Furthermore, 82 per cent of topic
founding articles had a North-American scholartmteam, and about 9 per cent of topic
founding articles had authors affiliated to univies elsewhere in the world. These numbers
therefore confirm a North-American dominance, aseobed by Thomas and colleagues (1994),

with the vast majority of new topics being introéddoy scholars from North-America.

Regression model

The different types of geographic topic usage #refa count nature and exhibit
overdispersion, implying that ordinary least sqgaxeuld yield inefficient and biased estimates
(Greene, 2008). Therefore, we model our outcomiabias using the negative binomial
regression method. We follow recommendations ferititerpretation of effects in such models

by reporting and testing for differences in averpgedicted topic usage for each of the different
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Table 3.2: Descriptive statistics and correlations

Mean S.D. Min  Max (1) (2) (3) (4) (5) (6) (7) (8)
(1) Topic usage in East-Asia 1.81 1.86 0.00 9.00 1.00
(2) Topic usage in Europe 3.80 3.14 0.00 18.0 0.26 1.00
(3) Topic usage in North-America 9.96 7.89 0.00 37.0 -0.02 0.10 1.00
(4) Topic usage in other countries 1.69 1.56 0.00 8.00 0.21 0.20 0.00 1.00
(5) East-Asian origin 0.09 0.29 0.00 1.00 0.35 -0.06 -0.14 0.20 1.00
(6) European origin 0.18 0.380.00 1.00 0.06 0.05 -0.19 -0.11 -0.05 1.00
(7) North-American origin 0.82 0.380.00 1.00 -0.08 -0.07 0.18 0.04 -0.13 -0.53 1.00
(8) Other origin 0.09 0.290.00 1.00 0.07 -0.07 -0.16 -0.07 -0.10 -0.05 -0.31 1.00
(9) Top 25 affiliated 0.45 0.500.00 1.00 0.18 -0.04 -0.16 0.05 -0.00 -0.16 0.42 -0.14
(10) Percentage female authors 0.11 0.24 0.00 1.00 0.04 0.06 -0.14 0.16 0.03 -0.13 0.01 0.09
(11) One author 276 0.38161 3.40 036 0.15 -0.37 0.14 0.23 0.17 0.03 -0.01
(12) Two authors 433 034304 511 0.13 -0.02 -0.15 0.16 0.07 -0.07 0.05 0.06
(13) Three authors 0.49 0.500.00 1.00 -0.15 0.14 048 0.12 -0.16 -0.19 -0.07 -0.10
(14) Four+ authors 0.33 0.47 0.00 1.00 0.00 -0.01 -0.29 -0.16 -0.14 0.23 0.05 0.00
(15) In(Nr. of pages) 0.13 0.340.00 1.00 0.10 -0.13 -0.22 0.04 0.19 -0.10 0.02 0.09
(16) In(Title length) 0.06 0.240.00 1.00 0.16 -0.10 -0.13 0.02 0.36 0.10 0.00 o0.07
(17) In(1+ Article impact) 472 1610.00 7.93 037 032 -024 020 0.5 019 -0.05 -0.05
(18) Total usage 1352 857 1.00 41.0 0.07 037 094 011 -0.13 -0.17 0.15 -0.16
(19) Internationally-focused 0.67 0.47 0.00 1.00 0.02 -0.05 0.13 0.17 -0.08 -0.17 0.12 -0.08
(20) Asia-focused 0.07 0.26 0.00 1.00 0.18 -0.16 -0.11 0.03 0.05 -0.03 0.03 -0.09
(21) Special issue 0.16 0.37 0.00 1.00 0.09 0.05 -0.15 0.16 0.15 0.15 -0.08 -0.14

(99 (10) (11) (12) (13) (14) (15 (16) (17) (18) (19) (20) (21)

(10) Percentage female authors -0.08.00
(11) One author 0.39 0.18 1.00
(12) Two authors 0.11 0.14 0.34 1.00
(13) Three authors -0.31-0.10 -0.30 -0.09 1.00
(14) Four+ authors 0.10-0.00 0.13 -0.01 -0.68 1.00
(15) In(Nr. of pages) 0.250.12 0.09 0.17 -0.37 -0.27 1.00
(16) In(Title length) 0.11 0.05 0.24 -0.03 -0.24 -0.18 -0.10 1.00
(17) In(1+ Article impact) 0.13 0.25 0.49 0.16 -0.29 0.21 0.02 0.16 1.00
(18) Total usage -0.15-0.12 -0.30 -0.16 0.49 -0.26 -0.25 -0.18 -0.14 1.00
(19) Internationally-focused -0.06:0.01 0.04 -0.07 0.04 -0.01 -0.11 0.09 0.09 0.14 1.00
(20) Asia-focused -0.01 0.03 -0.05 -0.16 -0.03 -0.02 -0.10 0.26 0.05 -0.16 0.19 1.00
(21) Special issue -0.120.19 0.15 -0.01 0.01 -0.01 -0.09 0.12 0.34 -0.13 0.24 0.10 1.00
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region groups (i.e., predicted topic usage givelividual values for all articles, averaged at the
level of each respective region; cf. Greene, 20@08ddition to coefficient estimates for all our

models. We report robust standard errors for aliie

Results

1970-2015

Table 3.3 reports the results of our negative biabregressions for the whole 1970-2015 time
window, where Model 1 focuses on topic usage by-Bagmn scholars idIBS We observe a
significant and positive coefficient for the Eas$i@n origin dummy, suggesting that topics
originating from East-Asia are used more frequebylyjEast-Asian scholars. To investigate this
more precisely, we compute average predicted togage for topics of East-Asian origin and
compare this with average predicted topic usagéofaics originating anywhere else in the
world.2* On average, predicted topic usage of East-Asigicgdy East-Asian scholars equals
3.89, while predicted topic usage for topics oraging elsewhere equals 1.61 (the difference
between these values is statistically significaftt] = 25.78,p = 0.000). In other words, East-
Asian scholars’ mental maps seem geographicallgdamnas they build upon East-Asian topics
2.42 times more often than topics originating frontside East-Asia. Several other variables
also predict topic usage by East-Asian scholarpicbahat were founded by teams with a larger
proportion of women are used less often in Eas&Assitopic introduced by a team with no

women is used more than twice more often than ia tofoduced by a team with only women

24\We report only the comparison between articlemftbe focal region and articles originating fronyahere else
(i.e., combining the remaining three categories msingle comparison group) because comparing aatlevery
geographic region would encompass six comparisensidel. Conducting such a large number of corapas
would greatly increase the probability that falesifive findings arise. Regardless, the statistiedterns that
emerge when conducting each possible comparisotoasstent with the more general comparisons tegdan the
paper. These full comparisons are available froeretlthors.
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Table 3.3: Results of negative binomial regression

M1: M2: M3: M4:
Topic usage in  Topic usage in  Topic usage in  Topic usage in
East-Asia Europe North-America  other countries
East-Asian origin 0.58* -0.20 -0.13 0.96***
(0.26) (0.26) (0.16) (0.27)
European origin -0.08 -0.43+ -0.03 0.00
(0.29) (0.24) (0.13) (0.35)
North-American origin -0.32 -0.31 0.06 -0.04
(0.30) (0.23) (0.12) (0.22)
Top 25 affiliated 0.12 -0.03 0.09 0.54*
(0.23) (0.15) (0.07) (0.24)
Percentage female authors -0.82* -0.21 0.13 0.45
(0.36) (0.25) (0.16) (0.30)
Two authors 0.49 0.60* 0.01 -0.38
(0.38) (0.27) (0.10) (0.30)
Three authors -0.07 -0.20 -0.03 0.77*
(0.24) (0.18) (0.10) (0.26)
Four+ authors 0.00 -0.05 -0.09 -0.23
(0.26) (0.18) (0.09) (0.23)
In(Nr. of pages) 0.37 -0.08 -0.08 0.10
(0.26) (0.31) (0.13) (0.24)
In(Title length) 0.06 -0.14 0.08 -0.38
(0.30) (0.29) (0.18) (0.43)
In(1+ Article impact) 0.17+ 0.12* -0.01 0.19*
(0.09) (0.06) (0.02) (0.09)
Total usage 0.05** 0.05*** 0.05*** 0.02
(0.02) (0.01) (0.00) (0.02)
Internationally-focused -0.06 -0.39* -0.11+ 0.57*
(0.20) (0.17) (0.07) (0.22)
Asia-focused 0.35 -0.49+ 0.16 -0.35
(0.25) (0.26) (0.18) (0.36)
Special issue -0.28 -0.02 0.22+ -0.45+
(0.29) (0.18) (0.11) (0.24)
Intercept -2.66+ -0.50 1.76%* -4.21%*
(1.40) (1.05) (0.48) (1.38)
Wald Chi-squared 277 .54%** 220.48*** 1071.65%+* 20B1***
Log pseudolikelihood -145.44 -206.17 -234.02 -146.6
Nr. of observations 101 101 101 101

Notes: Robust standard errors in parentheses. Topic esagiedes founding articles.
Baseline category for region comparison is “ottmrrdries”.
+:p<0.1; * p<0.05; **: p <0.01; **: p <001, two-tailed.

(2.03 versus 0.897[1] = 8.53,p = 0.004), and both total article impact and todgi¢ usage
have positive effects on East-Asian topic usaghpagh topic usage has a stronger effect
(predicted East-Asian usage increases from 1.@35&® moving from the 5th to the 95th

percentile for article impact and from 1.18 to 4f{@0total topic usage).
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Model 2 contains estimates where topic usage bgaan scholars is the outcome
variable. We find no evidence of regional stickesEurope, as the European origin dummy
variable is marginally significant antegative However, the difference in average predicted
topic usage between European and other topicg istastically significant (4.19 versus 3.72,
v’[1] = 0.99,p = 0.320). Hence, we do not observe any clear gpbigral patterns in topic usage
by scholars affiliated to European universities. édind that longer topic founding articles
tend to get used more often by European scholaesgge marginal effect equals 2.p%

0.026), while, again, both total article impact @otdl topic usage have positive effects, and
topic usage once more has a stronger effect (geetliEuropean usage increases from 2.62 to
4.90 moving from the 5th to the 95th percentileddrcle impact and from 2.30 to 8.61 for total
topic usage). Interestingly, we find that Europseaholars are less inclined to use topics either
with a clear international focus (decreasing usega 5.00 to 3.37p = 0.026) or an Asia-focus
(decreasing usage from 3.89 to 2,8% 0.019).

Model 3 contains results for topic usage by Northekican scholars. We again do not
observe any significant origin dummies. Howevemparing average predicted topic usage of
North-American topics and of topics originating e#mere else, it becomes clear that North-
American scholars build significantly more on NeAMerican topics (average predicted topic
usage equals 10.63 for North-American topics ve6s88 for topics originating anywhere else:
v’[1] = 49.44.,p = 0.000). North-American topics are thus regionatigky in nature, with North-
American scholars using such topics 1.54 times rafien than other topics. In terms of our
control variables, we find that total topic usagsipvely predicts North-American topic usage
(average marginal effect equals 0.538,0.000), but total citations does not. North-Aman

scholars tend to build slightly less on internadilbifocused research topics (which decreases
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topic usage from 10.80 to 9.67= 0.103), and more on topics that originate fromcsg issues
of JIBS(increasing topic usage from 9.74 to 12)09,0.075).

Finally, Model 4 takes topic usage in all other mivies of the world as its dependent
variable. We find that the difference between agenaredicted topic usage for topics that
originate from one of the other countries and tHos® the three major regions is statistically
significant (1.29 versus 1.7g[1] = 7.00,p = 0.008), showing that these scholars build more
heavily on topics that come from one of the thregamregions. Thus, these scholars use topics
0.75 timedessoften if they do not originate from one of thegdmajor regions. As the East-
Asian origin dummy is particularly large and sigeaint, this suggests that scholars from these
other countries especially prefer building on Basian topics. Our control variables show that
topic founding articles that originate from onetlod top research institutes in the world tend to
be used more often (1.36 times versus 2.33 timed).032), and that scholars from the other
countries tend to prefer articles that have lottigless (average marginal effect equals 13%,
0.004). For this group, we find that only artiakepact, and not total topic usage, is a strong
predictor of topic usage in the other countrieefage marginal effect equals 0.3p4; 0.038).
Moreover, scholars from these countries tend torfasernationally-focused topics (increasing
topic usage from 1.14 to 2.02= 0.003) and use topics that are introduced iniapssues less
often (decreasing topic usage from 1.89 to 1p24.0.039).

Summarizing the above, we find that topics of Esstn and North-American origin are
regionally sticky in the sense that they are used@minantly by authors located in those
regions, pointing towards rather narrowly focusezhtal maps of scholars in these regions. At
the same time, we do not observe a clear geograaltern in the topic usage of European

scholars. Interestingly, scholars that are nottkxtan one of the three major regions have a
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distinct mental map of their own, as they tenduddomore on research topics that originate

from one of the three major regions—in particulast&Asia.

Robustness analyses

We ran several robustness analyses (all full reswailable upon request). First, to
assess to what extent our findings are dependentiochoice of the number of topics identified
by the topic model, we ran analyses based on tb438-topic models. For both models,
significant patterns for East-Asian and North-Aroan scholars persist, while the lack of a
geographic pattern in topic usage by European achoémains for both models. However, we
find that the decreased local topic usage by schalehe other countries disappears in both the
75- and 125-topic model, suggesting that this paitenot very robust. Second, to ensure that
our findings are not the result of topic foundingheors themselves building on their own work,
we re-ran our models after excluding from the défé counts those articles JilBSwritten by
the founding authors. This affected 31 topics’ @segunts, yet all results persist entirely. Third,
we re-ran our regression models after removingewothiat were founded before 1980 to ensure
that our regression model is not biased by a plesgbdency of the model to over-allocate topic
founding status to early articles. All patternsaepd above persisted for this reduced sample.

We also re-ran our models whilst separating théddinKingdom from the remainder of
Europe, given that the United Kingdom has a distiale within the scholarly IB community,
hosting amongst others the famous Reading Schalohatively sharing the lingua franca of
JIBS There are nine topic founding articles from thieeo European countries, eight from the
U.K., and one with scholars both from the U.K. &dope. When we take topic usage in the
remaining European countries as our outcome varahlso separating the original “European

topic” dummy—we still do not find any evidence efjional stickiness of European (i.e., non-

150



U.K.) topics. Interestingly, we do identify rathetrong regional stickiness of U.K. topics when
taking topic usage by U.K. scholars as the outceanmble: U.K.-based scholars, on average,
use a research topics 3.00 times when this tommates from the U.K., compared to 1.02 times
when it does notyf[1] = 33.16,p = 0.000). As such, while we do not observe registiakiness

in mainland Europe, such stickiness does appdag fwesent for the U.K.

To assess to what extent our results may be dhyetiffering academic origins of
authors, rather than their location at the timpudslication, we estimated a model where we
controlled for the region where the authors’ higltegrees (typically, a Ph.D.) were obtained.
We were able to identify the academic origin fora@4 of our 102 author teams, reducing our
sample size slightly. Of these 94 teams, 5.31 peiead at least one author who was obtained
her or his degree in East-Asia, 18.09 percent moje; 88.30 percent in North-America, and
1.06 percent in the other countries. Controllingtfeese dummies, we find that all results are
unchanged from those reported in Table 3.3. Alonglar lines, we ran models where we
replaced the original region dummies based oniafbh at the time of publication with these
academic origin dummies. These models confirm e¢lgeonal stickiness of East-Asian and
North-American topics, and interestingly enougloasovide evidence of regional stickiness for
European topics: topics that were founded by sehalo received their highest degrees in
Europe tend to be used more frequently by otheofggan scholars (4.88 times versus 3.51
times, respectivelyy?[1] = 5.38,p = 0.020). Similar to the results reported above dickiness
for the other countries disappears for this ang/yhiough this may also be driven by the fact that
only one topic was founded by a scholar with tragnoutside the three major regions.

We also checked the extent to which author mohitisyy be driving these identified

effects. Specifically, we created an overview affeauthor who founded a new research topic as
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well as published two or more articles in our ta@nple (176 unique authors). We then created,
for each author, a chronological overview of hehisrpublications and where the focal author
was located at the times of publication. We thesatad a set of variables capturing whether or
not the focal author switched from or to any of tileer regions before and after the publication
of the topic founding article. We then estimated mdels again, controlling in each model for
the two variables corresponding to the relevanbred-or example, we estimated Model 2 from
Table 3.3 while also controlling for whether or oty of the authors was located in Europe in
the past (but not when publishing the focal arjieled whether or not any of the authors would
move to Europe in the future (but was not locakentd at the time of publication of the focal
article). We find that our reported results areftecded, suggesting that inter-region mobility of
authors across their careers is not confoundingetfacts?®

Finally, we conducted analyses using citation pastéo assess the extent to which the
topic modeling approach is distinct from a citatlmased approach. Specifically, we used Google
Scholar to identify all works that cite the topauhding articles, then created a selection of those
articles that are in our sampledBSarticles (to ensure comparability between our tosiage
models and these models), and finally created asetwf variables based on where the author
teams of these citing works were located. We ussdrformation in two ways: we first re-
estimated our original models while also contrgjlfor how often scholars in each respective
region cited the founding article. This check wasducted to ensure that our topic usage
patterns were not capturing otherwise omitted megipecific citation patterns. We find that all

reported results from Table 3.3 are unaffectedneyiriclusion of region-specific citations.

25 By and large, inter-region mobility is rather lothree scholars moved to East-Asia after publicatiba topic
founding article; one moved to Europe; five to NeAmerica; and one to the other countries. No témimding
authors were located in East-Asia before publiskimregfounding piece while located in another regfore moved
from Europe; two moved from North-America; and &mam the other countries.
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Moreover, we find that these region-specific ctiatpatterns do not substantively predict topic
usage in the respective regions—only the numbeitiofy articles from Europe marginally
predicts topic usage by European scholars (eadti@dd citation from Europe increases topic
usage in Europe by 0.110= 0.098). As such, regional topic usage appedbg wistinct from
region-specific citation patterns, per se.

Then, we also ran a series of negative binomiakssgon models where we take region-
specific citations as the dependent variables robimg for the focal region’s topic usage and all
other control variables from Table 3.3. Startingfwdgitations from East-AsialiBSarticles, we
find strong evidence for regional stickiness oftE&asian topics for this outcome as well: East-
Asian-origin topics are cited 2.33 times by EasiaAsscholars, on average, compared to 1.26
times by topics originating elsewher€[l] = 9.31, p = 0.002). Neither region-specific itop
usage nor total topic usage predicts citations frimsiregion. Other significant predictors of
East-Asian citations are having an affiliation tmp 25 university (an increase from 0.99 to
1.72,p = 0.075), having three authors (a decrease fro@ fbi8sole-authored articles to 0.§2,
= 0.049), and total article impact (average maigffect equals 1.2 = 0.000).

For European citations, we again find no eviderfaegional stickiness to the founding
topic, although the number of European articleagisie topic in future work does increase
citations coming from European scholars (averagegimal effect equals 0.350,= 0.001). In
contrast, we find that total topic usageegativelyrelated to citations from European scholars
(average marginal effect equals -0.263;,0.001). As we parcel out topic usage from Europe,
this implies that European scholars seem to bagd heavily on topics that are used outside of
Europe. Similar to East-Asian scholars, we find tharopean scholars cite topic founding

articles more often when they originate from a &fjdtated research team (increase from 1.64 to
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3.30,p = 0.022). In contrast to the negative effect ohgean internationally-focused topic on
European topic usage, we observe that Europeatassioite topics with an international focus
moreoften (an increase from to 1.71 to 2.p&; 0.017). Though this is purely speculative, it
may be that European scholars more ceremoniouslynternational topics, while being more
substantively concerned with less internationadlgulsed topics (as captured by the results for
topic usage). European scholars cite topic founditigles with longer titles more often (average
marginal effect 1.6y = 0.024), articles written by three authors arectiess often (a decrease
from 3.56 for sole-authored articles to 1.83; 0.006), and total impact is again the dominant
predictor of region-specific citations (average gnaal effect equals 2.39%,= 0.000).

With regards to North-American citations, we fina @vidence of regional stickiness
based on the North-American origin dummy—in corittaghe patterns identified based on
topic usage. At the same time, the number of NArtterican articles using the topic in future
work increases citations coming from North-Amerisaholars (average marginal effect equals
0.325,p = 0.025), while total topic usage is again negdjivelated to region-specific citations
(average marginal effect equals --.382; 0.004), controlling for region-specific topic gsaand
thus capturing a different type of regional sti@ss. In terms of control variables, articles by
two, three, and four or more authors are all désg often than sole-authored articles (5.44,
4.35, and 3.12 versus 7.61, respectivply;0.069, 0.003, and 0.001, respectively). We dlsb f
that North-American scholars cite internationalbgtised topics more often (an increase from
3.92 to 6.40p = 0.001), and Asia-focused topics less often (aiedse from 6.02 to 3.6p,=
0.004). Total impact once again is the dominandigter of region-specific citations (with an

average marginal effect of 4.76= 0.000).
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For the remaining countries, we find no evidenceegfonal stickiness based on the
origin dummy. While the number of articles from thteer countries using a topic doesn't affect
citations from this region, we do again find a rtegaeffect of total usage (controlling for usage
from the focal region: average marginal effect ¢ge@.04,p = 0.058). As in the three other
models, author teams with three authors are citgdficantly less often than sole-authored topic
founding articles (0.63 versus 1.775 0.000), and total article impact has the largésict of
all variables (average marginal effect equals 1pG30.000).

These supplemental regression models confirm wiale there are certain areas of
overlap, topic usage and citations have distineeds and characteristics. In all, the primary
driver of region-specific citations is total citatis, while we found earlier that one of the more
dominant drivers of region-specific topic usage teal topic usage. Though we do not identify
consistent region-of-origin effects of topic foungiarticles, our analyses do suggest that region-
specific citations are frequently driven by otherthin the same region building on the same
topic, whereas work from outside the region ushetbpic dampens use in the focal region. As
such, we interpret these results as providing &urélvidence of regional stickiness of research
topics, albeit less driven by the nature of topigrfding articles and more so by local use in the

communities that subsequently emerge from thesdemtwvithin the topic’s region of origin.

Post-hoc analyses: Patterns before and after 1992

In order to examine if and to what extent the alioypéc usage patterns have changed
over the years, we re-ran our regression modeds aftding interaction terms between the three
region dummies and an indicator of whether or hettbpic founding article originated before
1992 or not. We chose this particular year, agstih the middle of the 1970-2015 time period
and is, incidentally, the median year of topic fdung in our data (such that about half of the
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topic founding articles were published before 1992¢ take an interaction rather than a split-
sample approach, as this enables direct statisticaparison of usage patterns between these
two periods in a clean and straightforward manRerthermore, a split-sample approach would
reduce our already small sample even further, hepth potential power-related issues. For the
sake of space conservation, we report averagegbeediisage counts for each of the models in
the two time periods in Table 3.4 (full regressiables on which these calculations are based are

available upon request).

Table 3.4: Results of pre- and post-1992 comparis@f topic usage

Pre-1992 topics Post-1992 topics
M1: Predicted usage in East-Asia M1: Predicted usage in EAsia
East-Asian topic: 7.00 Differengesq[1]: East-Asian topic: 3.00 Differengesq[1]:
81.60,p = 0.000 5.29,p=0.021
Anywhere else: 1.51 Ratid. 64 Anywhere else: 1.71 Ratid: 7t

Difference between ratios (Wald test statig)ic4.09,p = 0.000

M2: Predicted usage in Europe M2: Predicted usage in Europe
European topic: 6.14 Differengesq[1l]: European topic: 2.61 Differengesq[1]:
8.01,p =0.005 6.61,p =0.010
Anywhere else: 3.68 Ratid.€7 Anywhere else: 3.75 Rati€.7(¢

Difference between ratios (Wald test statig)ic3.48,p = 0.001

M3: Predicted usage in North-America M3: Predicted usage in North-America
North-American topic: 15.45 Differengesq[l]: North-American topic: 5.68 Differengesq[1]:
31.84,p=0.000 5.33,p=0.021
Anywhere else: 11.14 Rati®:39 Anywhere else: 4.18 Ratid.36

Difference between ratios (Wald test statig)idd.13,p = 0.898

M4: Predicted usage in other countries M4: Predicted usage in other countries
Other countries: 0.19 Differengesq[1]: Other countries: 1.61 Differengesq[1]:
71.21,p=0.000 0.15,p=0.670
Anywhere else: 1.75 Rati©:11 Anywhere else: 1.68 Rati©:.S6

Difference between ratios (Wald test statig)ic6.39, p = 0.000
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Several patterns arise from these regressiong, Eisclear that the relative usage of
East-Asian research topics by East-Asian schoksdiminished over time. East-Asian topics
founded before 1992 were used 4.64 times more bftdfast-Asian scholars than topics
founded anywhere else during this period, whereiagétio decreased to 1.75 in the recent time
period (the difference between these ratios isifsbgmt: z= 4.09 withp = 0.000)° In other
words, the regional stickiness of East-Asian redetopics appears to have diminished in recent
decades, albeit still present to a significant degn recent years. Next, in terms of topic usage
by Europeans, we find that in the pre-1992 periatbRean research topics were used
significantly more often by Europeans than non-esan topics (1.67 times more), such that
European topics originating from this time periggbear to be regionally sticky. However, the
opposite is found for more recent European toficgsopeans used European topics founded in
1992 or after 0.7 timdsssthan non-European topics (the difference betwkese two ratios is
statistically significantz = 3.48 withp = 0.001)—a sign of a globalizing mental map on the
European continent. This provides an explanatiothe lack of any geographical pattern in the
total period, as the two opposite effects may laareeled each other out.

Strikingly, we find no decrease in the regionatlgtiess of North-American topics, as
North-American scholars used North-American redespics 1.39 and 1.36 times more often
in the two periods (this difference far from statiglly significant:z= 0.13 withp = 0.898). The
North-American mental map remained rather North-Aozecentric over the whole 1970-2015
time window. Finally, we observe that for the reniiag countries the heightened usage of topics

from the three major regions has diminished inttost recent period. Whereas scholars from

26 We focus on comparison of ratios rather than caispas of absolute differences, as pre-1992 astiotere had
more time to accumulate topic usage. The more mgaricomparison lies in differences in tredative usage,
rather than absolute differences, between timegsri
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the other countries used topics from these counrigl times less than those from the three
major regions in the pre-1992 period, this ratioréased to 0.96 for topics founded in or after
1992 (the difference between these ratios is sggmt:z = -6.39 withp = 0.000). In a way, this

suggests a trend toward a more balanced mentaimihjs part of the scholarly IB community.

Discussion and conclusion

We set out to assess the extent to which the mevatps of researchers in International Business
(IB) have (or have not) expanded in conjunctiorwtiite increasing globalization of the field.
While authors publishing idIBSindeed come from increasingly diverse discipliaed regions

of the world (Cantwell et al., 2014, 2016), whewndstigating the topics that researchers
publishing inJIBSinvestigate, we find that many mental maps of IBotars remain

substantially narrow in their geographic focuspasy research topics exhibit a degree of
regional stickiness and thus seeing use mostlydit home regions. For instance, our regression
models establish that scholars in North-Americg peedominantly on research topics that
originated in North-America, while East-Asian sarslwork by and large within the purview of
topics originating from East-Asia. In contrast, &pean research topics do not exhibit such
general geographic patterns in their topic usage.

The times also seem to be changing in some patteaforld, however: the regional
stickiness of East-Asian is significantly lower topics that were founded more recently, and we
find that European topics were only sticky befo®#@2. In fact, European scholars in recent
years have reliethoreon research topics from outside Europe than ooggan topics, while
scholars from countries outside the three majoioreggare increasingly balanced in their
geographic use of topics—all suggesting a widepintpe mental maps of authors in these
regions. At the same time, the regional stickingdsorth-American research topics is
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essentially unchanged over time. As such, we aondind expand upon the trend identified by
Thomas et al. (1994) that North-America had ledtgmificant mark on the mental map of
International Business scholars. Though our resudlisate that, indeed, a narrow focus on
North-American research persists, we also find shah a regional focus is not specific to
North-American scholarship. Similar narrow foci €xr have existed in the different
geographic communities in the field. Therefore,offer evidence of neither globalization, nor
convergence to North-American dominance. Ratherresults suggest strong fragmentation
into regional communities, each with their own doanmt research topics seeing mostly local use.
These patterns of regional topic usage add neweat&against the convergence thesis
of North-American dominance, where improvementsammunication and transportation
technology increasingly lead to similarity to waRd practices from this region. This is in line
with recent observations by Shenkar (2004: 1655 ndted how work identifying clash rather
than convergence gained less traction in the flfedd would be expected. We observe that the
field has not so much reached a level of knowlesigelar to that of a transnational firm,
transcending regional boundaries and consideri@@tiire global domain in its production
(Dunning, 1989). Rather, topics in the field insts@em to more resemble regional
multinationals (Rugman, 2005; Rugman & Brain, 20R8gman & Verbeke, 2004), with
scholars’ work within a topic diffusing mostly ihair home region, in spite of the increasingly
international nature of academia. This metaphobigously imperfect, as we find evidence not
so much of knowledge producers having a home-regiimmtation (though this may certainly be
a driver of our effects), but rather of knowledgamsumers absorbing and using local knowledge,

yet offers some potential drivers of our identifeftects (discussed further below).
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Our results offer a contribution to the field ofamational business by identifying
clusters of regional knowledge different from tlegional know-how (“the understanding of
different national environments and their culturaligious, political and economic variations
and their correlates”; Shenkar, 2004: 168) idesdifas a core competency of the field in prior
work. We have identified clusters of topical knodde specific to, but not necessarily about, the
different regions under study, and our findingsvghioat these clusters have developed rather
isolated from one another. What can be done tocovee such stickiness? Here, we mirror
Shenkar’s (2004) call to balance the global andlloequirements of the field, as aiming
exclusively for globalization runs the risk of Ingithe richness of region-specific knowledge.
Special care therefore needs to be taken that @semion dominates another when conducting
inter-region work (Thomas et al., 1994).

Several strategies can be used for such intermabresearch by both IB researchers and
institutions in the field, such as the AIB. Forgaschers, both the seeking of new subject
locations that allow effective further theory dedyg@hent by offering an environment that is
different from the one in which a given topic wagmally developed (Boddewyn, 1997, 1999)
as well as cross-theory and cross-region applieatia comparison (Child, Chung, & Davies,
2003) may help move the field forward by blendingl &xtending specialized, otherwise locally
embedded, knowledge. Researchers can also gaginiyg global gatherings such as the annual
meetings of the AIB in order to disseminate thedrkto researchers from other regions while
also being exposed to their work in order to witlegir mental maps. Institutions—both
professional associations and universities—couppstt such activities by establishing
collaborations with regionally-focused institutioingm other regions and to foster inter-region

mobility of their constituents. In our view, sudinagegies could enable researchers to be exposed

160



to topics and scholars from other regions, withweeding to sacrifice their local knowledge the
process.

This study contributes to work interested in disagting novelty and usefulness in the
study of creativity (Amabile, 1982; Lee et al., 3)by showing that ostensibly similar types of
contributions (topic founding) see widely differentostly local, use based on where these topics
emerge. The fact that these patterns of local asggt even in modern times, where ideas can
easily disseminate globally, highlights the impoda of accounting for geography in the study
of how novel ideas emerge and spread. Though atbes has focused on producer
characteristics such as team size, gender compsand interdisciplinarity (Ding, Murray, &
Stuart, 2006; Lariviére et al., 2013; Lee et d12, Uzzi et al., 2013), our results suggest that
considering where producers are located in thedwaffers another important piece to the
novelty-usefulness puzzle. Moreover, our applicabbtopic modeling offers a methodological
contribution to this line of work by enabling a e way of identifying novel work (here:
articles that were the first to introduce a patacuesearch topic), as well as a new
operationalization of usefulness that is diffefeaim bibliometric outcomes that were the focus
of prior work (Lee et al., 2015; Uzzi et al., 2013)

This study provides a complementary perspectiyiit accounts of the development of
the field over the years. In particular, we offaramalysis on a scale that human accounts cannot
provide by allowing algorithms to identify pattertigt human readers simply would not
observe—not even with deep reading of the liteea(Btei, 2012). Our work is especially
closely related to recent bibliometric and othemmek analyses of the IB literature (Chabowski
et al., 2010; Chabowski, Samiee, & Hult, 2013; iafl, Nerur, & Balijepally, 2011), which

similarly offer opportunities to quantitatively meldields of study. However, large-scale
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bibliometric work typically requires the identifican of influential work based on impact, from
which networks are then constructed (Chabowski.e2@10), or requires focusing on work
around a more narrowly defined concept (Chabowsél.e2013). Topic modeling supplements
this approach by offering a way to identify novesearch, independent of the subsequent impact
the research left on the field. Moreover, by ptipimg the essential content of the articles, topic
modeling minimizes confounding effects of supedi@r ceremonious reference to other work.
At the same time, bibliometric approaches enableeregplicit tracing of knowledge flows and
citation chains over time, whereas topic modelisguanes an implicit, fixed, knowledge
structure that articles build on to different dexg¢precluding tracking whether one article builds
on a prior article, per se, or whether both arsidenply work within the same general topic).
Clearly, each approach has its distinct (dis)achged, and further work combining these
methodologies stands to offer valuable new insigittsthe development of the knowledge
structures underpinning the field.

The question remains why scholarship remains somatiy sticky in so many regions.
Building on the above metaphor of the regional mattonal, perhaps some home region
advantages (or tendencies) exist that are moreopraed in the regions that we observe to be
regionally sticky. For instance, because most idggarently originate in North-America (see
Table 3.2), there may simply not be a need for Nétnerica-based scholars to globalize their
mental maps. In contrast, Europe inherently repitsse more fragmented and diverse set of
universities and national systems, such that threrg be a fundamental tendency to look across
borders for relevant work. Another possible explemacould be that scholars tend to follow
research topics that are, by their very naturegiggahically infused. For instance, one might

expect that the regional stickiness of East-Asguict is driven by a theoretical and empirical

162



focus on East-Asian countries or cultures. Howether dominant research topic for East-Asian
scholars (based on the number of articles witk the primary topic) is centered on leadership
effectiveness and job satisfaction—a topic withmigerent geographic focus. Along similar
lines, the Europeans’ most popular topic involesoties of the firm, the North-Americans’
relates to risk reduction through FDI, and the remng countries’ regards differences in values.
None of these three research topics are necesedrdpt on any of these three regions, neither
theoretically nor empirically.

Yet another answer might be related to the Ameizadion of many universities around
the world, adopting HR and other practices coprethfthose well-established in North-America
(Tsui, 2013; Usdiken, 2004). Such practices incld&epolicies regarding tenure track criteria
that tend more toward publishing in a field’s topinals, which often originate from the United
States. As a result, scholars from all around tbhddahave started to target the same outlets as
do their North-American colleagues, implying thaty have to conform to what is considered
right and relevant in the North-American resear@munity, including research topic choice.
All these answers are obviously speculative andrmmaete, and as such we see great potential
for future work to delve deeper into the driversedional stickiness of ideas in IB.

One important disclaimer is in order. We study aesle topic founding and usage in one
journal only:JIBS As such, we cannot truly claim that we examirsgaech topic founding and
usage in IB scholarship in general, as much goas other journals (inside and outside
specialized IB outlets), at conferences, througbkbpet cetera. Hence, future research is needed
to further explore the issues related to commuleyg! topic founding and usage. However,
notwithstanding this disclaimer, we believe oudfiigs may well be generalizable beyahiBS

alone for at least two reasons. FilBBSis the major outlet in IB, with an impressive adea
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over all other IB journals. Thus, we may expect tha majority of the key new ideas in IB are
launched or introduced HBS rather than in another outlet. Second, and nmop®rtantly, our
aim is to investigate (changes in) regional stiekmof research topics in IB scholarship, rather
than providing an exhaustive list of all topics estidied in IB. For this, our sample of all
articles ever published in IB’s main journal shosidfice.

Another limitation of our approach is that, by fsowg on individual pieces of work, we
are effectively abstracting away from the individuaroducing the work. There are many cases
of scholars switching repeatedly between regiores the course of their careers, as well as
influential scholars who have student- or co-aughigr networks across the globe. Our coding
approach does explicitly not account for such irdlial histories or networks, rather only coding
geographic location of authors at the time of mdilon. However, our results proved to be
robust to controlling for founding author mobiliyatterns, and we suspect that these matters
only stand to dampen the regional stickiness ifledtas international mobility patterns and
globalized author networks would probably lead trenglobalized, rather than regional, usage
of focal authors’ work. Future work combining a tomodeling approach with individual co-
authorship networks may yield valuable insightsoashat is driving (or dampening) the
patterns that we identify.

A final remark relates to our use of topic modelimpich we would like to link to further
suggestions for future research. This machine ilegmmethodology, fitting well with the
emerging Big Data movement (George, Osinga, L& i8cott, 2016), is widely applicable in IB
and can be used to analyze any collection of t¥esfocus on journal articles, but other
examples in the public domain are annual repodis;yppieces, popular press articles, patents,

social media content, and websites (DiMaggio e28l13; Kaplan & Vakili, 2015; Mohr &
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Bogdanov, 2013). In the context of our study’s taémfocus on the evolution of scientific
scholarship, future work could add studies on otBevutlets, as well as journals from other
disciplines. In so doing, we can examine whetherfiodings are specific fa?lIBSand / or 1B,

and how founding and usage topic patterns miglérdeind interact across disciplines. Future
research is clearly needed to examine possibleeasdw these and other questions. With the
ever-increasing multinational nature of scholarshithe field, now seems the perfect time for
researchers to widen their mental maps withoungivip the specialized, region-specific
knowledge that they have built. As such, we caly esho Shenkar’s (2004: 166) statement that

the “real challenge ... is integration, something iBais especially suitable to address.”
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CHAPTER 4.
Does it pay to be novel in strategy research? Topfounding, topic recombination, and the

role of top affiliation in achieving impact

ABSTRACT

To examine whether and how two types of noveltgagademic research—topic founding and
topic recombination—influence article impact, wepopic modeling to all articles in the
Strategic Management Journ@980-2010). We reason that fellow researchers rely éohaau
affiliation as a quality cue to decide what to reate, and build upon—particularly when they
face novel contributions. We find that topic foumgliand topic recombination both strongly
increase impact for articles written by authordiated to top universities, while neither raises
impact for articles written by authors lacking sachaffiliation. These findings support the
argument that top affiliation functions as a sigmalnd legitimation device when fellow
researchers evaluate novel contributions, anduggestive of self-perpetuating inequality in the

academic reward system.

This chapter is the result of joint work with Zilkhe.
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Introduction

The maturation of the field of strategic managenmast been joined with significant
introspection by its participants. Recent studigchanalyzed the domain of strategic
management to trace its intellectual structure (B&Rodriguez & Ruiz-Navarro, 2004), its
historical evolution (Hoskisson, Hitt, Wan, & Yili999), its definition (Nag, Hambrick, &
Chen, 2007; Ronda-Pupo & Guerras-Martin, 2012),gerteral publishing trends and practices
of theStrategic Management Journ@MJ), the flagship journal in the field (Phelan, Faag&
Salvador, 2002). As this line of inquiry continuesexpand, researchers are increasingly
interested in obtaining deeper insights into pilvotaments for the field by identifying the key
works (Furrer, Thomas, & Goussevskaia, 2008; RaRmdriguez & Ruiz-Navarro, 2004) and
influential authors (Nerur, Rasheed, & Nataraja@iQ8) that have shaped the field.

In science, pivotal moments are often associatdéd twio types of novel contribution:
founding a new research topic (Hoskisson et ab91®amos-Rodriguez & Ruiz-Navarro, 2004)
and recombining distant topics to connect and natiegpreviously disparate subfields (Schilling
& Green, 2011; Uzzi et al., 2013). Whereas topimfiing introduces a new conceptual toolkit
for future research to extend and build upon, topocombination unearths hidden knowledge
structures and harmonizes varying research straachapproaches in the field. Both types of
contribution have the potential to carry the figltb new territory by breaking away from extant
research trajectories (Dosi, 1982). Because tlwielty embodies a sense of being “new,
unique, or different, particularly relative to tlietical frameworks that have been central to a
discipline in the past” (McKinley et al., 1999: §38uch contributions simultaneously satiate the
field’s increasing demand for novelty (Barley, 20B@ttis, Ethiraj, Gambardella, Helfat, &

Mitchell, 2016; Durand, Grant, & Madsen, 2017).
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Topic founding and topic recombination are widedyebrated in strategy research (Nerur
et al., 2008; Nerur, Rasheed, & Pandey, 2016; Ra&Ruasiguez & Ruiz-Navarro, 2004), and are
increasingly pursued by aspiring strategy reseasdligettis et al., 2016; Durand et al., 2017).
However, little research examines whether thesé&ibotions consistently reorient the field of
strategic management by attracting attention fretho researchers, and particularly under
what conditions. Does it always pay to be novelthis article, we investigate the mechanisms
through which articles that found or recombine ¢s@chieve impact. Though various author-
and article-level characteristics have been shamhépe article impact (Bergh, Perry, & Hanke,
2006; Judge, Cable, Colbert, & Rynes, 2007; Streaeet al., 2007), researchers have only
recently moved beyond relatively descriptive chemastics by studying articles’ reference
patterns to model novelty (Lee et al., 2015; Seigl& Green, 2011; Uzzi et al., 2013).
Complementing these efforts that highlight the imgace of novelty for achieving impact, we
burrow more deeply into articles’ substantive cahteemantic meaning, and intended
contributions by analyzing the textual structureadérge sample of strategy articles.

To systematically and accurately locate topic fang@nd topic recombination in
strategy research, we use topic modeling (Blei &dréy, 2007; Blei et al., 2003) to examine the
full texts of all articles published i@BMJfrom its founding in 1980 up to and including 2010.
Topic modeling provides a methodology to discoherlatent topic structure in a collection of
documents, allowing us to delineate research tdpetshave emerged in the field and to analyze
the ways in which strategy researchers introdudeuse these topics. Importantly, this
methodology does not rely on retrospective accoontstation data in order to identify novel
contributions; instead, novelty is identified sglbased on the textual content of an article vis-a-

vis the content of other articles in the field. Bese of this, we are able to identify not only
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novel contributions that left their mark on thddigbut also those that went relatively unnoticed
in subsequent research. Indeed, not all novel ibanitons blaze a trail in the field (e.g., Colquitt
& Zapata-Phelan, 2007: 1206).

In spite of their heightened potential for achigvimpact, we theorize that foundational
and recombinatory articles also pose appraisdtdiffes to fellow researchers, as these articles
are by their very nature distinct from and at tirmeen incongruous with the discipline’s
established traditions (McKinley et al., 1999; Okben & Bonardi, 2011). In other words, there
is considerable uncertainty about the underlyingliguof apparently novel articles. Confronted
with such uncertainty, researchers often fall baclsocially grounded and easily accessible
frames of reference to infer quality of publishedaarch (Merton, 1973; Sauder, Lynn, &
Podolny, 2012). Given the marked stratificationpadstige of academic organizations (Judge et
al., 2007; Long, Bowers, Barnett, & White, 1998;dd#, 2006), we focus on one particularly
salient cue that may shape the effect of noveltgrticle impact: whether or not the author team
has an affiliation to one of the top universitinghe field.

We find that the magnitude of the novelty premiuepehds crucially on the presence or
absence of institutional “seal of approval” by aurt affiliation: the effect of topic founding on
citation impact is over four times as large, arat tf topic recombination is approximately two
and a half times as large, for articles authoretbbyaffiliated teams relative to those by teams
without such an affiliation. In fact, neither typenovelty increases impact for non-top affiliated
author teams. We take these findings to be indieaif a self-perpetuating inequality in the
academic system—one that is intertwined with recenterns about academia’s deep-seated

guest for novelty (Barley, 2016; Durand et al., 20dan Witteloostuijn, 2016)—as ostensibly
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comparable contributions achieve widely differingpact, entirely contingent on where the

authors of the articles come from.

Theory and hypotheses

Topic founding and article impact

Since its emergence, the field of strategy hasesgad impressive growth in the number of
topics explored by its scholarly community (Duratdail., 2017; Hoskisson et al., 1999).
Foundational articles that introduce these newc®m the field offer a novel conceptual and
linguistic toolkit for future research to build upolopic founding thus brings in concepts and
vocabularies that are entirely new to the fieldfumdamentally reconstitutes the meaning of
existing concepts to form a new topic (Cornelis&dbdurand, 2012). Wernerfelt (1984) is a
prime example of a topic founding article in stgpteintroducing the resource-based view of the
firm.

Research on scientific and technological changentiig, 2001; Singh & Fleming, 2010)
suggests that there exists a first-mover advarftageundational articles compared to follower
articles, as they break new ground by startingva cenversation rather than merely adding to a
current conversation. A topic founding article tgrexhausts the implications of its fundamental
elements. Instead, it increases the number of gase@ad terms available in the field that can be
used in future work for extension, elaboration,fgstication, or other types of more cumulative
and detailed research (Autio, 2005; McKinley et #099). By opening up new frontiers, topic
founding therefore offers opportunities for felloasearchers to validate, qualify, and expand
upon the topic and to subsequently cite the foumndnticle.

Insofar as a study is new, different, or counteiitnte, it has a heightened potential to

deny taken-for-granted beliefs, challenge acceassdmptions, trigger intellectual debates, and
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compel fellow researchers to reconsider what theyght they understood (Corley & Gioia,
2011; Mintzberg, 2005). In fact, it has been sutggkthat there exists a systematic
preoccupation with fads and fashions in the s@meinces, such that a theory’s interest value
rather than its truth value determines its poptyamnd impact (Christensen-Szalanski & Beach,
1984; Davis, 1971). As a result, articles introdigcnew topics are also more likely to be
perceived as interesting by their audience (Da831).

Articles that merely refine an existing topic fagreater hurdles in achieving the same
level of impact. Narrow re-use of a topic can reButonceptual exhaustion, as possible
combinations are more likely to have been trieghtmceding works on the topic, making it
difficult (though not impossible) to utilize a tapn a novel manner (Fleming, 2001; Kim &
Kogut, 1996). Though topic reuse and refinemergldysequent articles within a topic area can
be highly valuable for the accretion of repeatatrld cumulative knowledge (Bettis et al., 2016;
Durand et al., 2017; Mezias & Regnier, 2007), tichat carefully verify or build upon extant
insights tend to be soon forgotten (Davis, 1971) @@ more likely to be classified by others as
mundane (Lindsay & Ehrenberg, 1993) or uncreatiadden, Easley, & Dunn, 1995).

Hypothesis 1 Articles that found new topics achieve greateraotghan articles that do

not found new topics
Topic recombination and article impact

Besides founding a new topic, researchers canratsonbine knowledge elements from
extant topics to generate novelty and to shapeduhinking (Fleming, 2001; Rosenkopf &
Nerkar, 2001). Topic recombination is centeredrandynthesis of existing topics to provide an
integrative theoretical structure that was notéhsefore (Fleming & Sorenson, 2001). It has

long been argued that recombination is one of #yesources of novelty across a variety of
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fields. For instance, Nelson and Winter (Nelson &, 1982) pose that “the creation of any
sort of novelty in art, science, or practical lifeconsists to a substantial extent of a
recombination of conceptual and physical matetlads$ were previously in existence”, while
Schumpeter (1934: 65—66) similarly associates iatiom with the “carrying out of new
combinations.” One well-known example of topic nedmnation in strategy research is Gulati’s
‘Alliances and Networks’ (1998), which recombinésneents from existing research on strategic
alliances with a social network perspective.

Strategic management has been a multidisciplinaly 6f inquiry from its inception
(Nerur et al., 2016). Due to its tradition of opesas to neighboring disciplines and the
development of its own theories and research ss€Burand et al., 2017), the number of
possible combinations of topics is literally “steggg” (Hambrick, 2004). As the number of
distinct topics being recombined in an article @ages, so does the probability of creating an
atypical or novel connection (Fleming & Sorensd®)2, Simonton, 1995). In particular, the
combination of dissimilar topics has the potertiigharmonize or contrast assumptions and
approaches that would otherwise have gone unnoligelde topics’ audiences had they
remained in isolation (Kaplan & Simon, 1990). ASces connect distant topics, they also
reduce the path length in the field’s network gfits and bridge previously unconnected topics
to encourage follow-up work from different subfigl(Schilling & Green, 2011). Recombination
thus provides researchers with a new point of dapaby setting up a novel integrative
theoretical structure or by critically reorganiziegjsting views into a new configuration (Dosi,
1982; Lee et al., 2015). This suggests that recoatbiy efforts accrue a larger stream of
citations compared to articles operating withinngle topic or a small number of highly similar

topics.
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Articles that refine a single topic or encapsubagmall number of similar topics search
locally to winnow and bound confined regions ofstixig knowledge space (Colquitt & Zapata-
Phelan, 2007; Fleming, 2001). Such incrementalrdmritons thus advance knowledge in a
more cumulative, path-dependent fashion (Dosi, 198®gressively exhausting opportunities
for important discoveries without opening up neshing grounds for fellow researchers
(Fleming, 2001; Kim & Kogut, 1996). As they tenddpeak, through their narrow scope of
recombination, to a small and specialized audiesweh) articles can be expected to achieve

relatively low impact (Schilling & Green, 2011).

Hypothesis 2 Topic recombination is positively related to aldiampact.

Top affiliation as a magnifier of the novelty premum

Because both types of contribution satisfy thedfgetlesire for novelty while providing
ample opportunities for future research to buildaad add to the original contribution, topic
founding and topic recombination yield, on averagapvelty premium in terms of citations.
However, not all novel contributions leave a renabitk impression on their field (Colquitt &
Zapata-Phelan, 2007), suggesting the existencrioiat contingencies that magnify or suppress
this premium by changing how ostensibly similar @lazontributions are received.

It is inherently more uncertain to assess the upidgrquality of novel research due to
the absence of prior similar contributions as enfraf reference (Azoulay, Stuart, & Wang,
2014; Fleming, 2001; McKinley et al., 1999). Furthere, it is increasingly difficult for
researchers to keep up with the enormous growtieivolume of scientific literature over time.
Merton (1968: 59) noted already in the 1960s thatgroblem ... is more defeating than the

effort to cope with the flood of published sciemtifesearch.” Authors have imperfect
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information about the quality distribution of otkeresearch, yet they have to decide which of
the numerous publications is a significant, highlgy contribution that is worth developing and
building upon (Medoff, 2006). Strategy scholarsfdlte same challenge: time is an increasingly
scarce and valuable resource, and it is imposslaiead everything in their area of interest,
especially given the ever-increasing quantity anerdity of topics and articles published in
strategy (Durand et al., 2017; Hambrick, 2004).

To save time and to reduce uncertainty, scholdenag&ly—consciously or
subconsciously—on readily observable cues that@melated with unobservable quality when
plowing through endless publications in their fi@ldedoff, 2006; Sauder et al., 2012). These
cues are often status-based signals that reflessijply with error) what scholars should attend
to in the overloaded scientific communication syst®eliance on such cues has been shown to
be most likely when quality is uncertain (Kim & Kjn2014; Simcoe & Waguespack, 2011),
when technical or artistic complexity is high (Lakd.ang, 1988; Podolny & Stuart, 1995),
when objective standards are absent (GreenfieBB)19r under conditions of high search costs
and attention scarcity (Simcoe & Waguespack, 2084 these conditions are particularly salient
for novel research, status-based cues should plap@ortant role in attracting fellow
researchers’ attention to articles that found oongbine topics.

One of academia’s most prominent cues stems fremathking of the different
universities in the field (Long et al., 1998; Say@®®06). The emergence, legitimation, and
propagation of these rankings has led to a cledustable division between ‘top’ and ‘non-top’
universities that is used by universities, reseans;hand other relevant stakeholdessan
indicator of institutional prestige and status @eét al., 2007; Martins, 2005). As affiliations

with highly regarded institutions serve as “gestsuseapproval’ (Gould, 2002: 1147), this status
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hierarchy provides readers with a simple, time{sgwieuristic to sort the ever-expanding list of
potentially interesting yet uncertain discoveriés1{ & King, 2014; Sauder et al., 2012).

Past research has consistently demonstrated ttettrau(broadly speaking: producers’)
location in the social status ordering is a lemsugh which the quality of their work is assessed
by a relevant audience. Azoulay, Stuart, and W2044) find that award-winning authors’ work
published before the award receive a citation hdbetigh the actual quality of pre-existing
work cannot possibly be altered by the award bestemt. This effect is stronger when quality of
the contributions is more uncertain, suggesting ninare opaquely valuable contributions tend to
be under-recognized if there are no social cuessieel the cloud of uncertain quality. Along
similar lines, Kim and King (2014) find that evalaes’ expectations about high status actors
lead them to unconsciously “see” quality in thos®es’ offerings, especially when quality is
ambiguous, whereas highly quality offerings of Istatus actors are more likely to be missed.
Using a natural experiment, Simcoe and Wagues2iKl) show how the presence of high
status authors leads to more attention to intestagtdards proposals as well as a higher
likelihood of proposals being accepted, yet onlyewkhere was considerable uncertainty about
quality of proposals.

These findings imply that the novelty premium utygeg topic founding and topic
recombining manifests itself more strongly wheariginates from high status scholars, whereas
it is suppressed for low status schofrarticles that introduce new topics or recombine
different topics harbor significant uncertainty abthe quality of the contribution to readers,

compared to articles that make a more incrementatiaus more certain contribution. We have

27 This does not preclude a presumably positive tatiom between high status affiliation and latenglity (e.g.,
Simcoe and Waguespack, 2011). At the heart of @umaent, however, is the well-established idea statts
hierarchy greatly affects how quality is perceivegtognized, and socially constructed. (Podolny Stucrt, 1995;
Sauderet al.2012).
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argued that author affiliation serves as an imparacial cue regarding what readers should
take notice of in the vast body of scientific laaire. It then follows that when novel
contributions are made by authors affiliated to ohthe ‘top’ universities in the field, readers
tend to approach such articles with “special camegking it more likely that such novel
contributions are appreciated and extended in spuiese research (Merton, 1968). In other
words, novel contributions are more likely to garpeer recognition if buttressed by
institutional prestige and reputational capitaaddp university (Medoff, 2006). Therefore, we
predict the positive effects of topic founding aogic recombination to be stronger for articles

written by authors with a top affiliation, and weakvhen the authors lack such an affiliation.

Hypothesis 3a The positive relationship between topic foundingd article impact is
stronger for articles by top affiliated teams than articles by teams without such an
affiliation.

Hypothesis 3b The positive relationship between topic recombamasind article impact

is stronger for articles by top affiliated teamsthfor articles by teams without such an
affiliation.

Topic modeling methodology and data
Methodology: Probabilistic topic modeling

We apply latent Dirichlet allocation (LDA: Blei at., 2003), a generative probabilistic model for
collections of discrete data such as texts, taladipublished i8MJ Probabilistic topic

modeling provides a statistical methodology to o&r and analyze latent themes underlying
large collections of textual data. The fundameptapose of LDA is to distill short descriptions

of documents in large collections of text whileg@eving the essential semantic features that are
useful for tasks such as classification and nowddtection (Blei et al., 2003), making it highly

suitable for our research question.
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LDA is based on the idea that each document irllaatimn (a corpus) is a distribution
over a set of topics and that each topic is aidigion over a fixed vocabulary of terms. Thus,
while all documents in a corpus share the samefsepics, each document exhibits these topics
in different proportions. LDA uses documents amchtein the documents, which are observed,
to recover the “hidden” topic structure, includitng topics, the distribution of topics per
document, and the distribution of terms per topiei, 2012; Blei et al., 2003). Co-occurrences
of observed terms in different documents are ugedfér the topic structure that most likely
generated the observed collection of documentsifthéion behind this is that terms are more
likely to originate from the same topic when theg aften used together than when they are
never or rarely used together. A key strength oALiDthat it does not require any labeling or
keyword application by humans before analysis, shahit does not rely on araypriori
knowledge about the documents. Rather, the topictstre emerges solely and automatically
from the texts in the corpus (see Blei et al., 2008a more in-depth discussion).

To clarify how LDA operates, Figure 4.1 illustratbe output of our LDA model for two
SMJarticles (“Alliances and Networks”, by Gulati, 1998low Much Does Industry Matter,
Really?”, by McGahan & Porter, 1997). The left hafithe figure shows the three most
important topics for these articles and a simglifiepresentation of the documents. Specifically,
in this illustration, each block represents onednarthe articles’ abstracts while a colored block
indicates that that specific word is one of therttyanost important words for of one of the three

topics2® The right half shows the articles’ actual topistdbutions over the 95 identified topics,

28 The actual topic model operates, of course, irvammore fine-grained manner using the full infotiora of all
word- and topic distributions. An intuitive represation similar to the one presented here can beddn Blei
(2012: p. 78). We have removed stop words and yigiflequent words from the simplified represematilf a
word belonged to the important word for two top(icsthis case: firm belonging to both topics 29 d@dd then we
did not color the relevant block. Also note that aatual topic model is estimated on the full tefxeach article,
rather than the abstracts.
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based on their full texts (topic model estimatismliscussed below). From this figure, it is clear
that McGahan and Porter (1997) has a clear sinfntars within topic 54 (with terms such as
‘effect’, ‘industry’, ‘variance’, and ‘corporate’)yith a large number of words in its abstract
being assigned to this topic. In other words, thiela nearly exclusively utilized words that

were very strongly associated with topic 54. Intcast, Gulati (1998) clearly combines topics 29
(consisting of terms such as ‘network’, ‘firm’,étj and ‘social’) and 41 (‘alliance’, ‘partner’,
‘firm’, and ‘formation’). This is also evident bagen its abstract, where a mix of words from the

network-focused topic and the alliance-focuseddape used.

McGahan and Porter (1997)
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Figure 4.1: Graphical illustration of LDA.
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Modeling the field of strategy: Sample, data cleamig, and model choice

We collected the full body of work published$MJfrom its founding in 1980 up to and
including 2010 (this endpoint was chosen to enablarticles to accrue at least five years’ worth
of citations). Since its emergence following Schedrathd Hofer’s (1979) classic volume, the
field of strategic management has undergone rapith and increasing maturity (Hoskisson et
al., 1999; Phelan et al., 2003MJ since its founding in 1980, has especially seagthe
flagship journal of the field, providing research&rith a dedicated forum for publishing strategy
research. Because of th&ylJfunctions as the central repository of knowledgedpced by
strategy scholars (Nerur et al., 2016), therebyesgnting major research efforts in the fi€ld.
We excluded editorials and very short communicatioihless than five pages, resulting in a
sample of 1,67&MJarticles.

We cleaned every article in the sample by manualtyoving header and footer
information, titles, abstracts, acknowledgmentsl aaference lists, and followed standard
practice (e.g., Blei & Lafferty, 2007; Kaplan & Vi&ik2015) by removing highly infrequent
words (those appearing fewer than 50 times in twtah fewer than ten articles) and stop words
such as ‘the’, ‘but’, or ‘with’, as these sectiarsd words tend to not convey any substantive
meaning (Blei & Lafferty, 2007). To further streand the estimation of the topic models, we
manually replaced all plural words with their siteyuorms. This approach was chosen in favor
of automated stemming of words, as such stemmimdsteo result in topics that are less
interpretable and meaningful (Newman, Noh, Talkegrimi, & Baldwin, 2010). These cleaning

steps resulted in a total of 6,893,481 words adiusd,6735MJarticles, with 8,160 unique

2% See Nerur et al. (2008) and Ramos-Rodriguez &-Raizarro (2004) for a similar rationale in focusiog
articles inSMJwhen investigating the knowledge structure of pivdtal moments in the field of strategy.
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words. The five most frequent words in the corpesenfirm’, ‘market’, ‘industry’,
‘performance’, and ‘strategy’.

The crucial choice when using LDA is setting thenier of topics to be estimated by the
algorithm. As there are no hard decision ruleslalibg, researchers typically opt to set the
number of topics to 100 in order to keep subseguéertpretation of topics manageable (Blei &
Lafferty, 2007; Kaplan & Vakili, 2015). In order taore carefully calibrate our choice of the
number of topics, we ran a series of LDA modelhwéarying topic numbers which we then
compared in an iterative manner. We started by eoim@ the outputs of topic models with 25,
50, 100, and 150 topics. For each model, we scretinot only whether each topic was
coherent and interpretable, but also whether eagigle in the corpus was meaningfully
assigned to topics based on the actual conteheddrticle. This resulted in a second round of
models with 75, 90, 100, 110, and 125 topics, alequently to further convergence to models
with 90, 95, and 100 topics. Based on this finaha), we decided to set the number of topics to
95. All these comparisons were made before any atieyses to ensure that the topic number
is established independent from the models thabteshypotheses. We estimated our topic
models using Variational Expectation-Maximizati&fEM, cf., Blei et al., 2003); the final

model of 95 topics converged after running 28 tterss and 16.09 hours.

Regression analyses

Dependent variable
We measuréArticle impact’ as the number of forward citations to the artgifece its
publication (Bergh et al., 2006; Judge et al., 200drtin & Irvine, 1983; Stremersch et al.,

2007). Citation data were obtained through ThonReuters’ Web of Science up to and
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including 2015, thus allowing articles to accrudeatst five years’ worth of citations (analyses

with five-year forward citations are reported a®laustness check).

Explanatory variables

We measurélopic founding’by creating a dummy variable that takes on thaevahe when the
article belongs to the set of articles that firsédi a given topic (based on the highest loading
topic assigned to the article by the LDA model) aetb otherwise. For each topic we check in
which SMJissue it first appeared, and include in the sébonding articles all those that utilized
the topic in the twelve months after first publioat(cf., Kaplan & Vakili, 2015, for the same
time window to identify topic founding patents).i$lallows for simultaneous discovery of
topics within the same time period but not necelgsaublished in the same journal issue.
Models where we restrict topic founding articleghe very first publication yield the same
results for all hypotheses and are available upgoest.

We measurélopic recombinationby calculating the extent to which the article
combines different topics, corrected for the exterwhich each topic being combined is new
compared to work in the past decade as well asithéarity between the different topics being
recombined. We calculate topic recombinatiomasmb; ; = ¥(0),)(1 — 0,,,)(6,)(1 —

0,.)(1 — Sy,), whered, ; andg, ; refer to articld's assigned topic weights for topicand|
(each ranging from 1 to 95 and@l,,t represent the average topic weight for togiasd|
across alSMJarticles published in the ten years before yedrpublication, capturing the extent

to which the article builds on more or less newdsy$, ; denotes the similarity between toplcs
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andl in the terms that they utilizZ€.In other words, our topic recombination measucems a
higher value when an article combines more tomssr{dicated by substantial weigldt®n
multiple topics rather a high weight for only agimtopic), when these topics are relatively new
(as indicated by low values 6f meaning that little prior work utilizes the fodabpics), and

when they are distant from each other (suchShats low, indicating that the two topics build
on less similar vocabularies). Note that, when assg that each topic in our model is distinct
from one another and that each topic is entirely,rr formula of topic recombination reduces
to the usual Herfindahl-Hirschman ind&x.

For our measure off'op affiliated authors, we utilized the UT Dallas Business S¢hoo
Research Ranking in identifying top ranked unive¥si We chose this ranking over other
rankings because the UT Dallas ranking is baselligixely on research output of the
universities’ business schoohaking it attractive given our focus on researdhteg variables.
Most other rankings take research as a componeheintotal ranking or are focused on ranking
education programs rather than research. We casduienmy variable that takes on the value one
if the affiliation of any of the authors on an al#i has been ranked in the annual top 25 any time
between 1990 and 2010, and zero otherwise (wetrapatyses with alternative cut-off values as
a robustness check). This results in a list of &ifjue universities. In testing Hypotheses 3a and
3b, we split the sample based on this dummy vajad our theory implies that articles authored

by top affiliated teams are evaluated differentigrt those not authored by top affiliated teams.

30 This is calculated as a pairwise correlation based matrix with topics as columns and terms asyvith each
cell recording the probability of the respectivenidbeing assigned to the respective topic as pexiby the topic
model. If two topics receive similar term assigntsetheir correlation will be high, indicating thate topics build
on similar vocabularies.

31If S equals zero whek# | and bothd, . and@, ., equal zero, theR (0, ;) (1 — 0, ) (0;)(1 — 0,)(1 — Sy) =
YOk (611 = Sk) =X (6k)(01:) = Ok (01 (Si)) =1 = X(6ie) (01, (Sk) = 1 = X(Ox,)* , which is the
traditional HHI measure of diversity. We thank amoaymous reviewer for suggesting to correct foica@wness.
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This would suggest that not only our effects oéiast may vary between the subsamples, but so

may the effects of all other variables.

Control variables

We control for a variety of author- and articledévariables that may be related to both
article novelty as well as article impact. Firstdgerhaps most importantly, we include two
control variables that proxy for author capabiltyd status, as more capable or higher status
authors may do more (or better) topic foundingomid¢ recombination and at the same time
attract more citations. To this end, we include‘tiverage impactacross all publications in top
management journals (excluding book reviews anyg sieort communications) by members of
the author team between 1980 and 2015, excludmfpttal article, with impact tallied up to and
including 2015 This measure is computed for every team membenanzike the highest
value within each team. This variable should prevadgood proxy for author capability, as
average article impact reflects the overall qualityhe author’s body of work (Eysenbach, 2006;
Geller, de Cani, & Davies, 1978). This variabléog-transformed to correct for skewness,
although results are unaffected by alternative ifipations.

To proxy for individual status, we construct a esmf co-authorship networks based on
all publications (excluding book reviews and venpid communications) in top management
journals using ten-year moving windows (that i, finst network is based on publications

between 1980 and 1989, the second on 1981 thra@@® and so forth). We then calculate for

32 We include the following seven top managementrjals: Strategic Management Journal, Academy of
Management Review; Academy of Management Jouroaindl of International Business; Organization Se;
Management Science; Administrative Science Quart€itation data are obtained via Web of Sciencethessame
author may appear in slightly different name vasan different journals or issues (e.g. CatheNheéBanbury and
Catherine Banbury), we manually consolidated athars names to avoid undercounting of top journdiligations
and citations made to them.
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each of these networks thgetweenness centralitgf all authors and match these time-varying
scores to the authors of the focal article (Freerhfii7). We use normalized betweenness
centrality to foster comparisons across yearfidfauthors of the focal article do not appear in
the network we assign a value of zero. We takditjeest value among the team members and
log-transform the variable to correct for skewnéissugh results are unaffected by alternative
specifications. Since this measure is based om publications, it also controls for the number
of publications in the past ten years.

We include théPercentage of female authonsi the team, as articles by female authors
may differ from those authored by male authorsraag also achieve differing impact (Ding et
al., 2006; Lariviéere et al., 2013). For similargens (Lee et al., 2015; Uzzi et al., 2013), we
control for author team size with dummies that takehe value one when there arevd
authors, when there areThree authors or when there ard=our or more authorsand zero
otherwise (sole-authored papers are the baselieg@y).

At the article level, we control for th®ércentage of self-citations the focal article’s
reference list, as those authors who self-cite méte may be more committed to promoting
the focal article for visibility (Stremersch et,&007). We additionally include thBltmber of
pages’of the article, log-transformed, since longer &8grovide more room to develop novel
theory while also functioning as an indicator ojty (Bergh et al., 2006). We also control for
whether or not the article was tHeead article’in its issue of publication (serving as an editoria
seal of approval to the article), and whether drthe article appeared in &pecial issueof
SMJ with special issues serving a distinct role ieating and disseminating new knowledge
(Olk & Griffith, 2004). Similarly, we control for Wwether the article was published as a

‘Research noter communication, as such articles may allowdifferent opportunities for
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novelty creation and set different expectationgiftbe reader. We control for the articlelstie
lengtHh in characters, log-transformed, as titles seiéha attention grabber for articles and
because longer titles are more informative yetaatve of article complexity (Stremersch et al.,
2007). Finally, we include a set of éar dummiégo control for any unobserved effects that
affect all articles in the sample, such as yeaydar shifts in selection criteria for acceptance at
SMJand general trends of publishing and referenairthe field. The year 1990 serves as the

baseline category.

Regression model

We model article impact using negative binomiakesgion as it is of a count nature and
exhibits overdispersion. Following recommendatiforghe interpretation of effects in non-
linear models (Greene, 2010), we compare averaghqbed article impact at different levels of

our variables of interest. We report robust stath@arors for all models.

Regression sample

Figure 4.2 shows the rate of topic foundingiMJover the full 1980-2010 time period,
together with some representative examples of $ofike rate of topic founding is clearly
extremely high in the initial years 8MJ as all articles published in 1980 are by consimac
classified as topic founding articles. Moreoveg thitial decade o$MJ(and the field of
strategy at large) was characterized “by a highekgf disorder” and rapid expansion (Nerur et
al., 2016: 1075). Because of th&lJs role as a central source of strategic management
knowledge became manifest only from 1990 onwardsdPferently, SMJs status and role in

the field, its selection criteria, and publishinglacitation practices may not be comparable in
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Figure 4.2: Topic founding incidence i8MJ(1980-2010) with representative examples of fodnogics.
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this initial decade relative to later years (seel@met al., 20023 To avoid topic founding

effects being confounded by journal and field faungcdeffects, we exclude from our regression
analyses articles published between 1980 and 1T98%, though our topic model is based on the
entire 1980-2010 time period, our regression moakddased on the 1,344 articles published
between 1990 and 2010. In addition to being morsexvative, this approach has the benefit of
allowing us to create measures utilizing movingdeiws (most importantly, it enables topic
newness correction for the recombination measure).

It is worth noting here that Figure 4.2 correspoddsely with prior work investigating
the topics discussed in strategic management ower(Hoskisson et al., 1999; Nerur et al.,
2008; Ramos-Rodriguez & Ruiz-Navarro, 2004). SimidaHoskisson and colleagues (1999),
we identify a strong focus on firm-level strateglanning and processes in the field’s initial
years, which shifts outwards to the level of sgatgroups and industries in later years. Our
model also captures how the resource-based vighedfrm was introduced with Wernerfelt
(1984), yet “when the paper appeared in 1984, & myaored” (Wernerfelt, 1995: 171) and
picked up only in later years (see Ramos-RodriguBuiz-Navarro, 2004). In addition, we
identify the founding of topics on firm innovatig¢im 1995), stakeholders (1999), and alliances
and alliance capabilities (2000), suggesting thattendulum of strategic management as
discussed by Hoskisson and colleagues (1999) hasgsback towards a theoretical focus
outside of the firm. Overall, our topic model thiere seems to have a high level of face validity

in terms of the topics it identifies and their egece over time.

33 We thank an anonymous reviewer for this suggestion
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Results

Table 4.1 contains descriptive statistics for ample of 1,3446MJarticles published between
1990 and 2010. Though we observe that articles toftaffiliated authors, on average, achieve
greater impact, we do not see very pronouncedrdiifees in the percentage of articles that
found new topics (4% of 803 articles authored lyyadiliated teams versus 2% of 541 articles
written by non-top affiliated teams) nor in thedéy of topic recombination (average
recombination equals 0.58 for articles authoredtbipyaffiliated teams versus 0.59 for articles
authored by non-top affiliated teams).

Table 4.2 shows negative binomial regression tes$oit article impact. Model O
functions as our baseline model. This model shbzvasduthor quality, proxied by the highest
average impact (excluding the focal article) amthreggauthor team members, is strongly and
positively related to focal article impact (averagarginal effect = 20.6% = 0.000). Compared
to sole-authored papers, articles authored bydouanore individuals tend to be cited less often
(26.54 fewer citationgy = 0.093), and author teams that self-cite at adrighte attain
marginally higher article impact (average margeféct = 2.51p = 0.076). Longer papers tend
to get cited more often (average marginal effe¢d=4,p = 0.000), as do lead articles of the
issue of publication (20.81 more citatiops; 0.099). Publication in special issuesSdflJis
strongly related to article impact (73.67 moretaitas,p = 0.000).

We introduce the indicator for topic founding ad&in Model 1, and find that articles
founding new topics, on average, accrue 64.59 witagons compared to articles that do not

found new topics (from 130.12 to 194.72 citatiqms, 0.037), supporting Hypothesis 1
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Table 4.1: Descriptive statistics and correlations
Full 1990-2010 sample (n = 1,344)

Top 25 afféd (n = 803)

Non-top 25 affiliated (n =154

Mean S.D. Min. Max. Mean S.D. Min. Max. Mean S.D. Nh. Max.
(1) Article impact 137.10 273.67 0.00 5,585,00 ®563.309.85 2.00 5,585.00 112.67 206.61 0.00 3,433.00
(2) Founding article 0.03 0.18 0.00 1.00 0.04 0.19.00 1.00 0.02 0.15 0.00 1.00
(3) Recombination 0.59 0.13 0.00 0.79 0.58 0.14 00.0 0.79 0.59 0.13 0.02 0.79
(4) Top affiliated 0.60 0.49 0.00 1.0 1.00 0.00 001. 1.00 0.00 0.00 0.00 0.00
(5) In(1+Average impact) 4.34 1.49 0.00 7.28 4.72 .071 0.00 7.28 3.78 1.82 0.00 6.60
(6) In(1+Author centrality) 0.11 0.22 0.00 1.52 ®.1 025 0.00 1.52 0.05 0.13 0.00 1.06
(7) % of team female 18.33 30.29 0.00 100,00 19.580.80 0.00 100.0(¢ 16.45 29.44 0.00 100.00
(8) One author 0.27 0.44 0.00 1.00 0.22 042 0.00 .001 0.34 0.47 0.00 1.00
(9) Two authors 0.47 0.50 0.00 1.00 0.5 0.50 0.00 .001 o042 0.49 0.00 1.00
(10) Three authors 0.21 0.41 0.00 00 0.22 0.4100 0. 1.00 0.2 0.4 0.00 1.00
(11) Four or more authors 0.06 0.23 0.00 1.00 0.070.25 0.00 1.00 0.04 0.21 0.00 1.00
(12) Team self-citation 3.44 3.99 0.00 42,86 3.81 .104 0.00 41.18 2.9 3.75 0.00 42.86
(23) In(No. of pages) 2.74 0.39 161 3.60 2.77 0.31.61 3.50 2.7 040 1.61 3.5
(14) Lead article 0.18 0.38 0.00 1.00 0.21 0.41 00.0 1.00 0.13 0.33 0.00 1.00
(15) Special issue 0.14 0.34 0.00 1/00 0.18 0.3800 0. 1.00 0.08 0.27 0.00 1.00
(16) Research note 0.13 0.34 0.00 1,00 0.12 0.3300 0. 1.00 0.15 0.36 0.00 1.00
(17) In(Title length) 4.37 0.36 2.77 5.12 4.37 0.372.77 5.12 4.38 0.34 3.00 5.08
“Qa @ & @ 6 ¢ " G (9 (10 d1) @2 (13) (14 (15 (16)
(2) Founding article 0.08
(3) Recombination 0.08 0.02
(4) Top affiliated 0.07 0.04 -0.04
(5) In(1+Average impact) 0.17 0.03 0.02 0.31
(6) In(1+Author centrality) -0.04 -0.04 0.00 0.22 .29
(7) % of team female 0.00 -0.00 -0.00 0.05 0.03020.
(8) One author 0.03 0.01 0.02 -0.13 -0.21 -0.23030.
(9) Two authors 0.01 -0.00 -0.02 0.07 0.07 -0.02040.-0.56
(10) Three authors -0.02 -0.00 0.01 0.02 0.09 0.4®02 -0.31 -0.48
(11) Four or more authors -0.05 -0.01 -0.01 0.05100.0.23 0.00 -0.15 -0.23 -0.13
(12) Team self-citation 0.09 0.08 -0.05 0.11 0.18.070 -0.09 -0.08 -0.01 0.03 0.11
(23) In(No. of pages) 0.10 -0.06 -0.01 0.08 0.09110. 0.10 0.02 0.00 0.00 -0.05 -0.14
(14) Lead article 0.08 -0.01 0.00 0.10 0.11 0.07030. 001 0.02 -0.01 -0.05 -0.01 0.22
(15) Special issue 021 0.12 0.05 0.14 0.11 -0.06010 0.09 -0.01 -0.06 -0.03 0.13 0.07 -0.09
(16) Research note -0.11 -0.01 -0.02 -0.04 -0.04020.-0.03 -0.10 -0.00 0.08 0.05 0.08 -0.60 -0.1611%0.
(17) In(Title length) -0.13 -0.03 0.06 -0.02 -0.030.09 0.03 -0.09 0.01 0.05 0.05 -0.10 0.07 -0.04140. 0.02
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Table 4.2: Results of negative binomial regression

Outcome: Model 0: Model 1: Model 2: Model 3a: Model 3b:
Article impact Baseline Topic Topic Top 25 Non-top 25
founding recombination  affiliated affiliated
Founding article 0.40* 0.41* 0.37+ 0.14
(0.16) (0.16) (0.19) (0.20)
Recombination 0.77** 0.83** 0.46
(0.22) (0.27) (0.31)
Top affiliated 0.01 0.01 0.02
(0.07) (0.07) (0.07)
In(1+Average impact) 0.16*** 0.16*** 0.15%** 0.26** 0.11%**
(0.02) (0.02) (0.02) (0.04) (0.03)
In(1+Author centrality) -0.12 -0.13 -0.12 -0.05 4B+
(0.13) (0.13) (0.13) (0.14) (0.26)
% of team female 0.00 0.00 0.00 0.00 0.00
(0.00) (0.00) (0.00) (0.00) (0.00)
Two authors -0.01 0.00 0.00 -0.10 0.07
(0.09) (0.09) (0.09) (0.12) (0.11)
Three authors -0.11 -0.11 -0.11 -0.22+ -0.05
(0.10) (0.10) (0.10) (0.13) (0.12)
Four or more authors -0.21 -0.20 -0.18 -0.22 -0.41*
(0.13) (0.13) (0.14) (0.17) (0.16)
Team self-citation 0.02+ 0.02+ 0.02+ 0.01 0.02+
(0.01) (0.01) (0.01) (0.01) (0.01)
In(No. of pages) 0.56*** 0.57%*=* 0.57**=* 0.61%** 058***
(0.11) (0.11) (0.11) (0.14) (0.14)
Lead article 0.15+ 0.14+ 0.13 0.13 0.20
(0.09) (0.09) (0.08) (0.10) (0.12)
Special issue 0.48%** 0.46%*** 0.44%** 0.21 0.84%*=*
(0.11) (0.11) (0.11) (0.13) (0.18)
Research note -0.05 -0.06 -0.06 0.05 -0.25
(0.12) (0.12) (0.12) (0.14) (0.16)
In(Title length) -0.15 -0.16 -0.17+ -0.20+ -0.01
(0.10) (0.10) (0.10) (0.12) (0.15)
Intercept 3.08%** 3.05%** 2.66*** 2.22%** 2.35*
(0.512) (0.51) (0.52) (0.59) (0.79)
Year dummies Yes Yes Yes Yes Yes
o 0.79%** 0.78*** 0.77%** 0.75%** 0.70%**
(0.04) (0.04) (0.04) (0.04) (0.04)
Wald y-squared[df] 477.18[33] 485.67[34] 506.26[35] 3893 291.05[34]
Log pseudo likelihood -7,641.90 -7,637.55 -7,628.62 -4,637.34 -2,944.67
No. of observations 1344 1344 1344 803 541

Notes Robust standard errors in parentheséds.the estimate of the dispersion parameter, sighificant estimates
indicating that the data are over-dispersed antetter estimated using negative binomial regrestfian Poisson
regression.

p<0.1; * p<0.05; **: p <0.01; **: p < 0.00 two-tailed.

191



Model 2 then adds the measure of topic recombinatéhile the effect of topic founding
persists, we also find support for Hypothesis aréisles that recombine topics achieve greater
impact: the average marginal effect of topic recoration equals 102.4E 0.001). As topic
recombination cannot increase by a full unit (itges from 0 to 0.79, see Table 1), we evaluate
its effect size by comparing predicted article ictpet meaningful readings of topic
recombination: it increases from 106.62 citatian448.39 citations as topic recombination
increases from thé™percentile (0.312) to the 95ercentile (0.740). Overall, these findings
provide strong support for both Hypotheses 1 arak2¢pic founding and topic recombination
both greatly increase article impact.

We continue by splitting our sample based on wéretin not the article has any authors
affiliated to a top university. Model 3a contaiegression results for the 803 articles for which
the authors have such an affiliation, while Modelc®ntains regression results for the remaining
541 articles for which the authors do not have sarchffiliation. While topic founding is
associated with an increase of 65.12 citationsr(fid5.39 to 210.51 = 0.100) for articles
authored by a top affiliated team, this increasaniy 15.67 (from 107.41 to 123.08 citatiopss
0.530) for those authored by non-top affiliatedrisaThe citation premium due to topic
founding is therefore 4.17 times as large for Eti@uthored by top affiliated teams compared to
articles written by non-top affiliated teams. Saniy, topic recombination has a strong and
positive effect for the top affiliated subsampledi@ge marginal effect = 123.51= 0.004), yet
does not significantly increase impact for the nop-affiliated subsample (average marginal
effect = 49.16p = 0.151). The citation premium due to topic recorabon is thus 2.51 times as
large in the top affiliated subsample compared&oron-top affiliated subsample. These

findings are in strong support of Hypotheses 3a3nd
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We also observe that several control variable® mather distinct effects on article
impact in each of the two subsamples. For instaantieles by research teams of four or more
authors with none of the authors affiliated to topversities accrue significantly lower predicted
impact than sole-authored papers—a pattern that wloieemerge for teams when at least one
author is top affiliated. Similarly, a positive et of self-citation emerges only for non-top
affiliated research teams. Moreover, while articlegten by top affiliated teams do not gain
significantly from appearing in a special issuenfop affiliated authors achieve much higher
impact by publishing articles in special issuesv@ttheless, publication as a research note only
harms impact for non-top affiliated authors. Thi#sdings corroborate the core logic of our
moderation hypothesis that articles by top afilthteams are evaluated differently from those

by teams lacking such an affiliation.

Robustness checks

We conducted a number of additional analysesgdesasthe robustness of our findings.
The results of these models are reported in TaBleHrst, we considered alternative cut-off
points for splitting our sample into top- and nop-affiliated articles. When we split the sample
based on whether or not the article has any auiffibated to a top 15 university, we find that
topic founding has a positive and significant effeche top affiliated subsample (coefficient =
0.38,p = 0.053), yet not in the non-top affiliated subgéa(coefficient = 0.09p = 0.626). The
coefficient for topic recombination is larger irettop affiliated subsample (coefficient = 0.8,
=0.007), but it is now also significant in the Aop affiliated subsample (coefficient = 0.¢6+

0.019), such that the differential returns to reboration
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Table 4.3: Results of robustness checks (RC)

Outcome: RC1: RC1: , RC2: RC2: | RC3: RC3: RC3: |, RC4:
Article impact Top 15 Non-top ! Top 50 Non-top :5-yr cites, 5-yr cites, 5-yr cites,: Status
15 50 | main top 25 non-top , switches
! I effects 25 !
Founding article 0.38+ 0.09:  0.38* 0.231 0.36™* 081 0.25 1 -0.03
(0.20) (0.19) , (0.19) (0.21), (0.12) (0.12) (0.21) .8®)
Recombination 0.78* 0.66* 1 0.89*** 0.45 1 059 0B*  0.49+ 1 1.55*
(0.29) (0.28) , (0.25) (0.40),  (0.18) (0.21) (0.27) (0.67)
Founding article * ! ! 1 2.44+
Top affiliated : : L (1.39)
Recombination * ! ! 1 -0.53
Top affiliated : : L (1.02)
Top affiliated ! ! 1041
: : \ (0.60)
In(1 + Average 0.29%*  0.10%*1 (0.23%*  (0.12%* 1 0.11** 0.20**  0.07** 1 -0.18
impact) (0.04) (0.03),  (0.03) (0.03) (0.02) (0.04) (0.02), (0.19)
In(1 + Author -0.03 -0.27+1  -0.09 -0.98" -0.03 0.0 -022 1 0.00
centrality)  (0.17) (0.15),  (0.13) (D4, (0.11) (0.13) (0.23), (0.39)
% of team 0.00 0.00 ! 0.00 0.00! -0.00 -0.00 0.00 00.0
female (0.00) (0.00); (0.00) (0.00) .0® (0.00) (0.00) | (0.00)
Two authors -0.12 0.10'  -0.03 0.08! 0.00 -0.04 0.03 .48
(0.13) (0.10) , (0.10) (0.12);  (0.06) (0.09) (0.08) (0.27)
Three authors -0.22 -0.051  -0.21+ 0.08 -0.06 -0.14 0.02 ' 0.28
(0.14) (0.11) , (0.12) (0.15);  (0.08) (0.11) (0.1G) (0.34)
Four or more -0.18 -0.33*1  -0.23 -0.23 -0.09 -0.10 -0.31* 1 0.36
authors (0.20) (0.14] (0.16) (0.23) (0.12) (0.15) (0.15) ,  (0.43)
Team self-citation 0.01 0.02* 0.01 0.021 0.02* 0.01 0.03** 1 0.03
(0.01) (0.01) | (0.01) (0.01);  (0.01) (0.01) (0.01) (0.04)
In(No. of pages) 0.54%  0.62%*1 (0.64** 0.57%* 1 Q57**  (.56%* (0.59%* 10,87
(0.15) (0.13) ; (0.12) (0.17);  (0.08) (0.11) (0.1G) (0.24)
Lead article 0.15 0.18+1 0.10 0.24 0.14* 0.17* 0.15 0.15
(0.11) (0.11) ;  (0.09) (0.18);  (0.06) (0.08) (0.1G) (0.21)
Special issue 0.26+  0.63*  0.23+  1.01*F 0.26"* .D4 0.48** 1 0.37
(0.14) (0.16) ; (0.13) (0.21);  (0.08) (0.09) (0.14) (0.33)
Research note -0.04 -0.12 0.02 -0.3D 0.01 0.07 1-04 0.33
(0.15) (0.15) , (0.13) (0.19);,  (0.09) (0.12) (0.13) (0.23)
In(Title length) -0.21+ 0.06 1 -0.14 -0.08! -0.12 91 -002 ' 0.08
(0.12) (0.13) , (0.10) (0.18),  (0.08) (0.09) (0.12) (0.23)
Intercept 2.42%  1.75% 1 1.96%*  254* 1 (.38 0.19 09 ' 212
(0.62) (0.72) , (0.55) (0.89),  (0.40) (0.48) (0.63) (1.46)
Year dummies Yes Yes 1 Yes Yes! Yes Yes Yes Yes
Author dummies No No | No No No No No , Yes
o 0.75%*  Q.71%* 1 0.74%* (Q.71%* 10,520 (050%* (. 49%= 1 (.23%*
(0.05)  (0.04) 1 (0.04)  (0.05); (0.03)  (0.05  (0.04) .0®
Wald y-squared 386.76  324.7Q  433.33  324.70 616.90 367.5893.29 , n.a.

Log pseudo -3,906.51 -3,676.18' -5,613.02 -3,676.18' -5,461.92 -3,293.80 -2,129.941 -1,134.05
likelihood | | |
No. of observations 671 673 ! 978 366 ! 1344 803 5411
Notes Robust standard errors in parentheses. \Walguared[df] is missing for RC4 as the number dfiau
dummies makes the model of insufficient rank tdfqzen the model test with robust standard errorsuRe persist
without robust standard errors, and the Watdjuared statistic then equals 33134 [0.000, d.f. = 114] for RCA4.
" p<0.1; * p<0.05; **: p <0.01; **: p <0.00 two-tailed.

224

194



are less pronounced when splitting the sampleisntianner. When splitting the sample based
on top 50 universities, we find that the topic fding has a positive and significant effect in the
top affiliated subsample (coefficient = 0.385 0.050), yet not in the non-top affiliated
subsample (coefficient = 0.28= 0.281). The coefficient for topic recombinati@much larger
in the top affiliated subsample (coefficient = Q.% 0.000) than in the non-top subsample,
where it is non-significant (coefficient = 0.45= 0.260).

We also assessed whether our findings persist whiewy five-year forward citations
rather than the total number of citations by theé eh2015. The analysis provides consistent
support for our hypotheses: the main effects oictégunding and topic recombination remain
positive and statistically significant (coefficientd.36,p = 0.001 and 0.59 = 0.001,
respectively). As before, topic founding has a sigant effect in the top affiliated subsample
(coefficient = 0.31p = 0.007) but not in the non-top affiliated subsaen(gloefficient = 0.25p =
0.227). Similarly, topic recombination is stronglgsitively associated with impact in the top
affiliated subsample (coefficient = 0.5 0.006), but has a much less significant effe¢che
non-top affiliated subsample (coefficient = 0.$% 0.068). Thus, our hypothesized effects
already manifest quickly after publication, thowagain the differential returns to recombination
are less pronounced.

Finally, in order to more firmly establish the sateffect of top affiliation via
moderation, we turned to a ‘within-author’ appro&ghleveraging the fact that some authors
have multiple articles that are allocated to bbthtop and non-top groups over the course of
their careers. Such within-estimation removes nsouyrces of omitted variable bias that plague
cross-sectional comparisons, but a second estimptablem arises: because authors themselves

often choose whether and when to move betweenréiffeiniversities, switching from a non-top
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university to a top one or vice versa may be endoge so that such a status change incorporates
expectations of future performance in term of @@impact. Indeed, it is not unusual that the
most talented and promising scholars disproportenaeek employment at high status
institutions. To address this problem, we restddtes robustness check to authors who switch
between the top and non-top subsamples only byevot their co-authors changing affiliation,
which is most likely outside the control of the &author. If, controlling for author fixed effects
and focusing on this particular group of authors,still find significant moderating effects of

top affiliation, then we will be more confident alidhe causal nature of our theorized
mechanisms.

To perform this check, we first disentangled eaticla in the sample into separate rows
for each author and removed authors with one paiidic, resulting in 1,659 author-article
observations. Among these, there were 195 chrormabgwitching pairs within which one
article was top affiliated and the other was notresponding to 128 authors. We followed
several decision rules in creating these pairst Hiran author has multiple publications after a
status switch, then we only keep the first postcwpublication (e.g., the sequence [topl, non-
top2, non-top3] yields only [topl, non-top2]). Sedpif the author switches back and forth over
time, then we allow for duplicate entries (for arste, [topl, non-top2, top3] splits into [topl,
non-top2] and [non-top2, top3]). Third, if an autias multiple publications within the same
year, we allow for all possible combinations (é&.@n author has [topl] in one year, and [non-
top2] and [non-top3] in the next year, both [top&n-top2] and [topl, non-top3] are created).

Then, from the above 195 chronological switchingg@ae isolated those in which the
observed status switch was not the result of thalfauthor her- or himself switching affiliation,

but rather of one of her or his co-authors switghi total of 112 such pairs were identified,
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resulting in a sample of 224 observations. It isttvooting here that the greatly reduced sample
size in combination with author fixed effects tontrol for any unobserved time-invariant factors
provides a substantially more conservative estirtiete our earlier analyses on the full sample
of articles inSMJ We estimated unconditional fixed effects negativeomial regression models
by including focal author dummies in addition tbather control variables. Given that we were
interested in assessing effects within authorsyses interactions between the top-affiliation
dummy and topic founding and topic recombinati@ther than splitting the already very small
sample.

We find a positive and marginally significant irdetion between top affiliation and the
topic founding variable (coefficient = 2.4d = 0.080), indicating that the effect of topic
founding is larger when the focal author is paraabp affiliated team, compared to when the
author is not. In contrast, we do not find a siigaifit interaction effect between top affiliation
and topic recombination (coefficient = -0.587 0.602). Meanwhile, the main effect of topic
recombination is positive and substantial (coedfiti= 1.55p = 0.021), suggesting that topic
recombination is rather uniformly rewarded in thgorously constructed small sample. We
interpret this robustness check as providing evideronsistent with those of the main analyses
in that topic founding is subject to a stronger erading effect than topic recombination. In fact,
we do not observe the latter moderating effecth specific small group of authors. This is
perhaps because topic founding is subject to lagaluation uncertainty than is topic
recombination, which is consistent with the fundataknature of the novelty created in each
type of contribution: compared to topic foundingpit recombination is relatively less radical in
nature, as it explicitly recombines existing resbastreams that fellow researchers may already

be familiar with.
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Post-hoc analyses

In order to identify possible avenues through whash status scholars can achieve impact
through novel work, we conducted a post-hoc analiere we interacted all our control
variables with the recombination variable for bsthlbsamples. We focus only on the
recombination variable, as there are insufficiepid founding articles to conduct this analysis in
each subsample. Moreover, our robustness chegexticular seem to point towards
recombination as being an especially valuable payhe impact for low status scholars. For this
analysis, we also opted to replace the author nudhlmamies with a continuous
operationalization to prevent spreading the datahm for this control variable. For all reported
differences below, we take low values to be tgércentile and high values to be th&95
percentile of the relevant variables.

Starting with the top affiliated subsample, weyoimd a strongly significant and positive
interaction effect between self-citations and rebmation (coefficient = 0.18, p = 0.003). The
average marginal effect of recombination changemdtically as the percentage of self-citations
in the reference list changes from low to high eatuvith no self-citations, the average marginal
effect of recombination equals 19.§550.712). When 10.71 percent of the referenceniste
up self-citations to the author team, the margafict becomes 339.18 € 0.003). We interpret
this result as capturing either a tendency tom&lfnote more widely, but it may also represent
an ability of top affiliated teams to successfukgombine their prior work in novel ways and
thus to reinvent their own work.

Turning then to the non-top affiliated subsampjeral noteworthy interactions emerge.
First, we find that larger authors teams gain fem® recombinatory attempts (interaction

coefficient equals -0.74 = 0.082). The average marginal effect for teams vaur authors (all
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not affiliated to a top university) equals -91.31=(0.294), which is substantially worse than the
average marginal effect of 249.8§2< 0.049) for sole-authored articles. This resudnsg to
further support a signaling effect, as it may ks gontributions are discounted or disregarded by
audiences when they are produced by large teamalilazk an institutional seal of approval.
We also identify a strong interaction effect betawvbeing a lead article and recombination
(coefficient equals 2.9 = 0.005). When an article is published as the &#dle in the issue,
then the average marginal effect of recombinatmunaés 393.81= 0.014), which is much
higher than for low-status teams whose articleotspublished as the lead article (average
marginal effect equals 6.3p6= 0.889). Again, this could be indicative of a siing effect,

where being conferred lead article status helpscovee the low status novelty discount, but it
could also be that lead articles have a highertyyah average. Third, we observe a positive
interaction between self-citations and recombimafmefficient equals 0.19,= 0.086). The
average marginal effect of recombination changa® ft0.49 jp = 0.841) to 234.21p(= 0.057)

as the percentage of self-citations in the refexdist changes from low to high values. Similar
to the top affiliated subsample, this may be captueither a tendency to self-promote more
widely or an ability to successfully recombine thaiior work in novel ways. Nevertheless, it is
clear that self-citation strengthens the positifect of recombination, regardless of top

affiliation.

Discussion and conclusion

We examine the effects of topic founding, throudticl researchers introduce a novel
conceptual and linguistic toolkit to the field, atoghic recombination, where researchers
combine elements from different existing knowledgenains to generate novel outcomes, on

the impact that articles leave on the field oftsigg. Though both types of contribution have the
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potential to redirect and reshape the field oftstig, may open up new ‘fishing grounds’, and

can prevent the exhaustion of research opportgnittde research has been done to examine
whether and under what conditions these contribatextually reorient the field of strategic
management by attracting attention from fellow aeskers. We use topic modeling to measure
topic founding and topic recombination, prior talandependent of the subsequent analyses that
examine their citation impact. Our findings supgb# positive effects that these contributions
have on impact: topic founding is associated witla@erage increase of 64.59 citations, while
articles with high levels of recombination accrae,average, 41.77 more citations than those
with low levels of recombination.

We further find that top affiliation of the arteck author team strengthens the positive
effects of topic founding and topic recombinatitre effects of topic founding and topic
recombination are amplified 4.17 and 2.51 timespeetively, for the subsample of articles
authored by top affiliated teams compared to thsaople of articles written by teams without
such an affiliation. In fact, neither topic foundinor topic recombination elevates article impact
for the subsample of articles without a top affiba, suggesting that articles by top and non-top
affiliated teams are evaluated in a systematiaiffgrent manner by audiences. Our findings
thus support our argument that the top universitigge field function as a signaling and
legitimation device for fellow researchers to aiét® uncertainty in evaluating novel
contributions.

Contributions and Opportunities for Future Research

This paper joins a recent stream of studies intedes furthering strategic management

through introspective modeling of the field. Thoygior studies in this line of research (Furrer

et al., 2008; Nerur et al., 2008; Ramos-Rodrigudzu§z-Navarro, 2004) have focused on
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realized pivotal moments and impactful authordmfield of strategic management, we use
topic modeling to systematically identify topic faling and topic recombination, independent
from the realized impact that these contributi@isdn the field. This separation enables us to
attain more fine-grained insights into why someel@ontributions, while others do not, blaze a
trail in the field of strategy. Thus, we extendsthne of research by providing a more complete
picture of the development of the field of strategy

We go beyond existing studies of the determinahgstale impact by showing how not
only ‘what’ an article says is crucial for impacter and above other article- and author-level
characteristics, but that ‘where’ the individualsonsay it come from dramatically alters this
relationship. These findings are important for aeskers and academic institutions alike, as
article impact is a dominant source of scholargspige and is related to material and non-
materials rewards of various kinds, be it at thvel®f the individual researcher, university, or
journal (Endler, Rushton, & Roediger, 1978; Judgal.e 2007; Stremersch et al., 2007).

Our results are closely related to recent disoasand concern about the ‘excessive’
pursuit of novelty in strategic management (Bedtial., 2016; Durand et al., 2017) and other
areas of the social sciences (Barley, 2016), pasiagthe academic reward system risks
promoting novelty and impact at the expense of medative knowledge growth. Our findings
provide new empirical evidence as to why the parsiunovelty has come into existence. More
importantly, according to our findings, the adversasequences of pursuing novelty may be
exacerbated by the differential returns to novitytop versus non-top affiliated scholars. Our
study suggests the existence of two mutually reanig Matthew effects (Merton, 1968): one at
the author level and the other at the instituterel. At the author level, novel research is more

positively received when it is conducted by topliatied authors. Because of this, these authors
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gain disproportionately more fame, prestige, arass to resources, which then further
reinforce the research ranking at the institutmrel. In turn, top affiliated authors accrue even
more citations for novel research, leaving otheéhars and institutions further behind over time.
The consequences of such self-perpetuating inggualn be grave and our results thus support
the increasing call for a redesign of the acadeeward system and publication practices (see
Bettis et al., 2016; Lawrence, 2003; Medoff, 2006).

We also contribute to creativity research by stngyhow and under what conditions the
two aspects underpinning creativity — novelty (takes topic founding and topic recombination)
and usefulness (taken as article impact) — intateelThough it has long been acknowledged
that these two aspects are conceptually distinataile, 1982, 1996), scholars have only
recently begun to disentangle them empirically (eeal., 2015; Schilling & Green, 2011; Uzzi
et al., 2013). We add to this stream of work by destrating how social processes can
dramatically strengthen or attenuate the influesfagovelty on usefulness by showing that
recognition for otherwise similar efforts of noweis crucially contingent on the affiliation of
those that produce the novelty. Further researamexng the effects of such social processes
on the relationship between novelty and usefulnesg offer new insights into creativity in other
contexts, such as the arts and the sciences moezally.

Finally, this paper adds to the literature on rebration as well as the topic modeling
literature by developing a more precise measureafmbination, taking into account not only
relative weights and newness of all elements befagmbined, but also their pairwise similarity.
Besides being fully compatible with the traditiofbdrfindahl-Hirschman Index, our measure
incorporates dimensions of recombination discugs@dore recent literature, including how

often elements for recombination have been uséukipast (Fleming, 2001) and the cognitive

202



distance between perspectives being recombineduy3kin & Bonardi, 2011). By making full
use of the output given by topic models we provasearchers with a sophisticated, albeit
intuitive, tool to measure recombination. It woblkel interesting to apply this measure to other
bodies of textual data, such as patents (Kaplarakiliy 2015) or annual reports (Kabanoff &
Brown, 2008) to assess how organizations and iddals recombine different linguistic or
thematic elements in the pursuit of a variety atomes.

Our results also provide practical implications fiesearchers interested in carving out a
path for themselves. Novelty pays, but its rewatdarly differ substantially contingent on
where you are from. Our results taken as a whajgest that topic recombination may be the
most fruitful avenue to pursue for those lackingm@affiliation, as the differential citation
premium between those with and without a top atiitin seems consistently less pronounced for
topic recombination than for attempts to found mesearch topics, and even disappears in our
more restrictive analyses. This may be indicatif/®pic recombination being less radical or
fundamental in nature, posing less evaluation uacgy by building on existing elements that
are more or less familiar to the audience. Herap¢trecombination can be endowed with
legitimacy from the prior literature, such that @iffiliation plays a less important role in shaping
citation premium underlying such contributions. §Bmpirical pattern mirrors recent calls to
focus on consolidating or integrating differenteash streams in strategic management, rather
than an incessant pursuit of new paradigms or sofidarley, 2016; Durand et al., 2017). Our
post-hoc analyses suggest that in particular mgloin one’s prior published work (as captured
by the degree of self-citation, which may also espnt self-promoting activities) can help low
status scholars to reap the rewards from theimnéagatory efforts, therefore highlighting the

importance of carving out a clear research ageadasagholar (for both top and non-top

203



affiliated scholars), which can in turn serve dsundation for reinventing oneself over the
years.
Limitations

As any work, our research is subject to a numbématations. First, we have
constrained our sample to articles publishe8Nh] which may result in the overlooking of
relevant work originating in other journals. Howewe focus on a single journal greatly
fostered systematic analyses due to the commoctsteuunderlying our texts while preventing
the difficult decision of identifying what does addes not constitute strategic management
research in other journals (cf., Nag et al., 206@ythermore, past research has established that
SMJis theflagship journal for the field of strategic managasm(Phelan et al., 2002), publishing
articles representative of major research efforthe field of strategy (Nerur et al., 2016;
Ramos-Rodriguez & Ruiz-Navarro, 2004). Thus, wereasonably assume that most relevant
research has been included in our sample. Of colutsee research studying a broader sample
of journals could provide valuable insights ashte generality of our findings.

A second limitation is that our sample is reséttto published articles, such that
selection effects may be at play. In particular,engision a three-stage selection process leading
up to the publication of articles in our sampleskgithere is idea gestation, where authors
identify topic founding and topic recombination opjpnities as thought experiments and
eliminate those that do not make sense or havéelhpotential. Second, only some of these
ideas are successfully written up or yield intengstesults, while remaining ideas are given up
or temporarily shelved. Finally, the manuscriptsgthrough the review process, where they
may be more likely to get accepted due to the 'Balésire for novelty (van Witteloostuijn,

2016) or less likely due to cognitive difficultiés the appraisal of novel contributions
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(Ferguson & Carnabuci, 2017). The challenge ofemtimg for these three stages of selection
may be insurmountable, requiring extensive dataamatiable to us.

Nevertheless, it is first worth noting that in eoore restrictive analysis in which author
fixed effects are included to account for any umobsd time-invariant heterogeneity, selection
bias due to omitted variables is greatly diminisfglection bias is essentially an omitted
variable problem, see Greene, 2008). Next, thetiine of bias in the estimated effect of topic
founding and topic recombination is ambiguoust a@epends, amongst others, on whether
novelty makes acceptance more likely or less likeélyMJ Moreover, even if the estimated
main effects of topic founding and topic recombim@atare biased downward or upward, these
biases are unable to account for the differengialrns to novelty for top versus non-top
affiliated scholars, as both should face bias¢eersame direction. As such, we place more
credence in our identified moderating effects.

In conclusion, the pursuit of novelty has the pttd to offer tremendous returns to
researchers. Our study provides important new ecelen whether and under what conditions
these returns are prone to become manifest: thegnadlecrucially on whether or not the researcher
is affiliated to one of the top universities in tied. In particular, we find that attempts to fal
new topics tend to be successful only for top iati#d researchers, whereas differential returns to
topic recombination are less pronounced. We hopse ghper provides an avenue for further
exploration of the social mechanisms at play inpsigthe development of the field of strategic

management.

205



206



GENERAL CONCLUSION

Creativity—the generation of novel and useful idaad products (Amabile, 1996)—has become
of crucial importance in maintaining innovation aambnomic growth in today’s knowledge-
intensive economy (Baron & Tang, 2011; Bilton, 208@rooghi et al., 2015). In spite of this
importance, academic pursuit of creativity’s drsvand consequences has remained relatively
unable to overcome the hurdle to translate its Erdpal-criterion conceptual definition into an
operational one that is suitable for empirical gt(icke et al., 2015). The essays that comprise
this dissertation shed new light on how, and esfligainder what conditions, novelty predicts
usefulness—thus offering fine-grained insights ith® two necessary conditions for creativity to
emerge. In the following, | first outline the cdnedings and contributions of each chapter, after
which | discuss the joint implications of these teas more generally. | conclude by discussing
the limitations of this work, and relate these pportunities for future research.

Chapter one—Does foreign language liberate or limit creativitgh experimental study
of foreign language use’s effects on divergent @mvergent thinking-examines how foreign
language use influences individuals’ ability to agg in creative thinking tasks. Results show
that the effect of foreign language use (in thiglgt English) on convergent thinking strongly
depends on English language anxiety: individuatk Wigh English language anxiety perform
worse in a convergent thinking task when placeahtnglish language condition, compared to
high English language anxiety-individuals in a watibutch language condition (and vice versa
for low English language anxiety individuals). lontrast, results from one sample show that
individuals with high English language anxiety eggan more divergent thinking when placed
in an English language context, compared to highligimlanguage anxiety-individuals in a

native Dutch setting (and vice versa).
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This chapter contributes to the international bessliterature by showing the effects of
foreign language use on new knowledge generatimugjh creative behavior, rather than on the
knowledge transfer or integration of interest tmpwork (Kroon et al., 2015; Piekkari et al.,
2005; Welch & Welch, 2008). Moreover, it offers nquantitative evidence regarding for
foreign language use effects by taking an experate@pproach to the study of language
(Akkermans et al., 2010; see also Bello et al. 22@362). By highlighting countervailing
language use effects that are moderated by indasttoreign language anxiety, it also adds
new understanding to the conditions under whichuage standardization may or may not be
preferable to individualization (Marschan-Pieklatrial., 1999; Volk et al., 2014). More
generally, this chapter contributes to the resequastion of this dissertation by exploring the
conditions under which novel behavior does and do¢emerge.

Chapter two—When everyone is different, no one is? Effectsstihdtiveness on
performance in homogeneous and heterogeneous \eeaatiustries—delves into the
mechanisms that drive the effects of being mordess distinct, compared to industry peers, on
financial performance. Results from this study slio&t organizations and individuals in the
creative industries, on average, stand to gain mpttking as distinct as possible positions
compared to their industry peers. However, in hoenegus industries, we observe a U-shaped
effect that turns into a linear positive effecthaserogeneity increases to average levels.
Moreover, distinctiveness loses its performanceeasing function once heterogeneity attains
very high levels. Though prior work has taken thargervailing pressures towards conformity
and differentiation as unobserved, by providingeaplicit formalization of these mechanisms
this chapter offers a framework that is able tar@ize and extend contradictory results (with,

for instance, Alvarez et al., 2005; Deephouse, 1883Namara et al., 2003; Norman, Artz, &
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Martinez, 2007, finding inverted U-shaped effearsg Cennamo & Santalo, 2013; Jennings et
al., 2009; Zott & Amit, 2007, finding U-shaped efte). Additionally, by emphasizing the
importance of the relative strengths of the lateathanisms driving distinctiveness’ effects, this
chapter shows the importance for a contingencyétsmory of optimal distinctiveness. This
chapter adds to the research question underpinhisiglissertation by showing how being
different from the central norms of one’s indudithat is, being novel: McKinley et al., 1999)
has widely differing effects on how this noveltywalued, contingent on how industry peers
behave, themselves. As such, it emphasizes thefaeadcounting for others not only in
determining what is novel, per se, but also in @athg the subsequent effects of novelty.
Chapter three—Regional stickiness of research topics in the sathplnternational
Business community: A founding topic model and ggatac usage regression of the Journal of
International Business Studies, 1970-28diBvestigates whether or not novelty generatedhén t
international business community has a tendenbg tegionally sticky, or whether it
disseminates independent of its geographic oridihe.results show that new research topics
tend to see disproportional use in their home regmmpared to other regions of the world,
although these patterns do differ between regiodsagross time. This study contributes to the
scholarly community in international business intigalar and to academia more broadly by
showing that, although globalization is evidentdrms of the number and diversity of countries
represented by publishing authors, tendencies sigiire globalization persist and are present in
deeply engrained mental maps of authors. The sealdd offer a new geographic metaphor of
knowledge diffusion closely related to the regiomailtinational (Rugman, 2005; Rugman &
Brain, 2003; Rugman & Verbeke, 2004), as scholamsk mainly appears to diffuse locally in a

similar way to multinationals operating predomingmtithin their home-base markets. This
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study addresses the research question of thig@igea by showing that even similarly novel
contributions see widely different use, largely dnese they emerge in a specific location of the
world.

Chapter four—Does it pay to be novel in strategy research? Téminding, topic
recombination, and the role of top affiliation ichaeving impact-investigates whether or not
more novel works in the field of strategic managetitend to also be more useful, per se.
Results show that novelty is indeed associated avititation premium, but only for author teams
that have an affiliation to one of the high-statusversities in the field. Novelty has no
significant effects on impact for author teams lagksuch an affiliation. This chapter shows that
not only ‘what’ an article says is crucial for haxseful it is taken to be, but that ‘where’ the
individuals who say it are located in the statwesdnichy deeply shape how its usefulness
becomes manifest. This study contributes to tHd béstrategy research by adding to its recent
discussion on the consequences of the pursuit\altyoin the field, and by offering a new
approach to modeling the field as a whole. Moreegally, this chapter confirms that, though
novelty and usefulness are intertwined, socialoi@cstrongly condition this relationship.

Considered jointly, the essays in this dissertatiane a number of contributions. Results
highlight how novelty tends to, on average, poslinpredict usefulness. These results hint at the
existence of a causal chain, as novelty consistengicedes usefulness. This is particularly
evident from chapters three and four, where wehble to more explicitly temporally
disentangle novelty and usefulness than in ther atapters. However, results also show that
this pattern is not straightforward, as a varidtfactors substantially condition this relationship
For instance, chapter two shows how highly novalistinct positions can lead to differing

returns, contingent on how distinct others in omedkistry are. Such results also emerge from

210



chapters three and four, where novel contributiorscience see widely different use based on
their geographic origin and the researchers’ pmsitn the field’s status hierarchy, respectively.
These results consequently point towards the redséntangle these two pillars of creativity,
rather than either assuming them to be uncorrel@®d done in the unidimensional approaches
that attempt to measure creativity through addise@les; e.g., Gong et al., 2009; Oldham &
Cummings, 1996; Zhou & George, 2001), or takingtvy to be sufficiently captured by one

of the two pillars at the expense of the other [f@heet al., 2012; Hollingsworth, 2004; Pirola-
Merlo & Mann, 2004; Simonton, 1999; Uzzi & Spir@d5; Zuckerman, 1967).

More generally, this dissertation adds to recestuBsions on what creativity actually
means (Cropley, 2006; Plucker et al., 2004; Runctaéger, 2012). This stream of work
acknowledges that, by far, the dominant definibbreativity requires both novelgnd
usefulness to be present (Plucker et al., 2004c&8&nJaeger, 2012), but whether or not the two
pillars are really necessary conditions for trusativity remains an open question. While this
dissertation is unable to address the potential@bbther conditions, such as quality of
execution (Storme & Lubart, 2012: 146), thoughtédgs, cleverness, and interestingness (Long,
2014), surprise (Boden, 2004), or non-obviousnggadgnton, 2012), it does speak to those
studies focusing on novelty and usefulness (Diédeical., 2015; Plucker et al., 2004; Runco &
Charles, 1993). Specifically, since a wide var@tgontextual forces condition how much use a
novel offering sees, this dissertation raises thestjon whether or nainly offerings that are
both useful and novel should be considered asiceedihdeed, recent results have shown that
novelty is a more important predictor of creativsgores than usefulness (Diedrich et al., 2015;
Sullivan & Ford, 2010), and that usefulness somesieven negatively predicts evaluations of

creativity (Caroff & Besancon, 2008; Runco & Charl&993). This has led to a view that
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novelty may be a first-order criterion of creatyyithile usefulness is a second-order criterion—
only mattering once novelty has been establisheedfizh et al., 2015). However, the results in
this dissertation add a complication to this vidwwo similarly novel contributions see widely
different use predominantly due to differencesanables unrelated to both novelty and
usefulness, then is the less useful contributiaiyrdéess creative?

Considered as such, this question seems to aliimaniecent proposal to replace
usefulness in the definition of creativity withemtion (Runco, 1993; Weisberg, 1993, 2006).
Weisberg (2006) argues that the main motivationrfoluding usefulness in determining
creativity was to exclude merely bizarre outcommesipced mostly by chance, but that its
inclusion actually introduces a plethora of conaapaind empirical problems. For instance, the
issue of separating usefulness from subsequerdrpahce is salient in much of the creativity
literature, and this dissertation is not exempirfiihis limitation: though a relatively robust
approach to the measurement of novelty is takerghndhoes not rely on ex post success, the
different measures of usefulness in different chiapnay indeed be capturing performance. In
chapters three and four this should be less ohaero, as the dependent variables are quite
directly the extent to which a focal piece saw imsether works, which happens to represent an
important performance dimension for scientific warkapter two is significantly more
susceptible to this criticism. Therefore, | cerhaisee the value of Weisberg’s proposition, which
also attenuates concerns emerging from the rotemtingencies unrelated to both novelty and
usefulness. However, requiring intention does ohiice the challenge of perceptibility or
observability (Plucker et al., 2004: 91)—how cahdars interested in the study of creativity

observe (and measure) intentionality?
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Perhaps a more apt solution is to consider andeaddhe question of for whom and in
what context the creative offering was produceddlr et al., 2004: 92). Not only does this
help in contextualizing research, but it can esgdcserve as an anchor in measuring novelty
and usefulness, ideally in isolation of subseqpentormance. Such work could enable an
investigation of creativity’s performance implicgats without resorting to tautology (where
something performed well because it was creatiné vehere its performance is used to
determine its creativity). Admittedly, | have adegtoperationalizations of novelty and
usefulness that were, at times, rather isolated fiee context under study. This is an especially
salient issue in chapter two, where revenues amydusly capture the usefulness or value of the
producers’ work. Though revenues provide an imporfiaancial dimension for these producers,
other usefulness criteria (such as reviews by g&jedrs and evaluations by audiences) could be
investigated in future work. At the same time, omey even pose that usefulness is not a
relevant consideration, at all, in these typesdtistries—especially the arts. This is mirrored in
Weisberg's (2006: 122) comment that “value is resful in dealing with artistic creativity,
because of its inherent subjectivity”. | am heditandisregard consideration of usefulness in
these industries altogether, however, because imienythis risks reverting to an outdated view
of the creative industries producing no value (§8€onnor, 2009; Potts & Cunningham, 2008,
for some critiques of such views). Rather, futuggkwcould stand to gain by further exploring
what usefulness and value actually entail in tleative industries (e.g., Hearn, Roodhouse, &
Blakey, 2007; Higgs, Cunningham, & Bakhshi, 200Brosby, 2001), how different
stakeholders emphasize different types of valué,hemv these relate to novelty and creativity.

Related to the above point of context-specifiditychapter one, divergent and

convergent thinking performance are admittedly \@¥geral and abstract in nature. Though this
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helped uncover general theoretical mechanismssriaagedge that the two creative thinking
tasks need not capture creativity in the “real @brNevertheless, there are clear parallels
between these two tasks and the two types of sittectintribution that | study in chapters three
and four: topic founding relates to divergent thmgg being centered on the generation of an idea
or topic that is new to the field, while recombioatis more similar to convergent thinking, as it
is concerned with the synthesis of different themrDo the patterns observed in chapter one
generalize to academia? One approach to this quastio compare the work and impact of
non-English scientists when they publish in Engliehsus publications in their native language.
Do individuals who are more anxious about publighmthe English language generate different
types of contributions, compared to the type ofkanw publish in their native language?

The results in this dissertation also have diffepractical implications. The similarities
in creative processes in the creative industrielseabrademia in particular suggest that the
observed patterns could generalize between thesedntexts. Indeed, Csikszentmihalyi (1988)
posed that academia was no different from theaarfar as gatekeepers and evaluative
judgments were concerned. Therefore, chapters #mgdéour offer some specific strategies for
entrepreneurs and organizations in the creativeasings who aim to produce novel work while
maximizing the use that this work sees. Chapteethvould, for instance, first suggest a focus
on local markets. This could help in escaping tmgltail and local niches that are characteristic
of these industries (Brynjolfsson, Hu, & Smith, B0Q010) by establishing a local userbase
which could then serve as a jumping off point fternationalization. Vice versa, chapter two
speaks to researchers working within academia, ewssrent work has identified that there are
major pressures for researchers to aim for optdisdinctiveness between novelty and

convention (Patriotta, 2017). My results suggest thsearchers strive to break new ground
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especially in fields that are or have become homeges in nature, while a more modest
balance between novelty and convention is perhagsdtruck in fields where a greater diversity
of perspectives and topics are being investig&adadourse, these extrapolated practical
implications are speculative, and it would be vatgresting to subject them to empirical study.

This dissertation also yields a methodological gbation through its use of topic
modeling. Topic modeling allows for a new approcmeasuring novelty, independent of the
usefulness or performance of the subject undeystydcomparing its textual content to the
entire corpus of work in its field. Therefore, ighlights one approach to overcoming the
challenge of operationalizing novelty in a more emally and theoretically sound manner.

More generally, topic modeling has a variety ofgmial applications to other bodies of textual
data, such as patents (Kaplan & Vakili, 2015), ahneports (Kabanoff & Brown, 2008),
corporate speeches (Sussman, Ricchio, & BelohR83)1 and popular press articles (DiMaggio
et al., 2013). Through its use of the topic modghpproach, this dissertation offers new tools to
fields that have seen a linguistic turn in thege@rch, such as international business (Brannen et
al., 2014; Tietze, 2008) and organization theorgr{kedy, 2008; Martens et al., 2007).

The focus of this dissertation on the methodologypic modeling also represents one
of its limitations, however. Many approaches efastthe analysis of text, such as content
analysis, qualitative coding, word counts, and hef which topic modeling is only one (see
Grimmer & Stewart, 2013, for a review of severgb@aches). While topic modeling offered a
suitable tool for the chapters in which it was ysesdwe could not rely on pre-defined categories
nor could we manually code articles due to theesofbur data, it would certainly be interesting
to analyze the texts that serve as the input ofroaatels using alternative approaches. This could

be used, for instance, to evaluate whether or ifilerent methods classify the same texts as
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being novel to different degrees. | suspect thaictire of the results would persist, as those who
use highly unusual or novel sets of words comptodhbeir reference group would likely be
classified as novel regardless of the exact metised, as the input and comparison level
remains the same, independent of the empiricaloagpr

Another limitation underpinning these chapters eons the issue of causality, as most of
the analytical approaches are essentially crodsesatin nature. | cannot truly claim that there
is indeed aausalchain between novelty and usefulness, althougvé lattempted to address
these concerns, for instance by temporally disgfitagnthe measurement of novelty and
usefulness in chapters three and four. Data lironatpreclude me from more effectively
minimizing these issues in chapter two in particubait whether or not novelty has a causal
effect on usefulness does not diminish the contiobwf better disentangling these two concepts
in the cross-section. Further work to determinawsal link between novelty and usefulness
should prove valuable in determining the true ratfrtheir interrelations, for instance by taking
an experimental approach similar to the one takehe first chapter.

With these limitations in mind, this dissertaticashyielded several theoretical and
empirical contributions to one of the fundamentalgbems hindering the study of creativity:
translating its conceptual definition into an opier@al one by disentangling its two pillars of
novelty and usefulness (Amabile, 1982; Lee e28l15). | hope that the insights that these
essays offer may stimulate further research thditesdes the different intricacies underlying
creativity, rather than relying on tautologicaloverly simplified representations of the creative
process. Perhaps its complexity and context-speté#iure is one of the reasons why creativity
has remained so resistant to automation (Bakhsli,e2015). | hope that its study can remain

just as future-proof.
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