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APPENDIX

PROOF OF THEOREM 1: Note that each value of z can be viewed as a distinct

contract in the Riley (1979) framework. Given this, our definition of a DSINC
policy corresponds precisely with the definition of strongly informationally
consistent (SINC) policies in the (static) framework of Riley. Now. the only
essential difference between the DRE and Riley's reactive equilibrium is the
additional subgame perfection requirement in the DRE. However. this
requirement appears both in the definition of the DRE and the definition of
DSINC policies. Thus. applying Riley's logic, it must be true that the Pareto

dominant DSINC policy is the DRE. Q.-E.D.

PROOF OF LEMMA 1: The proof involves a comparison of the collateral

allocations (CT = CT: c?II = W) and (CT = CH - ¢ CH =W - &)

1 111
v $ e (0 CH (opt) - W], where CH
¢ ke ar B THHS 111

{opt) is the (optimal) level of collateral

needed to avoid rationing and ¢ is a real valued (scalar) perturbation. Note
that
c?”«opt) - Srlesty L.

We will prove the lemma for the more restrictive case in which borrowers
rationed at t=0 get the same second period contracts as the (lucky) good
borrowers that obtained credit at t=0. As we know. such an assumption improves
the attractiveness of rationing at t=0. Thus. if the lemma holds for this
(overly) restrictive case. it must hold in general. Let single hats on
variables denote the original solution with no rationing at t=0 and let double
hats on variables denote the alternative solution with rationing at t=0. Note

that the contracts for the borrowers which are bad at t=0 are the same in both

alternatives. This means
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¢, 818" = ¢ stish,
Further, in equilibrium (see (13))
' v shieh) - upstish.
Co-bining (A-1) and (A-2) yields
v efieh) - vstish.
From the definitions under (2)' and the condition (4)' we got

: 0

ol =1 L1
C;(67167) = &R - &C; &R,

L H L. H
- 8 [{1-u)d - ué ]RN - & N

Further.

coesfiety - fatel - erct-e - draime - whirll - 3

Substituting (A-4) and (A-5) in (A-1) gives
“H

L_H “H L_H “H S |
™= {$ RN - ocl)(a Rx ~ o[Cl $]1) .
From (11). (12). (4)' and the definition under (3)'. we have
v sfiat - iRl - -sydicl-en - 163
» 8hatRY - S1-vinl (6 RE - (1-18" (W-01)
“H L.L L_H = =d
where Ty G {é Rx)(d RN - ¢[w-d)) .

From (A-7). it follows that
a (s"(6") /20

L

- —(o1e"Rl - oc1)(e'r i

H ~H =2
n-erch - enPe
- (8"Ry - octy(11-p18") (6™RE - erc] - o1

- 3“(1-v1aLR§[1-s]z”(aLR: = @fW » 4y %

4 3"(:-v]¢aLR§<a”R§ - 11-p)8% W - 411 ("R - o[w - @1)”

and a2c1(6"|5H)/a¢2

1 -3

= 2¢GJ(JR¥ = av3i1-p111-p3 sy
H-H LH

Ru8" [1-v1{&"RY

H

z.

~H
10C] - #1)(6, + ¢4)

- 2¢stsr [ - oW - #1)3.
where G] = JLR. £ ¢&

oS o

Zx

L. L.L
s RN'

H <H “H
Ry - [1-818"(c] - ¢1)

1

(A-1)

(A-2)

(A-3)

(A-4)

(A-3)

(A-6)

(A-T)

(A-8)

(A-9)
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Note that both terms in (A-9) are strictly positive. Thus, if it is optimal to
accept some rationing at t=0 (i.e.., the transfer of a small level. ¢, of
collateral is positive), then it is always optimal to maximize ¢ (i.e..
maximize rationing at t=0) such that rationing of good borrowers in the
contracts node III is completely eliminated. This tells us that rationing will
be restricted to one of the contracts -- either contract 1 or contract IIl1 --

and will not occur in both. Thus. it is left to compare the allocation

(é? = C?: C?II = W) with the allocation (C? = ET - émax: C?II =W - ¢nax)
where ¢max = C?II(OPt) - W. The original allocation implies
;T = 3 ;?II = dei(Jlﬂi - ww)'l. (This follows from (A-6) and (A-7) for ¢ = 0.)
Note that ﬂ?ll equals one for an optimully collaterized contract. Thus. we
have
n?ll - JLR§<JLR¥ = QCTII(opt))_I a1
C?II = CTIX(OP()

which implies

LRL = dLRH = ¢C?]I(opt).

& AN N

This allows us to rewrite the original solution as

ﬂH = 1 5 l.

L_H H LH -
=1 Mg = {6 Rg - 6C  (0pt)){STRy - OW)

III

The alternative solution follows directly from (A-6) and (A-7) for

H
? = Qmax = Cll](opt) - W. It follows that

“H L_H “H L_H -H H =1
m o= {é RX = QCI){J RN - OCI QICIII(ODC) - WL} s
“H

™I 1.

Now, we want to show that

v
(=}

CI(JHIJH) . u](5”|5")

H ;
$ = Cryplopt) - W
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Note that A
ﬁlxa“|5“) - EI(JHIGH)
¢-0
Using (A-8) gives us
v et - v petet)
" = CT:]'?”" ol
S C s [V S SO R A1 Iy eI E RS [ T TSI
- St - R - et

=H "H -H _H .
+ & [1—v]n]I][l-ﬁ]6 [C]]](opt) - W],

Making the appropriate substitutions for all of the credit granting

probabilities yields

u1(5"|5”) : tI(dnléH)
$ - CH (opt) - W
3 11
“H . H KB -H L -1
[Cryp - WIRG[®6™ - 87{1-8)67][G, ~ - G,]
_ Lol SSH H T
where 62 =4 RN ¢CI Q[CII](opt) W)
_zH LH L ..-1
G, =6 [1-V][& Ry - W] ~.

The expression in (A-10) is positive if

which means we need

L_H -H L_H “H H )
é RN - OW > & [1-v][é RN - ¢CI - Q(CIII(opt) - W},
or equivalently

H
111

The above inequality can be made more restrictive by substituting

H
1

(1-3"(1-v) 16 R > o11-3"(1-v) 1w - &' [1-viec], (opt) - E"(1-ve.

more restrictive values for R. W and C

(A-10)

(A-11)
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Take

1

R2r(s"1) we C?I](opt) and €

R C L R SR SR B

where the last inequality follows from (15). Note that if (A-11) holds with

the above inequalities substituted in. then it must hold in general (when the

above inequalities do not hold). This is because the above inequalities make

it more difficult to satisfy (A-11). Also substituting C?II(optl = Jr[OJH]_]

gives us the following version of (A-11)
. r(é“)vl
1

(1~ a=v) 1t Lrgety” ] >6. -6

4 5°

where G4 = [1-3"(1—v)]6r[6"]_
1 1

(2]
"
1]

1-viesreaf) ! - ' 1-viesr(1-6 (1-pyaTe 1 (061"

Thus. we need

-H

6, > 6, - S1-vietr1-p13".

or

H]2

-[e" %1818 < 0.

which is certainly true. Thus. we have shown that
EI(6H|6H) = CIIJHIJH) 5 0.
H
$ = CIII(opt) - W
implying that rationing at t=0 is not optimal. Q.E.D.

PROOF OF THEOREM 2: Obvious. since the theorem is only a collection of results

established in the proof of Lemma 1 and elsewhere. Q:.E-D.
PROOF OF LEMMA 2: It is sufficient to show that (16) holds for C?II = 0 and
H H H
CIII = CIII(opt). For CIII = 0, (16) becomes
GH[JL]-] > 6H[JL]_1.

and for CTII = drloéﬂl_l. (16) becomes
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(&R - ¥ - g1 ected® ViidR - i - 1YY 2 a7,

which holds IFF

(1-11-818% 106" (sl < 1

The above inequality can be written as

slsf - (1-p13%set < (4M)%.

or equivalently

atahak - aratrtE « Pt - a5 s = 1P F - pt T,

which holds if

LzH

gitsls - gis s « 'Ets - &%
or
0 < 62.
which is certainly true. This establishes (16). Q.E.D.

PROOF OF THEOREM 3: Note that rationing only occurs in the Contracts II:

nodes. We know from our previous analysis that in those nodes the following

equality holds

L Hs 2B sl L =}
LII]‘J |167) = L111(6 |1867).
In general this implies.
H L H =L _H L L.LE =L L
"II]‘J [R—QIII] - & CIII) = "111(6 RN -6 [I_B]C]II)' (A-12)

Our equilibrium concept (more specifically, the sub-game perfection
requirement) implies that only one of the contracts 111 may involve collateral
and rationing. This is because rationing and collateral involve deadweight
costs, and it is only in the interest of bank and borrower to bear those costs
if they are necessary for separation. For example, if both contracts involve
rationing, the bank and the borrower can increase their payoffs by removing

rationing in one of these contracts and reducing it in the other contract
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without losing separation. Note also it is the contract for good borrowers
that involves collateral and, if necessary, rationing. Therefore. we may

rewrite (A-12) as,

H L H ) o L L
ﬂ”l(é [R—a“l] - & CIII) =4 [R—aI”] (A-13)
Now, we establish that the contract (a¥ll' c?ll' "TII) should always be a zero-
profit contract for the bank. That is. 6"&?11 - 3HBC¥II = r. Note that if the

contract were profitable. an entering (second period) spot market bank would be
able to break the "profitable” original contract. Likewise. a more complicated
argument asserts that the contract can not impose losses on the bank. We shall
present this argument verbally. From Figure 1 we see that the first period
contracts are also separating. Notice that these contracts take into account
the entire two period time horizon. and the second period contracts have an
impact on the incentive compatibility of these first period contracts.
Incentive compatibility of the first period contract for good borrowers is
easier to establish if the contracts I1I are as unattractive as possible. The
reason is that mimicking bad borrowers at t=0 are more likely than the good
borrowers at t=0 to end up in the contracts III nodes. Hence. making the
contracts 111 as unattractive as possible "costlessly" resolves part of the
incentive compatibility problem at t=0. Thus. we have

&PI{” - B8] ¥ = 3“95*1‘“[6"]’1. (A-14)
The intertemporal contract solution to be presented later will indicate that

good borrowers in the contracts node 111 will always use all the collateral

they have available. (Note. it is assumed that Ho - E? < C?Il(opt)). That is.
~H ~H -
CIII = Wo = CI‘ (A-13)

The arguments used above to determine 5?11 in principle also hold for the

determination of &&I]. That is. incentive compatibility of t=0 contracts ask
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~L
for a]]] to be as high as possible while entering spot market banks at t=1

force an upper bound on this interest factor of r/JL. But look at (A-13). 1If

?ll < 1 (that is, rationing

without disturbing the equality, one

the equality in (A-13) currently holds for some w

occurs), then in order to increase nH

111
should reduce a?ll and/or increase a?II and/or increase C?II‘ Note that an
increase in C?II is ruled out by (A-15) and an increase in q?ll invites

competition from entering spot market banks. Hence, its value is fixed by

(A-14). Reducing q?ll

compatibility of the contracts at t=0 more difficult. In other words. once we

is a possibility but it will make the incentive

reduce a]]]. we have to adjust a? and C? in order to preserve incentive
compatibility of the first period contracts. By (A-15) this will also affect
c?ll' Thus. we see that the following variables must be adjusted in order to

remove rationing from contracts node III

H H _H H L
(& - €3+ W1z Crpnt n2

The variables related to the borrower's contract in node I do not enter this

¥ (A-16)

set because the intertemporal contract solution will indicate that these are
alwayvs first best. The contracts node II variables do not enter the set
either. because in the intertemporal contract solution a binding constraint
will be in effect on those variables.

As argued earlier, rationing might disappear from the model by reducing
a?ll in (A-13). This makes the contracts node III more attractive, which
causes incentive compatibility problems because mimicking bad borrowers at t=0

are more likely to end up in these contracts. These incentive compatibility

H). which in itself affects the

problems require an adjustment in (a?, C]

contract for good borrowers in node III since CH depends on C? through

111

(A-15). Furthermore. a reduction in a%]l has also a primary effect in that
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it causes losses to the bank which must be recouped through an offsetting

adjustment in (a?. CT)A We can summarize this schematically as follows
q?ll i (A) by (A-13) Y §¥II 3
§§\\§‘ 5? )
(B) C? 3 b A-15 C?IIT by (A-13) >’"?ll 4
Ly

where "=" distinguishes the effects (A) and (B):

(A) direct effect: ;H increases by (A-13) and 3

111 increases by the

H
I
intertemporal zero expected profit condition for the bank:

(B) indirect effect: C? increases and a? decreases. with both
adjustments chosen such that it has no effect on the expected profit
of the bank. and it makes first period contracts more incentive
compatible. The effect of C? on C?I] and ﬂ?ll follows directly from
(A-15) and (A-13).

Now. we will derive the sufficiency condition for no rationing in contracts

node III. It will turn out that this is identical to deriving a condition such

that the (positive) direct effect (A) on nH exceeds the (negative) indirect

5
effect (B) on 3
Trir-
(1) The Direct Effect (A): Substitute (A-14) in (A-13) and rewrite to get,
H L E L_H H -1

Tt {é [R—aIII])(J RN - OCIII) (A-17)

Differentiating (A-17) w.r.t. q&ll gives the direct effect (A) on :¥II'
~H L L, L. H H =3
= anIII/aaIII = &6 RN - OCI]I) > 0 (A-18)

The derivative in (A-18) implies that decreasing the interest for bad borrowers
in the contracts 1]l node increases the credit granting probability for good

borrowers in that node. The direct effect on g? is to compensate the bank for
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the losses it sustains in reducing aL

111" The zero expected profit condition

implies

L

3d(bank pro[lt)/aa]]l

+ [aqT/aaﬁlll. d(bank profjt)/au¥ = 0.

Define profit as expected profit per good borrower at t=0. Then

a(bank profit)/auxl‘” - 3! and a(bank prorn)/acx’li = &%, Thus, we get
e . = - Phabal, (A-19)
1 111
(2) The Indirect Effect (B): We now examine the first period incentive
compatibility effects of the reduction in aL We know from (13) that

I11:
= L. .L 5 H, L ” i
L](J |167) = LI(J |67). Note that the variables in (A-16) have no impact on

U](JLIJL). Hence, the above equality implies

T Y N
au g6k ek | - o
where
v eaiet) - st ir-afl) - TcH - n-met - usty(r-a )
=L L L
- &6 [R—aIII].

gives (constraint on aH is binding in the

Differentiating w.r.t. QL 11

111

intertemporal solution)

B L _ _  L,..=H, L ) H, . L
- aLI(J |6 )/aaljl =0=24 ([aal/aallll [aa]/aajlll)
- 8ract/aal ) - Tt (A-20)
where aé”/aaL is given in (A-19) and»aar'/aaL and aCH/aaL are such that
1 111 I IT1 I i 1

incentive compatibility is guaranteed and the bank's expected profit stays at
zero. The latter requirement implies that
H H L —=H H E
é [aal/aaIII] - & B[acl/aulll] = 0. (A-21)
Substituting (A-19) and (A-21) in (A-20) and rearranging produces

L L, H=L 1=

. ac']’/aam (6 162" - vl By Yyt - pst Py Yy

- slep™?, (A-22)

where ¢ = [JHEL - v6L3H][6H]_].
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Substitute (A-22) in (A-21) to get

- aall/adl = - (a"Fee) 06" (A-23)

From (A-22) and (A-23) we see that the incentive compatibility problems which

arise from the reduction in a%ll are resolved by increasing the first period

collateral requirement. The reduction in a? is to preserve zero expected

profit for the bank. From (A-15) we see that

H L H L
= aCI”/accIII = - [-acI/aaIII]. (A-24)
Combine (A-24) and (A-22) to obtain
| P A L S
- By Wy = - EER (A-25)
The change in C?II has an effect on "?II' From (A-17) we get
H H H L_H H =1
amppr/pyr = My ®6 Ry - ®Cqpy)
Combining this with (A-25) we get
H I . _radH H Ho ok
Bryyy/8yyy = ~[8my /8y y]-[8Cy /8% ]
~ H B LW H -1
= "IIIJ (48 RN OCIII) (A-26)
T
From (A-26) we see that the indirect effect of the reduction in a_ is to

111

reduce the credit granting probability. The sufficiency condition we will
derive guarantees that the indirect effect in (A-26) never offsets the
(positive) direct effect in (A-18).

With (A-19), (A-23), (A-22), (A-18), (A-26) and (A-24), the relations
between the adjustments in (A-16) are determined. We will now derive a
sufficiency condition for the adjustments to have a positive impact on the good
borrower's utility. This condition is identical to the sufficiency condition

for the suboptimality of rationing. Recall that

ux(a"la”) . 6“[R-a¥] " Zﬂc? < 18" R - )
H , HH —H H
- [’-v]"III‘J RN - [1-B]& CIII)

L

<H L
- §vé [R - aXII]'

(A-27)
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The reduction in a?l] has direct and indirect effects on U?lé"(dH)A From

(A-27) we get

- av a1y /ad |

s ‘H”’é!:/a"‘kxx] + [-aa/aal 1) - #'(-acy/aa] ]
" 3H[1'V]["a§?11/a“?11) . (’a"¥11’a“§11’]“HR: - -p1Fc] )
- ' n-vin}) g3 -ach saap ) - Fvel (-2a], /20y )

Upon substituting (A-18), (A-19), (A-22), (A-23), (A-24) and (A-26) in the

above expression. we get

. H, H id
= dL](d | & )/dCJ.“l

- Al - Psd ) - P

-H L. =1 H I -1 H_H —H _H
& [1-v]{é G6 = "1116 iGG IR RX - [1-B)& CIII)
- 3“[1-v]n¥11[]-5]3H6L€¢-1 s Bpa®. (A-28)
o bl H
where GG =4 RX °CII]'
Unfortunately, it is not possible to evaluate (A-28). Also. the second
derivative of C](6H|6H) w.r.t. a%l] is ambiguous. Hence. we have to look for

a sufficiency condition. We want to show that (A-28) is positive. First. we

note that 6L - W?IIJLQ > 0. Thus. substituting the finding of Lemma 2 in
(A-28) will reduce (A-28). That is.
: H _H L
- dL](6 | & )/da]Il
2 6'afpee! - &0t - T vt 16t
- [3H12[1-VJll—s]n'fudl‘w_l. (A-29)

Note that the right hand side (RHS) of (A-29) is minimized for “?11 =1. To

see this, observe that

L H
111]/3"111

- - Fviafe - 132 11-v111-816%¢0 7! <0

a[dL'](JHIJH)/da

since = & « 3“[]—9]6L¢;] < 0.
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H
I11
5 H. H L
dLI(J |& )/da”I

Substituting m = 1 we get

-{1-p18%F e - Pt e

v

- 312 n-vin-pletee  (a-30)
The RHS of (A-30) is non-negative if
- (1-plee”t « 1vin-1ef st - T -vi-piee ! 2 0.
This implies that we need
ol1-v1(1-618%(6"17! 2 (1-ple11-(1-0) 3.
Substitute the expressions for § and ¢ in the inequality above and note that

A . VZH. to obtain

1 - [1-\/]3‘H =4
(6% - pelT 6 T-vy ety et et - v et )

1eat - v?H).

> [i-gristist = ve" B e

which implies
1= et - g & i B - v T I .
which holds if

v £ 8. Q.E.D.

PROOF OF THEOREM 4: Apply the Simplex algorithm. Take into account only the

constraints (19), (21), (24) and (25). First, we add slack variables to these

constraints. Substituting (26). we obtain

HH -H_H H2H -H H_H H LL
-4 al -4 acl - [&7] cx“ - & [1-v]é cx”I - & vé alII

- = -2r - (12 01-viegsr oY, (19)

6”a*1*” - s, - r-3egra(est) L. (21)"

L_H Lt oL H -1 ,

-t - e - s, = Fersles" ). (24)

LH L H L H H £ i o

AU P M Ay]a”-ZLJa”I-54- 2r

In the tableaus I through V. we apply the Simplex algorithm. Tableau V is the
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TABLEAU I:

H H H H "
s o ¢ %111 %111
Basis Cj -8H -(1-8H) -§HgH  _(1-8H)(1-v)8H  —(1-8H)vsL

s; o0 -8 _(1-shs -gHsH  _(-g)(1-v)eH - (1-8M)usl

88 (sH-§L) ¢
§He

-2r+(1-8H)2(1-v)

08 (&§H-8L)

sty
0(8H-8L) ¢

st

r-(1-6H)

(1-8L)

-2r

s 0 0 0 0 §H 0
S3 0 0 0 0 -§L sL
sy, 0 -8L —(1-8L) -sL{&H-p(sH-8L)) o -(1-8L)sL
z; 0 0 0 (] (]
ez, =8 -8 M adho-e® -a-FHet

(1) BRow 1 - Add -8"/8" (Row )

(2) Row 4 - Multiply by -1/6L => a? in Basis
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TABLEAU 11:
" " H H .
% C I 11 ol s, 5,
Basis o - (-8 -dHgH -8 -V gyl o 0
H_§L H gL
s 0 0 PYLITLS ETLITLE D! a-tHa-wdt e 1 /el 2004y o g2y 2808t $00c
i 8
gL
52 0 0 0 o " ) 0 0 raey e
fl
H_§L
8 9 9 % g A oL 0 0 R D0 L
ity
ol M 1 (1-8Ly /8L SH_ (M. L) 0 (1-8%) 0 BV 2c/8L
2y L TS Y L7 LT LT LA 1O 0 Moy o Mt
H_sL
cy-2 ° il ix LU ) a-a-w gt 0 it
L
L _$L
S| o 16 el = s RS Gow T
PO

(2) Row 1 < Mmultiply by $L/dHe

L H_gL
) c,»z,m*ua-‘__-ﬁ_‘_

iy H

* (Row 1)
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TABLEAU T11:

H L} H H
L) C L] a L
1 1 1 1 L s, S
] S(1-4H _aHgH SNy (1-v)aH
Basis ) ¢ (1-4%) Y LTI RST ML 3 N
W aL Ho§L L4 4L
< -(1-4%) ° 1 R L OV S TIPS LT RSP ey S 1y L ek LQPRIONE 0 TPR e Ll T
ot oM Mitey
N gL
s, 0 0 0 0 U 0 o . 0 (-8 e
ity
N 4L
s, ° P 0 0 -4L i 0 0 (1 k) LUl L
e
L L Ly(4M 4L
- aa-pe 8 Q8 e aean - 2Q-de
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end-tableau.
[INSERT TABLEAUS ABOUT HERE]
Recalling that § was defined immediately preceding Lemma 1 and in the proof of

Theorem 3. the solution indicates

- srrea™) 2 - Fee™! - (TP 11-victeple") ! - 6, ¢+ Gy

where G, = JL[JH + v?”][&“]_l

6 = 6" (6" - vB¥163%m1016™) %)

8
1
After considerable algebra. the above expression simplifies to

s - -erenres™

The solution also indicates that

~H L+:=1 L. L.-1 H,-1

& - arieh)t - 28 et a0 - 6 - 6y - 6,
where G9 = [3“]2[1-V]ZL9ﬁ6r[®2(6H)2]-1

Gy = 2 v-presr(sM)1%02) 7!

6., = T8 (016M2) 1" - s - svilr - Tlegsies™) !

11 ]

Again. after considerable algebra. we can simplify this expression to

&? - [1-aMpepsPy™? -

- Faripri-1i-ere) (016M1%)”
- Fer1-e1v0116") %1 7?

Substituting the solution for E? in the ‘above expression, we get

&? - 11-6"yrref) 7t - T e - For[1-01w([671%) 71,

The solution also indicates that

H

&= i)t - eparafies™®)

Using (26) gives us

~H Hs=1 -H _~H H.-1
Qg = r(é] = @ ECIII[G ]

Furthermore.

~L

. 1
I1I

- g8 - (Fraty T - Flaed™ esries™)”

= o{a' ! « epscies 6412,
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which can be written as

a&u - rsh)7! - er1-eeriestst) Tt

Note also that q?ll is not a basis variable. Thus. the Simplex algorithm
implies that
~H
aIl = 0.
Finally. by (26) and our collateral assumption, we obtain
H 1

- e H._
Cll] = 84r[¢d ]

So. we have determined the intertemporal contract that a good borrower gets at
t=0. As argued earlier. bad borrowers obtain a contract that vields an average
expected utility per period equal to the first best for them. Thus. their

total expected interest cost is 2r. Generally. there is no unique solution
. : ~L =~H ~L ~L )
However. it is easy to see that the solution (a], aIV' a]V. av) as stated in

the theorem implies an expected interest cost of 2r. and cannot be broken byv

spot market competitors at t=1. Q.E.D.

PROOF OF LEMMA 3: The proof is by contradiction. Note that E?x] = eér[odnlnl,

f it is optimal not to use all available collateral. then reducing © should

increase the welfare of a good borrower at t=0. Now
-ac, (a"16") /20

H
 § 8¢

H

=H , =
/30) + & (aCIII

- a“[aE?/ae] . ?”[aE?/ae] - T 1-v) 6t
-H L L
+ & vé [aaIII/

/90)}]
98] .
(For the definition of UI(JHIGH). see (3). The parametric expressions for the
various instruments are defined in Theorem 4). We can thus write
~au_(ss") /0

I
A 3 1

sprioat) - Ferv(e®) ! - Farerost) !

-1 (@Fger 10617 - Farres™ ) - Tver(s™ .
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Thus.
- av (s"16") /00
= - EH[I-B]Gr[t - EH(I-V)][Q6H]—] < 0, since § - ?Hll—v] < 0.
This means reducing © worsens the lot of the good borrower. Q.E.D\

PROOF OF LEMMA 4: From Theorem 2 we know that

R AT R EI e SR A EEM U B (A-31)
and from Theorem 4 we know that
e Jr[od"]’lll-{l—e)e]. (A-32)

1
In both cases we used the assumption that

H ; H H H H.=1
C1 < “0 < CI + C]II(opt). where cllI(OPt) = &r(¢d ) .

In (A-31). this assumption becomes

1 L '
[1 - 48" -6,,] W

L

sriosty” < &r(o®) 12 - ust - 6,0 (A 33)

0
—H L =3 . .
where G]2 = {1-B}& 6 {1-u}¢ ~. In (A-32). this assumption becomes (note

& e [6: 1)

ér(1 - 6116877 < W, < asrjest) L. (A-34)

we look for levels of collateral. KO. which satisfy (A-33) and (A-34)

simultaneously. It follows directly that the conditions in (27) guarantee
this. (Note that, because ydL - G12 < 1, the lower bound on No in (A-33) does

not exceed the upper bound in (A-34)). 8.E.D.

PROOF OF LEMMA 5: The variables in contracts node 111 in the single period

contract solution are

o 1
111
“H

L

H =
111

H)_I:

risf) ! - et 167

c
(A-335)
s 3

g
prpdfd IR

B H
~ &R 1) -
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“f; L=t 2L L
g ® w180 v Epge = @ Mys o+ 1. (A-36)

Instead. the bank could have offered a pooling contract, taking into account
the proportions v and 1 - v of bad and good borrowers, respectively. The zero

expected profit condition for the bank dictates that a should satisfy

_ A 111
L H
vé [quI] + [1 - v]é [aIII] =
which implies
a - r{ve" - [l-v]d‘H)—]. (A-37)

111

Existence of equilibrium is guaranteed if good borrowers prefer the contract

in (A-35) to the pooling contract in (A-37). Thus, we need

R B, .. 1840

Wk “H  H CH e =
&1 Crore Miag! %11

This means we need

“H H "H —H_H H -

= = > 2

"111[6 {R QIII) 3 C]]]] > 4§ (R QIII]'
Upon substituting (A-35) and (A-37). the above inequality becomes
(6"rY - F'a-p1wy(a"RY - oWy 7! 2 (&M iRrivet - (1-v1e") Ty atRy) 7t (A-38)

For the purpose of this proof we can make the existence restriction (A-38) less
restrictive by substituting W = CIII(opt). This gives (after rearranging)

3 1-p106"1 7! < vt - vl (A-39)
This is the existence restriction for an optimally collateralized single period
separating contract. It is identical to the condition in footnote 12 in B-T
(1987). Recall that (A-39) is less restrictive then (A-38) which is the 'real’
existence restriction for the separating contracts II11. Hence. if we prove
that the existence restriction for separating contracts in the second period
pool of borrowers with bad first period realizations is less restrictive than

(A-39). then one may conclude that it is also less restrictive than (A-38).

The intertemporal pooling contract restriction. to be presented in Theorem 5.
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indicates that the second period contracts to borrowers with bad first period
realizations will be as bad as feasibility permits. This means that these
contracts will be the same as spot market contracts. We will now derive the
existence restriction for the optimality of separating second period contracts
in the pool of borrowers with bad first period realizations. So. the pooling
alternative is not pure pooling but is as follows.

Pooling at t=1 for the borrowers with
Pooling at ’,/)r good first period realizations

t=0 \\\‘~ Separating at t=1 for borrowers with
bad first period realizations

It will be apparent later that. except for the original separating solution. no
other (pooling/separating) alternatives exist. Since this will cause no
confusion. we will refer to the mixed pooling/separating alternative as the
pooling contract alternative. The separating contracts are optimally
collateralized (notice that no collateral is lost in the pooling contract at
t=0). Parametrically, the contracts are identica. to the single period
contract IV solution presented earlier. The optimal contracts are ('-''s

indicate optimal values in the pooling contract solution),

a: e pigt1 Y - Peetie Y. 2 - sedt, B - 1
- - B (A-40)
I T - o, ,‘T’"B % 9.

From Figure 1, we see that the pool of borrowers with bad first period
realizations has a fraction Q of borrowers that are bad in the second period
(the rest are good), where

o= {[1-11T - ¥ (-nF® - ! (A-41)
In a manner analogous to (A-37), we can now design a pooling contract based on
the proportions Q and 1 - Q. The pooling interest factor is
1

Qa, = r(mL - [1—0]6”)' (A-42)

2



APP-19

Again., existence is guaranteed if
H H
" > U
LB(é ) 2 LB(J )
—H H H B
(QB. CB. nB) x,.

where UB(JH) is the expected second period utility of a good borrower in the

(A-43)

pool of borrowers with bad first period realizations. That is.
2 H, _H. H _ H, S H
LB(G ) = HB(6 [R aB] s CB).

Upon substituting (A-40) and (A-42) in (A-43). we obtain

F-pres™ ™ <0 (11-a1s” - ashyh (A-44)
See that (A-44) is similar to (A-39). We will now prove that (A-44) is less
restrictive than (A-39). The RHS of (A-39) is strictly increasing in v,

whereas that of (A-44) is strictly increasing in Q. Hence. it is sufficient to
show that Q > v, or equivalently, that
(11-718% - ve i -vd - 7 s v

But this is certainly true. Q.E.D.

PROOF OF THEOREM 5: Apply the Simplex algorithm. Take into account only the

constraints (29). (30), (32), (33) and (35). First. we add slack variables to

these constraints to obtain

H L G H_H =H__H L_L
[{1-7)8" ~ ¥§ ]a] = Glsaz - 6146 GB - 0146 BCB = 0156 QB —_—
» S1 = -2r

L L H L. G =L L L s
d'ay + 6 [{1-p)8" + ps')a, + T6ay - S, = 2r (30)
sl - Fpcy # iy % T (32)

L H <L _H | ) o
-é aB - & cB + 6 aB + s4 =0 (359
GLG; = S5 =r (33" .
where G]3 = [1—7][6"]2 - VGL[l—MIGH - VGL#GL

G, = [1-7]8[1-v]
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TABLEAU 1:
G H H L
a) a, oy CD oy §1 S2 S3 S4 S5
BASIS ¢ -4 -4HgH -(1-8) (1-v) 4 -(1-80)2(1-v) ~(1-8H)viL
5, 0 -[(1-Y)éHeydl) —(1—1)0“:"»1“(11)1" SN A= - —(- - 218 (- (-uey-dl) )k 1 0 0 0 0 -2r
-ydlpd

s [ iw ALr-p) dHepaly 0 0 (1-4L)sL © 1 0 0 o0 2
s 0 0 0 4 (1-8H)s 0 0o 0o 1 0 o r
Sy 0 0 0 -4L -(1-4L) L 0o 0 0 1 o0 0
Sg 0 0 0 0 0 sL o 0 0o 0 1 r

z; 0 0 0 0 0 o 0 0 o0 o0

cy-24 -4H ~8HgH ~(1-8H) (1-v)4H -(1-892(1-v) -(1-$Hy vl 0o 0 0 o o
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6,5 = [1-7]E"v + YEE,

We now present the successive Simplex tableaus.

[INSERT TABLEAUS ABOUT HERE]
Tableau 5 is the end-tableau if all values in the last column are non-negative
and if all Cj - Z, values are non-negative. Except for the C, - Z, value in

J J J

the 55 column, these are easy to verify. From Tableau 5, we get

fe; = 241 - (JL)‘I(-clsaLs"[n-nJH » 25 & Gyq - sty (A-45).
J = 55

where G]G [3“]2[1—v][1—ﬁ]5LO_].

The expression in (A-45) can be positive or negative. Before writing down a
parametric restriction that fixes the sign of (A-45), we will give a derivation
which will result in (A-45) and has a significant economic meaning. First.
note that the solution in Tableau 5 indicates that bad borrowers at t=0 get a
better than first best contract over their credit horizon (the expression for
52 in Tableau 3 is non-negative: see also (30) and (30)'). This better-than-
first-best contract is at the expense of good borrowers at t=0. Thus. we can
interpret the maximization procedure stated above as searching for the solution
that minimizes the premium bad borrowers at t=0 get over their first best
contract. Therefore, in an optimal solution one tries to give the maximum
feasible reward to borrowers with good first period realizations (see the
result ag = 0), and impose the maximum feasible penalty on borrowers with bad
first period realizations (see the result that they get spot market separating
contracts). This is the solution characterized in Tableau 5. However, one
other solution exists. That is because the contracts offered to unsuccessful
first period types are separating (see Figure 2), which implies that some

deadweight costs, related to collateral. are associated with those contracts.
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Look at (35) to see that reducing a; enables the banks to decrease C:.

The following diagram of perturbations is feasible.

H

L -
AuBL <:::::l‘~ H follows from the binding constraints (32) and (35)

1

Aalt follows from the binding intertemporal profit condition (29).

It follows from the binding constraints (29). (32), (33)., and (35) that for all

€ sufficiently small, the following set of perturbations hold

ol - -¢. o - G ster(1-mat - vyt
L i (A-46)
H | T | H =H L H,-1
ACB =-4¢ed . AaB =4 6 Be(ed] .
The effect of this set of perturbations on the objective function (28) is
& - (-6 s 1-net - 76y -6y - aMveh). (A-47)
Compare (A-47) with (A-45) to see that our assumption Cj - Zj <€ 0 in
j=8
S

Tableaus 1 through 5 is identical to assuming that it is not optimal to give
unsecured loans in the second period to borrowers with bad first period
realizations. We can now distinguish two solutions. The first solution holds
when we assume that the expression for CJ - ZJ ‘ given in (A-43) is
non-positive. This solution can be found in Tableau 5. The alternative

solution is based on the assumption that CJ - Zj is positive. Note

J = Sg

that, since the model is linear, € will be chosen such that the perturbations
in (A-46) completely eliminate collateral. This implies

—H H*
Eg =Ty racy =0.

or equivalently.

1

sries1 ! - slese! = 0.

which means
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& = srialiaty .

This gives us

* =

&) = 6y ér(a(1-m) " - vet Tl
= -

&’ - sriafiety™

H* —H H.2,-1
Lo, = &épr[e(sT)7) .

Ht
ACB = 0.
Subtract the perturbations listed above from the single bar. "=", solution in
Tableau 5 (or in the theorem), to get the double bar, "=". solution also given
in the theorem. Q.E.D.

PROOF OF THEOREM 6: -cf(A). The (separating) spot market equilibrium exists

if it can not be broken by a pooling alternative. The pooling alternative
consists also of single period contracts. As in the intertemporal market
equilibrium case (see Figure 2) it is also partly separating. As a matter of
fact. the pool of successful borrowers as well as the pool of unsuccessful
borrowers can be offered separating contracts. In that case these contracts

are optimally collateralized contracts. Schematically we get.

standard optimally collateralized
separating contract
ry a: L ?Hacgla"]'l
Pooling contract @, = r/8 Cg - 6r[¢6H]-l. aé = r[JL]-I.
where. & = [1—7]6” o
idem:
- H H,-1 H__H H.-1
1-6 a = r(d’] = & BCB[d ]
H _ H -1 E . Es=1
CB = 4r(¢s ] . a; - el&") .
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Note that {ag. €. a;) is separating if

H
G
F1-p1re6"17! < v((1-118" + wsh) 7L, (A-48)

where T = ¥élu(vsl + [1-716t) 1.

The expression in (A-48) is a standard single period existence restriction.

Proofs can be found in Lemma 5. The derivation for T follows from

Figure 2. The existence restriction for the contract (a:‘ C:. a;) is derived

in Lemma 5. However. the proof in Lemma 5 indicates that this restriction will

not be binding if the spot market Nash equilibrium exists. Proving existence

requires showing that the utility of a good borrower under the single period

contract solution in Theorem 2 exceeds its utility under the pooling contract

solution above. Substitute the Theorem 2 solution in the definition of

s H, H

LIIJ |6) and use (3) to get
g A8 &y = &0 - [1-B]

1 N
i

C

= T

- [l—v]n?II[d R: - EH(I-B)W] - Eﬂvdei (A-49)

The pooling alternative in the diagram above leads to.

flus") - ety » 18 - Eﬂ[l-vl)(GHR!\! - t1-g1Fsrrest )
- ustrt (A-30)
N
Existence is guaranteed if UI(JHIJHI 2 EI(GH). This results directly in

condition (38). Condition (39) is straightforward. This condition

guarantees the existence of the separating contracts in the contract III nodes.
The LHS is the borrower's utility under the pooling contract. The RHS gives
the borrower's utility under the separating contract. Condition (40) is a
similar condition for the contract IV nodes. For its derivation. see Lemma 5.
-cf(B). The good borrower's utility under the intertemporal market equilibrium
in Theorem 4 should exceed its utility under the pooling contract equilibrium

in Theorem 5. Given risk neutrality and the absence of rationing, this is the
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came as requiring the borrowing cost for a good borrower to be lower in the
intertemporal contract solution in Theorem 4 than in the pooling solution in

Theorem 5. The borrowing cost in Theorem 4 is

H~H =H~H =H H~H =H~H =H _L~L

8 a - ) CI - & [1-v][é it 3 CI]]] + & vé alII (A-51)
The borrowing cost in Theorem 5 is

H— ~H H—H L—H

&'a, - T - T - Tl (A-52)
Existence is guaranteed if (A-51) £ (A-52). This results directly in condition
(41). Condition (42) is derived in Theorem 3. and explicitly assumed in

Theorem 4. The assumption (43) is of no special value. It is just to indicate
that we focus on the pooling contract solution in (36).

All that remains is to show that the set of parameter values for which
(38) - (48) and (A-48) are satisfied is non-empty. It can be easily verified

that the following parameter values achieve this.

&= 15 - i

JL = .3 ¢ = .35

Y=v=pu=.5 implying € = .416

g = .9 T = .2 (see Figure 2)

r= 1.1 é? = 1.3282313

R =4 ;?II = .8968184

Ko Mt J L e i?Z??gii from E? % E?]l = Kol
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LIST OF KEY SYMBOLS

0y
L

the success probability for a bad borrower;

Oy
L]

the success probability for a good borrower;

2
"

the credit granting probability in the set of contracts j for borrower
type 1 (1 € (L. H). 3§ € (I, IT. QI1L. IV, V}):

a. = the interest factor (= one plus the interest rate) in the set of contracts
J for borrower type i(i € (L, H}, j € (I, II, III, IV, V}):

B = measure of the bank's evaluation of a borrower's collateral. That is. S1
collateral has a value of B to the bank:

Y (1-7Y) = the proportion of bad (good) borrowers at t=0;

nil-M) = & = i in the set of nodes II
v (1-v) = = = " o 2 IIT;
u (1-p) = § . . # s Iv:
o (1-0) = N " = e Z Vi

¥ (1-¥) = the proportion of bad (good) borrowers at t=1 within the pool of
borrowers rationed at t=0:

Q (1) = the proportion of bad (good) borrowers within the pool of borrowers
with bad first period realizations:

T (1-7) = the proportion of bad (good) borrowers within the pool of borrowers
with good first period realizations;

A = Lagrange multiplier;
p = decay parameter for delayed investment projects;

© = the shortage of collateral parameter, © € [0, 1); if © = 1. no shortage
applies;

& = [1-1')6‘H - JL

T = (1-7)6" - vt

¢ = (¢'1-6) - pelr1-d' 7!
¢ s (- - v -

C?Il(opt) = [GH = JL]rIQJH]-l = the level of collateral in an optimally
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collateralized single period contract;
R = the return on the investment project if successful:
r = the risk free interest factor (= one plus the risk free interest rate);

“0 = the initial (t=0) level of available collateral for each individual
borrower;

W= Ho - cI = the available collateral in the second period if
CI has been lost in the first period:

C§ = the collateral asked in the set of contracts j from a type i borrower
(i € 4L, B} Y e €1, 1. 1LX: IV, V)

Uj(ékléi) = the expected ability for a type i borrower who chooses the type
k contracts., starting from the set of nodes j:

a] = the first period pooling interest rate:

a_ = the second period pooling interest rate conditioned on a good first
period realization:

Te1-6 1em

R =R - r(8?)7) 5 e qn 1)

®" = dynamic strategic credit policy of bank i
51 = first period credit policy

ﬁz(y]. X]) = second period credit policy applicable to borrower with first
period contract choice Y, and first period realization xl.

N = set of all possible competing banks (there are n banks)
{i = net expected profit of bank i

X, = borrower's first period type

Kz = borrower's second period type

z = lX], Xl' Kz) is borrower's composite type

yz = borrower's second period contract choice

¥

bank's objective function

Lagrangian



B
az = the second period pooling interest rate conditioned on a bad first period
realization:

In Lemma 5 it is established that the bad return pool within an
intertemporal pooling contract gets a separating contact. The following

variables are defined for that case.

L
GB = second period interest factor for bad types in the pool of
unsuccessful first period borrowers;

H
QB = second period interest factor for good types in the pool of
unsuccessful first period borrowers;

CB = second period collateral asked from a good types in the pool of
unsuccessful first period borrowers:

Some additional symbols:

" on top of variables indicates the (separating) single-period-contract
solution:

“~" on top of variables indicates the (separating) intertemporal contract
solution:

"=" or "=" on top of variables indicates the (intertemporal) pooling contract
solution.
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