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CHAPTER 1

Introduction

1.1 Four different studies

This thesis contains four different studies in applied microeconomics. In order to show the

diversity I list the research questions in order of appearance:

1. How are risk and religion correlated?

2. Does a deposit scheme help gym members to visit the gym more often?

3. Do households smooth consumption expenditures around the date of rent and mort-

gage payments?

4. How do employees save out of different salary components?

The four studies are quite different – they differ in topic, method, and data used. The first

combines experimental data with survey data, both collected through an internet panel.

The second is a field experiment with a gym. The third study uses US budget survey data,

in which households wrote down their daily expenditures. The last one uses administrative

data from two Dutch firms. The first study is in the field of cultural economics, and the

last three are in behavioral economics.

Behavioral economics is a combination of economics and psychology. It attempts to

refine and enrich our understanding of the microfoundations of economics, by introducing

findings from psychology. To categorize the three essays in behavioral economics I will use

the classification of an overview article by DellaVigna (2009) – for an earlier overview, see

Rabin (1998). DellaVigna classifies studies in behavioral economics according to the order

of events in the decision making process, from preferences, beliefs to deciding. Compared

to the benchmark of neoclassical economics individuals can have nonstandard preferences,
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Chapter 1. Introduction

hold incorrect beliefs, or have systematic biases in their decision making. Nonstandard

preferences are e.g. hyperbolic discounting (time preferences), reference-dependence (risk

preferences), and other-regarding (social) preferences. Studies (2) and (3) in this thesis

are applications of hyperbolic discounting, and fit as such into the category nonstandard

preferences.

DellaVigna’s second category is incorrect beliefs. An example of incorrect beliefs is

overconfidence. Though some would classify religion as incorrect beliefs, this is not how

economists usually treat religion. Economists model religious behavior as an investment

good with some payoff in the afterlife (e.g. Azzi and Ehrenberg, 1975). Religion is typically

not thought of as being part of the behavioral economics family. However religion can be

a source of social norms, or could act as a reference point in prospect theory. In those

cases religion can be classified as nonstandard preferences. The study on religion in this

thesis is not about norms, but presents correlations with risk attitudes. As such it fits in

the body of research on the association of cultural differences and economic outcomes (see

for example Guiso et al., 2006).

The third group of deviations in DellaVigna’s overview article is systematic biases. Ex-

amples are framing, persuasion and social pressure, limited attention, and menu effects

amongst others. The subject of the last study is framing effects, and this study therefore

belongs into the category of systematic biases. Framing is one of the more prevalent find-

ings in psychology. It is the effect that the context or phrasing of a problem determines the

outcome. In survey methodology it is well-known that respondents give different answers

to the same question if the answer categories are framed differently. For example, patients

are more willing to give consent for treatment if the treatment is presented as 99% safe,

compared to the situation where they are being told that there are complications in 1%

of the cases (Gurm and Littaker, 2000, cited in Keren, 2012). Within the class of framing

effects, there are many different effects identified, coming with different names. For exam-

ple, there is labeling, which is the finding that the name attached to an income component

is correlated with the spending (Kooreman, 2000; Epley, et al. 2006; Card and Ransom,

2011). There is narrow bracketing, which is the finding that people evaluate risks in smaller

subcategories, but not over all categories jointly (e.g. Gneezy and Potters, 1997; van der

Heijden et al., 2012). Different effects and names point to the same phenomenon: system-

atic biases related to presentation, absorption and recall of information. One challenge for

behavioral economics is to unify all sorts of findings and effects in one general framework.

One attempt is done by Gabaix, (2012a and 2012b).
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Chapter 1. Introduction

I would like to elaborate a little bit more on two themes: mental accounting, and commit-

ment. Both are commonly explained within one model – hyperbolic discounting – though

this is not the only possible explanation. Another reason is that despite many recent

studies, there still is not one convincing explanation for either mental accounting or com-

mitment. These two themes give a small overview of the recent literature, and a flavor of

the topics of the thesis.

1.2 Mental accounting

Behavioral economics is a departure from the standard model of utility maximization. It is

useful to take a step back, and be more explicit where the departure is from. Most relevant

for this thesis is the lifecycle consumption theory, or the permanent income hypothesis

(Friedman, 1957). The problem at hand is how households make decisions how to allocate

consumption over their lifetime – and the mirror image is how people allocate savings.

The theory is relevant in order to design pension schemes, unemployment systems, and

fiscal policy amongst others. For policy makers the theory is relevant because of the sav-

ing/consumption responses that can be expected of certain policies. For example, during

economic recessions governments can try to stimulate consumption by lowering taxes or

giving tax rebates. If households would save a tax rebate, then the effectiveness of such a

policy measure can be questioned.

The basic assumptions of the lifecycle consumption theory are that households are

forward-looking, possibly impatient (but not time-inconsistent) and are optimizing utility

from consumption. Asset markets should function to some extent, so that households are

able to save and borrow money. The predictions (of some forms) of the permanent income

hypothesis are: (1) consumption is smoothed over the lifetime of the household; (2) per-

manent increases in income raise the level of consumption by almost the same amount;

and (3) the savings ratio out of temporary increases in income is close to 1. Note that

there are different versions of the lifecycle model, and adding e.g. labor income uncer-

tainty, longevity risk, or asset portfolio risk can change the specific predictions (Carroll,

2001). The theory does not predict hand-to-mouth behavior, which is the behavior where

consumption tracks income. Two puzzling findings in the literature are that consumption

does track income, and that the consumption share out of temporary income increases is

large.
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Mental accounting is one theory that potentially can explain both findings. Mental account-

ing is the practice that people tend to classify money into (mental) spending categories.

The best way to illustrate what mental accounting is, is by the following survey question,

with the answers given by respondents in brackets (taken from Tversky and Kahneman,

1981, p. 457).

Problem 8: Imagine that you have decided to see a play where admission is $10

per ticket. As you enter the theater you discover that you have lost a $10 bill.

Would you still pay $10 for a ticket for the play?

Yes [88 percent] No [12 percent] N = 1, 831.

Problem 9: Imagine that you have decided to see a play and paid the ad-

mission price of $10 per ticket. As you enter the theater you discover that

you have lost the ticket. The seat was not marked and the ticket cannot be

recovered. Would you pay $10 for another ticket?

Yes [46 percent] No [54 percent] N = 2, 001.

From the perspective of a wallet, both problems are the same: $10 is lost. From an ac-

counting perspective this is different if a person has two mental accounts: one for theater

tickets and one for all other expenses. In the first case the $10 lost is an expense for the

all-other-expenses-account. The $10 reserved for the theater is still present in the theater-

budget. In the second case the theater-account is depleted. From the answers respondents

give it is clear that people tend to break up a large maximization problem into smaller

ones, depending on how the mental accounts are set up.

Thaler (1990) is one of the first to hypothesize that people have three mental accounts:

one for current income, one for asset income, and one for future income. He argues that

consumption tracks current income and is less sensitive to future income changes. This

implies that the marginal propensity to consume differs by income source. Or differently:

money is not fungible, which is a basic economic intuition. Four examples of recent em-

pirical evidence for mental accounting are Kooreman (2000), Card and Ransom (2011),

Beatty et al. (2011), and Abeler and Marklein (2008).

Kooreman (2000) finds that Dutch households spend child benefits differently than

other sources of income. The marginal propensity to consume an extra Guilder of child

benefits is about ten times as large as an extra Guilder of other income. Card and Ransom

(2011) study pension savings of university professors. Contributions to pension savings
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consist of three parts. A mandatory employer contribution, a mandatory employee con-

tribution, and a voluntary employee contribution. Card and Ransom study the voluntary

contributions of employees. According to economic theory, employees should take into con-

sideration the entire amount of mandatory contributions, not who is paying what. They

find that the mix of who pays the mandatory contributions matters. An extra dollar of

mandatory contribution paid by the employee, reduces voluntary savings more compared

to the situation in which this marginal dollar would have been paid by the employer. From

the perspective of the employer it does not matter whether she would pay all the manda-

tory pension contributions, or pays it all to the employee and withholds it as mandatory

employee contributions. To the employer the total labor cost of the employee is the same

in both cases.

UK elderly households spend more on heating their houses after receiving a heating

subsidy (Beatty et al., 2011). Restaurant visitors spend relatively more on drinks after

receiving a surprise voucher for drinks, compared to a voucher of the same amount for

the entire bill (Abeler and Marklein, 2008). In both studies it is expected that consumers

increase the expenditures on heating and drinks due to the income effect – more income

usually means that consumption of all goods increases. However, this does not explain

why almost all of the subsidy is spent on the designated goods – if people think in two

accounts, than extra money for heating can free up money in the other account. There is

no perfect fungibility of money between the mental accounts.

In principle policy makers could use these findings to increase the effects of programs

intended to stimulate the economy. One policy debate is on the size of the multiplier of

government spending. The argument is that forward looking tax-payers realize that any

tax-decrease now has to be paid back in the future with higher taxes, so they will save

most of the tax rebate. However several studies show that tax stimulus programs and tax

rebates increase consumption (e.g. Johnson et al. (2006); Agarwal et al. (2007); Parker

et al., forthcoming). Sahm et al. (2012) find that the matter of payment also matters.

A check in the mail stimulates consumption more than a decrease in withholding taxes

from the paycheck. The conclusion is the same – consumption measured by consumption

expenditures responds to increases in income, where the lifecycle theory of consumption

predicts it would not.

There is one problem for both policy makers and economists. It is not entirely clear how

mental accounting works. It could be that people engage in ‘vertical’ mental accounting:

categorization at one point in time. This implies that mental accounting is a heuristic,
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a rule-of-thumb to reduce information needed to optimize utility. Labeling, source-effects

and power of suggestion are examples of this. For some households this could mean that

the fact that some money comes with a label somehow implies that it is supposed to be

spent in a certain way. The open questions are how information is processed – or not. One

study shows that customers in the US tend to forget to include sales taxes when doing

groceries, which they find out at the counter, where it is added (Chetty et al., 2009).

Another possibility is that mental accounting is best explained by models of intertem-

poral decision making: ‘horizontal’ mental accounting. The most prevalent model in this

case is the model of hyperbolic discounting (Strotz, 1956; Laibson, 1997). In this model

there are two parameters that govern intertemporal behavior. There is a long-term dis-

count rate, which is supposed to be stable over longer periods of time. There is a short-term

rate of impatience, which depends on time itself. Depending on whether the agent is aware

of this short-term factor, there could be three types of behavior. The first type is time-

consistent, where the short term discounting factor does not play a role. If the short-term

discount factor kicks in, then agents could be aware (to some extent) of their short-term

impatience, in which case they would like to search for commitment mechanisms to bind

their future selves. Some agents are aware of this short term factor, in which case they

engage in time-inconsistent behavior. This behavior is best described by: “tomorrow I will

go to the gym/loose weight/quit smoking/start studying, tomorrow really” – and tomor-

row there is another tomorrow. The implication for the lifecycle theory of consumption is

that changes in income are closely tracked by changes in consumption, and that windfall

income is mostly spent (Thaler, 1990).

One problem is that these two types of mental accounting can have different policy

implications. In the case of horizontal mental accounting it is a matter of time preferences.

In this case it is not clear whether there is a need for policy interventions. If agents prefer

consumption now over later, and time-inconsistency is part of their preferences, what ex-

actly is the welfare improvement? There is an argument for policy intervention in the case

where agents are time-inconsistent, are aware of it, and where they search for ways to bind

their future selves. In the case of vertical mental accounting the question is how agents

process and use information. Empirically the two types can generate the same evidence.

On top of that the borders between vertical and horizontal mental accounting are fuzzy.

An example of a case in between the two is limited attention (Karlan et al., 2012), which

is an information problem over time.
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Another open issue is how agents define the categories of the mental accounts. Do agents

generate mental accounts as they are presented? The issue is whether mental structures

are superimposed, or mental accounts are malleable, see Cheema and Soman (2006). In

another paper Soman and Cheema (2011) conduct a field experiment where mental ac-

counting and partitioning are closely related. They randomized low-income households

who wanted to save for their children’s eduction into a 2 × 2 × 2 treatment design. The

treatments were a high/low savings target, partitioning/no partitioning of salary, and pic-

ture/no picture of the children on the savings envelope. The experimenters chose which

households got a high or a low savings goal. In the partitioning treatment the wages were

paid out in two envelopes, one with the amount of the savings in it, and the remainder in

a second envelope. In the photo treatment a photo of the children was put on the savings

envelope to remind the parents of the savings’ goal. Partitioning – paying out wages into

two envelopes – increases savings, as long as the savings goal is not “too high”. Households

with the low savings goal leave the savings envelopes untouched, but households with the

high savings goal break open savings envelopes more often. Once a savings envelope is

opened, households spend most of it. A study where categories are endogenously deter-

mined by a present-biased agent is by Hsiaw (2011). She builds a model of goal-setting,

in which present-biased agents endogenously slice up a larger goal into smaller goals as a

self-control mechanism. This fits in the interpretation of horizontal mental accounting.

1.3 Commitment

The second theme is commitment, and this is a recent object of study for economists.

To commit oneself is to bind oneself. The act of commitment has a relational aspect,

since one commits to somebody – e.g. a spouse, an employer/employee, voters, or even to

oneself. Commitment is probably the closest modern economic thinking comes to moral

philosophy. To see this, just read “fidelity” for commitment to a spouse, or “integrity” for

commitment to oneself. Commitment can be done by means of contract, promises, asking

others to hold one accountable or liable, and in many other ways. In essence commitment

increases the net gain of being in a committed state versus breaking out of one. There

are various ways to increase this gain: increasing the costs of the non-committed state,

increasing the transaction costs of changing states, or the promise of benefits of being in a

committed state.
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For theories of rational choice commitment is puzzling, since binding oneself effectively

shrinks the choice set. If A is the optimal choice in set A,B,C, it will also be the optimal

choice in A,B. One needs departures of the rational choice paradigm in order to explain

commitment. In the previous section commitment appeared in models of hyperbolic dis-

counting. Economists model time-inconsistency as an intra-personal game between the self

now and future selves. Agents have a demand for commitment if they have a self-control

problem, and if they are aware of it – sophisticates in the language of self-control models.

For example drug addicts can and do find clever ways to prevent their future selves from

indulging when they crave for drugs, for example giving their housekey to a friend (Elster,

2000). Examples in the financial domain are: owning a house as a savings account (Laib-

son, 1997), paying with cash instead of a debit or credit card, or even freezing your credit

card in a block of ice to prevent oneself from impulses to buy. Time inconsistency, temp-

tation, and arousal are typical situations where agents express a desire for commitment.

As Elster (1979) puts it: fully rational agents do not need commitment devices, but agents

are not totally passive either. He proposes theories of imperfect rationality, where agents

are weak and they know it – but in an indirect way they can achieve the same outcome as

fully rational agents (Elster, 1979, p. 1).

A different strand of literature in economics studies the consequences of commitment.

Theories of self-control explain the demand for commitment devices. The literature on

consumption commitments studies the consequences when households have fixed part of

their budget. Housing costs, heating, and utilities are expenditure categories that have

large budget shares (Chetty and Szeidl, 2007), are pre-committed (e.g. by contract), and

have a flat fee structure. It is interesting to see how many contracts have a predominant

flat fee structure, with total costs varying little with usage (DellaVigna and Malmendier,

2004). The existence of consumption commitments can explain why people are risk-averse

to moderate wealth shocks, and at the same time buy insurance as well as lottery tickets

(Chetty and Szeidl, 2007). Consumption commitments can also explain why optimal labor

contracts smooth wages, with a small risk of unemployment. Wage-earners with consump-

tion commitments prefer a smooth wage with a small risk of lay-off to a contract with large

variations in income.

Commitment devices and consumption commitments both have commitment in com-

mon, but they are conceptually different. The first is the outcome of models with self-

control problems, the second is the starting point to reconcile empirical puzzles of risk

aversion.
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1.4 Overview of the thesis

Study 1: Risk aversion and religion

Joint with Charles Noussair, Stefan Trautmann, and Gijs van de Kuilen.

A version of this chapter is accepted for publication in the Journal of Risk and Uncertainty.

We use a dataset for a demographically representative sample of the Dutch population

that contains a revealed preference risk attitude measure, as well as detailed informa-

tion about participants’ religious background, to study three issues. First, we find strong

confirmatory evidence that more religious people, as measured by church membership or

attendance, are more risk averse with regard to financial risks. Second, we obtain some

evidence that Protestants are more risk averse than Catholics in such tasks. Third, our

data suggest that the link between risk aversion and religion is driven by social aspects of

church membership, rather than by religious beliefs themselves.

This study is not related to behavioral economics, but to cultural economics. It uses

an experimental procedure to elicit risk attitudes and correlates this risk measure with

religious behavior and beliefs of the Dutch population. This study fits into a more recent

literature that studies how cultural variables influence economic behavior (Guiso et al.,

2003 and 2006). Variables as religion, culture, and gender can be controlled for if they do

not concern the main research question, see e.g. Dohmen et al. (2011) where religion is

a background variable in explaining risk aversion. However, sometimes religious doctrines

can be helpful in explaining different economic outcomes, e.g. Kumar et al. (2011) – who

exploit the differences between Protestant and Catholic opinions on lotteries. Causality is

an interesting issue here, since economic outcomes can also feedback and change beliefs,

doctrines, and interpretation of doctrines. A relatively unexplored link is religion as a

commitment device (e.g. Deaton, 2011).

Study 2: Goal setting and gym attendance

Joint with Henriëtte Prast and Peter Kooreman.

We conduct a field experiment with a large, non-student gym, with members who want

to go more often to the gym. The desired attendance goal is elicited in a survey prior

to treatment revelation. There are two treatments: one with psychological cost, and one

with psychological and potential monetary cost – a deposit contract. Treatment-takers

were asked to set a performance goal of weekly visits. We report three findings. We find

a low take-up of the deposit contract, in line with other studies on commitment devices.
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Treatment-takers in both treatments set a lower goal for evaluation compared to the goal

stated in the survey. Attendance in both treatments increases during the treatment period,

but only takers of the deposit contract realize their performance goal more often.

This study is related to commitment. The question is whether there is demand for a

commitment device. Is there a residual willingness to pay for commitment among gym

members who have already paid for a subscription? DellaVigna and Malmendier (2006)

show that gym members buy annual memberships to commit themselves, but that they

overestimate the use of it. This finding is confirmed in our study: almost all members

in our subject pool have the most expensive subscription offered by the gym, and still

express they could use some help in going more often. We find a low take-up, comparable

to the take-up of other studies with commitment devices. An open question is why the

demand for commitment is so low. Framed in terms of the hyperbolic discounting model:

do agents not know their short-term discount factor, or do they know, and are the com-

mitment devices offered not improving welfare? As a sidenote: in our field experiment the

deposit treatment is framed as a separate contract from the existing gym membership. An

interesting avenue for future research would be to see how demand changes if the deposit

contract is integrated in a gym membership – framing might very well matter.

Study 3: Explaining intra-monthly consumption patterns: the timing of income or the

timing of consumption commitments?

A number of recent studies have concluded that consumer spending patterns over the

month are closely linked to the timing of income receipt (e.g. Stephens, 2003; Mastrobuoni

and Weinberg, 2009; Evans and Moore, 2012). This correlation is mainly interpreted as

evidence of hyperbolic discounting. A suggested welfare improvement is to partition pay-

checks, and pay the same monthly amount of income in more and smaller installments.

More frequent paycheck distribution could potentially serve as a commitment device, to

help individuals to smooth consumption. One implicit assumption is that households are

not able, or unwilling to borrow over short periods of time. They need to be liquidity

constrained. I show that more frequent paycheck distribution is no longer a commitment

device for hyperbolic households with liquidity constraints in the presence of consumption

commitments. Consumption commitments are expenditures on rent/mortgage, health in-

surance, and loan repayments. They have a large budget share, are fixed in the short run,

and are usually to be paid once a month. I show that cycles still appear in a model with

liquidity constrained households, who receive their paychecks more frequently.
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I re-examine patterns of spending in the diary sample of the U.S. Consumer Expenditure

Survey, incorporating information on the timing of the main consumption commitment for

most households – their monthly rent or mortgage payment. Rent and mortgage payments

are most often made at the first of the month, so responses to the pattern of committed

expenditure are easily confounded with the timing of “first of the month” income streams.

In the empirical analysis I control for both the timing of rent/mortgage payments and the

timing of income, proxied by the weeks of the month. I find that consumption spending

is strongly related to the timing of rent/mortgage payments, and only weakly related to

the weeks of the month. Moreover, households with weekly, biweekly and monthly income

streams but the same timing of rent/mortage payments have very similar consumption pat-

terns. Focusing on Social Security recipients, I find that the sharp intra-monthly decline

in spending first documented by Stephens (2003) is only present for the 20% of recipients

who make monthly rent or mortgage payments. These findings suggest that any policy

prescriptions for altering the timing of income payments should also take into account the

impact of consumption commitments on consumer spending and welfare.

Study 4: Framing effects in an employee savings scheme

Joint with Peter Kooreman, Bertrand Melenberg and Henriëtte Prast.

A version of this chapter appeared as Netspar Discussion Paper, no. 01/2013 − 001, and

IZA Discussion Paper no. 7154.

Previous studies have found evidence that seemingly irrelevant details of an income

component such as its label have an effect on how it is used. Using a data set with more

than one million employee-month observations, we investigate the role of functional form

assumptions and time aggregation in the analysis of these effects. In most cases we find

evidence that marginal propensities to save differ across income components. Our analysis

reveals a large degree of heterogeneity in savings behavior within the year.

This study is connected to the literature on framing, and in particular on mental ac-

counting. We find that marginal propensities to save differ with salary components, but it

is not clear whether this is due to informational processing or intertemporal behavior. It

is an open issue whether the best explanation is vertical or horizontal mental accounting.

As an aside: the savings account we study has features of a commitment device. It is easy

to contribute, but for liquidating the employee needs consent from the employer.
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CHAPTER 2

Risk aversion and religion

2.1 Introduction

Recent microeconomic research has revealed some strong relationships between religion

and economic behavior.1 Measures of religiosity and religious affiliation exhibit corre-

lations with investment and managerial decisions, organizational behavior, and financial

market outcomes (Hillary and Hui, 2009; Kumar et al., 2011). These studies provide a

microeconomic foundation for macroeconomic cross-country research that finds evidence of

an important role of religion in economic development and institutional structure (Barro

and McCleary, 2003; 2006, Guiso et al., 2003; 2006). One potential mechanism that could

generate a relationship between religion and economic behavior is a correlation between

religious belief, or practice, and risk attitudes. Studying this link is potentially an impor-

tant ingredient in our understanding how religion shapes economic outcomes.

A positive relationship between risk aversion and religiosity has been observed in a

number of studies (Dohmen et al., 2011; Hilary and Hui, 2009; Liu, 2010; Miller and Hoff-

mann, 1995). A few studies also find a negative association with religiosity and excessive

gambling (Diaz, 2000; Ellison and McFarland, 2011; Hoffmann, 2000). The results with

respect to differences in risk aversion between Christian denominations are mixed. Barsky

et al. (1997) and Benjamin et al. (2010) find that Protestants are more risk averse, and

Kumar et al. (2011) find that they make safer financial investments than Catholics, while

Renneboog and Spaenjers (2011) and Dohmen et al. (2011) observe the opposite. While

some of these studies control for a variety of social and economic variables that differ be-

tween the countries in which they were conducted (the United States, the Netherlands,

1A version of this chapter is accepted for publication in the Journal of Risk and Uncertainty.
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and Germany), international differences in doctrine and history, particularly within the

Protestant segments of the population, might account for the mixed results.

The studies listed above have used two different approaches. The first is to correlate

data on religiosity with measures of financial risk taking at the individual level. Barsky et

al. (1997), Dohmen et al. (2011), Renneboog and Spaenjers (2011), and Liu (2010) rely on

hypothetical risk preference decisions in large population samples. Benjamin et al. (2009)

use a student sample and a risky experimental decision task with monetary stakes. The

second approach is to correlate county- or regional-level religiosity, or sectarian demogra-

phy, with the financial conduct of individuals, companies, mutual funds, or CEOs (Hilary

and Hui, 2009; Kumar et al., 2011; Shu et al., 2010).

In this chapter, we report new evidence of a relationship between religion and risk aver-

sion in a demographically representative sample of the Dutch population. Our work differs

from previous studies in two principal aspects. First, our data provide the first evidence

for a link between an incentivized risk aversion measure and church membership at the

individual level. Second, apart from a person’s church membership, we also have access

to an extensive set of variables concerning religious background and practice. These in-

clude parents’ church membership, own and parents’ church attendance, own and parents’

denomination, own frequency of prayer, and own specific religious beliefs in God and core

Christian theological concepts. Using our measure of aversion to financial risk, we test

whether there are differences in risk aversion between church members and non-members,

as well as between Protestants and Catholics. We also study the role of parental religious

activity, religious beliefs, prayer, and church attendance.

The Netherlands constitutes a good arena to study these questions. The country is

characterized by religious diversity, with just over half of the population (51.6%) reporting

an affiliation to an established religion. 27% are members of the Catholic Church while

16.6% are members of a Protestant denomination. The Southern and Southeastern regions

of the country, particularly the provinces of North-Brabant and Limburg, have a strong

Catholic majority, while Zeeland, South-Holland, and the Northeast of the country have

a clear Protestant majority. Religious identity has historically been important, due to the

regional division, the role of Protestantism in the original war for independence against

Spain in the 16th and 17th centuries, and the fact that the Netherlands has at times

served as a refuge for Protestants and Jews from neighboring countries. There is a Muslim

minority comprising roughly 4 to 6% of the population.
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Identifying the nature of the connection between risk attitudes and religion is important

for understanding the mechanism underlying the effects of culture on economic outcomes

(Guiso et al., 2006; McCleary and Barro, 2006). In particular, it might clarify the nature

of the link between religion and financial market behavior. Kumar et al. (2011) conjecture

that differences in financial decisions between Protestant and Catholic regions are due

to greater aversion to gambling on the part of Protestants. On the other hand, Shu et

al. (2010) find no evidence that Protestants hold less risky stocks. Instead, they find

that increased volatility of returns for mutual funds from Catholic regions is driven by

aggressive trading and under-diversification. Hong et al. (2004) show that churchgoers are

more, rather than less, likely to participate in the stock market, contradicting the evidence

showing that religious people are typically more risk averse. Uncovering the link between

religiosity, religious affiliation, and risk aversion at the individual level can potentially shed

light on the nature of the relationship between religion and financial decisions.

The data we have on self-reported religious beliefs and practices allow us to study

whether links between risk aversion and religion are related to particular religious beliefs,

or to the social aspects of activities associated with religious practice (Barro and McCleary,

2003; Gebauer et al., 2012). Furthermore, we also have data on our subjects’ exposure to

religious beliefs and activities during their childhood, such as parents’ church affiliation,

intensity of religious practice, and church attendance. This allows us to study the role

of the intergenerational transmission of risk attitudes through religious upbringing, and

whether risk aversion is correlated with the decision to join or to leave the church.

We find robust evidence that risk aversion is positively correlated with religiosity, as

measured by church membership. Moreover, risk aversion is positively correlated with

attendance rates at religious gatherings, and the effect is mainly driven by those who

are very active religiously. We also find evidence for differences in risk attitudes between

denominations, with Protestants being more risk averse than Catholics. This effect is

moderated by the form of incentives provided in the experiment, and suggests a special

role for gambling aversion in the link between religion and risk aversion. Data on religious

beliefs indicate that these beliefs are not related to risk aversion, in contrast to prayer and

church attendance. Thus, the link between religion and risk attitudes appears to derive

principally from the social and institutional aspects of church membership, rather than

from institution-free religious beliefs themselves.
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2.2 Participants and methodology

2.2.1 Participants

We use data from the LISS panel, managed by CentERdata, an organization affiliated

with Tilburg University. The LISS panel consists of approximately 9,000 individuals, who

complete a questionnaire over the internet each month. Respondents are reimbursed for

the costs of completing the questionnaires four times a year. Additionally, incentivized

economic experiments are conducted routinely on the LISS panel. A payment infrastructure

is available to pay participants according to their decisions in experimental tasks.

In terms of observable background characteristics, the LISS panel is a representative

sample of the Dutch population. A large number of background variables are available,

including data from a prior survey on religious beliefs and participation, and measures of

risk attitudes from a study by Noussair et al. (forthcoming). The experiment is offered

to a random sample of 5,788 persons in December 2009. We have a measure of risk

aversion for 3,451 persons. The survey on religiosity is offered to a random sample of 8,230

persons in January and February of 2009. 5,810 persons completed the survey. For 2,631

persons we have information for both risk attitudes and religiosity. We drop 327 persons

because of missing observations on one or more covariates. The final sample consists of

2,304 individuals of whom 906 were in a real payoff condition in which the risk preference

elicitation involved monetary incentives, 718 were in a condition with low hypothetical

stakes and 680 with high hypothetical stakes. It is possible that more than one member

of the same household participate in the experiment. In the empirical analysis we cluster

standard errors at the household level. The final sample consists of 1,849 households.

2.2.2 Measurement of risk attitudes

Risk attitudes were measured by letting each participant choose, in five trials, between

a lottery that paid ¿65 or ¿5 with equal probability and thus had an expected value of

¿35, and a sure payoff that differed by trial. The sure payoff varied from ¿20 to ¿40 in

steps of ¿5. Each of the five choices was presented on a separate screen, and the order

of the sequence of sure payoffs was counterbalanced among subjects. That is, for one

half of participants, the first decision consisted of a choice between the lottery and a sure

payment of ¿20, the second decision was between the lottery and ¿25, etc. For the other

half of subjects, the first decision consisted of a choice between the lottery and a sure
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Figure 2.1: Screenshot risk attitude elicitation

payment of ¿40, the second decision was between the lottery and ¿35 for sure, etc. The

side of the screen (left/right) on which the lottery and the sure payoff appeared was also

counterbalanced, with one half of the subjects having the lottery always displayed on the

left of their screen, and the other half having it always shown on the right. Subjects did

not learn of the actual outcome of any of the lotteries during the experimental session.

Each lottery was presented in terms of a die roll, with the die representing a computer-

ized equal probability draw (see Figure 2.1 for an example of a screen shot illustrating the

format). 906 subjects made these choices for potentially real stakes. For each subject in

the Real stakes condition, one decision problem she faced was randomly selected to poten-

tially count as her earnings. The prize was paid to a given individual with a probability of

1/10. This allowed for significant payoffs to some individuals (Benjamin et al., 2009).2 The

2Combining large payoffs with a random selection of participants for real payment is often done in
large-scale studies with the general public (e.g., von Gaudecker et al. 2011). The procedure leverages
incentives, and avoids the potential problem of relatively linear utility for small payoffs when measuring
risk attitude. While typically for the population as a whole no differences are observed between preferences
elicited by different incentive methods (e.g. von Gaudecker et al. 2011, Noussair et al. forthcoming), in
Section 2.4 we show that certain groups of the population may nevertheless be affected, for example due
to specific religious doctrines.
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Table 2.1: Overview sample construction

Only riska Incomplete Final sample p-value p-value
(A)b fraction (B)b fraction (C)b fraction (A)− (C) (B)− (C)

Real payment 3.23 0.42 2.96 0.43 3.27 0.39 0.891 0.018
Hypo low 2.97 0.31 3.36 0.27 3.26 0.31 0.018 0.458
Hypo high 3.65 0.26 3.73 0.30 3.82 0.30 0.230 0.858
All 3.26 3.30 3.43 0.039 0.183
N 823 327 2304

a: For these subjects we only have a risk measure, and no variables on religiosity.
b: Risk aversion is measured on scale from 0 (least risk averse) to 5 (most risk averse)

probabilities that an individual would be paid, and that any given decision would count

conditional on her being paid, was known at the time she made her decisions. Another

718 subjects made the same decision, but with hypothetical payoffs. Additionally, another

680 subjects made the same choices, but with hypothetical payoffs scaled up by a factor

150. Table 2.1 shows average risk aversion for the three treatments – the real payment

condition, the low hypothetical payoffs, and the inflated hypothetical payoffs. The first

two columns pertain to the participants for which we have a measure of risk aversion, but

for which we do not have variable on religious outcomes. Columns three and four show

average risk aversion for subjects that have incomplete covariates. Columns five and six

is the final sample. The last two columns show p-values of the Mann-Whitney-U test.

There are some observable differences in the average risk levels between the final sample

and the sample for which we only have a measure of risk aversion, columns (A) and (C).

We include controls in all regressions to account for potential treatment effects, as well as

controls for the counterbalancing in the presentation of the choices. The results are similar

when we include the group with incomplete covariates in the final sample.

Our measure of individual risk aversion is the number of instances in which a subject

chose the sure payoff. Thus, our risk aversion measure ranges from a lowest possible value

of 0 to a highest possible value of 5. A risk neutral agent would make either one or two

safe choices, out of the five choices, and more than two safe choices indicate risk aversion.

More safe choices indicate greater risk aversion.
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2.2.3 Measurement of religiosity and religious participation

The survey on religion that participants had completed earlier contains data on religious

activities and beliefs of the survey participants at the date of the survey, as well as responses

reporting their parents’ activities when the participant was 15 years old. Table 2.2 provides

summary statistics of responses to each question for each religious group.

The religiosity variables we employ are the following. We define dummy variables for

frequency of church attendance. The categories are church/service attendance of more

than once a week, once a week, and once a month. We also use the same categories of

attendance frequency at age 15. We define denomination dummies for adherence to the

Catholic and Protestant faiths. The variable “degree of belief” is measured in two ways.

The first is with the response to a question in which the respondent was asked to indicate

one of six degrees of belief in God. These ranged from 1: “I do not believe in God” to

6: “I believe without any doubt in God.” The second measure of the strength of religious

belief is a count of the number of affirmative answers on a set of seven questions asking

the subjects whether they believe in specific Christian theological concepts. These are (i)

life after death, (ii) existence of heaven, (iii) the Bible as the word of God, (iv) existence

of hell, (v) the devil, (vi) that Adam and Eve existed, and (vii) that it makes sense to

pray. Finally, we include dummy variables for the frequency of prayer outside of religious

services.

Table 2.2 also shows the average values for two sets of independent variables that we

use in our analysis. Controls A consist of the purely exogenous variables of gender, age,

treatment, and counterbalancing in the presentation. Controls B consist of a set of socioe-

conomic background variables. These consist of marital status, number of children, income,

homeownership and health status, educational and occupational status, and whether one

has a Dutch passport. The table also provides averages of the responses to the religiosity

questions and of the control variables, for Catholics and Protestants separately.

A number of interesting patterns are evident from the table. Overall, 42.4% of respon-

dents are affiliated to either the Catholic or a Protestant church. This compares to 66.3%

of respondents’ parents at the time they were 15 years old, illustrating the decline in church

membership over the last several decades in The Netherlands (Dekker et al, 1997). Almost

all, more than 94%, of respondents who currently are affiliated, report that their parents

were church members when they were 15 years old. On average, Protestants attend church

services more often, pray more, and indicate stronger religious beliefs than Catholics. The

demographics are similar between the two groups. The religiously affiliated are somewhat
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Table 2.2: Summary statistics

N mean Catholics Protestantsa

Religion

Church member 2304 42.4%
Parents church memberb 2304 66.3% 94.6% 94.1%
Roman Catholic 2304 22.3%
Protestant 2304 16.1%
Attendance >1 per week 2297 3.7% 1.2% 14.2% ***
Attendance =1 per week 2297 6.9% 6.5% 27.4% ***
Attendance =1 per month 2297 7.0% 14.5% 16.9%
Attendance >1 per week (age 15) 2297 10.8% 13.5% 23.7% ***
Attendance =1 per week (age 15) 2297 32.4% 56.6% 46.6% ***
Attendance =1 per month (age 15) 2297 6.9% 7.1% 8.1%
Pray >1 per week 2294 25.5% 36.1% 68.7% ***
Pray =1 per week 2294 3.8% 7.0% 5.4%
Pray =1 per month 2294 5.2% 10.5% 4.3% ***
Degree belief in God (min 1, max 6)c 2302 3.5 4.4 5.1 ***
Belief indicators (min 0, max 7)d 757 2.5 3.1 5.8 ***

Controls Ae

Female 2304 51.9% 53.9% 56.2%
Age 2304 49.6 54.2 54.3

Controls B

Married 2304 63.3% 71.4% 76.3%
Divorced 2304 8.2% 7.6% 4.3% ***
Number of children 2304 0.8 0.7 0.8
Gross monthly income 2304 2211.0 2377.0 1903.0
Home owner 2304 75.0% 79.6% 78.2%
Health status (1=worst, 5=best) 2304 3.2 3.1 3.2
High education (college or more) 2304 30.8% 27.4% 29.0%
Civil servant 2304 10.1% 10.3% 11.0%
Self-employed 2304 4.3% 3.5% 3.8%
Dutch passportf 2304 98.1% 97.5% 100.0% ***

a: difference between Catholics and Protestants. */**/*** correspond to 10%/5%/1% significance level
b: When the respondent was aged 15.
c: Based on one question.
d: Counts the number of confirmatory answers in seven questions.
e: In regression analyses, Controls A also includes controls for counterbalancing and treatment in the
risk elicitation task.
f: Multiple passports possible.
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Table 2.3: Parental and own church membership

All Real payment Hypo normal Hypo high
N meana N meana N meana N meana

Yes Yes 917 3.54 371 3.47 283 3.39 263 3.78
Yes No 611 3.36 250 3.04 178 3.29 183 3.86
No Yes 61 3.56 23 3.57 19 3.00 19 4.11
No No 715 3.35 262 3.18 238 3.12 215 3.82

Parents in church refers to parents’ membership status when respondent was aged 15.
a: Risk aversion is measured on scale from 0 (least risk averse) to 5 (most risk averse).

more likely to be female and older than average. Church members are more likely to be

married and less likely to be divorced than the overall population.

2.3 Results: church membership and participation

We first consider whether there is an overall correlation between risk aversion and reli-

giosity, as measured with both current religious activity and exposure to religion during

childhood. Table 2.3 gives an overview of measured risk aversion depending on current

church membership status and membership of the subject’s parents during her childhood.

Table 2.4 shows similar data for attendance at religious services. In both tables, the risk

aversion measure is the number of safe choices, out of a maximum possible of five. We give

data for the whole sample, as well as separate results for participants in the real stakes

and in the two hypothetical conditions.

The first pattern that is evident from the tables is that the average person is risk averse.

Making more than two safe choices is incompatible with risk neutrality, and indicates risk

aversion. Overall, individuals make an average of 3.43 safe choices. Table 2.3 shows

that current church members are more risk averse than non-members. Table 2.4 confirms

that current attendance correlates positively with risk aversion while attendance during

childhood seems to have no effect. Both patterns are more pronounced for participants

in the real stakes condition. Parents’ membership exerts no effect beyond a correlation

between current membership status and parents’ membership status (Spearman’s ρ =

0.499, p < 0.01). A respondent who renounced the church after age 15 is comparable in

risk attitude to one whose parents were not church members. Thus, it does not appear that
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Table 2.4: Attendance at church services

All Real payment Hypo low Hypo high
N meana N meana N meana N meana

Current attendance

More than once a week 86 3.83 38 3.76 19 3.58 29 4.07
Once a week 159 3.65 60 3.62 51 3.16 48 4.21
Once a month 160 3.39 71 3.42 46 3.15 43 3.60
Less often 1892 3.40 733 3.20 600 3.27 559 3.79

Attendance at age 15

More than once a week 247 3.43 110 3.31 68 3.26 69 3.80
Once a week 744 3.44 287 3.19 246 3.39 211 3.86
Once a month 159 3.43 61 3.20 45 3.27 53 3.83
Less often 1147 3.43 443 3.32 357 3.18 347 3.81

a: Risk aversion is measured on scale from 0 (least risk averse) to 5 (most risk averse).

exposure to religion itself permanently affects risk attitudes (unless there are key variables

affecting the decision to leave the church that are not controlled for). Otherwise, parents’

membership would exert an influence on those who are not religious as adults (Guiso, et al.,

2003; 2006). On the other hand, the pattern we observe is also consistent with relatively

risk tolerant individuals being more likely to opt out of the church.

Table 2.5 gives ordered probit regression results for the whole sample (indicated in

the columns labeled “All”) and the subsamples of subjects who received real contingent

cash payments (in the “Real” columns), or hypothetical questions (in the “Hypo low” and

“Hypo high” columns). The dependent variable is the number of safe choices and each

individual constitutes one observation. There are subjects in our sample who belong to

the same household. Therefore we cluster the standard errors at the household level. The

estimates include either a smaller set of independent variables, Controls A, or a larger set

consisting of Controls A and B. Controls A consist of gender and age, which are exoge-

nous, as well as treatment dummies and dummies for counterbalancing. Controls B are

background variables, listed in Section 2.2.3, which in principle are subject to endogeneity.

The table reports only the findings for the covariates of interest.

The upper panel of the table shows that church members are more risk averse than non-

members. For parents’ membership at the time the subject was aged 15, a directionally
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Chapter 2. Risk aversion and religion

identical effect is found, which becomes insignificant under real incentives. This suggests

that parents’ membership may exert an indirect influence by affecting current member-

ship, which is correlated with risk aversion. The lower panel of Table 2.5 corroborates

these findings. Higher frequency of attendance at religious gatherings is related to higher

risk aversion, with the strongest effects for highly religiously active respondents. This effect

is insignificant, however, for the attendance at age 15.3 The regression analysis confirms

that the link between church membership and revealed risk attitude is most pronounced

for participants in the real stakes condition.4

Overall, these results clearly show a positive relationship between risk aversion and

current religiosity. We thus confirm previous findings in the literature, using a unique

combination of a representative population sample and experimental decision tasks with

both real and hypothetical stakes. We state our first result.

Result 1: There is a positive relationship between risk aversion and active church member-

ship.

2.4 Roman Catholics and Protestants

The previous section establishes a positive correlation between overall religiosity and risk

aversion. We now consider whether there are differences in average risk attitude between

Catholics and Protestants. From Table 2.2, it is clear that there are differences between

the two denominations in terms of the intensity of religious activities and beliefs. On av-

erage, Protestants hold stronger religious beliefs, and the share of practitioners who are

very active in terms of church attendance and frequency of prayer is greater.

One might expect, based on the results from Section 2.3, that religious activity of

Protestants would be associated with stronger risk aversion on the part of Protestants

relative to Catholics5, in particular in the real stakes conditions. Table 2.6 shows that

this is the case. The table shows the average risk aversion measure for Catholics, Protes-

tants, and members of other faiths in our data. The last category includes members of

3More reporting errors for attendance at age 15 than for current attendance, due for example to
imperfect recall of one’s status at age 15, could lead to a downward bias, in the direction of less significance,
in the coefficient.

4In Section 2.4 we note that this effect might be caused by Protestants behaving in a more risk-averse
manner in the real stakes than in the hypothetical conditions, and we discuss the possible implications of
this finding.

5Note, however, that the share of very active participants in our sample is small in both denominations.
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Chapter 2. Risk aversion and religion

Table 2.6: Risk aversion by denomination

All Real payment Hypo low Hypo high
N meana N meana N meana N meana

Roman Catholic 514 3.51 211 3.39 163 3.47 140 3.75
Protestant 372 3.56 143 3.62 115 3.24 114 3.82
Other faiths 92 3.55 40 3.42 24 3.25 28 4.00

a: Risk aversion is measured on scale from 0 (least risk averse) to 5 (most risk averse).

Eastern churches, Jews, Muslims, Hindus, Buddhists, and members of other faiths, but

does not include the religiously unaffiliated. Catholics and Protestants are almost equally

risk averse on average for the full sample, but Protestants are more risk averse under the

Real payment condition Catholics are more risk averse in the Hypothetical low payment

condition.

The raw averages in Table 2.6 fail to control for other influences on risk aversion, which

may fall differentially between the two groups. Table 2.7 contains tests for denomination

differences, derived from ordered probit regressions that include Controls A and B dis-

cussed earlier as independent regressors. The table reports regressions that include three

different samples (all participants, those who had real monetary payoffs, and those who

had hypothetical payoffs), and two sets of controls, Controls A, and Controls A and B.

The upper panel of Table 2.7 compares the adherents of religious groups to non-members.

We find evidence that Protestants are more risk averse than non-members in the full sam-

ple and the real stakes sample. In the real stakes sample, the coefficient for Protestants

significantly exceeds that for Catholics. In contrast, in the low hypothetical stakes sample,

the coefficient for Protestants is smaller than that for Catholics, but this difference is not

statistically significant. The lower panel of Table 2.7 restricts the sample to Protestants

and Catholics only. We find that Catholics are less risk averse in the full and the real

stakes samples, but more risk averse in the low hypothetical stakes sample.

These results suggest that compared to adherents of other religions, Protestants are

especially risk averse in the real stakes condition. For hypothetical incentives, they hold

similar risk attitudes as those who are no members of a church, and are on average even

less risk averse than Catholics. Our findings have interesting implications. First, while the
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Chapter 2. Risk aversion and religion

literature has considered both risk aversion and gambling attitudes in their relation to reli-

gion, the result supports the view that compared to Catholics, Protestants are more averse

to gambling, but not to risk per se: the real stakes condition might have been perceived

as gambling because of either the real payoffs flowing from the decision, or the potential

skewness introduced by the random payment mechanism.6 Second, these findings also shed

light on the mixed results obtained in the previous literature. While Kumar et al. (2011)

find that Protestants are more risk averse when considering gamble-like outcome measures,

Renneboog and Spaenjers (2011) and Dohmen et al. (2011) find that Catholics are more

risk averse than Protestants in a self-reported hypothetical survey question. Our findings

suggest that these differences are systematically related to Protestant theological doctrine

regarding gambling. We state our second result.

Result 2: Protestants are more risk averse than adherents of other faiths in the real stakes

gambling task.

2.5 Believing versus belonging

In Section 2.3 we found evidence supporting a positive correlation between risk aversion

and religiosity, measured in terms of church membership and service attendance. An im-

portant question regarding this correlation concerns whether the relationship is driven by

religious beliefs per se, or by the social effects of participation in religious institutions (see

Iannaccone, 1998; Liu, 2010; McCleary and Barro, 2006). McCleary and Barro (2006) and

Barro and McCleary (2003) suggest that the positive economic effects of religion are driven

by religious beliefs, rather than pure communal social and cultural effects of participation

and membership. They find a positive correlation between religious beliefs and economic

6In principle, the fact that only some individuals were selected for payment, and that in that event
only one of the decisions they made was chosen for payment, meant that the choices that individuals faced
were actually compound lotteries. Both the random payment of decision tasks and the random selection of
individuals for payment are accepted techniques in experimental economics that do not induce systematic
effects on decisions. However, if individuals make their decisions in consideration of the compound lotteries
the randomization procedures induce, the choices are between positively skewed lotteries in the real stakes
treatments. This positive skew is a feature that is also present in many activities that are considered as
gambling, such as racetrack betting and playing the lottery, that Protestant doctrines typically discourage
or forbid. Thus it is possible that differences between the behavior of members of different religious
groups, or between decisions in the Real and Hypothetical treatments, could be due to an aversion to
skewed lotteries, with this aversion possibly resulting from their similarity to proscribed gambling tasks.
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Chapter 2. Risk aversion and religion

growth, but a negative correlation between church attendance and economic growth. They

interpret church attendance as a costly input and religious beliefs as a valuable output of a

production process. In this section, we study the extent to which variation in risk aversion

is associated with beliefs or alternatively with social aspects of religious activity.

We measure the strength of religious beliefs for an individual in two ways, as described

earlier. The first is with one direct question asking the individual to report her degree of

belief on a six-point scale, and is referred to as “Degree of Belief in God” in Table 2.8.

The second measure is constructed from the responses to a set of questions regarding reli-

gious belief as described in Section 2.2.3, and is referred to as “Religious Belief Indicator”

in Table 2.8. Belonging, the social effects of religious affiliation, is captured with church

attendance (Section 2.3). While church attendance is an injunction in both Catholic and

Protestant Christianity, church services are also an opportunity to experience and orga-

nize social interaction among members of the community, and expose the individual to the

specific doctrines of the particular church (Kelley and de Graaf, 1997). We also use data

on the frequency that individuals pray outside of church services in some specifications.

Prayer has aspects of both believing and belonging, since prayer is done both privately

and in groups. The frequency of prayer outside of services is presumably correlated with

stronger beliefs, but also might be associated with greater interaction with other church

members.

We have already shown in Section 2.3 that church attendance correlates with risk aver-

sion for active members. We will now test whether a similar pattern exists for religious

beliefs. Table 2.8 shows regression results. Measured risk aversion is the dependent vari-

able and the strength-of-belief metrics are among the independent variables. Included in

the table are regressions using the whole sample, as well as the subsamples of people who

received real cash payments or hypothetical payments, with either the full set of controls

(Controls A and B), or only the smaller, unambiguously exogenous set of controls (Con-

trols A). Since there are notable differences in beliefs and frequency of prayer between

Protestants and Catholics, controls for membership are added to the set of Controls B.

As Table 2.8 illustrates, we find no significant effect of the strength of religious beliefs

on risk aversion. On the other hand, we find effects of praying outside of church services,

with people praying more than once a week being more risk averse than the ones praying

less frequently. Overall, the positive effects for church attendance and for prayer, and the

absence of effects for pure belief indicators, all suggest that the link between risk aversion

and religion is driven by the social aspects of belonging to, and being exposed to the doc-
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Chapter 2. Risk aversion and religion

trines and institutions of a religious group rather than by the religious beliefs themselves.

This constitutes our third result.

Result 3: Belief in God and important Christian theological concepts is not correlated with

risk aversion. Church attendance and prayer outside services are positively correlated with

risk aversion. This result is robust for controlling for being a member of the Catholic,

Protestant or other faiths.

One potential explanation for this pattern is that risk-averse individuals are more likely

to belong to social organizations in general. However, this is not the case, and membership

and participation in a religious group does not merely seem to capture the risk sharing

effect of belonging to any form of organization. In Appendix 2.A we use survey questions

on social integration, with the same population, to test for the relation between risk aver-

sion and organizational membership for a large variety of organizations. We replicate the

finding that members of religious organizations are more risk averse, but we do not find

a general tendency of organizational membership being positively related to risk aversion.

Thus, the effect of higher risk aversion for church members is likely related to the doctrines

and teachings of the church, and not merely the membership in a social organization. This

result is reported as our result 4.

Result 4: While the social aspects of church membership seem to play an important role in

the relationship between religiosity and risk aversion, the effect is not merely due to fact that

organizational membership is correlated with risk aversion more generally. Membership in

non-religious organizations does not exhibit a consistent relationship with risk aversion.

2.6 Conclusion

As far as we know, our study is the first to consider the relationship between decisions

in an incentivized financial risk task and religiosity with individual level data. Using a

dataset containing a revealed preference risk attitude measure, as well as detailed informa-

tion about participants’ religious background, beliefs, and practice, we study three issues.

First, we confirm the previously obtained result that religious people, as measured by
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Chapter 2. Risk aversion and religion

church membership or attendance, are more risk averse.7 We document the new finding

that risk aversion correlates strongly with current religiosity, and only weakly, if at all, with

whether one had a religious upbringing. This suggests either that relatively risk tolerant

individuals select out of the church, or that leaving the church makes one less risk averse.

It is tempting to speculate that as religious membership has been declining in Europe over

the last several decades, there may be a corresponding decline in the degree of risk aversion

of the average individual. This could be the case as either a cause or as a consequence (or

both) of the decline in religious affiliation. In our view, this is an interesting line of inquiry

for future research to consider.

Second, we obtain some evidence that there are differences in risk aversion between ma-

jor Christian denominations. Our data suggest that Protestants are more risk averse than

Catholics when risk attitudes are measured with a real cash payoff gamble. This result

may not be that robust however, as we observe that for hypothetical decisions, Catholics

are sometimes more risk averse under some specifications. These findings do reconcile

some previous results, as they suggest that Protestants might not be more risk averse than

Catholics, but rather are more averse to lotteries with positive skew, a feature of many

types of gambles that Protestant churches discourage (see Kumar et al., 2011).

Third, our data suggest that the link between risk aversion and religion is driven by

social aspects of church membership, rather than by beliefs in religious teachings (see

Gebauer et al., 2012). We find clear effects of active religious practice, i.e. church atten-

dance and prayer outside church, correlating with greater risk aversion. These activities

are likely to expose the individual to the specific doctrine and institutions of his or her

church, which is not the case for those individuals who are strong believers, but practicing

their faith mostly in private. We also show that religious activities and church member-

ship behave differently in terms of their relationship to risk aversion than memberships

in other social organizations that may potentially serve as risk-sharing institutions. That

is, religious groups and organizations are likely to socialize their members according to

certain doctrines that relate to risk aversion, or as discussed above, avoidance of gambling

and skewed risks. More detailed surveys are required to establish the potential channels of

transmission of these attitudes.

7We also have measures for higher order risk attitudes, used in Noussair et al (forthcoming). There are
no clear patterns between religiosity and prudence or temperance.
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Chapter 2. Risk aversion and religion

2.A Risk aversion and organizational membership

In this appendix we test whether membership in non-religious organizations is positively

correlated with risk aversion. We make use of a question asking about membership in a wide

range of organizations. The results are in Table 2.9. The data replicate the finding that

membership in religious organizations is positively correlated with risk aversion, especially

in the real payment conditions. There is no across-the-board positive correlation between

organizational membership and risk aversion.
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CHAPTER 3

Goal setting and gym attendance

3.1 Introduction

The ability to set goals is a distinctive feature of human behavior (Locke and Latham,

1990; 2004). In order to set a goal, one needs the capacity to evaluate past behavior,

the ability to look forward, combined with the quality to imagine the shape of things not

present yet. Behavioral models of goal setting include elements of goal desire (‘I desire

to lose weight’), perceived self-efficacy (‘I can do whatever is necessary to lose weight’),

goal intentions, implementation desire (‘I desire to enact an exercise regimen’), implemen-

tation intentions, plan completeness, plan enactment, and finally goal realization – with

possible feedback into previous steps (Bagozzi and Dholakia, 1999; Dholakia et al., 2007).

In economic theories of behavior typically all the steps before goal realization are treated

as a black box, unobserved by the researcher. Economic theories acknowledge that an

individual can have many desires, but emphasize the presence of constraints under which

an individual operates. Those desires that matter in the end – of all possible desires one

can have – are revealed by actual behavior and choices made.

In this chapter we provide evidence on both desired goals and goal realizations. We

have measures of how often people would like to go to the gym, the performance goal

they set in different treatments, and how often they actually go. We conducted a framed

field experiment with a large, non-student gym in the Netherlands. Our advertisement

material was aimed at recruiting gym members who wanted to go more often to the gym.

We elicited desired attendance goals in a survey prior to treatment assignment. Subjects

are assigned to one of two treatments: a ‘goodbye’ treatment, and a ‘deposit’ treatment.

In the goodbye treatment we invited subjects to set once a goal of how many times a week
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Chapter 3. Goal setting and gym attendance

they wanted to attend the gym. We asked them to walk by the frontdesk and say goodbye

every time they attend the gym. In the deposit treatment we asked subjects to set once

a goal, deposit once an amount of money upfront at the gym, and walk by the frontdesk

to say goodbye. Subjects could earn money back out of their personal deposit for each

week they met their performance goal. Both treatments involve some form of commitment

to a third party. The goodbye treatment can be viewed as a promise, and the deposit

treatment adds an a monetary component to that. The deposit treatment has material

consequences, and is therefore a commitment device. With these two treatments we want

to investigate how subjects set a goal – and subsequently realize their goal – when the

(external) incentives to meet the goal differ.

We have three main results. First, we find that the take-up rate for the deposit treat-

ment is low, about 13% of the subjects to whom it was offered. This is in line with other

studies on commitment devices (e.g. Royer et al., 2012). We also find that not everybody

who is assigned to the – zero monetary cost – goodbye treatment, takes up the treatment.

Second, gym attendance increases during the experiment in both treatments compared to

a representative control group, and also compared to all other gym members. However,

we do not find higher gym attendance after the experiment. Moreover, we do not find

statistically significant differences in attendance between the two treatments. The third

set of results is about goals. We find significant differences between the goal as stated in

the survey, and the performance goal as set at take-up of treatment. Subjects in both

treatments state a higher goal in the survey – prior to treatment assignment – compared

to the goal they set at take-up. Both goals are ‘true’ goals in the sense that they are

higher compared to previous gym attendance. This is evidence that proper goal elicitation

needs to be incentivised in order to distinguish between the goal subjects desire and the

goal they really intent. Conditional on take-up, the subjects in the deposit treatment are

29−34%-points more likely to meet the (lower) performance goal that is sufficient to meet

the treatment target, but not the (higher) goal as elicited in the survey.

A distinguishing feature of this study is the use of a non-student gym in the upper

segment of the gym industry (e.g. the mean age is 43.6, the price for an annual subscrip-

tion with unlimited access is around 700 euro). Our subject pool is composed of current

gym members and many of them already go regularly to the gym. Many of them are also

active in other sports next to the gym. However, despite being already quite active our

subjects express a desire to increase gym attendance. Our subject pool is experienced with

exercising, and therefore well-suited to study goal setting.
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Chapter 3. Goal setting and gym attendance

The difference in outcomes of goal realization and gym attendance is interesting for policy

makers, since typically only gym attendance is observed. The number of gym visits is

regarded as an important outcome variable, since it is a proxy for health improvement,

and it is easy to measure. To individuals on the other hand both goal realization and gym

attendance may matter. The challenge for policy makers concerned with health is how to

design interventions to influence individual behavior. The question is what policy makers

should aim for: should they influence goals, or target behavior. Goals are hard to measure,

but interventions influencing goals are potentially cheap, and perhaps as powerful as ex-

trinsic incentives. Goal-setting in itself can be a self-regulation device (Koch and Nafziger,

2011). There is also some evidence that ex ante visualization of the desired outcome can

improve goal performance in the end (e.g. Cheema and Bagchi, 2011). Another way of

thinking about visualization is aspirations. This is the way in which people visualize the

future and engage in forward looking behavior. In development economics the concept of

aspirations is used as an explanation for poverty traps (Dalton et al., 2013). This study

presents evidence on goal setting and goal realization and gives policy makers some addi-

tional insights how to design policy interventions.

This chapter proceeds as follows. The next section relates this study to the literature

on other gym studies, commitment devices, and goal setting and. The details of the field

experiment are shown, followed by the results. The chapter ends with a general discussion.

3.2 Gym attendance, commitment, and goal setting

Our study fits in a larger body of work on gym attendance. DellaVigna and Malmendier

(2006) study how individuals choose a gym contract, with attendance data from the ad-

ministrations of three gyms. They find that from a rational point of view gym members

would have been better off (ex post) if they had chosen a pay-per-visit contract, instead

of an annual membership. However, they argue that this behavior makes sense from a

behavioral economics viewpoint. Gym members have a time-inconsistency problem if they

discount the future hyperbolically (Strotz, 1956; Laibson, 1997; O’Donoghue and Rabin,

1999; and for an overview see Frederick et al., 2002). In models of hyperbolic discounting

individuals are naive, partially naive, sophisticated, or time consistent. The naive individ-

uals are not aware of their time-inconsistency, the sophisticates are fully aware of it, and

the partially naive are in between the two. Sophisticated and partially naive individuals

are the ones who want a commitment device to bind their future selves to desired behavior
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(Elster, 1979; see Bryan et al., 2010, for an overview on commitment devices). DellaVigna

and Malmendier (2006) explain their findings by arguing that gym members commit them-

selves now to future gym attendance by buying an annual membership contract, instead of

paying per visit. However, they also state that their findings are best explained by partially

naive individuals, instead of fully sophisticated agents. Partially naive agents are aware

of their time-inconsistency – they use an annual membership contract as a commitment

device – but they overestimate the help of it. In other words, they still do not go as often

as they want.

Based on the study of DellaVigna and Malmendier, we hypothesized that there is a

demand for a commitment device by gym members who want to go more often to the gym.

If DellaVigna and Malmendier’s explanation of partial naiveté is correct, then there could

be a demand for a commitment device that provides incentives more frequently than once a

year – when the gym membership is to be renewed. Our deposit treatment provides weekly

incentives to go to the gym. Three recent field experiments on commitment contracts in

the gym are Goldhaber-Fiebert et al. (2010), Acland and Levy (2011), and Royer et al.

(2012). None of these studies explicitly takes into account the goals of subjects. Charness

and Gneezy (2009) conduct two field experiments in which they pay students to attend

the gym. They find the largest treatment effect for students that never went to the gym

before, and the effect also lasts after the incentives are removed.

Some examples of studies with commitment devices in other domains are: Benartzi and

Thaler (2004), Ashraf et al. (2006), Beshears et al. (2011) in the context of saving; Giné

et al. (2010) in quitting smoking; Volpp et al. (2008) in loosing weight; and Chow and

Acland (2011) in online gaming. Take-up of the commitment contract is generally low,

between 11− 24%.

As stated in the introduction, there are not many studies in economics on goal-setting.

Koch and Nafziger (2011) is an exception. They study the conditions under which goal

setting can be a meaningful device for self-regulation. Individuals need to have some form

of time inconsistency, and need to be aware of it (sophisticates), coupled with loss-aversion.

The utility function consists of two subutility functions: instrumental utility – the utility

of obtaining an outcome, and psychological utility – the utility gain associated with reach-

ing a goal. The main result is that people set painful goals if the gain in instrumental

utility is large, but also for small gains if the present bias is not too strong. In the case of

smaller instrumental gains, people trade-off the expected loss of falling short of the goal

with having no goal at all. For people with too large a present bias, goal setting does not
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work as a self-regulation device. The reason is that the goal that needs to be set in order

to motivate the person is too large, and therefore the expected loss of falling short is not

outweighed by the benefits. We carefully interpret the fact that gym members signed up for

our experiment as evidence that goal setting was not a feasible strategy for self-regulation.

Jeffrey et al. (2010) show that realizing a goal can be a resource in itself. They find in

two experiments that subjects choose a risky gamble over a safe one, conditional on having

reached their goal. They label this a ‘cushion effect’ of goal attainment.

3.3 Field experiment

3.3.1 Design treatments

In the Spring of 2010 we conducted a field experiment with a large, non-student gym, with

more than 4, 000 members. The order of the experiment is as follows. First we elicited

attendance goals in a survey prior to treatment assignment. After completing the survey,

subjects learned about their treatment assignment. Third, subjects decided whether to

take up treatment or not. Conditional on take-up subjects set a performance goal of gym

attendance. We have two goals for the subjects that took up treatment – the survey goal

and the performance goal.

We have two treatments, which we label high-cost and low-cost. The subjects assigned

to the high-cost treatment received an offer to participate in a “deposit treatment”. The

subjects set an attendance goal once at take-up for a period of twelve weeks. The goal is

the number of visits per week, and is a whole number between one and seven. Subjects

were told that this goal is registered in the administration of the gym. Apart from the

membership fee, the subject paid an additional 180 euro to the gym as a deposit. This is

about 45 euro more than the average price paid for a membership fee of twelve weeks. For

each week the subject meets her goal, she receives 15 euro in cash out of this deposit at

the end of the week. If the participant does not meet her goal, the 15 euro of that week

is forfeited. Participants were told that this money was foregone, without being explicit

what would happen to the money. When asked – which only happened once – gym staff

members were instructed to say that the money would be used for administrative purposes.

The gym explicitly did not want to have the foregone money. We considered giving it to

a charity, but this would mix up the incentives. In the end the forfeited deposit money of

the treatment takers (160 euro) was not at all sufficient to cover even the show-up fee.

39



Chapter 3. Goal setting and gym attendance

The time period of the experiment is twelve weeks. A subject in the high-cost group could

recoup the entire deposit if she meets her goal for twelve weeks; twelve times fifteen is

one hundred and eighty. The gym has standard provisions in cases of illness or vacation.

Members with certain types of gym contracts could freeze their contract in those instances.

We followed the gym policy – if a subject would go for a vacation or called in sick, those

weeks would not count for the performance goal. We added the missing weeks to the end,

so that there always is a total of twelve weeks of treatment. This was all communicated in

the instructions, see appendix 3.D.

These features make the high-cost treatment a commitment device. We hypothesize

that this contract is only attractive to sophisticated hyperbolic discounters, and to partially

naive hyperbolic discounters. Subjects with no hyperbolic discounting are not interested,

and näıves are not aware of their self-control problem. It is a commitment device because

a self at time 0 wants to bind future selves by committing to a goal and subsequent visiting

behavior. Conditional on take-up the decision every week is to go to the gym and collect the

money, or forfeit part of the deposit. Increasing the costs in the current week is supposed

to outweigh the benefits of procrastinating a week. If people are partially naive, then

they are aware that they have a self-control problem, but they overestimate the use of a

commitment device. Gruber and Köszegi (2001) were among the first to suggest posting a

bond as a self-commitment device.

We asked the subjects in the low-cost treatment to set once a weekly visit goal as well.

The subjects in this group were instructed to walk by the frontdesk after each time they

exercised, and say goodbye to a staff member. The hypothesis is that saying goodbye to

a staff member has an incentive effect by itself. The high-cost and the low-cost treatment

have the personal interaction effect in common.

We had three reasons in mind for this particular design. We chose twelve weeks, because

we were interested to see if there is habit formation. Charness and Gneezy (2009) find habit

formation effects after four weeks of treatment, but only for those subjects that previously

never attended the gym. Given that our subjects are already regularly going, we expected

that a longer time period was needed to induce new habits. The second consideration is

the choice of the weekly amount in the deposit group. This needed to be large enough to

provide a sufficient weekly incentive (Gneezy et al. 2011), but small enough that twelve

times the amount would be feasible to pay upfront. The third consideration is the concern

that there might be an incentive-effect of seeing a staff member for the participants in

the deposit-group when they say goodbye, or when they collect the deposit money. Both
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treatments are in the spirit of ‘nudge’ (Thaler and Sunstein, 2008). A nudge is a minor

intervention that leaves the freedom of choice intact. Subjects are free to set their own

goal, but there is an intervention in place that potentially could help them realize their

goal. We are aware that attending the gym is not a goal in itself – most subjects express

in the survey more final goals, like losing weight or improving general fitness. We choose

for an attendance goal since it is easy to implement, easy to monitor, and correlated with

the other goals. Since subjects knew they were participating in a research project, this is

a framed field experiment in the classification of Harrison and List (2004).

3.3.2 Participants

From the gym administration we have age, gender, membership details and complete his-

tory of daily attendance for all gym members. On January 15, 2010 we advertised with

posters in the gym, and on the gym’s website with the following line: “Would you like to go

more often to the gym? But it is not happening?”. See appendix 3.B for the details of the

recruitment material. The gym also sent an e-mail and a reminder to all the members for

which it had an e-mail address (around a third of the members). All messages contained

the same information: we are recruiting gym members, who want to exercise once a week

or more, and who could use some support. We paid 25 euro as a participation fee. We

did not mention anything about the content of the treatments, or that the study was an

experiment – it was framed as “research” and we mentioned the involvement of university

researchers. Interested members registered at the frontdesk of the gym or sent an email.

There were 104 members who registered at the frontdesk of the gym. Table 3.1 shows

the characteristics of all the gym members in our gym. The last three columns show

the characteristics of members that signed up for the experiment and the significance of

the test of the equality of means. Compared to all other gym members, there are three

characteristics of our subject pool that stand out. The members that responded to our

recruitment efforts are on average older, mainly female, and are already attending the gym

on a regular basis. Both the median and the mean of the average number of visits is higher

in the months prior to the experiment. Though policy interventions are usually targeted at

individuals who never go to the gym, apparently the group of regular gym goers expresses

an interest in some help. The latter is also the group that is at risk of terminating the gym

contract after the annual membership expires (DellaVigna and Malmendier, 2006). Of the

104 members who signed up for the experiment, we dropped 4 persons – one minor, two

because of unavailability in the treatment period, and one without gym id. The remaining
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Table 3.1: Characteristics of all gym members

All gym members Exp. group All other members
mean sd min max mean mean

Subscription: only fitness 0.341 0.47 0 1 0.340 0.341
Subscription: only indoor sports 0.148 0.35 0 1 0.184 0.147
Subscription: fitness and indoor sports 0.330 0.47 0 1 0.350 0.329
Other subscriptions 0.181 0.39 0 1 0.126 0.183
Unlimited weekly access 0.841 0.37 0 1 0.874 0.840
1 year or less visiting member 0.326 0.47 0 1 0.311 0.326
1− 2 years visiting member 0.256 0.44 0 1 0.320 0.255
More than 2 years visiting member 0.418 0.49 0 1 0.369 0.419
Female 0.541 0.50 0 1 0.738 0.537 ***
Gender missing 0.006 0.07 0 1 0.000 0.006
Age 43.6 12.3 18 86 46.4 43.5 **
Age 18− 24 0.046 0.21 0 1 0.029 0.046
Age 25− 29 0.056 0.23 0 1 0.087 0.055
Age 30− 34 0.071 0.26 0 1 0.068 0.071
Age 35− 39 0.104 0.31 0 1 0.117 0.104
Age 40− 44 0.131 0.34 0 1 0.107 0.131
Age 45− 49 0.119 0.32 0 1 0.136 0.119
Age 50− 54 0.098 0.30 0 1 0.214 0.095 ***
Age 55− 59 0.053 0.22 0 1 0.097 0.052 **
Age 60− 64 0.035 0.18 0 1 0.078 0.034 ***
Age 65 and over 0.042 0.20 0 1 0.049 0.041
Age missing 0.246 0.43 0 1 0.019 0.251 ***
Mean weekly visits Spring previous year 1.377 0.97 0 7 1.599 1.371 **
Mean weekly visits Fall previous year 1.180 0.92 0 7 1.520 1.172 ***
Avg. 0− 1 weekly visits Fall prev. year 0.507 0.50 0 1 0.340 0.511 ***
Avg. 1− 2 weekly visits Fall prev. year 0.278 0.45 0 1 0.311 0.277
Avg. 2− 3 weekly visits Fall prev. year 0.115 0.32 0 1 0.184 0.114 **
Avg. > 3 weekly visits Fall prev. year 0.051 0.22 0 1 0.087 0.050 *
Median weekly visits Spring previous year 1.361 1.13 0 7 1.608 1.354 **
Median weekly visits Fall previous year 1.116 1.12 0 7 1.468 1.108 ***
St. dev. weekly visits Spring prev. year 0.891 0.37 0 3 0.985 0.888 **
St. dev. weekly visits Fall prev. year 0.872 0.39 0 3 1.003 0.869 ***
N 4, 184 103a 4, 081

Exp. group is all the members of the gym that signed up for the experiment. The last column
shows the significance level of differences between the means. */**/*** correspond to 10%/5%/1%
significance level. a: one individual could not be matched with the data.
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Figure 3.1: Flow of participants in study
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Chapter 3. Goal setting and gym attendance

100 subjects were invited for a survey. We randomized these subjects in the high-cost

and low-cost treatments with a ratio of 7 : 3, because we were concerned of the drop-out

rate in the high-cost group. We randomized on gender and age, and randomization was

done before the survey was handed out. The survey contains questions on demographics,

exercising behavior, financial circumstances and two tests on self-control – see appendix

3.C for the wording of the questions. Instructors in the gym took body measures of the

participants – weight, height, body fat percentage (a feature of the scale), hip size and

pulse. Participants who completed the questionnaire received 15 euro as a show-up fee

after handing in the questionnaire. After the experiment the remaining 10 euro was paid

out at a second session of taking body measures. 75 people filled out the questionnaire.

After all the participants had finished 12 weeks of treatment, we invited all 75 participants

who filled out the first questionnaire to come for a second session to take body measures,

and 48 out of 75 participants showed up. Figure 3.1 gives an overview of the flow of par-

ticipants.

Since the gym has a large number of members we also drew a representative control

group of 200 people from all non-responding members, with the same average character-

istics as the group that signed up for the experiment. We do not have information on

goals for the individuals in the representative control group, but we will use this group to

compare the gym attendance with the subjects in the two treatments. We will also use the

group of all other gym members to compare gym attendance to.

3.3.3 Construction of the attendance goals

Since goal-setting is an important aspect of this study, it is worthwhile to elaborate on

how we measure goals. We have two measures of goals. There is the survey goal, which

is the goal asked in the survey before treatment revelation. The wording of the question

in the survey is: “How often a month would you like to go to the gym?” – emphasis also

added in the survey. We take the survey goal as the desired goal (Dholakia et al., 2007).

The question is asked in terms of the number of visits per month, with the equivalent

number of visits per week added to some answer categories. For example, the third answer

category is “4− 5 times a month (that is 1 time a week)”. The answers are recoded into a

visit goal per week, since that is the time frame of the experiment. Most answers actually

bunch at one, two, or three times a week. For the few respondents that chose intermediate

categories, we coded their monthly goal by picking the lower answer category. The goal of

a subject who chose “6− 7 times a month” is coded as “1 time a week”.
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Chapter 3. Goal setting and gym attendance

The second goal measure is the performance goal, conditional upon take-up of treatment.

We view this goal as the intended goal. Since 23 subjects took up one of the two treat-

ments, we have the performance goal for 23 out of 75 subjects. There are 5 subjects that

took up one of the treatments, but did not state a goal in the survey. For those subjects

the survey goal is imputed with the performance goal. In the end we have at least one goal

for 61 subjects. This group is the goal-setters group. The distribution of goal-setters over

the two treatments is presented in the bottom row in the flowchart, Figure 3.1.

Table 3.2 shows the observable characteristics of all respondents, the subset of goal-

setters, and a representative control group. Column A shows the characteristics of the

subjects that completed the survey. Columns B and C in the same table show the charac-

teristics of the subjects assigned to the high-cost treatment and to the low-cost treatment.

Overall the randomization between the high-cost and the low-cost group was quite suc-

cessful. Even though we only randomized on age and gender, the differences on other

characteristics are small, see column (B − C). Columns D, E and F in Table 3.2 shows

some characteristics of the subset of respondents for which we have at least one goal, the

goal-setters. There are almost no differences between the two groups.

3.3.4 Take-up of treatment

After completing the survey, 7 out of 52 subjects assigned to the high-cost group took up

treatment. A take-up rate of 13.5% for the commitment contract is low, but not uncommon

in studies of commitment contracts. Ashraf et al. (2006) have a take-up rate of 24%, Giné

et al. (2010) find 11%, and Royer et al. (2012) have 13%. These subjects once set a

weekly performance goal and deposited 180 euro upfront with the gym. In the low-cost

group, 16 out of 23 participants set a weekly goal. Table 3.9 in the appendix shows the

characteristics of takers and decliners of the two treatments.

Following Royer et al. (2012), we examine in more detail the factors that are correlated

with take-up. Table 3.3 shows for the entire group of survey respondents – which is larger

than the group of goal-setters – the correlation between observable characteristics and take-

up using a linear probability model. A higher average attendance in the six months before

the experiment is associated with lower probability of take-up, although never significant.

Being assigned to the high-cost treatment decreases the probability of take-up with 56.9%-

points in the baseline and 57.9%-points in the specification with all characteristics included.

The last columns shows that women are 19.4%-points less likely to take up one of the two

treatments. Being overweight, the price of the gym membership, or the goal stated in
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Chapter 3. Goal setting and gym attendance

the survey are all not significant predictors of take-up. The factor variables created from

the attitude questions in the survey have the expected sign, but only the factor “chaotic”

is significant. An increase of one standard deviation in the factor ‘chaotic’ increases the

probability of take-up with 13.3%-points.

3.4 Results

We present two sets of results. The first set of results shows the effect of assignment to the

two treatments and take-up of the treatments on gym attendance. The second set shows

how subjects in the high-cost treatment realize the survey goal and the take-up goal.

3.4.1 Gym attendance

The columns in Table 3.4 show the effect of offering the treatments on the number of

weekly visits – the intent-to-treatment. Weekly visits are collected from the gym adminis-

tration. The first two columns of the table compare attendance of all subjects assigned to

the high-cost group with all subjects assigned to the low-cost group. Both columns contain

dummies for the the treatment period, the period after treatment, being assigned to the

high-cost group, and interactions terms. The reference time period consists of the 18 weeks

before the experiment. The second column adds some background characteristics collected

from the gym administration: gender, age, type of subscription, length of membership and

frequency of weekly visits in the six months before the experiment.

None of the coefficients in the first two columns is statistically significant at conven-

tional levels. This means that there is no difference in attendance of being assigned to

the high-cost group compared to being assigned to the low-cost group. The third and the

fourth column compare the effect of being assigned to one of the two treatments with the

representative control group. The control group has by construction the same observable

characteristics as the experimental group before the experiment. The last two columns

compare being assigned to one of the two treatments to all other members of the gym.

The main coefficients of interest are the interaction terms ‘High-cost group × Treatment

period’, and ‘Low-cost group × Treatment period’. The coefficients differ a little bit with

the group that we compare it to, as well as the inclusion of background characteristics. Be-

ing assigned to the high-cost group increases attendance during the treatment period with

0.159 to 0.212 visits per week on average, depending on the specification. Being assigned

to the low-cost group increases attendance compared to the representative control group,
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Table 3.3: Linear probability model on take-up of treatment

(A) (B) (C) (D) (E) (F ) (G)

Mean number of visits −0.022 −0.101 −0.023 −0.011 −0.012 0.001 −0.059
Fall last year (0.09) (0.07) (0.09) (0.09) (0.09) (0.09) (0.07)
St. dev. of mean number 0.107 0.218 0.108 −0.001 0.162 0.012 0.097
visits Fall last year (0.29) (0.22) (0.30) (0.31) (0.30) (0.30) (0.23)
Female −0.028 −0.037 −0.027 −0.043 −0.038 −0.120 −0.194∗

(0.13) (0.11) (0.13) (0.13) (0.13) (0.13) (0.11)
Age (bottom quartile) −0.097 −0.154 −0.096 −0.104 −0.104 −0.132 −0.143

(0.13) (0.12) (0.13) (0.13) (0.14) (0.15) (0.14)
Children 0.112 0.091 0.112 0.098 0.123 0.076 0.062

(0.13) (0.10) (0.14) (0.13) (0.14) (0.14) (0.10)
College education or higher −0.134 −0.025 −0.135 −0.114 −0.156 −0.111 −0.019

(0.12) (0.10) (0.12) (0.13) (0.13) (0.13) (0.10)
High-cost treatment −0.569∗∗∗ −0.579∗∗∗

(0.11) (0.12)
Overweight (BMI> 25) 0.005 −0.060

(0.12) (0.10)
Subscription price for 12 weeksa 0.181 0.177

(0.17) (0.16)
Goal 1x a weekb −0.002 0.161

(0.32) (0.32)
Goal 2x a weekb 0.058 0.160

(0.18) (0.18)
Missing goal questionnaireb −0.111 −0.070

(0.14) (0.10)
Factor chaotic 0.135∗ 0.133∗∗

(0.08) (0.06)
Factor preciseness 0.026 0.003

(0.08) (0.08)
Factor hard time breaking −0.124∗∗ −0.089
bad habits (0.06) (0.06)
Factor able to work toward −0.023 −0.033
long-term goals (0.07) (0.06)
Constant 0.320 0.678∗∗∗ 0.316 0.163 0.286 0.454 0.632∗

(0.26) (0.24) (0.29) (0.30) (0.28) (0.29) (0.33)

Adjusted R2 0.040 0.336 0.040 0.054 0.053 0.125 0.451
N 70 70 70 70 70 69 69

Linear probability model on take-up of treatment. Robust standard errors are presented in parenthe-
ses. Numbers of respondents differ because of item non-response. */**/*** correspond to 10%/5%/1%
significance level.
a: subscription price for the equivalent of twelve weeks, divided by 100.
b: visit goals as answered in the questionnaire. Not everybody who took up one of the treatments
answered this question. The baseline category is wanting to go to the gym 3 or more times a week.
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but only one coefficient is statistically significant. On the other hand it is not possible to

reject the hypothesis that the three low-cost dummies together are equal to zero (except

in the last column). This can be seen from the p-values of the F -test in the table, third

line from below. To get a feeling for the magnitude of the effect, the mean number of

weekly visits is 1.4 in the middle columns, and 1.18 in the last two columns. There is no

discernable impact on attendance behavior after the treatment period.

We are also interested in the effect of the treatment on the treated. Since the take-up

of a treatment is most likely endogenous, we need an instrumental variable. We instrument

take up of a treatment with the assignment to the treatment, since assignment is random-

ized – this is also called the local average treatment effect (Angrist and Pischke, 2009).

In Table 3.5 we show the results in a similar setup as Table 3.4. In the first two columns

we measure the difference in weekly visits between subjects that took up the high-cost

treatment and subjects that took up the low-cost treatment. The first column has dum-

mies for take-up of the high-cost treatment, treatment period and post-treatment period,

and interaction dummies. In the second column some covariates are added. There are no

significant coefficients in the first two columns. In the two middle columns we compare the

take-up of either treatment with the representative control group. In the last two columns

we compare take-up of either treatment with all other members of the gym. Compared to

these two groups, there is a large and significant effect of the high-cost treatment on those

who took up treatment. Estimates vary from almost one extra weekly visit (0.96) to 1.5.

Compared to the mean of the dependent variable, this is almost doubling weekly gym at-

tendance. The coefficients on the take-up of the low-cost treatment during the experiment

are not statistically significant. For the low-cost group the coefficients are a little bit larger

compared to the intent-to-treatment estimates. On the other hand, the hypothesis that

all low-cost dummies jointly are zero can be rejected at 5% and 10%, depending on the

specification (but again not in the last column). To sum up, we find a strong and positive

effect of the high cost treatment on gym attendance of treatment takers, compared to a

representative control group as well as to all other gym members.

Other outcome variables are body mass index, body fat percentage and self-rated hap-

piness. These measures are collected before treatment, and after the treatment period.

Not all subjects showed up for the measuring session after the treatment, so we can cal-

culate a difference only for 41 subjects. The results are presented in Table 3.11. Although

not statistically significant, the low-cost group performs better on body measures than the

high-cost group during the treatment.
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Table 3.4: Intent-to-treatment and gym attendance

Subjects experiment With control group With all gym members

Treatment period 0.111 0.106 −0.112∗∗ −0.100∗ −0.054∗∗∗ −0.035∗∗∗

(0.13) (0.12) (0.06) (0.05) (0.01) (0.01)
After treatment period −0.058 −0.074 −0.123∗ −0.177∗∗ −0.121∗∗∗ −0.144∗∗∗

(0.25) (0.25) (0.07) (0.07) (0.01) (0.01)
High-cost group (HCG) −0.369 −0.076 −0.035 0.039 0.192 0.052

(0.30) (0.09) (0.14) (0.05) (0.12) (0.04)
HCG × Treatment period −0.029 −0.004 0.194∗ 0.212∗∗ 0.136 0.159∗∗

(0.15) (0.14) (0.10) (0.09) (0.08) (0.08)
HCG × After treatment period −0.079 −0.061 −0.014 0.047 −0.016 0.023

(0.26) (0.26) (0.11) (0.11) (0.09) (0.09)
Low-cost group (LCG) 0.334 0.101 0.560∗∗ 0.076

(0.28) (0.09) (0.27) (0.08)
LCG × Treatment period 0.223 0.223∗ 0.165 0.164

(0.14) (0.13) (0.13) (0.13)
LCG × After treatment period 0.065 0.112 0.063 0.082

(0.26) (0.26) (0.25) (0.25)

Covariates No Yes No Yes No Yes
R2 0.020 0.370 0.009 0.333 0.003 0.374
Mean dependent variable 1.528 1.528 1.432 1.432 1.179 1.179
p-value high-cost dummies= 0 0.479 0.840 0.062 0.053 0.006 0.092
p-value low-cost dummies= 0 0.004 0.024 0.000 0.139
Individuals 73 264 3, 966
Individuals × Weeks 3, 302 11, 337 165, 816

OLS regressions on the number of weekly visits. Covariates include gender, age, type of subscription,
length of membership and frequency of weekly visits in the six months before the experiment. The
reference time period consists of the 18 weeks before the treatment period. Robust standard errors are
clustered at the subject level and are presented in parentheses. */**/*** correspond to 10%/5%/1%
significance level.
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Table 3.5: Average treatment effect on the treatment takers and gym attendance

Subjects experiment With control group With all gym members

Treatment period 0.111 0.101 −0.112∗∗ −0.097∗ −0.054∗∗∗ −0.034∗∗∗

(0.13) (0.12) (0.06) (0.05) (0.01) (0.01)
After treatment period −0.058 −0.074 −0.123∗ −0.175∗∗ −0.121∗∗∗ −0.144∗∗∗

(0.25) (0.24) (0.07) (0.07) (0.01) (0.01)
Take-up high-cost treatment (THCT) −2.644 −0.604 −0.249 0.295 1.374 0.371

(2.27) (0.79) (1.01) (0.35) (1.04) (0.31)
THCT × Treatment period −0.196 −0.030 1.386∗ 1.510∗∗ 0.964∗ 1.136∗∗

(1.18) (1.03) (0.72) (0.68) (0.53) (0.51)
THCT × After treatment period −0.542 −0.454 −0.096 0.332 −0.126 0.164

(1.90) (1.87) (0.81) (0.79) (0.64) (0.61)
Take-up low-cost treatment (TLCT) 0.501 0.152 0.841∗ 0.113

(0.43) (0.13) (0.44) (0.12)
TLCT × Treatment period 0.308 0.318 0.213 0.235

(0.22) (0.20) (0.21) (0.19)
TLCT × After treatment period 0.084 0.158 0.073 0.118

(0.38) (0.37) (0.36) (0.36)

Covariates No Yes No Yes No Yes
Mean dependent variable 1.528 1.528 1.432 1.432 1.179 1.179
p-value high-cost dummies= 0 0.623 0.875 0.094 0.078 0.033 0.075
p-value low-cost dummies= 0 0.030 0.071 0.010 0.228
Individuals 73 264 3, 966
Individuals × Weeks 3, 302 11, 337 165, 816

Instrumental variables regressions on the number of weekly visits. Take-up of the high-cost treatment
is instrumented with assignment to the high cost treatment, and interaction terms with treatment
and after treatment period. Take-up of the low-cost treatment is instrumented with assignment to
the low-cost treatment, and interacted with treatment period and after treatment period. Covariates
include gender, age, type of subscription, length of membership and frequency of weekly visits in the
six months before the experiment. The reference time period consists of 18 weeks before the treatment
period. Robust standard errors are clustered at the subject level and are presented in parentheses.
*/**/*** correspond to 10%/5%/1% significance level.
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Chapter 3. Goal setting and gym attendance

3.4.2 Goal setting

Next to gym attendance we are also interested in the attendance goals our subjects had in

mind. We have two goal measures, the survey goal and the performance goal. Since the

survey goal is not incentivised, we can think of this as a goal desire. The performance goal

is the intended goal. It is also possible that gym attendance in itself is not a goal, but acts

as a sub-goal for health goals, e.g. weight loss or improvement of physical condition.

In Table 3.6 we correlate the goal as stated in the survey with some background char-

acteristics. Not all survey respondents gave an answer to the survey question, but 56 did

(out of 73). The average desired goal is 2.8 visits a week, and 26 out of 56 stated they want

to go 3 times a week to the gym. Looking at the table, some systematic patterns emerge.

Higher attendance in the six months prior to the experiment is associated with a higher

desired goal, and so is the variance of visits. Higher variability of past gym attendance

translates into a higher desired goal. The presence of children in the household depresses

the goal, which suggests that individuals take into account time constraints when they

state how many times they would like to go to the gym. A more expensive subscription

is positively associated with the attendance goal, but not in the longest specification, see

the last column. Wanting to do more exercise in general – not only going to the gym –

is positively correlated with the desired goal. The factor chaotic is negatively associated.

The overall impression is that subjects give plausible answers to the question how often

they would like to visit the gym. This suggests that something can be learned from stated

preferences.

Table 3.7 presents the survey goals for each subgroup. Of the 61 goal-setters 2 could not

be matched with attendance data. The first observation is that in general the desired

attendance goal is high: 2.8 times a week (first row). This is two times the average number

of visits in the six months prior to the experiment. Second, the difference in goals stated

in the survey between the high-cost (2.68) and the low-cost group (3.05) is not statistically

significant. The p-value of the paired t-test is 0.114, and the p-value of the Mann-Whitney

U-test is 0.181. This is additional confirmation that the randomization over the two treat-

ments was properly executed. Thirdly, conditional on take-up subjects set a lower goal

compared to the goal in the survey. In the high-cost treatment this is 0.7 less weekly visits

(p-values: paired t-test 0.047; sign-test: 0.125; signed rank test: 0.048). In the low-cost

treatment this is 0.5 weekly visits less (p-values: paired t-test 0.002; sign-test: 0.008; signed

rank test: 0.005). It is interesting that in both treatments there is a difference between the

survey goal and the performance goal, conditional on take-up. For example, if the subjects
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that took up a treatment are better motivated, then one would expect the same goal in the

survey and at take-up. An explanation for this difference in goals is that the goal in the

survey is the desired goal, and the goal set on take-up is the intended goal. Self-efficacy is

one of the factors that can play a mediating role in the difference (Dholakia et al., 2007).

A comparison of the goals of treatment takers in the high-cost and low-cost group reveals

that the difference is not statistically significant. The subjects that took up the high-cost

treatment set an average goal of 1.86 visits per week, versus 2.50 in the low-cost treatment

(p-values: paired t-test 0.149; Mann-Whitney U-test 0.157). It should be noted that failure

to detect statistically significant differences can also be due to low sample sizes. Both the

survey and the attendance goal are true goals, in the sense that they are higher compared

to previous attendance.

Table 3.7: Goal setting and goal realization

Goala Mean visits before Mean fraction goal realized

source mean treatment before treatment treatment after treatment N

All survey 2.81 1.35 0.23 0.28 0.19 59

performance 2.30 1.49 0.43 0.59 0.42 23

High-cost group

All survey 2.68 1.23 0.22 0.27 0.18 38

Decline survey 2.71 1.25 0.21 0.23 0.18 31

Take-up surveyb 2.57 1.13 0.26 0.44 0.19 7

performance 1.86 1.13 0.44 0.81 0.40

Low-cost group

All survey 3.05 1.59 0.24 0.28 0.20 21

Decline survey 3.20 1.37 0.22 0.23 0.08 5

Take-up surveyb 3.00 1.67 0.25 0.30 0.23 16

performance 2.50 1.67 0.43 0.49 0.43

Two subjects who declined the high-cost treatment could not be matched to the data with gym visits.

a: goal is defined as the number of visits per week.

b: one taker of the high-cost treatment and four in the low-cost treatment did not answer the question

in the survey. For these five subjects we set the survey goal equal to the performance goal, as explained

in the text.
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Chapter 3. Goal setting and gym attendance

The last three columns of Table 3.7 show the frequencies of goal realization. In the 18

weeks before the experiment subjects realized the desired goal – as stated in the survey –

in 23% of the cases (top row). This is under the assumption that in the 18 weeks before the

experiment subjects had the same goal as they stated in the survey. There is no difference

between goal realization of subjects in the high-cost group (22%), compared to the low-cost

group (24%). This means that on average one out of five subjects met their goal every

week, or one subject met her goal on average once in five weeks.

During the experiment subjects in the high-cost group realize their goals more often,

conditional on take-up. Taken by the survey goal, they goal realization rate is 44%, taken

by the performance goal it is 81%. For the subjects in the low-cost group there is a slight

increase in both goals, 30% for the (higher) survey goal, and 49% for the (lower) perfor-

mance goal. After the experiment goal realization rates return to their pre-experimental

level. We do not find lasting treatment effects for the treatment takers after the experi-

ment. This is in line with other studies that find that treatment effects typically do not

last after treatment – e.g. Leslie et al. (2011) in the context of weight loss. One exception

is Charnes and Gneezy (2009), who do find treatment effects for students that had never

been to the gym before the experiment.

Given that we have many individual characteristics and some behavioral measures, we

can model self-selection on observables. We estimate take-up and goal realization simulta-

neously with a bivariate probit model (Tobit type-2):

Take-up = 1(X ′β + µ > 0)

Goal realization = 1(Z ′γ + ϵ > 0)
(3.1)

Take-up is a dummy variable with value one if a subject took up one of the two treatments.

Goal realization is a dummy variable with value one if the number of weekly visits equals

or exceeds the goal. Since we have two goals, we estimate equations (3.1) separately

for each goal. We assume that the errors µ and ϵ have a joint normal distribution with

mean zero, a standard error of one, and correlation ρ between the errors. In vector Z

we include experimental variables, and a specification to which we add some background

characteristics. We select only the group of goal-setters. This is the group for which

we have a survey goal, a performance goal, or both. We compare the period during the

experiment with the period after the experiment. We leave out the period before the

experiment, since we do not know whether subjects had the same goal as the survey goal

in the 18 weeks before the experiment. Marginal effects are reported in square brackets
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below selected coefficients. At the bottom of the table the p-value is reported of the test

that all high-cost dummies are jointly zero. Standard errors are suppressed in order to

display the table on one page.

The top panel of Table 3.8 shows the probit estimates of the take-up of treatment. Overall

the results are quite similar to the linear probability estimates in the last column of Table

3.3. Women, being assigned to the high-cost treatment, and the factor variable ’chaotic’

are negatively correlated with treatment take-up.

The first two columns of the bottom of Table 3.8 show how well subjects in the high-cost

treatment did on the survey goal. This goal is usually higher than the performance goal –

for which the results are shown in the last two columns. Assignment to the high-cost group

is associated with a higher probability of realizing the survey goal, but only in the first

regression. The marginal effects are reported below the estimates, both are not significant

in the first two columns. There is no difference in realizing the survey goal between takers

of the high-cost and the low-cost treatment. The last two columns show how subjects meet

the goal as set at take-up of treatment. Subjects in the high-cost treatment are on average

29-34%-points more likely to meet the performance goal, depending on the inclusion of

covariates. This is during the experiment, there are no lasting effects on goal realization

after the experiment is over. Overall estimates should be interpreted with some caution.

First of all: though the total number of observations is large, the number of individuals

is small, and it is not sure that the estimators are asymptotically valid with small sample

sizes. Second, the estimated correlation coefficient of the errors (ρ) is never significant.

This would imply that selection effects do not play a role in goal realization – in the

bottom panel of Table 3.8. That seems to be at odds with the notion that for example

more motivated people are more likely to take up treatment, and also more likely to meet

their goals.

3.5 General discussion

To sum up, we have three main findings. Take-up rates of both treatments are low, and

lowest in the deposit treatment. Our second finding is that assignment to treatment in-

creases attendance in both treatments during the experiment, but only compared to a

representative control group, or compared to all other members of the gym. We do not

find differences between the two treatments in the intent-to-treatment analysis. We find a
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Table 3.8: Goal realization with correction for self-selection

Take-up of treatment

Female −1.353∗∗ −1.314∗∗ −1.338∗∗ −1.357∗∗

Age (bottom quartile) −0.614 −0.601 −0.565 −0.583
Children present in the household 0.614 0.652 0.598 0.611
College education or higher −0.571 −0.538 −0.564 −0.519
High-cost group −2.031∗∗∗ −1.965∗∗∗ −2.000∗∗∗ −2.002∗∗∗

Overweight (BMI> 25) −0.439 −0.419 −0.481 −0.535
Subscription price for 12 weeks 0.861 0.808 0.840 0.808
Goal 1x a weeka 0.330 0.373 0.279 0.229
Goal 2x a weeka 0.895 0.835 0.900 0.895
Missing goal questionnairea 7.020∗∗∗ 7.168∗∗∗ 7.716∗∗∗ 7.028∗∗∗

Factor chaotic 0.948∗∗ 0.916∗∗∗ 0.934∗∗∗ 0.928∗∗∗

Factor preciseness 0.195 0.210 0.179 0.179
Factor hard time breaking bad habits −0.504 −0.493 −0.514 −0.516
Factor able to work toward goals −0.462 −0.416 −0.465 −0.474
Constant 0.857 0.814 0.863 0.926

Survey goal Performance goal

Treatment period −0.022 0.077 0.171 0.173
High-cost group (HCG) −0.166 −0.621 −0.226 −0.679

[−0.048] [−0.087] [−0.081] [−0.213]
HCG × Treatment period 0.607∗∗ 0.648 0.937∗∗∗ 0.928∗∗∗

[0.176] [0.091] [0.335]∗∗∗ [0.291]∗∗

Female −0.538∗ −0.117
Age (bottom quartile) −1.993∗∗∗ −1.146∗∗

Children present in the household −1.379∗∗∗ −0.268
College education or higher 1.012∗∗ 0.690
Overweight (BMI> 25) −1.102∗∗∗ −0.255
Subscription price for 12 weeks 1.691∗ 0.152
Factor chaotic 0.476∗∗∗ 0.196
Factor preciseness 0.382 0.069
Factor hard time breaking bad habits 0.491 0.140
Factor able to work toward goals 0.244 −0.094
Constant −0.869∗∗ −2.547∗ −0.282 −0.364

ρ 0.056 0.815 0.281 0.566
(0.73) (1.25) (0.29) (0.51)

Log likelihood −694 −615 −763 −743
p-value high-cost dummies= 0 0.056 0.075 0.005 0.002

Bivariate probit estimation with 55 subjects and 1,306 subject–week observations. The dependent
variable in the top panel is one if the subject took up one of the treatments. The dependent
variable in the bottom panel is one if the subject meets the goal as stated in the survey (first two
columns), or the performance goal as set upon take-up (last two columns). Robust standard errors
are clustered at the individual level. Selected marginal effects are presented in square brackets.
*/**/*** correspond to 10%/5%/1% significance level.
a: visit goal as answered in the survey. Wanting to visit the gym 3 or 4 times a week is the baseline.
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treatment effect for takers of the deposit treatment, we do not find such a treatment effect

for takers of the goodbye treatment. The third finding is that respondents state a higher

goal in the survey, compared to the performance goal set at take-up. However, both goals

are real goals – they are higher than the average number of gym visits prior to the experi-

ment. Treatment takers of the deposit treatment are more likely to meet the performance

goal, compared to treatment takers of the goodbye treatment – after an attempt to account

for selection. Neither treatment is positively correlated with realizing the higher goal as

stated in the survey. None of the treatment effects lasts after the treatment is concluded.

In the spirit of the study done by DellaVigna and Malmendier (2006), we tested whether

current gym members have a demand for a commitment device. Or alternatively, whether

gym members that use their annual membership as a commitment device, have a demand

for an additional commitment device. Some remarks the survey indicate that some gym

members literally preferred an annual membership over cheaper, but shorter membership

types as a commitment device. We find a low take-up rate for the commitment device,

similar to other experiments with commitment devices. The incentive per week – 15 euro

– seemed about right, but paying 180 euro upfront proved to be quite a challenge for many

subjects. Another design feature that maybe would have increased take-up is framing. The

commitment device was now framed as a separate contract, but maybe a better framing

was to incorporate it as part of a regular membership contract. The question why take-up

of commitment devices is low still remains an open question.

Our study contributes to a better understanding of goal-setting. The finding that atten-

dance goals as stated in the survey are higher than the performance goal, can be interpreted

as evidence for the distinction between desires and intentions. Desires is what I would like

to do, intentions is what I want to do. Intentions can be at the level of the goal, or at the

level of implementation (Dholakia et al., 2007). For goal intentions self-efficacy matters,

and constraints matter for implementation intentions. We cannot distinguish between the

two, but we do note the difference in goal realization – the deposit treatment is associated

with higher realization of the performance goal (the intended goal), but not with the survey

goal (the desired goal). This finding raises the question how useful it is to ask for goals

in surveys, without providing incentives for goal performance. On the other hand, the

associations with the survey goal and background characteristics in Table 3.6 reveals sta-

ble and sensible patterns. Higher current performance is positively associated with higher

goals, and so is higher variability of past attendance. The positive association between

higher variance and higher goals points to individuals wishing for a stable, high level of
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performance. The presence of children in the household is negatively associated with the

survey goal, as is the self-assessed variable ’being chaotic’. This gives an indication that

subjects take into account external (children) and internal (personality) constraints.

Two other possible explanations for setting a lower goal at take-up of treatment are

loss-aversion and joy of winning. Loss aversion is a feature of prospect theory (Kahneman

and Tversky, 1979), and is the finding that losses loom larger than gains of the same size.

By understating the goal, subjects can prevent being hurt by not realizing the goal. A

related idea is proposed by Koch and Nafziger (2011), where self-imposed goals can be a

rational way for self-regulation. However, the subjects taking up the high-cost treatment

have arguably more to loose than the subjects in the low-cost treatment. They experience

the loss of falling short of the goal, and also the monetary loss associated with it. Still

we find that subjects in both treatments set a lower goal on take-up. Another possible

explanation is joy of winning. Conditional on take-up, subjects set a lower goal to expe-

rience the pleasure of reaching a goal. However joy of winning is more associated with

inter-person comparisons, and the subjects in our treatment did not know each other.

An interesting avenue for further research is that goal setting and take-up of commit-

ment devices seem to be related. This appears to be a joint decision making process. This

raises policy questions in a broader context. How should a commitment contract look like

for people who want to increase desired behavior? For example, Volpp et al. (2008) find

that a deposit contract helps severely overweight people (mean BMI of 34.9) lose weight.

An open challenge is the question whether commitment devices can induce lasting behavior

change. In the same study of Volpp et al. (2008) and in a follow-up study by the same

authors (Leslie et al., 2011), treatment effects are only temporary – after the incentives

are removed, the subjects gain again weight. Another avenue of interesting research could

be the issue of strategic goal-setting in intra-personal games is, especially in the context of

designing commitment devices.
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Chapter 3. Goal setting and gym attendance

3.A Construction dataset

The data come from two different sources. The attendance data are collected from the gym

administration. The gym uses an electronic fingerprint reader and records the date, time

and room entered – but not the exit details. We use the years 2008− 2010 and aggregate

the number of visits by the calendar week. One problem is that the gym recycles its iden-

tifiers. Without additional information it is not easy to distinguish whether a spell with

many zero visits should be attributed to different members, or belongs to one member. A

cut-off of 26 weeks with zero visits seems to work well. Information on gender and type of

membership is also available. The gym offers many membership types, and we categorize

them along two dimensions: limited or unlimited access, and access to the fitness rooms,

the indoor group sports (e.g. zumba), both indoor and fitness, and a rest category of

other types (e.g. company memberships). For all members in January 2010 we also have

the date of birth. Other information the gym provided is the price a member paid for a

subscription (including discounts). This price is calculated into a equivalent for 12 weeks.

Prices paid are only made available for the 103 members that signed up for the experiment.

The second source is the survey. Many questions are taken from the Dutch Household

Survey, as administered by CentERdata, including the first ten questions on self-control

(question 34). The last eleven questions on self-control are taken from Tangney et al.

(2004). With factor analysis four factors are constructed from those 21 items. The re-

sponse rate was 74.3% and the answers are quite complete overall. For example, many

respondents took time to answer the open questions as well. Answers are imputed on three

items of the self-control questions for two respondents (with the median response), and

for two respondents on the question whether the household saved money last year. The

survey could be linked to the administrative data by merging on birthdate and gender.

The linkage rate is very high: only three out of a hundred respondents could not be linked

to the visiting data. Among those three was one subject who did not show up for the

questionnaire, and two who declined the high-cost treatment. A representative control

group is drawn from the administrative data. We randomly sample 200 members, where

we oversample members with the same observable characteristics as the experiment group.

The variables for selection are gender, age 50− 64, whether the mean weekly visits in the

Fall of the previous year was on average more than one weekly visit, and being a visiting

member for a year or more. Table 3.10 shows the regression analysis.
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Goal setting is identified by the answers to the question: “How often a month would you

like to go to the gym?”. Five treatment takers (one in the high-cost group and four in the

low-cost) did not answer this survey question. For those subjects we set the survey goal

equal to the take-up goal. The survey question asks for the number of visits per month

in categories, where for certain categories the equivalent number of weekly visits is stated

as well. Since we are interested in weekly gym attendance, we recode the answers into a

weekly goal. Some respondents chose answers that involved numbers numbers in between

whole numbers of weekly visits (e.g. in between 2 and 3 weekly visits). In those cases we

picked the lower attendance goal to avoid an upward bias in goal realization.

Table 3.10: Comparison experimental group and representative control group

OLS Logit

Female −0.071 −0.351

Age (bottom quartile) 0.034 0.166

Subscription: only fitness −0.000 −0.003

Subscription: only indoor sports −0.009 −0.050

Subscription: fitness and indoor sports −0.011 −0.064

Unlimited weekly access 0.024 0.130

Avg. 1− 2 weekly visits Fall last year −0.046 −0.235

Avg. 2− 3 weekly visits Fall last year −0.056 −0.294

Avg. > 3 weekly visits Fall last year 0.033 0.141

1− 2 years visiting member 0.044 0.219

More than 2 years visiting member 0.036 0.182

Constant 0.297∗∗ −0.878

F -test 0.28

Chi-square likelihood ratio test 3.19

p-value 0.988 0.988

N 275 275

Dependent variable is one if the subject is in the experimental group, and

zero otherwise. */**/*** correspond to 10%/5%/1% significance level.
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3.B Content recruitment materials

Would you like to exercise more often?1

But is it not happening?

Maybe this is something for you. (name gym), the Scientific council for government policy

and Tilburg University are conducting a research project. We are looking for gym mem-

bers that would like to go to the gym at least once a week and who could use a nudge.

Participation is of course voluntary.

1. For your participation in the research project you receive 25 euro.

2. You will obtain more insight in your behavior

3. The research project will cost you little time next to exercising, two hours in total

over the entire time period.

4. The research project starts February 1, 2010.

5. The research project takes three months.

6. You have to be, or become a paying member of name gym.

7. You can participate with all membership types (fitness / cardio / indoor cycling /

group sports)

The researchers will of course treat your private details discretely, privately and anony-

mously. Would you like to participate? Please register at the front desk before January

31. You can also send an email with your name and phone number to (name gym)

1This is a translation from Dutch. This advertisement was posted on the messageboard of the gym
at the entrance. Slightly different versions were posted on the website and sent to the mailing list. All
versions contained the same conditions for participation.
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3.C Questionnaire

Research project (name gym)

Introduction

Welcome at this research project! We are glad that you decided to participate and we are

interested in the results of this research project.

On the next pages you will find the research project. It consists of two parts. Part 1 is a

questionnaire. Part 2 is on the last page and is a form for taking body measures. Please

answer in the following order:

1. Please answer first Part 1 - the questionnaire. Filling in takes about half an hour.

Please look for a place within the gym where you can sit quietly and are able to

answer the questions without being disturbed. We would like to ask you to answer

the questions at the gym.

2. Upon completing please come to the front desk. An instructor of the gym will help

you with Part 2. This is the form for taking your body measures. That will take 15

minutes at most.

3. After finishing this, please put the form in the envelop and close the envelop. Could

you drop the envelop at the front desk? (name gym) will keep the envelopes in a

safe place. Twice a week a researcher from Tilburg University will come and collect

the envelopes.

4. The staff member at the front desk will give you a second envelop right away with

further instructions about the remainder of the research project.

5. The researchers want to thank you for your participation!

We are well aware that we ask for personal information. Therefore please put the answers

and the form back in the envelop and close the envelop. If you wish you can write your

signature on the opening of the closed envelop. The envelops with answers will go right

away to researchers at Tilburg University. Staff members from (name gym) will not see

your answers. The researchers are experienced in dealing with private information and will

act accordingly.
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Part 1: Questionnaire

This section consists of a questionnaire. Please answer the questions as precise as possible.

The first set of questions is about a few personal details.

1. What is your date of birth? (dd-mm-yyyy)

2. Gender

� Male

� Female

3. What is your marital status?

� Married

� Divorced

� Living together

� Widowed

� Never married

4. What is your highest level of education completed with a degree?

� (continued) special education

� kindergarten/primary education

� VMBO (pre-vocational education)

� HAVO, VWO (pre-university education)

� senior vocational training or training through apprentice system

� vocational colleges

� university education

� other sort of education/training

5. What is your primary occupation?

� employed on a contractual basis

� works in own business

� free profession, freelance, self-employed

� looking for work after having lost job

� looking for first-time work

� student

� works in own household
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� retired (pre-retired, AOW, VUT)

� partly disabled

� unpaid work, keeping benefit payments

� works as a volunteer

� other occupation

6. How many people are living with you in the house (including yourself)? . . .

7. How many children are living with you in the house? . . .

The following questions are about how you experience your health.

8. In general, would you say your health is:

� excellent

� good

� fair

� not so good

� poor

9. Compared to one year ago, would you say your health is better now or worse?

� much better

� somewhat better

� about the same

� somewhat worse

� much worse

10. Do you suffer from a long illness, disorder, or handicap; or do you suffer from the

consequences of an accident?

� Yes (continue to question 11)

� No (continue to question 12)

11. Please give a short description . . .

12. Do you smoke cigarettes at all?

� yes, I smoke every now and then (continue to question 13)

� yes, I smoke every day (continue to question 13)

� no (continue to question 14)

13. About how many cigarettes do you smoke a day?
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� 1− 10 cigarettes a day

� 10− 20 cigarettes a day

� more than 20 cigarettes a day

14. About how many alcoholic drinks do you have a week?

� 0

� 1− 3

� 4− 6

� 7 or more

15. All in all, to what extent do you consider yourself a happy person? Rate on a scale

0− 10

The following questions are about the type of membership you have at (name gym).

16. What type of membership do you have at (name gym)?

17. What conditions of payment do you use?

� Every 4 weeks

� Every three months

� Once a year

18. Do you use automatic withdrawal for payment?

� Yes

� No

Questions 19 through 23 are about exercising in general. Not only going to the gym,

but also other sports, like tennis, football, etc.

19. On average how many times a week did you exercise in the past 12 months? . . . times

20. Do you exercise the same time(s) each week?

� yes

� no

21. Do you often exercise together with somebody else?

� always

� often

� sometimes

� never
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22. Would you like to exercise more often than you are doing currently?

� yes (continue to question 23)

� no (continue to question 25)

23. What is the most important reason that you do not exercise more often? . . .

24. How often a month WOULD you like to go to the GYM?

� 0− 1 times a month

� 2− 3 times a month

� 4− 5 times a month (that is 1 time a week)

� 6− 7 times a month

� 8− 9 times a month (that is 2 times a week)

� 10− 11 times a month

� 12− 13 times a month (that is 3 times a week)

� more than 13 times a month

25. Do you do other sports during the year, other than the gym?

� no

� yes, like: . . .

26. Next to your gym membership, are you a member of other sports clubs?

� no

� yes . . .

27. What is the most important reason for you to go the gym?

� loose weight

� maintain weight

� improve condition

� maintain condition

� get a good figure

� nice atmosphere, contact with friends

� other, like . . .

28. The TOTAL NET INCOME OF YOUR HOUSEHOLD consists of the income of all

members of the household, after deduction of taxes and premiums for social insurance

policies, over the past 12 months. Into which of the categories mentioned below did

the total net income of your household go IN THE PAST 12 MONTHS?
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� less than 10.000

� between 11.000 and 14.000

� between 14.000 and 22.000

� between 22.000 and 40.000

� between 40.000 and 75.000

� 75.000 or more

� I do not know

29. Do you think it makes sense to save money, considering the current general economic

situation?

� yes, certainly

� yes, perhaps

� probably

� certainly not

� I don’t know

30. Did your household put any money aside IN THE PAST 12 MONTHS?

� yes

� no

31. About how much money has your household put aside IN THE PAST 12 MONTHS?

� less than 1, 500

� between 1, 500 and 5, 000

� between 5, 000 and 2, 500

� between 12, 500 and 20, 000

� between 20, 000 and 37, 500

� between 37, 500 and 75, 000

� 75, 000 or more

� I don’t know

32. Is your household planning to put money aside IN THE NEXT 12 MONTHS?

� yes, certainly

� yes, perhaps

� probably not

� certainly not
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� I don’t know

33. People use different time-horizons when they decide about what part of the income

to spend, and what part to save. Which of the time-horizons mentioned below is in

your household MOST important with regard to planning expenditures and savings?

� the next couple of months

� the next year

� the next couple of years

� the next 5 to 10 years

� more than 10 years from now

34. For the following statements on human behavior, please choose the statement which

applies most to you. Describe yourself as you are, not as how you want to be.

Describe yourself in comparison to other people you know of the same sex and of

about the same age.

not at all very much

1 2 3 4 5

I do chores right away � � � � �
I’ll leave my things lying around � � � � �
I live my life according to schedules � � � � �
I neglect my obligations � � � � �
I have an eye for details � � � � �
I am accurate in my work � � � � �
I forget to put things back where they belong � � � � �
I am always well prepared � � � � �
I often make a mess of things � � � � �
I like order � � � � �
I have a hard time breaking bad habits � � � � �
I am lazy � � � � �
I have trouble saying no � � � � �
I change my mind fairly often � � � � �
I wish I had more self-discipline � � � � �
I refuse things that are bad for me � � � � �
I get carried away by my feelings � � � � �
Im not easily discouraged � � � � �
I have trouble concentrating � � � � �
Sometimes I cant stop myself from doing something, � � � � �
even if I know it is wrong.

I am able to work effectively toward long-term goals � � � � �
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Thank you! This is the end of Part 1. Please go the front desk for Part 2.

Part 2: Body Measures

An instructor will take the following measures together with you and write them down. In

about three months you will receive a notification to collect the same measurements again.

You will receive a personalized statement with both measurements.

1. Length (in centimeters) . . .

2. Hip size (in centimeters) . . .

3. Weight (without shoes, in kilograms) . . .

4. Body fat percentage . . .

5. Pulse (30 seconds times two) . . .

Thank you very much - this was Part 2 of the research project. Please put the form in the

envelop, close the envelop and drop it at the front desk. You will receive a second envelop

with further instructions.

Table 3.11: Body mass index, body fat percentage, and happiness

Body mass index Bodyfat percentage Happiness

before after change before after change before after change N

All 24.8 24.7 -0.1 29.4 29.0 -0.4 7.5 7.7 0.2 41

High-cost

All 24.6 24.5 -0.1 28.0 27.8 -0.2 7.2 7.6 0.4 25

Take-up 25.8 26.0 0.2 29.3 28.7 -0.6 8.0 8.1 0.1 7

Decline 24.2 24.0 -0.2 27.5 27.4 -0.1 6.8 7.3 0.5 18

Low-cost

All 25.1 24.8 -0.2 31.6 30.9 -0.7 8.1 8.0 -0.1 16

Take-up 25.0 24.9 -0.1 31.7 30.8 -0.9 8.1 8.0 -0.1 14

Decline 25.3 24.5 -0.8 31.0 32.0 1.0 7.5 8.0 1.0 2

Happiness is rated from 0 (unhappy) to 10 (very happy). */**/*** correspond to 10%/5%/1%

significance level.
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3.D Treatment instructions

Instructions to the high-cost treatment group

Again a warm welcome for participating in this research project.

We would like to thank you for filling out the questionnaire. But that is not all! There is

more, please take some time to continue reading.

Would you like to exercise more often? This research project is meant for people that

would like to exercise more often. Perhaps you are familiar with this situation. You have

the best intentions to do a certain thing, but it is not happening. Or you are exercis-

ing already regularly, but would like to go more often. Perhaps you are exercising with

a certain goal in mind. Whatever the situation, you could use a nudge to achieve your goal.

Deposit scheme: a nudge

A helping hand, a nudge, sometimes we just need that. Somebody else could give you one.

But in the end it is best if you do it yourself. Money could be one possible way to give you

the nudge that you need. That is why the researchers and staff members of (name gym)

give you the opportunity to join the deposit membership.

It works in the following way. You keep your current membership with (name gym). Noth-

ing changes. On top of that subscription comes the deposit-part. We chose the amount

for you. The research project takes 12 weeks. The amount per week is 15 euro. The total

deposit is 12× 15 = 180 euro. You set a weekly goal. You choose how often you would like

to exercise at (name gym). You pay the deposit of 180 euro upfront. For every week that

you reach your goal, you get 15 euro back. When you meet your goal for twelve weeks, you

get your entire deposit, but more importantly: you have met your goal for twelve weeks

(that is three months)!

This is the same method that three members of (name gym) used last year to come more

often to the gym. A national television show made a special about this. You can watch this

edition online. Don’t worry, you will not appear on television. This is scientific research!

Can I just come to the gym?

Sure! The deposit scheme is meant to help you realize your own goals. To summarize: the

deposit scheme is hundred eighty euro for twelve weeks. You pay this money upfront at

(name gym) when you decide to participate. You also choose how many times a week you
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would like to go to (name gym). When you participate, you can exercise in any way you

would like to. Every time you are finished exercising, you walk by the frontdesk and you

say goodbye. The staff members at the frontdesk keep track how many times you have been

to the gym and whether you meet your goal. After three months you receive a personalized

overview. For every week that you have met your goal, you receive 15 euro cash. Please

note that it is important to walk by the frontdesk every time you finished exercising. The

week starts on Sunday morning and ends Saturday night. It is not possible to skip a week

and to go double the week after. For each week there is your goal and for each week is 15

euro available. The only exception is when you freeze your subscription in case of illness

or vacation. The usual policy of (name gym) applies. In those cases the research project

will be extended in May for the number of days you froze your membership (Note that this

is not possible with all subscription types). Please let (name gym) know when you have

vacation plans.

How do I set my weekly goal?

Exercising and workout are important. Regularly exercising and regular workout are even

more important. It is better to exercise once a week for a year, than six times a week for

three months and zero times the rest of the year. Regularity is key. It is better to choose a

realistic goal than to chose an ambitious one. Perhaps you have a goal in mind how often

you would like to come. Please fill out that goal on the form.

In case you do not have a specific goal, but you would like to come more often than you

do now. You could choose to set a goal that is once a week more than you do now. For

example, if you come regularly once a week, and you would like to increase this frequency,

than you could set a goal of two times a week. Or once a week. Or seven times. You set

your goal how often you would like to come. However, note that you only receive your

deposit share of 15 euro a week when you meet your goal.

How many times a week would you like to come in the next three months? Fill in that

goal on the form and drop it at the frontdesk. Can you let us know before February 14

whether you would like to join the deposit scheme? We hope that you would like to do so.

We wish you lots of pleasure with exercising.

The first week is week 7 (February 14 until February 20), the twelfth and last week is

week 18 (May 2 until May 8). This is a research project of the Scientific council for gov-
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ernment policy and Tilburg University. (name gym) participates without interest. (name

gym), the Scientific council for government policy and Tilburg University cannot be held

liable.

Instructions to the low-cost treatment group

Again a warm welcome for participating in this research project.

We would like to thank you for filling out the questionnaire. But that is not all! There is

more, please take time to read on.

Exercising more often?

Would you like to exercise more often? This research project is meant for people that

would like to exercise more often. Perhaps you are familiar with this situation. You have

the best intentions to do a certain thing, but it is not happening. Or you are exercis-

ing already regularly, but would like to go more often. Perhaps you are exercising with

a certain goal in mind. Whatever the situation, you could use a nudge to achieve your goal.

How do I set my weekly goal?

Exercising and workout are important. Regularly exercising and regular workout are even

more important. It is better to exercise once a week for a year, than six times a week for

three months and zero times the rest of the year. Regularity is key. It is better to choose

a realistic goal than to choose an ambitious one. Perhaps you have a goal in mind how

often you would like to come.

In case you do not have a specific goal, but you would like to come more often than you

do now. You could choose to set a goal that is once a week more than you do now. For

example, if you come regularly once a week, and you would like to increase this frequency,

than you could set a goal of two times a week. How many times a week would you like to

come in the next three months? Fill in that goal on the form and drop it at the frontdesk.

You can go to the gym like you are used to.

Every time you are finished exercising, you walk by the frontdesk and you say goodbye.

The staff members at the frontdesk keep track how many times you have been to the gym

and whether you meet your goal. After three months you receive a personalized overview.

The first week is week 7 (February 14 until February 20), the twelfth and last week is week

18 (May 2 until May 8). We wish you lots of pleasure with exercising.
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CHAPTER 4

Explaining intra-monthly consumption patterns

4.1 Introduction

A typical month for many households probably looks like this: the household receives

income, pays the bills, and has at its disposal what remains. The “bills” consist of expen-

ditures like mortgage or rent payments, health insurance and car loan payments. These

expenditures are typically to be paid every month, the budget share is large, and ad-

justments are not frequently made (Chetty and Szeidl, 2007). Expenditures with those

properties are called consumption commitments. In this study I focus on rent and mort-

gage payments as the main consumption commitment of households. The research question

is whether households adjust other consumption expenditures in response to the timing of

payment of rent or mortgage.

It is well studied how household consumption responds to income receipt (see e.g.

Browning and Collado, 2001; Stephens, 2003; and Shapiro, 2005). However, there is not

much literature on the effect of consumption commitments on consumption smoothing.

The focus on the income side is only half of the story. Many expenditures are fixed over

short time periods, and can typically be adjusted only once a year. In the short-run income

and fixed expenditures together determine the amount of “disposable liquidity” of a house-

hold. According to the lifecycle hypothesis there should not be a consumption response

to either income or fixed expenditures – if there is no uncertainty over payday, size or fre-

quency of payment of income and expenditures. In the lifecycle model both consumption

commitments and income enter the utility maximization problem of the household as part

of the budget constraint. The smoothing of consumption should not be affected by the

timing of payment of income, nor the timing of payment of fixed expenditures.
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Recent studies find that both consumption expenditures and consumption are higher in the

week after Social Security checks are distributed compared to the week before (Stephens,

2003; Mastrobuoni and Weinberg, 2009). The intra-monthly cycle is stronger for house-

holds in which Social Security is the main income source and households with little assets.

Hyperbolic discounting is the main explanation. For households with little or no assets

Mastrobuoni and Weinberg (2009) reject the exponential discounting model in favor of the

hyperbolic discounting model. In the context of food stamps Shapiro (2005) also rejects the

exponential discounting model. In both studies the drop in caloric intake over the month

is substantial. Food stamp recipients consume 10− 15% less calories the week before food

stamps are disbursed. Social Security recipients with little or no assets consume around

25% less calories at the end of the month compared to the beginning.

If these households are hyperbolic discounters, then a potential welfare improvement

could be to distribute Social Security checks more often, holding the total amount of Social

Security constant. More frequent distribution of checks could potentially be a commitment

device to smooth consumption. This policy prescription does not have to be limited to

Social Security recipients only. Parsons and Van Wesep (2013) propose to distribute the

paychecks of wage-earners more often, depending on the degree of self-control of employees.

Employers could improve the welfare of hyperbolic discounters by distributing paychecks

more often and cater to employees’ desire for smooth consumption. However, I show in

this study that this policy proposal is one-sided. In models with hyperbolic discounting

the payment of consumption commitments starts to play a role as well.

In the empirical section I use the US Consumption Expenditures Diary Survey (CEX).

The CEX is a budget survey in which households record their expenditures for up to 14

days. I exploit the variation within the month with which households pay their rent or

mortgage. The empirical models I estimate control for both timing of income – as proxied

by controlling for weeks of the calendar month, and timing of rent or mortgage payments.

My main finding is that consumption expenditures respond to the timing of payment of

mortgage or rent. Consumption expenditures are higher in the weeks after rent/mortgage

payments are made, compared to the weeks before. This pattern exists for both renters and

home-owners. The second finding is that weekly, biweekly, and monthly paid households

with the same timing of payment of rent or mortgage, have similar patterns of consumption

expenditures. Consumption expenditures are not smoother for households with higher pay

frequencies. I find the same patterns for households with high education, households in

the highest income quartile, and for non-smokers.
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I also revisit the finding in the literature of a cycle of consumption expenditures for Social

Security recipients. Analyzing the data of more recent years I replicate Stephens’ finding of

an intra-monthly cycle (Stephens, 2003). This result is analyzed for two subgroups: Social

Security recipients with mortgage/rent payments and Social Security recipients without –

those are home-owners without mortgage payments. I find that the group of Social Secu-

rity recipients with current rent or mortgage payments is driving the overall group result.

There is no cycle in expenditures for Social Security recipients with no rent or mortgage

obligations. Taking the subgroup of Social Security recipients with current rent/mortgage

obligations, the pattern appears to be even larger around the paydate of rent and mort-

gage. The main conclusion is that the finding of a cycle in consumption expenditures is

mainly driven by the timing of rent or mortgage payments. For both the wage-earners and

the Social Security recipients I find an interesting pattern in consumption expenditures.

The pattern is a cycle, but the peak of the cycle is in the second week after rent/mortgage

is paid.

Three candidates for interpreting the empirical findings are liquidity constraints, pre-

cautionary savings, and hyperbolic discounting. Liquidity constraints affect the level of

consumption, but do not generate a cycle. Households consume their entire income, but

do smooth consumption. A second explanation is that there is a short-term precautionary

motive for holding liquidity. Most US households still pay their bills by check, and not by

direct deposit. This means that households need to make sure that there is enough money

on the bank to pay for rent/mortgage, as well as for other consumption commitments.

There usually is a also some time in between the writing of a check for the rent and the

cashing. Since bouncing of checks is costly for a household, this could generate a short-term

precautionary motive to hold liquidity. Moreover, many consumption commitments cannot

be paid with a creditcard at all, but need to be paid with cash. Telyukova (forthcoming)

makes this distinction between ‘cash-goods’ and ‘credit-goods’ to explain the credit card

debt puzzle. This is the phenomenon that around 27% of US households hold sizeable

creditcard debt, and hold at the same time liquid assets.

Hyperbolic discounting is a third possible explanation. With hyperbolic discounting

consumption cycles in the short run can be explained. One problem with hyperbolic dis-

counting as an explanation is that households need to be either liquidity constrained, or

have a precautionary savings motive. My findings are consistent with a combination of

hyperbolic discounting with one of the two other explanations. I do not find a correla-

tion between Social Security receipt and consumption smoothing. This suggest that the
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precautionary motive is more important than liquidity constraints. Moreover, this would

reconcile the findings in this chapter with the evidence of intra-monthly cycles in caloric

intake (Mastrobuoni and Weinberg, 2009), financial crimes (Foley, 2011) and mortality

(Evans and Moore, 2012). After rent/mortgage are paid, there is a peak in disposable

liquidity of households. Households with an urge for immediate gratification respond more

to disposable liquidity and to a lesser extent to direct income receipt.

In the model section I show that the theoretical argument underpinning the policy

recommendation of higher paycheck distribution is one-sided. In a simple model with hy-

perbolic discounting I show that a higher frequency of paychecks is no longer a consumption

smoothing device when consumption commitments are added to the model. The model

generates conditions under which different frequencies of income payment generate the

same consumption profile in the presence of a consumption commitment and hyperbolic

discounting. The intuition is that a household needs to save in the time before payment

of the consumption commitment. Naive hyperbolic discounters postpone saving. This cre-

ates a cycle in consumption around the paydate of consumption commitments. This result

holds if the budget share of the consumption commitment is sufficiently large, and the

frequency of payment of the consumption commitment is the same or lower compared to

the frequency of income payment. This implies that households with the same frequency

of payment of the consumption commitment and different pay frequencies have the same

consumption profile.

The contribution of this chapter is that households respond to disposable liquidity, and

not to the receipt of income per se. This may seem trivial, but it is the combination of

income and fixed expenditures that determines short-run household liquidity. Only looking

at the income side of households ignores the importance of consumption commitments and

generates one-sided policy recommendations.

The next section gives an overview of monthly cycles in consumption expenditures and

consumption, financial crimes, health and mortality. The data section describes the em-

pirical strategy as well as the CEX data. I show the empirical results for wage earners and

Social Security recipients. The model section shows under which conditions common wage

payment frequencies generate equivalent consumption profiles. The last section concludes.
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4.2 Monthly cycles and consumption commitments

This study is related to three strands in the literature. The first strand studies the re-

sponse of measures of consumption to income receipt. The second literature elaborates on

consumption commitments and the third is concerned with optimal cash management.

The existence of a within monthly cycle in consumption expenditures and caloric intake

is well studied. Stephens (2003) uses the CEX diary data for the years 1986 − 1996. He

documents an increase in consumption expenditures in the first week after Social Security

checks are distributed. This is a violation of the lifecycle hypothesis if consumption expen-

ditures are correlated with actual consumption. Mastrobuoni and Weinberg (2009) show

that caloric intake follows consumption expenditures. They use a food intake survey and

find a monthly cycle for caloric intake around the payment of Social Security. This cycle is

found for households with less than $5, 000 in savings, but not for households with higher

levels of assets. For low-asset households exponential discounting is rejected in favor of

hyperbolic discounting.

In both studies there is little variation in the paydate. Social Security is always paid

once a month, in the first week of the month. In 1997 the distribution scheme changed.

Social Security is still paid once a month, but new claimants receive checks on the second,

third or fourth Wednesday of the month. Which of the three Wednesdays depends on the

birthday of the claimant. This change creates a natural experiment which Mastrobuoni and

Weinberg exploit in another study (Mastrobuoni and Weinberg, 2011). They use the CEX

diary data for the years 1986− 2007. They find that after the change in 1997 consumption

expenditures do not respond to the receipt of Social Security checks. However, Evans and

Moore (2012) still find a cycle around the first of the calendar month for Social Security

recipients for the years 1996− 2004. Not only for Social Security recipients, they also find

a cycle around the first of the month for several other subgroups: households whose head

has less than a college degree, recipients of federal assistance, and households with a family

income less than $30, 000. In the same study they document an intra-monthly cycle in a

rather different outcome variable than consumption: mortality increases in the first week

of the month relative to the last week. This cycle in mortality only exists for causes of

death that are related to activity such as homicides, heart attacks and traffic accidents.

There is no cycle for cancer related causes of death. They argue that there is a causal

chain from excess liquidity to activity, resulting in a higher probability of mortality. This

is evidence that households do not respond to income per se, but to disposable liquidity. In
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the empirical section I estimate models with controls for the first of the month. Two other

studies document a monthly cycle in outcomes other than consumption expenditures or

caloric intake. Dobkin and Puller (2007) find a 23 percent increase in drug-related hospital

admissions at the beginning of the month after release of supplemental Social Security.

Hospital mortality increases by 22 percent. Foley (2011) reports a cycle in financial related

crimes in major US cities. There is no intra-monthly cycle for violent crimes. The cycle

disappears in cities where welfare payments are not concentrated around the first of the

month, but are paid out in a more staggered way throughout the month.

A monthly cycle in household expenditures could trigger a response by firms. Hastings

and Washington (2010) use scanner data from the US and find that supermarkets have a

procyclical pricing strategy: prices are high at the beginning of the month and low at the

end. Consumers would be better off to shift shopping to the end of the month. The price

effect does not corroborate the result of Stephens (2003), since he also finds an increase in

probability of having consumption expenditures after income receipt.

Most studies explain their findings with hyperbolic discounting (e.g. Mastrobuoni and

Weinberg, 2009). A possible welfare improvement could be to partition welfare checks.

Stephens and Unayama (2011) exploit an exogenous change in the frequency of pension

payments in Japan, holding total pension income constant. Public pension benefits were

paid out every three months before the change, and once every two months after. They

find that after the change elderly households are better able to smooth consumption ex-

penditures. Almost all households in my data have a frequency of income payment that is

higher and at most equal to the frequency of rent/mortgage payment.

All mentioned studies only focus on the payment of income and the response of the

household to income receipt. To the best of my knowledge, there are no studies that look

into how well households smooth consumption with respect to the payment of other con-

sumption expenditures. The literature on consumption commitments acknowledges that

it is costly to change the level of major consumption expenditures. Consumption commit-

ments are defined as goods for which it is costly to change the level of consumption. Chetty

and Szeidl (2007) show that consumption commitments affect risk preferences by amplify-

ing risk attitudes towards moderate-stake risks, and that they create a motive to take large

pay-off gambles. Following up in a second study, Chetty and Szeidl (2010) use consump-

tion commitments as a foundation for a model with reference-dependent preferences and

habit formation. Shore and Sinai (2005) present and test a model in which an increase in

income risk in the presence of consumption commitments is associated with an increase in
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consumption, contrary to what a model with precautionary savings would predict. Finally

Postlewaite et al. (2008) analyze a model in which consumption commitments can induce

risk-neutral households to be risk averse over small variations in income, but sometimes to

seek risk over large variations. They show that optimal employment contracts will smooth

wages conditional on being employed, but may incorporate a possibility of unemployment.

Coulibaly and Li (2006) find that homeowners who made the last mortgage payment in-

crease savings, but not non-durable consumption. I focus on consumption expenditures

within the month, instead of the more unique life-event of paying off mortgage debt.

This study takes into account both the income side of the household and the timing

of rent and mortgage payments. Disposable liquidity is the difference between income and

fixed expenditures. This is liquidity that households can use for other, more variable con-

sumption expenditures. There is a connection with a third literature as well, the literature

on cash management (Baumol, 1952; Tobin, 1956). Alvarez and Lippi (2012) study a model

with uncertain lumpy expenditures. They show that the optimal cash holding strategy is

determined by large, infrequent expenditures. Households have higher cash holdings for

the event of a large expenditure. The relation between this study and the literature on

cycles in consumption is that consumption could be a function of disposable liquidity.

4.3 Data

In the empirical section I study how the timing of payment of the main consumption

commitment of most households – rent and mortgage payments – affects the timing of

other expenditures. The dataset used is the US Consumption Expenditure diary Survey

(CEX diary). The CEX diary is a repeated crossection of around 4500 consumer units

per year. Every household keeps a diary of consumption expenditures for up to 14 days.

The survey mainly asks for high-frequency consumption categories, which implies certain

categories are not asked for (notably durables and semi-durables – these expenditures are

being asked in the CEX quarterly survey). Many households do record the date of rent

and mortgage payment.

The start of a diary is a random day in the year, with oversampling of households in

December. The frequency of payment of the last paycheck is asked since 1998, and I use

the waves 1998 − 2010. The survey also collects information on household composition,

labor earnings and other sources of income. The date of last pay is not recorded. One
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advantage of the CEX diary is that higher frequency consumption goods such as food are

measured, to abstract from the problems of goods with a durables dimension. Though

consumption expenditures are measured well, there are notable issues like measurement

error and topcoding in income variables and incomplete reporting. Response rates are

around 80%.

I select the households with 1 or 2 earners. Households that are flagged as incomplete

income respondents are dropped, as are households in the top 3% of income. Wage-earners

are restricted to be one the three most common types of pay frequency in the US: monthly,

biweekly and weekly. For households with two earners, the frequency of pay is determined

by the earner whose annual wage income is at least 70% of the total household wage

income. Of these households, 31% is paid weekly, 56% is paid every other week, 4% is paid

twice a month, and 9% is paid every month. Another subsample consists of Social Security

recipients for whom at least 50% of the household income constitutes of Social Security.

I follow Evans and Moore (2012) by constructing two expenditure categories. The first

one is the sum of food at home and food away, but no alcohol. The second category

includes all sorts of non-food items: alcohol, cigarettes, apparel, gasoline, entertainment,

personal products, personal services, and over-the-counter drugs. Total expenditures is the

sum of these two categories, but does not include rent and mortgage payments, utilities, or

insurance payments. All expenditures that are indicated as a gift for somebody outside the

household are dropped, as well as the top 3% of expenditures. The expenditures are inflated

by the CPI of December 2008. Following previous studies (Stephens, 2003; Mastrobuoni

and Weinberg, 2011) I drop households that have all expenditures recorded on the first

day of the diary week, since for those respondents the exact date of expenditures cannot

be verified. When households do not record dates of expenditures in a week, the Bureau

of Labor Statistics assigns all expenditures to the first day of the diary week.

Table 4.1 presents the summary statistics of the households. The mean budget share

of rent/mortgage is 0.25. This is similar to the mean of expenditures on shelter that

Chetty and Szeidl (2007) report using the CEX quarterly data (0.22). Other consumption

commitments they report (their Table 1, p. 835) are cars (excluding gas), budget share

0.147, apparel (0.051), furniture/appliances (0.044), and health insurance (0.030). Housing

expenditures have by far the largest budget share and are not frequently adjusted. Housing

tenure is a separate variable in the CEX data. About 31% of the households owns the

home and has mortgage obligations at the time of the questionnaire. Around 46% of

the households owns the home without mortgage obligations and 23% rents the home.
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Table 4.1: Summary statistics entire sample

mean sd min median max N

Budget share mortgage/rent (α) 0.25 0.19 0.001 0.20 1 13987
Mortgage payment (month) 1083.79 633.93 3 964 6602 7987
Rent payment (month) 723.29 435.32 2 660 3201 6000
Owned with mortgage 0.31 0.46 0 0 1 25833
Owned without mortgage 0.46 0.50 0 0 1 25833
Rented 0.23 0.42 0 0 1 25833
Male 0.48 0.50 0 0 1 25833
Age 53.47 18.13 18 52 94 25833
Less than highschool 0.16 0.36 0 0 1 25833
Highschool 0.30 0.46 0 0 1 25833
Some college 0.20 0.40 0 0 1 25833
College or more 0.34 0.47 0 0 1 25833
Urban area 0.90 0.30 0 1 1 25833
Number of household members 2.39 1.39 1 2 14 25833
White 0.86 0.34 0 1 1 25833
Black 0.09 0.29 0 0 1 25833
Other race 0.05 0.21 0 0 1 25833
Weekly pay 0.31 0.46 0 0 1 12248
Biweekly pay 0.56 0.50 0 1 1 12248
Semi-monthly pay 0.04 0.19 0 0 1 12248
Monthly pay 0.09 0.29 0 0 1 12248
Total expenditures 38.97 39.14 0 26 208 25833
Food expenditures 22.39 27.46 0 12 200 25833
Non-food expenditures 16.58 24.70 0 6 201 25833
Annual real wage income 39.71 41.66 0 30 335 25833
Annual real Social Security income 6.22 9.10 0 0 54 25833
Annual real pre-tax income 52.20 38.89 0 42 371 25833

Income variables (divided by 1, 000), mortgage and rent payments and expenditures are in 2008 US
dollar.
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I drop respondents in student housing, and respondents making mortgage payments but

not reporting home ownership. I focus on households with rent and mortgage payments

for three reasons. First, rent and mortgage payments generally have the largest budget

share of all household expenditures. Second, they are to be paid every month and the

consequences of missing a payment are potentially severe. Finally, the transaction costs of

changing consumption are high. I take rent and mortgage payments as a proxy for total

consumption commitments of the household.

About a third of the respondents in the sample report having made a mortgage or rent

payment (around 14, 000 respondents). This is not necessarily evidence for underreporting.

The frame for data collecting of the CEX diary data is such that households start their 14-

day diary at any day of the month. It is likely that for many households the monthly rent

or mortgage payment falls outside the diary window. Table 4.12 compares the households

that report a rent or mortgage payment with those who do not. There are some small

differences, mainly on housing tenure and race, but overall the households are quite similar

in observable characteristics. On average each household contributes 12 out of 14 diary

days. If a month has 30 days, then the probability that a household starts the survey that

includes the date of rent/mortgage payment is 0.4. In Table 4.12 the fraction of households

reporting a mortgage/rent payment is in between 0.34 and 0.39. There seems to be some

underreporting, but not too much. The budget share of mortgage and rent is calculated

from the CEX diary data as the observed mortgage or rent payment, times twelve, divided

by annual household income after taxes.

The frequency of rent and mortgage payments is not recorded in the CEX data, but is

available in the Survey of Consumer Finances. Table 4.2 shows that almost all households

pay their rent and mortgage once a month: 99.3% of the renters and 98.1% of the mortgage

payers. Note that some other larger expenditures also have a monthly frequency of payment

– study loan repayments and car insurance.

4.4 Empirical strategy

Many households in the CEX diary survey record the date when they pay their rent or

mortgage. Figure 4.1 shows the distribution of rent and mortgage payments over the month

in the sample. There is a mild U-shape visible – most of the payments are concentrated

at the beginning and at the end of the calendar month. However, there is quite some

variation in between, with small spikes on the 8th and the 15th of the month. The profile
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for mortgage payers is a little bit more flat compared to that of the renters. Given that I

only observe recorded rent/mortgage payments, I cannot distinguish between early, late or

timely payments. This should not be a problem, since under the lifecycle hypothesis there

should not be any fluctuations in consumption expenditures around an anticipated paydate.

Furthermore, Table 4.13 in the Appendix shows the average rent and mortgage payments

made over the weeks of the calendar month. The mean payments and budget shares over

the weeks of the calendar month are very similar, which does not suggest systematic late

(or early) payments. I set the date of payment of rent and mortgage payment at t = 0,

and I center the days in weeks before and weeks after paydate. Identification comes from

the variation in payments of rent and mortgage within the month.

Following Stephens (2003) the empirical model is:

Cit = βi+
2∑

w=−2
w ̸=−1

δwdWeekRM
w +

3∑
v=−2
v ̸=−1

γvdCalweekv+
7∑

k=2

κkDOWk+
14∑
l=2

λlDOSl+ ϵit. (4.1)

Cit is the expenditures of household i on day t. Cit can be one the three consumption

categories: total food, total non-food and the sum of the two. A household specific fixed

effect βi is included in the regression. dWeekRM
w is a dummy for one of the four weeks

around the payment of rent and mortgage. The week before payment is the omitted

category. Evans and Moore (2012) report a strong cycle in consumption expenditures

around the first of the calendar month. To capture fixed effects of the calendar month

I add dummies for the weeks of the calendar month. Two weeks before the first of the

month is dCalweek−2, the week before the first is the omitted category, the first week of

the month is dCalweek+1 and dCalweek+2 the second. dCalweek+3 is not a full week,

Table 4.2: Frequency distribution of payment frequency

Rent Mortgage Car lease Education loans
Weekly 0.2% 0.1% 0.1% 0.1%
Biweekly 0.1% 0.6% 0.1% 0.1%
Semi-monthly 0.0% 0.1% 0.0% 0.2%
Monthly 99.3% 98.1% 98.0% 97.9%
Other 0.3% 1.1% 1.8% 1.6%

Fraction of households and payment frequency of selected categories. Source:
Survey of Consumer Finances, waves 1998, 2001, 2004, 2007 and 2010.
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Figure 4.1: Frequency distribution of rent and mortgage payments over the month
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Chapter 4. Explaining intra-monthly consumption patterns

but contains 0 to 3 days, depending on the length of the month. DOWk and DOSl are

dummies for the day of the week and the day of the survey, to pick up effects of day of

the week and effects of survey fatigue. I estimate equation (4.1) by OLS and I allow for

arbitrary within household serial correlation by clustering standard errors on the level of

the household. There are 52, 596 households with 652, 936 observations, or around 12.4

days on average per household. This includes days with zero expenditures.

A priori the shape of the cycle (if any) can be different for wage-earners with different

frequencies of pay. Therefore I estimate equation (4.1) separately for weekly, biweekly and

monthly paid households. According to the lifecycle theory the coefficients δw should be

equal to zero. In all regression tables the p-value of the F -tests on the joint significance of

dWeekRM
w is reported.

4.5 A spike on the day of rent/mortgage payments

Figures 4.2–4.3 present a taste of the results. Each figure show the results of two separate

regressions. The first regression groups the days in relation to the date of mortgage and

rent payment (the line without diamonds), the second groups the days around the first of

the calendar month (line with diamonds). The regressions contain dummies for each day

in the 28-day window, and the day before payment of rent/mortgage is the reference day;

the day before the first of the month is the baseline for the calendar days. The regressions

include a household fixed effect and dummies for the day of the week and day of the survey.

The first graph includes is for all renters in the sample with a recorded rent payment.

There is a clear and statistically significant spike in total consumption expenditures on the

day of payment of rent. Note that rent and mortgage payments itself are not included in

total expenditures. The peak is at about $7.7, on a daily average of $26.3. There is no spike

in expenditures on the first day of the month (contrary to what Evans and Moore (2012)

find). The next graph shows the result of the same regressions for house-owners with an

observed mortgage payment. This gives a similar picture – a significant spike on the day

that households pay their mortgage, significant both in economic and in statistical terms.

Both pictures are very similar to the ones Stephens presents for Social Security recipients

(Stephens, 2003). It is interesting to find similar patterns for house-owners and renters.

House-owners are thought to be less prone to liquidity constraints, since they have more

assets that can serve as collateral. In absolute terms the spike a little larger for renters

($7.7 versus $6.9), but much larger relative to average daily consumption expenditures.

89



Figure 4.2: Renters: total expenditures around rent payments

Figure 4.3: Home-owners: total expenditures around mortgage payments
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Chapter 4. Explaining intra-monthly consumption patterns

4.5.1 Frequency of wage payment

The question at hand is whether a higher frequency of pay is associated with better con-

sumption smoothing. Do households with higher frequencies of pay have different con-

sumption profiles? There are no observations of households changing pay frequency in the

sample. Even with such changes, one might be worried about endogeneity. For example,

workers with lower levels of self-control could sort themselves into occupations or jobs with

higher frequency of pay. Table 4.3 presents the results of multinomial logit estimations

of pay frequency on observable characteristics. Weekly paid are observationally some-

what different from biweekly and monthly paid, especially in education level. Biweekly,

semi-monthly and monthly paid households are rather similar in observable characteristics.

However, even if there is sorting of workers with a higher desire for immediate gratification

into jobs with higher pay frequencies, the frequency of rent and mortgage payment remains

the same for almost everybody. Almost all US households have to pay rent or mortgage

once a month. Since the group of semi-monthly paid is relatively small, I focus in the

remainder of the chapter on weekly, biweekly and monthly paid households.

Table 4.4 shows the results for all households with one or two wage-earners and rent or

mortgage payments. For dual wage-earners the frequency of the paycheck is determined

by the frequency of the largest paycheck. The bottom panel of the table shows the results

for households with only one wage-earner. Starting with the top panel, there is the same

pattern over all consumption expenditures, and over all frequencies of pay. Average weekly

expenditures are negative two weeks before the rent/mortgage is paid (first row). The week

before rent/mortgage is paid is the reference week. Consumption expenditures are positive

in the first and second after rent and mortgage are paid. There is a pronounced cycle

around the payment of rent and mortgage. Coefficients are precisely estimated, and the

hypothesis that the three dummies around the payment of rent/mortgage are equal to zero

is usually rejected at 1% (5% for food expenditures of the monthly paid, and 11% for food

expenditures of the biweekly paid). There are no patterns visible in the four dummies that

capture effects of the weeks of the calendar month.

The mean of the dependent variable is the average daily expenditures of a certain

category. The weekly paid households spend on average $3.6 less two weeks before they

pay their rent/mortgage, compared to the week before. Weekly paid households spend

on average $4.2 more in the first week after rent/mortgage are paid, and $5.6 more in

the second week. These are total expenditures (excluding rent/mortgage payments). The

next two columns show how the total expenditures are divided over food expenditures
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Table 4.3: Characteristics of pay groups compared

WK vs. M BW vs. M SM vs. M WK vs. SM BW vs. SM WK vs. BW

Budget share rent/mortgage -0.793 * -0.527 -0.288 -0.505 -0.239 -0.265
Rented 0.196 0.166 0.106 0.090 0.060 0.030
Male 0.448 *** 0.067 0.231 0.217 -0.163 0.381 ***
Age up to 25 0.313 0.145 -0.077 0.390 0.222 0.168
Age 40− 49 0.206 0.085 0.050 0.155 0.035 0.120
Age 50− 64 -0.084 -0.118 -0.161 0.078 0.043 0.035
Age 65 and over -0.669 * -0.367 -1.135 * 0.467 0.768 -0.302
Highschool -0.520 * -0.049 -0.345 -0.175 0.296 -0.471 ***
Some college -1.043 *** -0.214 -0.169 -0.874 *** -0.045 -0.829 ***
College -2.230 *** -0.776 *** -0.570 -1.660 *** -0.205 -1.455 ***
Urban area -0.052 0.153 0.322 -0.374 -0.168 -0.205
No. household members 0.122 *** 0.021 -0.036 0.158 *** 0.057 0.101 ***
White 0.699 *** 0.332 * 0.174 0.525 * 0.158 0.367 **
Black 0.716 ** 0.763 *** -0.039 0.755 * 0.801 ** -0.047
HH income less than $5, 000 0.404 -0.547 0.430 -0.025 -0.976 0.951 ***
HH income $5, 000− $9, 999 0.358 0.014 0.058 0.300 -0.044 0.343
HH income $10, 000− $14, 999 0.286 0.003 -0.211 0.497 0.214 0.283 *
HH income $15, 000− $19, 999 -0.055 -0.339 -0.072 0.017 -0.267 0.284 *
HH income $30, 000− $39, 999 0.016 0.003 0.083 -0.067 -0.080 0.013
HH income $40, 000− $49, 999 -0.266 -0.081 -0.105 -0.160 0.025 -0.185
HH income $50, 000− $69, 999 -0.210 0.012 0.174 -0.383 -0.161 -0.222 *
HH income $70, 000 and more -0.289 0.288 0.351 -0.639 ** -0.063 -0.576 ***
Constant 1.597 *** 1.837 *** -0.850 2.446 *** 2.686 *** -0.240

N 8,768
Log Likelihood -8347.06

Multinomial logit estimates of frequency of wage pay on observable characteristics. Only households with
observed rent and mortgage payments are included. WK is weekly, BW is biweekly, SM is semi-monthly
and M is monthly. In the first three columns monthly paid households are the reference category. In
the fourth and the fifth column the reference category is semi-monthly paid, and in the last column it
is the biweekly paid. Baseline categories are “House-owners with mortgage” for housing tenure, “Age
26 − 39” for age groups, “Less than highschool” for education, “Other race” for race and “HH income
$20, 000−$29, 999” for household income groups. Standard errors are suppressed to facilitate readability.
*/**/*** correspond to 10%/5%/1% significance level.
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Chapter 4. Explaining intra-monthly consumption patterns

and non-food expenditures – where in the last one most of the goods are nondurables.

Since total expenditures can be zero on a day, there is a row included with fraction non-

zero expenditures. Usually for total expenditures the fraction of days with zero reported

expenditures is low - which justifies the use of OLS.

The bottom panel shows the results for households with only one wage-earner. This is

a robustness check to see how sensitive the results are for the inclusion of households with

two wage-earners with different pay frequencies. The total number of observations drops,

but the results are qualitatively similar to the top panel. Dummies for the weeks of the

calendar month are included, but not reported.

To sum up: there is a cycle in different expenditure categories around the payment of

rent and mortgage. The pattern of the cycle is similar for different frequencies. The size of

the cycle differs a little between different frequencies of pay. Overall there is no evidence

for smoothing of consumption expenditures.

Tables 4.5–4.9 show different splits of the data, to check the robustness of the result.

Table 4.5 splits the sample by housing tenure: renters (top panel) and homeowners (bottom

panel). The regression results are similar to the results shown in the figures before. All

regressions contain controls for the weeks of the calendar months, but these are suppressed

for expositional purposes. Food expenditures are smoothed relatively well, except for

weekly paid renters and monthly paid homeowners. There seems to be some evidence

that the overall cycle in total expenditures is relatively more driven by the category other

expenditures. Finally it is interesting to note that although there is a correlation between

frequency of pay and housing tenure, this does not seem to affect the overall finding of a

cycle in expenditures.

Table 4.6 splits the sample by education. The top panel are the households of which the

head of the household has at most some college, but no college degree. The bottom panel

is for those households where the household head has at least a college degree. There

is a clear correlation between education and frequency of pay. Biweekly and monthly

paid households are higher educated. Still, there is a cycle in consumption expenditures

regardless of education, with two exceptions. Biweekly paid households both with much

and less education smooth food expenditures, but not other non-durable expenditures.

The other exception is monthly paid households of which the household head has less than

a college degree – there are no statistically significant coefficients, though the signs in the

first two rows are right. This is most likely due to the low sample size.

To test for liquidity constraints, the sample is usually split by household income (Zeldes,
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Chapter 4. Explaining intra-monthly consumption patterns

1989). For each pay frequency the sample is separately split by the lowest and the highest

income quartile. Income is disposable income – household income after taxes. The top

panel of table 4.7 shows the households in the lowest income quartile, and the bottom

panel for the highest income quartile. Sample sizes are low, but some patterns can still be

distinguished. Comparing the top panel with the bottom panel, it does not seem to appear

that households in the highest income quartile are better able to smooth consumption

expenditures. Comparing the high wage frequency (weekly) with the lower wage frequency

(monthly), it does not seem that the pattern before and after rent/mortgage payments are

very different.

Two other robustness checks are presented in Tables 4.8–4.9. Table 4.8 splits the

sample in years before the economic crisis (top panel), and years during the economic

crisis (bottom panel). The patterns are similar to the evidence show before: negative

and significant coefficients two weeks before rent and mortgage payments, positive and

significant in the week after payment. However food expenditures are better smoothed by

all wage frequencies in the period 2005− 2010, which is counterintuitive. It is a priori not

clear why households would be better able to smooth food expenditures in the years of the

crisis. A second observation is that in the latter years the peak of the cycle seems to be

concentrated in the week the rent/mortgage payment is made.

Table 4.9 splits the sample in households that bought cigarettes and tobacco in their

diary period, and households that did not. The idea is that smoking and time-inconsistency

are related – although Khwaja et al. (2007) do not find direct evidence for this. There are

no clear differences between smokers and nonsmokers – both groups more or less exhibit

the same pattern. If there is a correlation between time inconsistency and smoking, then

this table does not suggest that the cycle is driven by time inconsistent households.

94



T
ab

le
4.
4:

W
ag
e-
ea
rn
er
s:

ot
h
er

ex
p
en
d
it
u
re
s
ar
ou

n
d
p
ay
m
en
t
of

re
n
t
an

d
m
or
tg
ag
e

W
ee
k
ly

p
ai
d

B
iw
ee
k
ly

p
ai
d

M
on

th
ly

p
ai
d

S
in
gl
e
an

d
du

al
w
ag
e
ea
rn
er
s

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

14
−
8
d
ay
s
b
ef
or
e
re
n
t/
m
or
tg
ag
e
p
ai
d

−
3.
62
7∗

∗∗
−
2.
11
0∗

∗
−
1.
51
7∗

∗
−
2.
68
8∗

∗∗
−
0.
84
2

−
1.
84
6∗

∗∗
−
7.
01
8∗

∗∗
−
2.
63
1∗

−
4.
38
8∗

∗∗

(1
.1
6)

(0
.8
4)

(0
.7
5)

(0
.8
3)

(0
.5
6)

(0
.5
5)

(2
.1
3)

(1
.4
9)

(1
.3
2)

0
−

6
d
ay
s
af
te
r
re
n
t/
m
or
tg
ag
e
p
ai
d

4.
24
8∗

∗∗
2.
21
8∗

∗∗
2.
03
1∗

∗∗
4.
03
2∗

∗∗
0.
97
8∗

∗
3.
05
4∗

∗∗
7.
37
6∗

∗∗
3.
55
8∗

∗∗
3.
81
8∗

∗∗

(0
.9
8)

(0
.6
9)

(0
.6
0)

(0
.7
0)

(0
.4
7)

(0
.4
5)

(1
.8
0)

(1
.2
5)

(1
.1
7)

7
−

13
d
ay
s
af
te
r
re
n
t/
m
or
tg
ag
e
p
ai
d

5.
57
2∗

∗∗
3.
07
4∗

∗
2.
49
8∗

∗
4.
68
4∗

∗∗
1.
17
7

3.
50
7∗

∗∗
11
.0
41

∗∗
∗

6.
43
1∗

∗∗
4.
61
0∗

∗

(1
.7
7)

(1
.2
9)

(1
.0
9)

(1
.2
7)

(0
.8
7)

(0
.8
1)

(3
.2
2)

(2
.3
4)

(2
.0
0)

W
ee
k
(−

2)
ca
le
n
d
ar

m
on

th
1.
60
4∗

∗
1.
29
8∗

∗
0.
30
6

−
0.
32
0

0.
35
9

−
0.
67
9∗

−
1.
11
2

−
0.
36
7

−
0.
74
5

(0
.8
1)

(0
.5
6)

(0
.5
0)

(0
.5
8)

(0
.3
8)

(0
.3
8)

(1
.5
8)

(1
.0
4)

(1
.0
5)

W
ee
k
(+

1)
ca
le
n
d
ar

m
on

th
0.
67
5

0.
09
1

0.
58
4

−
0.
24
3

0.
01
3

−
0.
25
6

−
1.
44
7

−
0.
55
7

−
0.
89
0

(0
.7
0)

(0
.4
9)

(0
.4
4)

(0
.5
0)

(0
.3
3)

(0
.3
4)

(1
.2
5)

(0
.8
4)

(0
.8
5)

W
ee
k
(+

2)
ca
le
n
d
ar

m
on

th
0.
71
2

0.
79
8

−
0.
08
6

−
0.
33
8

−
0.
26
2

−
0.
07
6

−
2.
64
6∗

−
0.
84
5

−
1.
80
1∗

(0
.8
4)

(0
.6
1)

(0
.5
1)

(0
.6
1)

(0
.4
0)

(0
.4
1)

(1
.5
2)

(1
.0
3)

(0
.9
9)

W
ee
k
(+

3)
ca
le
n
d
ar

m
on

th
2.
48
2∗

∗
1.
29
7

1.
18
5

−
1.
14
5

−
0.
04
5

−
1.
10
0∗

∗
−
1.
43
4

0.
13
0

−
1.
56
4

(1
.1
9)

(0
.8
3)

(0
.7
6)

(0
.8
4)

(0
.5
7)

(0
.5
5)

(2
.2
7)

(1
.6
4)

(1
.3
4)

R
2

0.
03
4

0.
02
5

0.
01
7

0.
02
5

0.
01
9

0.
01
1

0.
02
1

0.
01
6

0.
01
3

M
ea
n
d
ep

en
d
en
t
va
ri
ab

le
30
.5
9

17
.2
0

13
.3
9

30
.2
6

16
.9
2

13
.3
5

30
.1
7

17
.1
6

13
.0
1

F
ra
ct
io
n
n
on

-c
en
so
re
d
ob

se
rv
at
io
n
s

0.
77

0.
68

0.
48

0.
77

0.
68

0.
44

0.
76

0.
67

0.
43

p
-v
al
u
e
w
ee
k
s
re
n
t/
m
or
tg
ag
e
p
ay
m
en
t=

0
0.
00
0

0.
00
3

0.
00
4

0.
00
0

0.
11
0

0.
00
0

0.
00
0

0.
03
6

0.
00
1

H
ou

se
h
ol
d
s
×

D
ay
s

25
,4
19

50
,7
28

7,
53
1

W
ee
k
ly

p
ai
d

B
iw
ee
k
ly

p
ai
d

M
on

th
ly

p
ai
d

S
in
gl
e
w
ag
e
ea
rn
er
s

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

14
−
8
d
ay
s
b
ef
or
e
re
n
t/
m
or
tg
ag
e
p
ai
d

−
1.
86
9

−
1.
35
2

−
0.
51
7

−
2.
47
5∗

∗∗
−
0.
93
7

−
1.
53
8∗

∗
−
6.
01
7∗

∗∗
−
2.
25
8

−
3.
75
9∗

∗

(1
.3
6)

(1
.0
0)

(0
.8
5)

(0
.9
5)

(0
.6
4)

(0
.6
4)

(2
.2
8)

(1
.6
6)

(1
.5
9)

0
−

6
d
ay
s
af
te
r
re
n
t/
m
or
tg
ag
e
p
ai
d

4.
28
4∗

∗∗
2.
25
5∗

∗∗
2.
02
9∗

∗∗
4.
62
7∗

∗∗
1.
59
6∗

∗∗
3.
03
1∗

∗∗
6.
65
3∗

∗∗
3.
58
6∗

∗∗
3.
06
6∗

∗

(1
.1
9)

(0
.8
1)

(0
.7
1)

(0
.8
1)

(0
.5
4)

(0
.5
3)

(2
.0
2)

(1
.3
8)

(1
.3
5)

7
−

13
d
ay
s
af
te
r
re
n
t/
m
or
tg
ag
e
p
ai
d

5.
72
5∗

∗∗
3.
23
0∗

∗
2.
49
5∗

5.
62
8∗

∗∗
1.
91
0∗

3.
71
8∗

∗∗
9.
93
5∗

∗∗
5.
61
9∗

∗
4.
31
6∗

(2
.1
1)

(1
.4
9)

(1
.2
9)

(1
.4
4)

(0
.9
8)

(0
.9
3)

(3
.5
2)

(2
.5
6)

(2
.2
5)

R
2

0.
03
6

0.
02
4

0.
02
0

0.
02
7

0.
01
9

0.
01
3

0.
01
8

0.
01
4

0.
01
0

M
ea
n
d
ep

en
d
en
t
va
ri
ab

le
27
.2
9

15
.3
7

11
.9
2

26
.4
5

14
.6
4

11
.8
1

27
.1
9

15
.5
4

11
.6
5

F
ra
ct
io
n
n
on

-c
en
so
re
d
ob

se
rv
at
io
n
s

0.
75

0.
65

0.
45

0.
74

0.
65

0.
42

0.
74

0.
65

0.
42

p
-v
al
u
e
w
ee
k
s
re
n
t/
m
or
tg
ag
e
p
ay
m
en
t=

0
0.
00
3

0.
04
2

0.
02
7

0.
00
0

0.
01
6

0.
00
0

0.
00
6

0.
07
6

0.
04
5

H
ou

se
h
ol
d
s
×

D
ay
s

16
,8
59

33
,4
04

5,
14
7

E
ac
h
co
lu
m
n
is
a
re
g
re
ss
io
n
w
it
h
h
o
u
se
h
o
ld

fi
x
ed

eff
ec
ts
.
A
ll
re
g
re
ss
io
n
s
co
n
ta
in

co
n
tr
o
ls
fo
r
d
ay

of
th
e
su
rv
ey

a
n
d
d
ay

o
f
th
e
w
ee
k
.
T
h
e

w
ee
k
b
ef
or
e
p
ay

m
en
t
of

m
o
rt
g
a
ge

an
d
re
n
t
is

th
e
re
fe
re
n
ce

w
ee
k
.
T
h
e
re
fe
re
n
ce

w
ee
k
fo
r
th
e
w
ee
k
s
of

th
e
ca
le
n
d
ar

m
o
n
th

is
th
e
w
ee
k

b
ef
or
e
th
e
fi
rs
t
o
f
th
e
m
o
n
th
.
W
ee
k
(+

3
)
is

n
ot

a
fu
ll
w
ee
k
,
b
u
t
co
n
ta
in
s
in

b
et
w
ee
n
0
a
n
d
3
d
ay

s
d
ep

en
d
in
g
o
n
th
e
to
ta
l
n
u
m
b
er

of
d
ay

s
o
f
th
e
m
on

th
.
W
ee
k
s
o
f
th
e
m
on

th
a
re

su
p
p
re
ss
ed

in
th
e
b
o
tt
om

p
a
n
el
.
S
ta
n
d
a
rd

er
ro
rs

ar
e
cl
u
st
er
ed

a
t
th
e
h
o
u
se
h
ol
d
le
v
el
.
*
/*
*/
*
**

co
rr
es
p
on

d
to

10
%
/5
%
/1
%

si
g
n
ifi
ca
n
ce

le
v
el
.

95



T
ab

le
4.5:

W
age-earn

ers:
oth

er
ex
p
en
d
itu

res
arou

n
d
p
ay
m
en
t
of

ren
t
an

d
m
ortgage

sp
lit

b
y
h
ou

sin
g
ten

u
re

W
eek

ly
p
aid

B
iw
eek

ly
p
aid

M
on

th
ly

p
aid

A
ll
w
age-earn

ers:
ren

ters
T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

14
−
8
d
ay
s
b
efore

ren
t
p
aid

−
4.086

∗∗
−
3.062

∗∗∗
−
1.024

−
3.151

∗∗∗
−
1.227

−
1.924

∗∗
−
8.322

∗∗∗
−
2.979

−
5.343

∗∗∗

(1.58)
(1.11)

(0.94)
(1.19)

(0.79)
(0.79)

(2.90)
(1.96)

(1.89)
0
−

6
d
ay
s
after

ren
t
p
aid

4.929
∗∗∗

2.726
∗∗∗

2.204
∗∗∗

4.628
∗∗∗

0.905
3.722

∗∗∗
4.843

∗
0.786

4.057
∗∗

(1.37)
(0.92)

(0.82)
(1.00)

(0.69)
(0.64)

(2.55)
(1.80)

(1.70)
7
−

13
d
ay
s
after

ren
t
p
aid

6.069
∗∗

3.435
∗∗

2.634
∗

7.401
∗∗∗

1.531
5.870

∗∗∗
9.090

∗
2.737

6.353
∗∗

(2.42)
(1.64)

(1.50)
(1.76)

(1.22)
(1.14)

(4.78)
(3.47)

(2.87)

R
2

0.035
0.023

0.019
0.029

0.023
0.013

0.029
0.024

0.014
M
ean

d
ep

en
d
en
t
variab

le
26.69

15.06
11.63

25.06
13.87

11.19
24.66

14.10
10.56

F
raction

n
on

-cen
sored

ob
servation

s
0.76

0.66
0.46

0.74
0.64

0.43
0.73

0.63
0.41

p
-valu

e
w
eek

s
ren

t
p
ay
m
en
t=

0
0.001

0.003
0.040

0.000
0.412

0.000
0.032

0.477
0.019

H
ou

seh
old

s
×

D
ay
s

12,391
20,567

2,929

W
eek

ly
p
aid

B
iw
eek

ly
p
aid

M
on

th
ly

p
aid

A
ll
w
age-earn

ers:
hom

eow
n
ers

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

14
−
8
d
ay
s
b
efore

m
ortgage

p
aid

−
3.383

∗∗
−
1.409

−
1.974

∗
−
2.471

∗∗
−
0.679

−
1.792

∗∗
−
6.055

∗∗
−
2.109

−
3.946

∗∗

(1.71)
(1.25)

(1.17)
(1.13)

(0.76)
(0.74)

(2.99)
(2.10)

(1.82)
0
−

6
d
ay
s
after

m
ortgage

p
aid

3.677
∗∗∗

1.720
∗

1.958
∗∗

3.733
∗∗∗

1.000
2.733

∗∗∗
8.442

∗∗∗
5.113

∗∗∗
3.328

∗∗

(1.39)
(1.01)

(0.88)
(0.95)

(0.63)
(0.63)

(2.46)
(1.68)

(1.61)
7
−

13
d
ay
s
after

m
ortgage

p
aid

5.001
∗

2.650
2.351

2.947
∗

0.881
2.066

∗
11.904

∗∗∗
8.618

∗∗∗
3.286

(2.56)
(1.95)

(1.59)
(1.76)

(1.20)
(1.12)

(4.34)
(3.15)

(2.74)

R
2

0.036
0.027

0.017
0.024

0.018
0.012

0.022
0.017

0.016
M
ean

d
ep

en
d
en
t
variab

le
34.29

19.23
15.06

33.82
19.00

14.81
33.68

19.10
14.57

F
raction

n
on

-cen
sored

ob
servation

s
0.79

0.70
0.49

0.78
0.70

0.45
0.78

0.70
0.44

p
-valu

e
w
eek

s
m
ortgage

p
ay
m
en
t=

0
0.032

0.341
0.087

0.000
0.215

0.000
0.007

0.024
0.029

H
ou

seh
old

s
×

D
ay
s

13,028
30,161

4,602

E
a
ch

colu
m
n
is

a
reg

ression
w
ith

h
ou

seh
old

fi
x
ed

eff
ects.

T
h
e
w
eek

b
efore

p
ay

m
en
t
of

m
ortgage

an
d
ren

t
is

th
e
referen

ce
w
eek

.
A
ll

reg
ression

s
con

tain
con

trols
fo
r
d
ay

of
th
e
su
rv
ey,

d
ay

of
th
e
w
eek

,
an

d
w
eek

s
of

th
e
calen

d
ar

m
on

th
.
S
tan

d
ard

errors
are

clu
stered

at
th
e

h
o
u
seh

old
lev

el.
*/**/***

corresp
on

d
to

1
0%

/5
%
/1%

sign
ifi
can

ce
lev

el.

96



T
ab

le
4.
6:

W
ag
e-
ea
rn
er
s:

ot
h
er

ex
p
en
d
it
u
re
s
ar
ou

n
d
p
ay
m
en
t
of

re
n
t
an

d
m
or
tg
ag
e
sp
li
t
b
y
ed
u
ca
ti
on

W
ee
k
ly

p
ai
d

B
iw
ee
k
ly

p
ai
d

M
on

th
ly

p
ai
d

A
ll
w
ag
e-
ea
rn
er
s:

so
m
e
co
ll
eg
e
an

d
le
ss

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

14
−
8
d
ay
s
b
ef
or
e
re
n
t/
m
or
tg
ag
e
p
ai
d

−
3.
08
9∗

∗
−
2.
90
6∗

∗
−
0.
18
3

−
4.
37
2∗

∗∗
−
1.
06
2

−
3.
31
1∗

∗∗
−
1.
30
9

−
0.
55
7

−
0.
75
2

(1
.5
7)

(1
.1
4)

(0
.9
6)

(1
.4
9)

(1
.0
5)

(0
.9
4)

(4
.3
3)

(2
.6
8)

(3
.1
9)

0
−

6
d
ay
s
af
te
r
re
n
t/
m
or
tg
ag
e
p
ai
d

3.
03
8∗

∗
1.
67
9∗

1.
35
8∗

5.
09
1∗

∗∗
1.
53
4∗

3.
55
7∗

∗∗
2.
14
6

1.
37
9

0.
76
7

(1
.3
6)

(0
.9
6)

(0
.8
2)

(1
.3
1)

(0
.9
2)

(0
.8
3)

(3
.9
6)

(2
.5
4)

(2
.7
2)

7
−

13
d
ay
s
af
te
r
re
n
t/
m
or
tg
ag
e
p
ai
d

2.
41
6

1.
82
6

0.
59
1

6.
50
6∗

∗∗
2.
19
5

4.
31
1∗

∗∗
−
0.
44
1

−
0.
18
6

−
0.
25
4

(2
.4
5)

(1
.8
2)

(1
.4
8)

(2
.3
8)

(1
.7
2)

(1
.4
8)

(7
.3
8)

(4
.5
1)

(5
.2
5)

R
2

0.
03
9

0.
02
8

0.
02
0

0.
02
9

0.
02
2

0.
01
5

0.
02
8

0.
02
0

0.
03
1

M
ea
n
d
ep

en
d
en
t
va
ri
ab

le
30
.2
1

17
.0
3

13
.1
8

28
.3
3

15
.7
1

12
.6
2

28
.5
3

16
.1
5

12
.3
8

F
ra
ct
io
n
n
on

-c
en
so
re
d
ob

se
rv
at
io
n
s

0.
76

0.
66

0.
48

0.
75

0.
65

0.
45

0.
73

0.
62

0.
45

p
-v
al
u
e
w
ee
k
s
re
n
t/
m
or
tg
ag
e
p
ay
m
en
t=

0
0.
01
1

0.
01
7

0.
09
7

0.
00
0

0.
38
2

0.
00
0

0.
66
8

0.
73
2

0.
91
1

H
ou

se
h
ol
d
s
×

D
ay
s

12
,7
95

13
,7
87

1,
51
9

W
ee
k
ly

p
ai
d

B
iw
ee
k
ly

p
ai
d

M
on

th
ly

p
ai
d

A
ll
w
ag
e-
ea
rn
er
s:

co
ll
eg
e
an

d
hi
gh
er

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

14
−
8
d
ay
s
b
ef
or
e
re
n
t/
m
or
tg
ag
e
p
ai
d

−
4.
21
2∗

∗
−
1.
33
3

−
2.
88
0∗

∗
−
2.
04
6∗

∗
−
0.
73
3

−
1.
31
3∗

∗
−
8.
20
5∗

∗∗
−
3.
08
2∗

−
5.
12
3∗

∗∗

(1
.7
1)

(1
.2
3)

(1
.1
5)

(0
.9
9)

(0
.6
6)

(0
.6
6)

(2
.4
4)

(1
.7
3)

(1
.4
5)

0
−

6
d
ay
s
af
te
r
re
n
t/
m
or
tg
ag
e
p
ai
d

5.
31
7∗

∗∗
2.
61
5∗

∗∗
2.
70
2∗

∗∗
3.
65
1∗

∗∗
0.
77
4

2.
87
7∗

∗∗
8.
52
8∗

∗∗
4.
04
8∗

∗∗
4.
48
0∗

∗∗

(1
.4
1)

(0
.9
8)

(0
.8
9)

(0
.8
2)

(0
.5
4)

(0
.5
4)

(2
.0
2)

(1
.4
3)

(1
.3
1)

7
−

13
d
ay
s
af
te
r
re
n
t/
m
or
tg
ag
e
p
ai
d

8.
58
1∗

∗∗
4.
19
8∗

∗
4.
38
3∗

∗∗
3.
94
7∗

∗∗
0.
77
2

3.
17
5∗

∗∗
13
.4
85

∗∗
∗

7.
91
8∗

∗∗
5.
56
7∗

∗∗

(2
.5
5)

(1
.8
3)

(1
.6
1)

(1
.5
0)

(1
.0
1)

(0
.9
7)

(3
.5
8)

(2
.7
1)

(2
.1
4)

R
2

0.
03
1

0.
02
3

0.
01
6

0.
02
3

0.
01
8

0.
01
1

0.
01
9

0.
01
5

0.
01
0

M
ea
n
d
ep

en
d
en
t
va
ri
ab

le
30
.9
8

17
.3
7

13
.6
1

30
.9
9

17
.3
7

13
.6
2

30
.5
9

17
.4
1

13
.1
7

F
ra
ct
io
n
n
on

-c
en
so
re
d
ob

se
rv
at
io
n
s

0.
78

0.
69

0.
47

0.
77

0.
69

0.
44

0.
77

0.
69

0.
42

p
-v
al
u
e
w
ee
k
s
re
n
t/
m
or
tg
ag
e
p
ay
m
en
t=

0
0.
00
2

0.
06
8

0.
01
2

0.
00
0

0.
31
4

0.
00
0

0.
00
0

0.
03
1

0.
00
0

H
ou

se
h
ol
d
s
×

D
ay
s

12
,6
24

36
,9
41

6,
01
2

E
ac
h
co
lu
m
n
is

a
re
gr
es
si
o
n
w
it
h
h
o
u
se
h
ol
d
fi
x
ed

eff
ec
ts
.
T
h
e
w
ee
k
b
ef
o
re

p
ay

m
en
t
o
f
m
o
rt
ga
g
e
a
n
d
re
n
t
is

th
e
re
fe
re
n
ce

w
ee
k
.
A
ll

re
gr
es
si
o
n
s
co
n
ta
in

co
n
tr
o
ls
fo
r
d
ay

of
th
e
su
rv
ey
,
d
ay

of
th
e
w
ee
k
,
an

d
w
ee
k
s
of

th
e
ca
le
n
d
ar

m
o
n
th
.
S
ta
n
d
a
rd

er
ro
rs

ar
e
cl
u
st
er
ed

a
t
th
e

h
ou

se
h
ol
d
le
v
el
.
*
/*
*/
**
*
co
rr
es
p
on

d
to

10
%
/
5%

/1
%

si
gn

ifi
ca
n
ce

le
v
el
.

97



T
ab

le
4.7:

W
age-earn

ers:
oth

er
ex
p
en
d
itu

res
arou

n
d
p
ay
m
en
t
of

ren
t
an

d
m
ortgage

sp
lit

b
y
h
ou

seh
old

in
com

e

W
eek

ly
p
aid

B
iw
eek

ly
p
aid

M
on

th
ly

p
aid

A
ll
w
age-earn

ers:
low

est
in
com

e
qu
artile

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

14
−
8
d
ay
s
b
efore

ren
t/m

ortgage
p
aid

−
2.739

−
3.050

∗∗
0.311

−
4.370

∗∗∗
−
1.051

−
3.319

∗∗∗
−
5.008

−
2.576

−
2.432

(2.07)
(1.54)

(1.33)
(1.41)

(0.92)
(0.94)

(3.31)
(2.55)

(1.81)
0
−

6
d
ay
s
after

ren
t/m

ortgage
p
aid

4.198
∗∗

2.175
∗

2.024
∗

4.759
∗∗∗

1.379
∗

3.380
∗∗∗

5.326
1.598

3.728
∗

(1.94)
(1.30)

(1.12)
(1.20)

(0.82)
(0.76)

(3.45)
(2.36)

(2.10)
7
−

13
d
ay
s
after

ren
t/m

ortgage
p
aid

2.729
2.604

0.125
6.924

∗∗∗
2.005

4.919
∗∗∗

6.719
0.546

6.173
∗

(3.51)
(2.32)

(2.24)
(2.16)

(1.45)
(1.37)

(6.00)
(4.40)

(3.37)

R
2

0.043
0.027

0.027
0.031

0.021
0.017

0.029
0.022

0.021
M
ean

d
ep

en
d
en
t
variab

le
23.83

13.25
10.57

22.00
12.06

9.94
21.17

12.42
8.76

F
raction

n
on

-cen
sored

ob
servation

s
0.71

0.60
0.44

0.71
0.59

0.41
0.68

0.58
0.39

p
-valu

e
w
eek

s
ren

t/m
ortgage

p
ay
m
en
t=

0
0.011

0.101
0.003

0.000
0.382

0.000
0.264

0.442
0.304

H
ou

seh
old

s
×

D
ay
s

6,219
12,344

1,818

W
eek

ly
p
aid

B
iw
eek

ly
p
aid

M
on

th
ly

p
aid

A
ll
w
age-earn

ers:
highest

in
com

e
qu
artile

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

14
−
8
d
ay
s
b
efore

ren
t/m

ortgage
p
aid

−
6.751

∗∗∗
−
3.358

∗
−
3.393

∗
−
3.535

∗
−
1.321

−
2.213

∗
−
10.477

∗∗
−
1.315

−
9.162

∗∗∗

(2.52)
(1.81)

(1.76)
(1.91)

(1.27)
(1.24)

(4.90)
(3.60)

(2.48)
0
−

6
d
ay
s
after

ren
t/m

ortgage
p
aid

6.304
∗∗∗

3.653
∗∗

2.651
∗

2.728
∗

0.126
2.601

∗∗
9.040

∗∗
4.942

∗
4.098

∗

(2.11)
(1.53)

(1.37)
(1.53)

(1.02)
(1.04)

(3.91)
(2.76)

(2.46)
7
−

13
d
ay
s
after

ren
t/m

ortgage
p
aid

10.217
∗∗∗

7.454
∗∗

2.763
2.621

−
0.109

2.730
15.618

∗∗
10.228

∗∗
5.390

(3.85)
(2.94)

(2.41)
(2.88)

(1.97)
(1.88)

(6.82)
(5.10)

(4.20)

R
2

0.029
0.025

0.015
0.022

0.019
0.009

0.027
0.026

0.017
M
ean

d
ep

en
d
en
t
variab

le
39.23

22.11
17.12

39.67
22.47

17.19
38.21

22.15
16.06

F
raction

n
on

-cen
sored

ob
servation

s
0.81

0.73
0.51

0.81
0.74

0.48
0.81

0.73
0.45

p
-valu

e
w
eek

s
ren

t/m
ortgage

p
ay
m
en
t=

0
0.009

0.076
0.083

0.078
0.652

0.031
0.094

0.162
0.002

H
ou

seh
old

s
×

D
ay
s

6,456
13,055

1,967

E
a
ch

colu
m
n
is

a
reg

ressio
n
w
ith

h
ou

seh
o
ld

fi
x
ed

eff
ects.

T
h
e
w
eek

b
efore

p
ay

m
en
t
o
f
m
ortga

ge
an

d
ren

t
is

th
e
referen

ce
w
eek

.
A
ll

reg
ression

s
con

tain
co
n
trols

fo
r
d
ay

of
th
e
su
rv
ey,

d
ay

of
th
e
w
eek

,
an

d
w
eek

s
o
f
th
e
calen

d
a
r
m
o
n
th
.
S
tan

d
a
rd

errors
a
re

clu
stered

at
th
e

h
o
u
seh

old
lev

el.
*
/
**/

*
**

corresp
o
n
d
to

1
0%

/
5%

/1%
sig

n
ifi
can

ce
lev

el.

98



T
ab

le
4.
8:

W
ag
e-
ea
rn
er
s:

ot
h
er

ex
p
en
d
it
u
re
s
ar
ou

n
d
p
ay
m
en
t
of

re
n
t
an

d
m
or
tg
ag
e
sp
li
t
b
y
ye
ar

W
ee
k
ly

p
ai
d

B
iw
ee
k
ly

p
ai
d

M
on

th
ly

p
ai
d

A
ll
w
ag
e-
ea
rn
er
s:

19
98

−
20
04

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

14
−
8
d
ay
s
b
ef
or
e
re
n
t/
m
or
tg
ag
e
p
ai
d

−
3.
30
0∗

∗
−
2.
29
2∗

−
1.
00
9

−
3.
48
5∗

∗∗
−
1.
66
7∗

∗
−
1.
81
8∗

∗
−
5.
31
6∗

−
2.
18
3

−
3.
13
3∗

(1
.6
2)

(1
.2
2)

(1
.0
4)

(1
.1
7)

(0
.8
2)

(0
.7
3)

(3
.0
0)

(2
.1
1)

(1
.8
3)

0
−

6
d
ay
s
af
te
r
re
n
t/
m
or
tg
ag
e
p
ai
d

5.
14
2∗

∗∗
2.
59
2∗

∗∗
2.
54
9∗

∗∗
5.
86
7∗

∗∗
2.
14
1∗

∗∗
3.
72
6∗

∗∗
10
.6
25

∗∗
∗

5.
45
4∗

∗∗
5.
17
1∗

∗∗

(1
.3
9)

(0
.9
9)

(0
.8
1)

(0
.9
9)

(0
.6
9)

(0
.6
3)

(2
.5
3)

(1
.7
3)

(1
.6
0)

7
−

13
d
ay
s
af
te
r
re
n
t/
m
or
tg
ag
e
p
ai
d

7.
60
9∗

∗∗
4.
06
5∗

∗
3.
54
3∗

∗
7.
09
8∗

∗∗
2.
38
1∗

4.
71
7∗

∗∗
15
.0
02

∗∗
∗

8.
86
0∗

∗∗
6.
14
2∗

∗

(2
.5
4)

(1
.8
8)

(1
.4
5)

(1
.7
9)

(1
.2
7)

(1
.1
3)

(4
.3
6)

(3
.1
7)

(2
.6
1)

R
2

0.
03
6

0.
02
7

0.
01
7

0.
02
2

0.
01
9

0.
00
9

0.
02
5

0.
02
0

0.
01
4

M
ea
n
d
ep

en
d
en
t
va
ri
ab

le
30
.0
7

17
.4
2

12
.6
5

29
.4
2

16
.9
3

12
.4
9

28
.3
5

16
.6
6

11
.6
8

F
ra
ct
io
n
n
on

-c
en
so
re
d
ob

se
rv
at
io
n
s

0.
78

0.
68

0.
48

0.
77

0.
68

0.
45

0.
76

0.
67

0.
42

p
-v
al
u
e
w
ee
k
s
re
n
t/
m
or
tg
ag
e
p
ay
m
en
t=

0
0.
00
2

0.
04
2

0.
01
7

0.
00
0

0.
00
3

0.
00
0

0.
00
1

0.
01
8

0.
01
2

H
ou

se
h
ol
d
s
×

D
ay
s

13
,4
60

25
,8
35

3,
82
4

W
ee
k
ly

p
ai
d

B
iw
ee
k
ly

p
ai
d

M
on

th
ly

p
ai
d

A
ll
w
ag
e-
ea
rn
er
s:

20
05

−
20
10

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

T
ot
al

ex
p
.

F
o
o
d

N
on

-f
o
o
d

14
−
8
d
ay
s
b
ef
or
e
re
n
t/
m
or
tg
ag
e
p
ai
d

−
3.
96
8∗

∗
−
1.
91
7∗

−
2.
05
1∗

−
1.
85
1

0.
05
2

−
1.
90
2∗

∗
−
8.
45
1∗

∗∗
−
2.
99
4

−
5.
45
7∗

∗∗

(1
.6
8)

(1
.1
6)

(1
.0
9)

(1
.1
7)

(0
.7
6)

(0
.8
1)

(3
.0
1)

(2
.0
7)

(1
.9
2)

0
−

6
d
ay
s
af
te
r
re
n
t/
m
or
tg
ag
e
p
ai
d

3.
28
5∗

∗
1.
82
9∗

1.
45
6

2.
15
7∗

∗
−
0.
20
3

2.
36
0∗

∗∗
4.
40
9∗

2.
00
9

2.
40
0

(1
.3
8)

(0
.9
4)

(0
.9
0)

(0
.9
8)

(0
.6
3)

(0
.6
6)

(2
.5
6)

(1
.8
0)

(1
.7
4)

7
−

13
d
ay
s
af
te
r
re
n
t/
m
or
tg
ag
e
p
ai
d

3.
54
1

2.
17
1

1.
37
0

2.
13
1

−
0.
04
8

2.
17
9∗

6.
92
5

4.
17
3

2.
75
1

(2
.4
4)

(1
.7
3)

(1
.6
5)

(1
.7
9)

(1
.1
8)

(1
.1
7)

(4
.7
7)

(3
.4
5)

(3
.0
9)

R
2

0.
03
3

0.
02
2

0.
01
9

0.
02
7

0.
02
0

0.
01
4

0.
02
3

0.
01
6

0.
01
7

M
ea
n
d
ep

en
d
en
t
va
ri
ab

le
31
.1
7

16
.9
5

14
.2
2

31
.1
4

16
.9
1

14
.2
3

32
.0
6

17
.6
7

14
.3
8

F
ra
ct
io
n
n
on

-c
en
so
re
d
ob

se
rv
at
io
n
s

0.
77

0.
67

0.
47

0.
76

0.
67

0.
44

0.
77

0.
67

0.
44

p
-v
al
u
e
w
ee
k
s
re
n
t/
m
or
tg
ag
e
p
ay
m
en
t=

0
0.
01
8

0.
11
6

0.
08
8

0.
05
1

0.
95
4

0.
00
0

0.
03
5

0.
50
0

0.
02
2

H
ou

se
h
ol
d
s
×

D
ay
s

11
,9
59

24
,8
93

3,
70
7

E
ac
h
co
lu
m
n
is

a
re
gr
es
si
o
n
w
it
h
h
o
u
se
h
ol
d
fi
x
ed

eff
ec
ts
.
T
h
e
w
ee
k
b
ef
o
re

p
ay

m
en
t
o
f
m
o
rt
ga
g
e
a
n
d
re
n
t
is

th
e
re
fe
re
n
ce

w
ee
k
.
A
ll

re
gr
es
si
o
n
s
co
n
ta
in

co
n
tr
o
ls
fo
r
d
ay

of
th
e
su
rv
ey
,
d
ay

of
th
e
w
ee
k
,
an

d
w
ee
k
s
of

th
e
ca
le
n
d
ar

m
o
n
th
.
S
ta
n
d
a
rd

er
ro
rs

ar
e
cl
u
st
er
ed

a
t
th
e

h
ou

se
h
ol
d
le
v
el
.
*
/*
*/
**
*
co
rr
es
p
on

d
to

10
%
/
5%

/1
%

si
gn

ifi
ca
n
ce

le
v
el
.

99



T
ab

le
4.9:

W
age-earn

ers:
oth

er
ex
p
en
d
itu

res
arou

n
d
p
ay
m
en
t
of

ren
t
an

d
m
ortgage

sp
lit

b
y
sm

oker/n
on

-sm
oker

W
eek

ly
p
aid

B
iw
eek

ly
p
aid

M
on

th
ly

p
aid

A
ll
w
age-earn

ers:
sm

okers
T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

14
−
8
d
ay
s
b
efore

ren
t/m

ortgage
p
aid

−
4.661

∗∗
−
2.464

∗
−
2.197

∗
−
3.392

∗∗
−
1.659

−
1.734

−
5.706

−
6.011

∗
0.305

(1.95)
(1.38)

(1.27)
(1.66)

(1.05)
(1.18)

(4.08)
(3.08)

(2.78)
0
−

6
d
ay
s
after

ren
t/m

ortgage
p
aid

2.941
∗

1.614
1.327

5.389
∗∗∗

1.263
4.125

∗∗∗
1.839

−
1.207

3.046
(1.67)

(1.12)
(1.02)

(1.32)
(0.90)

(0.89)
(4.76)

(3.18)
(3.34)

7
−

13
d
ay
s
after

ren
t/m

ortgage
p
aid

3.780
1.466

2.314
6.578

∗∗∗
1.462

5.117
∗∗∗

2.598
−
0.159

2.756
(2.96)

(2.10)
(1.86)

(2.49)
(1.72)

(1.65)
(8.48)

(5.58)
(5.71)

R
2

0.041
0.025

0.028
0.028

0.019
0.017

0.054
0.041

0.044
M
ean

d
ep

en
d
en
t
variab

le
32.68

16.92
15.76

32.50
16.40

16.09
32.39

16.74
15.65

F
raction

n
on

-cen
sored

ob
servation

s
0.82

0.69
0.59

0.80
0.69

0.56
0.81

0.69
0.54

p
-valu

e
w
eek

s
ren

t/m
ortgage

p
ay
m
en
t=

0
0.058

0.092
0.318

0.000
0.205

0.000
0.478

0.195
0.727

H
ou

seh
old

s
×

D
ay
s

9,308
13,829

1,377

W
eek

ly
p
aid

B
iw
eek

ly
p
aid

M
on

th
ly

p
aid

A
ll
w
age-earn

ers:
n
on

-sm
okers

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

T
otal

ex
p
.

F
o
o
d

N
on

-fo
o
d

14
−
8
d
ay
s
b
efore

ren
t/m

ortgage
p
aid

−
3.186

∗∗
−
1.984

∗
−
1.202

−
2.413

∗∗
−
0.555

−
1.858

∗∗∗
−
7.203

∗∗∗
−
1.605

−
5.597

∗∗∗

(1.44)
(1.06)

(0.92)
(0.95)

(0.66)
(0.61)

(2.50)
(1.69)

(1.51)
0
−

6
d
ay
s
after

ren
t/m

ortgage
p
aid

5.086
∗∗∗

2.612
∗∗∗

2.474
∗∗∗

3.515
∗∗∗

0.874
2.641

∗∗∗
8.616

∗∗∗
4.518

∗∗∗
4.098

∗∗∗

(1.20)
(0.86)

(0.75)
(0.82)

(0.55)
(0.53)

(1.94)
(1.37)

(1.24)
7
−

13
d
ay
s
after

ren
t/m

ortgage
p
aid

6.798
∗∗∗

4.110
∗∗

2.689
∗∗

3.952
∗∗∗

1.081
2.871

∗∗∗
12.872

∗∗∗
7.745

∗∗∗
5.128

∗∗

(2.20)
(1.63)

(1.35)
(1.47)

(1.01)
(0.93)

(3.49)
(2.62)

(2.11)

R
2

0.032
0.026

0.013
0.024

0.020
0.010

0.017
0.015

0.010
M
ean

d
ep

en
d
en
t
variab

le
29.38

17.36
12.02

29.43
17.11

12.31
29.68

17.25
12.42

F
raction

n
on

-cen
sored

ob
servation

s
0.75

0.67
0.41

0.75
0.67

0.40
0.75

0.67
0.40

p
-valu

e
w
eek

s
ren

t/m
ortgage

p
ay
m
en
t=

0
0.000

0.020
0.005

0.000
0.401

0.000
0.000

0.009
0.000

H
ou

seh
old

s
×

D
ay
s

16,111
36,899

6,154

E
ach

colu
m
n
is

a
reg

ressio
n
w
ith

h
o
u
seh

o
ld

fi
x
ed

eff
ects.

T
h
e
w
eek

b
efo

re
p
ay

m
en
t
o
f
m
o
rtga

g
e
a
n
d
ren

t
is

th
e
referen

ce
w
eek

.
A
ll

reg
ressio

n
s
co
n
ta
in

co
n
tro

ls
fo
r
d
ay

o
f
th
e
su
rv
ey,

d
ay

of
th
e
w
eek

,
an

d
w
eek

s
of

th
e
calen

d
ar

m
o
n
th
.
S
ta
n
d
a
rd

erro
rs

are
clu

stered
a
t
th
e

h
o
u
seh

old
lev

el.
*/
*
*/*

*
*
corresp

o
n
d
to

10%
/
5%

/1
%

sign
ifi
can

ce
lev

el.

100



Chapter 4. Explaining intra-monthly consumption patterns

4.5.2 Social Security recipients: still a cycle

After having shown evidence for wage-earners, I now revisit the results of Stephens (2003),

Mastrobuoni and Weinberg (2011), and Evans and Moore (2012) for Social Security re-

cipients. Stephens finds that Social Security recipients increase their expenditures after

the payment of Social Security. Evans and Moore find qualitatively the same for later

years. Mastrobuoni and Weinberg do not find a cycle after a change in the distribution

scheme. I propose an alternative explanation: the cycle is driven by the payment of rent

and mortgages. I start with replicating the findings of the other studies around the first of

the month. Table 4.10 shows the results.

The first three columns show all Social Security recipients. There appears to be a cycle

for all categories around the first of the calendar month. These results are very similar

to the ones Evans and Moore (2012) find. The coefficients in the first three columns are

jointly significant at 1 − 6%. I split the entire sample in two subsamples: Social Security

recipients with mortgage and rent obligations (middle three columns), and those without

(last three columns). Looking at the coefficient on the first week of the month (Week(+1)

calendar month) reveals that the cycle around the first of the month is entirely driven by

households with current rent and mortgage obligations. There is no discernable cycle for

Social Security recipients with no housing payments – the final three columns of the table.

Some coefficients are individually significant, but there is no cycle discernable. When we

look at the p-values of the test of joint significance, we see that the null hypothesis of

no joint significance cannot be rejected in the last three columns. This finding is not the

result of lack of power – the subgroup with housing payments contains about 20% of the

observations, versus 80% for the latter group. Average consumption expenditures between

the two groups are also very similar.

With this result in mind, I take the window around payment of mortgage and rent for

the subgroup of Social Security recipients with rent/mortgage payments. The frequency

distribution of rent and mortgage payments over the calendar month of Social Security

recipients looks very similar to entire sample, with one interesting exception. For renters

the second spike is at the third of the month, which suggests that Social Security recipients

time the payment of rent to coincide with check arrival, since many Social Security checks

are distributed at the third of the month. Also for the Social Security recipients there is

quite some variation in paydates over the month.
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Figure 4.4: Frequency distribution over the month for Social Security recipients

Table 4.11: Social Security recipients with rent/mortgage payments

Total exp. Food Non-food Total exp. Food Non-food

14− 8 days before rent/mortgage paid (δ−2) −3.155∗∗∗ −1.621∗∗ −1.534∗∗ −2.934∗∗∗ −1.728∗∗ −1.206∗

(1.10) (0.80) (0.66) (1.12) (0.83) (0.67)
0− 6 days after rent/mortgage paid (δ+1) 6.350∗∗∗ 3.503∗∗∗ 2.847∗∗∗ 5.866∗∗∗ 3.276∗∗∗ 2.590∗∗∗

(0.93) (0.67) (0.56) (0.95) (0.68) (0.56)
7− 13 days after rent/mortgage paid (δ+2) 9.026∗∗∗ 5.564∗∗∗ 3.462∗∗∗ 8.969∗∗∗ 5.416∗∗∗ 3.552∗∗∗

(1.60) (1.19) (0.96) (1.62) (1.20) (0.96)
Week(−2) calendar month (γ−2) −0.153 0.450 −0.604

(0.77) (0.57) (0.47)
Week(+1) calendar month (γ+1) 1.806∗∗∗ 0.772 1.035∗∗

(0.67) (0.48) (0.42)
Week(+2) calendar month (γ+2) 1.561∗ 1.114∗ 0.447

(0.84) (0.57) (0.51)
Week(+3) calendar month (γ+3) 0.277 0.487 −0.211

(1.18) (0.85) (0.70)

Adjusted R2 0.038 0.024 0.021 0.038 0.024 0.022
Mean dependent variable 19.29 11.86 7.43 19.29 11.86 7.43
Fraction non-censored observations 0.60 0.52 0.32 0.60 0.52 0.32
p-value: δ−2 = δ+1 = δ+2 = 0 0.000 0.000 0.000 0.000 0.000 0.000
p-value: γ−2 = γ+1 = γ+2 = γ+3 = 0 0.064 0.378 0.033

Each column is a regression with household fixed effects. All regressions have controls for day of
the survey and day of the week. The week before payment of mortgage and rent is the reference
week. Standard errors are clustered at the household level. N = 19, 765. */**/*** correspond to
10%/5%/1% significance level.
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The results are in Table 4.11. Only Social Security recipients with mortgage and rent

payments are included. There is a large cycle in expenditures around the payment of rent

and mortgage. The bottom-to-peak is large, for example about $12 for total expenditures

on a daily average of $19. The size of the cycle is a magnitude larger compared to previous

studies (Stephens, 2003; Mastrobuoni and Weinberg, 2011; and Evans and Moore, 2012).

Including dummies for the weeks around the first of the calendar month does not change

the results much. The coefficient on the first of the calendar month of total and non-food

expenditures is significant and positive, but this is not as large as the effect on the week

after payment of rent and mortgage. The two cycles do more or less overlap for some Social

Security recipients, but not for all. This could explain why the 2011–study by Mastrobuoni

and Weinberg does not find a cycle after the paycheck schedule was changed. Previous

studies ascribe the cycle in consumption expenditures to income receipt. If this were the

case, there would be a cycle for Social Security recipients with no rent or mortgage pay-

ments in Table 4.10 as well. However, the cycle is driven by the Social Security recipients

with mortgage/rent obligations.

4.5.3 Discussion of alternative explanations

The overall picture is that there is a cycle in expenditures for renters and house-owners

with mortgage obligations. For renters the peak-to-through is about $10 on a daily average

of total expenditures of $26, and for house-owners $9 on $35. The same qualitative cycle

is found for weekly, biweekly and monthly paid households who pay their rent/mortgage

at the same time. Finally the cycle is found for households with high and low educa-

tion, and for high and low income samples. Liquidity constraints alone can be ruled out

as an explanation, since liquidity constraints would affect the level, but cannot explain

a cycle. Hyperbolic discounting is a potential candidate, since hyperbolic discounting is

not necessarily confined to poor households. One potential objection to hyperbolic dis-

counting is that the spike in expenditures is concentrated on the day of rent/mortgage

payments. Hyperbolic discounting by itself can be used to explain a cycle in expenditures,

but not why this cycle should be concentrated around the timing or mortgage/rent pay-

ments. Households need to be liquidity constrained. The most promising explanation for

both a cycle and the timing is hyperbolic discounting and liquidity concerns. Shortrun

household liquidity is a function of income and consumption commitments. The patterns

in the data seem to suggest that households postpone other expenditures until they pay

their rent or mortgage. Given that most US households still use checks, households could
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be uncertain whether they have enough cash in the bank to pay the rent or mortgage.

Hyperbolic discounting could be on top of that – since households have a maximum of

disposable liquidity after mortgage/rent are paid.

What could be other explanations for the empirical findings? One objection is report-

ing behavior in the CEX diary survey. Maybe households tend to report all expenditures

on the same day. Though this behavior cannot be ruled out, it is unlikely. First of all the

number of diary days with positive expenditures is large. For total expenditures between

60− 80% of the diary days have positive expenditures. Second, households with all expen-

ditures on the first diary day are excluded on the advice of the Bureau of Labor Statistics.

Thirdly, controls for the day of the survey are included, and many respondents report the

maximum of 14 diary days.

A second challenge is that consumption expenditures do not necessarily translate into

consumption. There can be humps in consumption expenditures, or a shopping cycle, while

consumption itself is smooth. However, the studies in the literature section show that the

cycle in consumption expenditures coincides with cycles found for other outcomes, includ-

ing caloric intake, financial crimes and mortality. A cycle in consumption expenditures

most likely translates into consumption.

A third problem could be that the paydate of rent and mortgage is endogenous – house-

holds choose the most convenient time to pay the rent. This is no problem for the empirical

findings as long as rent and mortgage payments are to be paid once a month. If a household

is at some discretion to chose the paydate within the month, then there should be no cycle

in other expenditures since households can pick the most convenient time. It could be a

problem if households can skip a payment, but those households are not observed in the

sample since they do not make a payment.

4.6 Model: pay frequency and commitments

In the empirical section I have shown that households with different pay frequencies have

similar patterns in consumption expenditures around the paydate of rent or mortgage. This

is evidence against the policy recommendation that household welfare can be increased by

partitioning paychecks or welfare checks. This policy recommendation is given by Shapiro

(2005), Dobkin and Puller (2007), Mastrobuoni and Weinberg (2009), and formally derived

in a model with hyperbolic discounting by Parsons and Van Wesep (2013). I will take this

policy recommendation at face value, and I will not discuss whether this would be an actual
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welfare improvement or not. On the contrary, in a simple model I will show that a higher

frequency of income payment still generates an intra-monthly cycle when the payment of

consumption commitments is added to the model.

The model has three ingredients: borrowing constraints, hyperbolic discounting and

consumption commitments. In the baseline model households are borrowing constrained,

but have no consumption commitments. Here increasing pay frequency is a commitment

device for households with a self-control problem. This result changes when the model

incorporates consumption commitments. Different pay schedules generate different con-

sumption paths as long as the borrowing constraint binds. When the borrowing constraint

does not bind, the consumption profiles of weekly, biweekly and monthly paid households

are the same in the presence of consumption commitments.

No borrowing constraints, no consumption commitments

Consider a household that wants to optimize consumption Cw in every period w. Assume

that utility is time-separable and abstract from interest. The household has a constant

relative risk aversion (CRRA) utility function. The household budgets for a month and the

lifecycle consists of a cycle of repeated months. A month consists of four periods, say four

weeks. Abstract from exponential discounting, which is reasonable over short periods of

time such as a month. There are three different frequencies of salary payment: once every

four weeks (monthly), once every other week (biweekly) and weekly. Monthly income is

paid before week 1, biweekly paychecks are paid before weeks 1 and 3. Weekly paychecks

are distributed at the end of the previous week. Total income Y M over the month is certain

and constant, only the frequency of payment can be changed (without costs). Assume that

the household is liquidity constrained in the sense that she can save but not borrow, or

equivalently that the household is borrowing averse. The household has a self-control

problem, which is modeled by quasi-hyperbolic discounting. The maximization problem of

the household at the beginning of the month is:

max U =
C1−ρ

1

1− ρ
+ β

4∑
w=2

C1−ρ
w

1− ρ
subject to

4∑
w=1

Cw = Y M . (4.2)

The first-order conditions in week 1 are:

C1

C2

=
1

β1/ρ
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C2

C3

=
C3

C4

= 1. (4.3)

From the first-order conditions it is clear that households with β < 1 have time-inconsistent

consumption plans. After week 1, the household re-optimizes in week 2, and the time

subscripts in equation 4.3 shift up one period. There exists a closed form solution for this

problem (see the derivation in the Appendix). The closed form solution for monthly paid

households is (Mastrobuoni and Weinberg, 2009, Parsons and Van Wesep, 2013):

C1 =
1

1 + 3β
1
ρ

Y M , for w= 1

Cw =

∏w
s=1(4− s)β

w−1
ρ∏w

s=1[1 + β
1
ρ (4− s)]

Y M for w∈ {2, 3, 4}. (4.4)

For β < 1 the household shifts consumption to earlier weeks at the expense of later weeks.

There is a cycle in consumption. In the absence of borrowing constraints the closed form

solutions for weekly and biweekly paid households are the same as for the monthly paid

household. Households can borrow against future paychecks – since I assume that the costs

of borrowing are zero – and mimic any consumption plan. These results are derived under

the assumption that households are not aware of their inconsistent planning. Households

are “naive”. If households were aware of their inconsistency, the result is an upper bound

in the case of ρ > 1 and identical with the naive case for ρ = 1. See Tobacman (2007) for

a derivation of the Euler equation with partial naiveté. In the remainder of this chapter I

assume that households are not aware of their self-control problem, and are naive.

Borrowing constraints, no consumption commitments

If households are borrowing constrained, the consumption profile changes for higher fre-

quencies of pay. The monthly paid household has the same consumption profile as in

equation (4.4). Biweekly paid households receive a paycheck at the beginning of week 1

and the beginning of week 3. For any β < 1 the household in the first two weeks would

like to borrow against the second paycheck and shift consumption forward. Total wage

income (Y M) is paid in two equal installments Y BW = 1
2
Y M . In the first two weeks the

household would like to mimic the consumption profile of the monthly paid household.

107



Chapter 4. Explaining intra-monthly consumption patterns

Define consumption in the first two weeks, using the result from equation (4.4):

C12 = C1 + C2 =
1

1 + 3β
1
ρ

Y M +
3β

1
ρ

1 + 3β
1
ρ

1

1 + 2β
1
ρ

Y M = λY M . (4.5)

Take for simplicity that ρ = 1, then λY M is equal to 1+5β
(1+3β)(1+2β)

Y M . For β = 1 we

have exactly λY M = 1
2
Y M = Y BW . Any β < 1 implies that λY M > Y BW , in which

case the borrowing constraint binds. With β < 1 the effective horizon of the biweekly

paid household is shortened to two weeks. The closed form solution for biweekly paid

households consists of two parts:

Cw =
1

1 + β
1
ρ

Y BW for w=1 and w=3.

Cw =
β

1
ρ

1 + β
1
ρ

Y BW for w=2 and w=4. (4.6)

The same reasoning applies to weekly paid households. The borrowing constraint binds in

every week for any β < 1, so the household sets Cw = Y W = 1
4
Y M for every w. Figure 4.5

shows the evolution of consumption for different pay frequencies, with ρ = 1 and β = 0.7.

If all wages of the monthly paid household are paid before the first week, then there is a fall

in consumption over the course of the month. With β = 0.7 The household consumes 32%

of total salary in week 1 and 16% in week 4. The fall in consumption is deeper when β is

smaller. When the household is paid biweekly, there is a jigsaw pattern – consumption falls

in between paydates. When the household is paid every week, consumption is perfectly

smoothed. The household would like to consume more in earlier periods, but she cannot

borrow, and so she sets consumption equal to the weekly paycheck.

With hyperbolic discounting and borrowing constraints, the household can obtain the

same outcome in case of β = 1 by having the paycheck partitioned. The household will

attain the same solution as in the absence of hyperbolic discounting: perfect consumption

smoothing. A higher frequency of pay serves as a commitment device when the household

is borrowing constrained. The welfare consequences depend on the nature of the problem.

If households have a self-control problem in the sense that β < 1 and they want to attain

β = 1, partitioning paychecks serves as a commitment device. Welfare increases. If however

β < 1 and households are happy with binges in consumption, partitioning decreases welfare.

I will assume that households have a self-control problem and prefer smooth consumption.
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Consumption commitments, no borrowing constraints

The result in the previous subsection does not change much with the introduction of

consumption commitments. The household has to pay a large, fixed expenditure M right

after week 4. Think ofM as a mortgage payment. The size of the consumption commitment

is predetermined by the household and fixed in the short run. The household receives

a steady flow of utility of housing services (not included in the model), but not of the

mortgage payment itself. The budget share of M out of total income Y M is α. The budget

constraint of the household changes into
∑4

w=1 Cw = Y M − M = (1 − α)Y M . In the

absence of borrowing constraints all three pay schedules generate the same consumption

profile. The household chooses a consumption profile given her disposable income over the

month. The consumption profile is a simple modification of the previous result equation

(4.4):

C1 =
1

1 + 3β
1
ρ

(1− α)Y M , for w= 1

Cw =

∏w
s=1(4− s)β

w−1
ρ∏w

s=1[1 + β
1
ρ (4− s)]

(1− α)Y M for w∈ {2, 3, 4}. (4.7)

The level of consumption is lower compared to the model without consumption commit-

ments, but the consumption profile is the same. Weekly, biweekly and monthly paid

households have the same consumption profile in the absence of borrowing constraints.

Consumption commitments and borrowing constraints

The result that with borrowing constraints different pay frequencies have different con-

sumption profiles changes with the introduction of consumption commitments. Let us

start with a comparison of the monthly and the biweekly paid household. Both households

have to pay the consumption commitment after week 4. The consumption path of the

monthly paid household is derived in equation (4.7). The consumption profile of the bi-

weekly paid household depends on whether the borrowing constraint binds. The intuition

is that the household is aware that it has to save for the payment of the consumption

commitment at the end of the month, but that she wants to postpone this saving to later

weeks. The larger the budget share of the consumption commitment, the larger the saving

that the household can postpone, the more consumption the household can shift towards

the present against later.
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At the beginning of week 1 the household optimizes her consumption plan and allocates

how much to save from the first paycheck and how much to save from the second in week 3.

If the household saves from the first paycheck, she will save from the second as well. If she

does not save from the first paycheck, the consumption commitment is paid entirely out

of the second check. The higher the self-control problem – a lower value of β – the more

the household will actually want to borrow from the second paycheck in order to consume

more in the first two weeks. Depending on whether the borrowing constraint binds, there

are two different consumption profiles. The borrowing constraint binds for combinations

of (α, β) for which C1 + C2 ≥ Y BW . Again, define consumption in the first two weeks as

in equation (4.5):

C12 = C1 + C2 ≥
1

2
Y M

1 + 5β
1
ρ

(1 + 3β
1
ρ )(1 + 2β

1
ρ )
(1− α)Y M ≥ 1

2
Y M . (4.8)

Solving for α, the borrowing constraint binds for any:

α ≤ (1 + 6β
1
ρ )(1− β

1
ρ )

2 + 10β
1
ρ

. (4.9)

Figures (4.6) and (4.7) show for different combinations of (α, β) and for two values of ρ

the pattern of the borrowing constraint. In the grey area, households want to consume in

the first two weeks more than the amount of the first paycheck. For those combinations of

(α, β) the borrowing constraint binds. In the white area the biweekly paid household has

the same consumption profile as the monthly paid household. The white area increases for

larger values of the coefficient of relative risk aversion (ρ). If the borrowing constraint

binds, consumption for the biweekly paid household is given by (4.10), where consumption

in week 3 and 4 is different from the solution in (4.5).

C1 =
1

1 + β
1
ρ

Y BW .

C2 =
β

1
ρ

1 + β
1
ρ

Y BW .

C3 =
1

1 + β
1
ρ

(Y BW −M).
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Figure 4.5: Consumption in every week as a fraction of total income (β = 0.7, ρ = 1)

Figure 4.6: Borrowing constraints, ρ = 1 Figure 4.7: Borrowing constraints, ρ = 3

111



Chapter 4. Explaining intra-monthly consumption patterns

C4 =
β

1
ρ

1 + β
1
ρ

(Y BW −M). (4.10)

If the borrowing constraint does not bind, the consumption profile is the same as the

monthly paid household – equation (4.7). The key result is that the biweekly pay scheme

and the monthly pay scheme have an equivalent consumption profile for any combination

of (α, β) for which the borrowing constraint does not bind. This result is different from

the result without consumption commitments and shows the importance of incorporating

consumption commitments into the analysis. The consumption profiles for two values of

α and ρ = 1 are given in figures (4.8) and (4.9). Consumption is a fraction of disposable

income to facilitate comparisons between the graphs. In figure (4.8) the borrowing con-

straint binds. The household consumes both paychecks in a jigsaw pattern, and finances

the consumption commitment out of the last paycheck. In figure (4.9) the borrowing con-

straint does not bind and the household starts saving for the consumption commitment

out of the first paycheck. The jigsaw pattern has disappeared and the pattern is similar to

the monthly paid household. If the borrowing constraint does not bind, the biweekly and

the monthly consumption profiles are exactly the same for all values of β ≤ 1.

For weekly paid households the analysis is the same as with the biweekly paid house-

hold: there are combinations of (α, β) for which the borrowing constraint binds. The

household gets four paychecks Y W = 1
4
Y M . The household can choose to save a fraction of

each paycheck for the payment of the consumption commitment. For β < 1 the household

prefers consumption now and defers saving to later weeks. The household would actually

like to consume more than the first paycheck in the first week, but the borrowing constraint

binds. Since there are four weeks for which borrowing constraint does or does not bind,

there are four different consumption profiles possible for different combinations of (α, β). If

the borrowing constraint does not bind in week 1, it will not bind in all subsequent weeks.

This implies that the household saves from each paycheck. The complete derivation is

given in the Appendix.

Figures (4.10) and (4.11) show the different borrowing constraints for different weeks

for two values of ρ. Darker grey areas indicate that for lower values of α the borrowing

constraint binds in more weeks. In area A the borrowing constraint never binds. For this

combination of (α, β, ρ) weekly, biweekly and monthly pay are equivalent. In area B, the

borrowing constraint binds in the first week, but not in later weeks. For combinations of

(α, β) in area B, the household consumes the entire first paycheck and saves part of the

other paychecks. For area C the borrowing constraint binds for the first two weeks and in
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area D the borrowing constraint binds for all weeks. For area D the household entirely

consumes the first three paychecks, pays the consumption commitment out of the last pay-

check and consumes what is left. In order to compare the weekly and the biweekly paid

household, combinations of (α, β) for which the biweekly borrowing constraint binds are

all in area B. The consumption profiles of the weekly paid household are shown in figures

(4.12) and (4.13) for ρ = 1 and two different values of α. Note that the line for β = 0.7

and α = 0.3 in figure (4.13) is the same for the biweekly paid household in figure (4.9) and

for the monthly paid household in figure (4.5). For this combination of (α = 0.3, β = 0.7)

the consumption paths of all three payschemes are exactly the same.

Figure 4.12: Consumption out of disposable

income, budget share M (α) = 10%

Figure 4.13: Consumption out of disposable

income, budget share M (α) = 30%

Discussion of the model

The model shows that weekly, biweekly and monthly paid households have the same con-

sumption profile in the presence of consumption commitments. Higher frequency of pay is

only a commitment device for consumption smoothing if: (i) the budget share of the con-

sumption commitment is small relative to the self-control problem of the household, and:

(ii) the household is borrowing constrained. Some back of the envelope calculations show

that condition (i) is easily violated. The average budget share of rent/mortgage payments

is about 0.22 (Chetty and Szeidl, 2007). On average β is taken to be around 0.7. For these

values of α and β, and log-utility (ρ = 1), biweekly paid households and monthly paid

have the same consumption profiles. For weekly paid households the budget constraint

only binds (borderline) in the first week, but not in all subsequent weeks. Higher values
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Figure 4.8: Consumption out of disposable
income, budget share M (α) = 10%

Figure 4.9: Consumption out of disposable
income, budget share M (α) = 30%

Figure 4.10: Borrowing constraints, ρ = 1 Figure 4.11: Borrowing constraints, ρ = 3
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of the coefficient of relative risk aversion (ρ > 1) ensure that condition (i) is violated for

larger ranges of (α, β).

The theoretical result from this model generates three additional insights. First, it

shows that the timing of payment of large fixed expenditures can influence the utility flow

of the household. In canonical models of consumption the payment of the consumption

commitment does not affect the utility flow. The combination of borrowing constraints

and lack of self-control can influence the overall utility flow of the household. The second

insight is that policy recommendations of a model without consumption commitments are

rather different from a model with consumption commitments. Ignoring consumption com-

mitments gives different consumption profiles for different frequencies of pay and therefore

different policy recommendations, see Parsons and Van Wesep (2013). Thirdly, this model

shows how the time horizon of the household emerges as the interplay of income frequency

and frequency of consumption commitments. A hyperbolic discounter on weekly pay has

a horizon of a week – in the absence of consumption commitments. With a monthly con-

sumption commitment and non-binding borrowing constraints, the weekly paid household

has a horizon of a month. Models that only focus on the income side shrink the horizon

of the household in β.

4.7 Conclusions

I find evidence for an intra-monthly cycle in consumption expenditures around the payment

of rent/mortgage. For different subgroups I find the same qualitative cycle – consumption

expenditures are higher in the week after rent/mortgage payments are made compared to

the week before. The evidence and the model presented show that potential smoothing

benefits of more frequent income payments are offset by consumption commitments. I

also find that the documented cycle for Social Security recipients is more a response to the

timing of mortgage/rent payments, and to a lesser extent a response to income receipt. The

documented intra-monthly response to income receipt is easily confounded with the cycle

around mortgage and rent payments. The theoretical result and empirical findings show

that explanations using hyperbolic discounting should take into account the nature of the

expenditures side – to what extent expenditures are fixed. Future research can take into

account the large share of the household budget that is fixed in the short run on household

welfare. Another avenue for future research is whether consumption commitments are a

commitment device for intra-household bargaining problems (e.g. Ashraf, 2009).
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4.A Derivation optimal consumption profile

Monthly paid households

First I derive the consumption profile for the monthly paid household. This will be the

starting point for the analysis of biweekly and weekly paid households and for the analysis

of the role of borrowing constraints. The derivation follows Mastrobuoni and Weinberg

(2009), and Parsons and Van Wesep (2013). Let Y M be the monthly paycheck, Xw cash-

at-hand, and M the payment of the large fixed expenditure. The household optimizes:

max U =
C1−ρ

1

1− ρ
+ β

4∑
w=2

C1−ρ
w

1− ρ
subject to

4∑
w=1

Cw = Y M −M. (4.11)

The first-order conditions in week 1 are:

C1

C2

=
1

β1/ρ
. (4.12)

C2

C3

=
C3

C4

= 1. (4.13)

For the monthly paid household cash-at-hand in every week is defined as:

X1 = Y M − C1 for w=1

X2 = X1 − C2 for w=2

X3 = X2 − C3 for w=3

X4 = X3 − C4 = M for w=4.

(4.14)

M is to be paid directly after the last week. Starting with the last two periods, the

household optimizes in week 3:

max
C3

U =
C1−ρ

3

1− ρ
+ β

C1−ρ
4

1− ρ
. (4.15)

Substituting C4 = X2 − C3 −M and solving for C3 and C4 gives:

C3 =
1

1+β
1
ρ
(X2 −M)

C4 =
β

1
ρ

1+β
1
ρ
(X2 −M).

(4.16)
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The maximization problem in week 2 is:

max
C2

U =
C1−ρ

2

1− ρ
+ β

(
C1−ρ

3

1− ρ
+

C1−ρ
4

1− ρ

)
. (4.17)

Use X2 = X1 − C2 in (4.16), rewrite C3 and C4, and plug both into equation (4.17).

max
C2

U =
C1−ρ

2

1− ρ
+ β

(
(X1 − C2 −M)1−ρ

(1 + β
1
ρ )(1− ρ)

+
β

1
ρ (X1 − C2 −M)1−ρ

(1 + β
1
ρ )(1− ρ)

)
. (4.18)

The closed-form expressions are now:

C2 =
1

1+2β
1
ρ
(X1 −M),

C3 =
2β

1
ρ

1+2β
1
ρ

1

1+β
1
ρ
(X1 −M),

C4 =
2β

1
ρ

1+2β
1
ρ

β
1
ρ

1+β
1
ρ
(X1 −M).

(4.19)

Reiterating the same steps for week 1 gives the following solution:

C1 =
1

1+3β
1
ρ
(1− α)Y M ,

C2 =
3β

1
ρ

1+3β
1
ρ

1

1+2β
1
ρ
(1− α)Y M ,

C3 =
3β

1
ρ

1+3β
1
ρ

2β
1
ρ

1+2β
1
ρ

1

1+β
1
ρ
(1− α)Y M ,

C4 =
3β

1
ρ

1+3β
1
ρ

2β
1
ρ

1+2β
1
ρ

β
1
ρ

1+β
1
ρ
(1− α)Y M .

(4.20)

Biweekly paid households

The biweekly paid household receives the same monthly income (Y M), but this is dis-

tributed in two equal paychecks (Y BW = 1
2
Y M). To facilitate comparisons between the

monthly paid household and the biweekly paid household I keep on using Y M . The devel-

opment of cash-at-hand for the biweekly paid household is:

X1 ≤ 1
2
Y M − C1 for w=1

X2 ≤ X1 − C2 for w=2

X3 ≤ X2 +
1
2
Y M − C3 for w=3

X4 ≤ X3 − C4 = M for w=4.

(4.21)
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The equations for cash-at-hand have an inequality because the borrowing constraint can

bind. There exist combinations of (α, β) for which the consumption path is the same

as the monthly paid household in (4.20). But in order to obtain the same consumption

path, the biweekly paid household borrows out of the second paycheck. There are two

optimal consumption profiles from the set of all feasible consumption paths. The first one

is similar to the one of the monthly paid household (4.20). This path is for combinations of

(α, β) for which the borrowing constraint does not bind. The borrowing constraint binds

if X2 = 1
2
Y M − C1 − C2 ≤ 0. Using C1 and C2 from the optimal consumption profile of

(4.20) and solving for α gives:

α ≤ (1 + 6β
1
ρ )(1− β

1
ρ )

2 + 10β
1
ρ

. (4.22)

The second consumption profile is for combinations of (α, β) for which the borrowing con-

straint does bind. For these combinations of (α, β) the household would like to have that

total consumption in the first two weeks is more than the first paycheck. When the borrow-

ing constraint binds, the consumption profile consists of two parts: the first two equations

in (4.23) and the last two:

C1 =
1

1+β
1
ρ

1
2
Y M ,

C2 =
β

1
ρ

1+β
1
ρ

1
2
Y M .

C3 =
1

1+β
1
ρ

1
2
Y M(1− α),

C4 =
β

1
ρ

1+β
1
ρ

1
2
Y M(1− α).

(4.23)

Over the first two weeks the household divides consumption out of the first paycheck. Over

the second half the household divides consumption out of the second paycheck minus the

consumption expenditure M . This gives the jigsaw pattern in figure (4.8).

Weekly paid households

The derivation of the weekly paid household follows the same logic as the biweekly paid

household. The borrowing constraint binds for those combinations of (α, β) for which the

household needs to borrow in order to mimic the monthly paid household. The household
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receives four equal paychecks: Y W = 1
4
Y M . The development of cash-at-hand is:

X1 ≤ 1
4
Y M − C1 for w=1

X2 ≤ X1 +
1
4
Y M − C2 for w=2

X3 ≤ X2 +
1
4
Y M − C3 for w=3

X4 ≤ X3 +
1
4
Y M − C4 = M for w=4.

(4.24)

Since the borrowing constraint can potentially bind in each subsequent week, there are

four different consumption paths for the weekly paid household. A useful way to solve this

problem is to combine the first-order conditions (4.12) and (4.13) with the development of

cash-at-hand (4.24). The planning problem of the household for week 1 can now be written

as a system of three consumption ratios:

C1

C2
=

1
4
Y M−X1

1
4
Y M+X1−X2

= 1

β
1
ρ
,

C2

C3
=

1
4
Y M+X1−X2

1
4
Y M+X2−X3

= 1,

C3

C4
=

1
4
Y M+X2−X3

1
4
Y M+X3−M

= 1.

(4.25)

Starting with the last consumption ratio and solving backwards we can write X2 =
2X1+M

3
.

Using this in the first consumption ratio gives the solution for X1:

X∗
1 = 1

4
Y M − C1 =

 XA
1 =

3
4
Y M (β

1
ρ−1)+M

1+3β
1
ρ

= Y M (3β
1
ρ−3+4α)

1+3β
1
ρ

if α > 3(1−β
1
ρ )

4
,

XBCD
1 = 0 if α ≤ 3(1−β

1
ρ )

4
.

(4.26)

Since the household is borrowing constraint, X∗
1 cannot be negative. The denominator of

XA
1 determines for which combination of (α, β) the borrowing constraint binds in week 1.

For combinations of (α, β) that XA
1 = X∗

1 > 0, cash-at-hand in all subsequent weeks X2,

X3 and X4 will be strictly positive as well. If the borrowing constraint does not bind in the

first week, it will not bind in later weeks either. An important insight is that for combi-

nations of (α, β) for which the borrowing constraint does not bind (X1 =
1
4
Y M −C1 > 0),

the weekly household has the same consumption profile as the monthly paid household.

C1 =
1
4
Y M −XA

1

= 1
4
Y M −

3
4
Y M (β

1
ρ−1)+M

1+3β
1
ρ

= 1−α

1+3β
1
ρ
Y M

(4.27)
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The expression for C1 in (4.27) is the same expression for C1 in (4.20). Expression (4.27)

also shows that if the the weekly paid household is not borrowing constrained (so that X1

can take on negative values), it would consume exactly the same amount in week 1 as the

monthly paid household.Having solved for cash-at-hand in week 1, we proceed to week 2.

Using solution (4.26) changes equation (4.25) into:

C2

C3
=

1
4
Y M+X∗

1−X2
1
4
Y M+X2−X3

= 1

β
1
ρ
,

C3

C4
=

1
4
Y M+X2−X3

1
4
Y M+X3−M

= 1.
(4.28)

Starting with the last consumption ratio and solving backwards we can write X3 =
X2+M

2
.

Using this in the first consumption ratio gives the solution for X∗
2 . Depending on whether

the borrowing constraint in week 1 binds, the solution for X∗
2 is:

X∗
2 = 1

4
Y M +X∗

1 − C2 =


XA

2 =
Y M (β

1
ρ−1+2α)+4βXA

1

1+2β
1
ρ

for α > 3
4
(1− β

1
ρ ),

XB
2 = Y M (β

1
ρ−1+2α)

1+2β
1
ρ

for 1
2
(1− β

1
ρ ) < α ≤ 3

4
(1− β

1
ρ ),

XCD
2 = 0 for α ≤ 1

2
(1− β

1
ρ ).

(4.29)

The combination of (α, β) for which the borrowing constraint binds in week 2 is given by

α2 ≤ 1−β
1
ρ

2
. Note that for combinations of (α, β) for which the borrowing constraint binds

in week 1 (4.26), it also binds in week 2. The opposite is not true. There are combinations

of (α, β) for which the borrowing constraint binds in the first week, but not in the second

week. The characterization of cash-at-hand in week 3 is (where the superscripts denote

different paths for cash-at-hand depending on cash-at-hand in the previous weeks):

X∗
3 =



XA
3 =

Y M (β
1
ρ−1+4α)+4βXA

2

1+β
1
ρ

for α > 3
4
(1− β

1
ρ ),

XB
3 =

Y M (β
1
ρ−1+4α)+4βXB

2

1+β
1
ρ

for 1
2
(1− β

1
ρ ) < α ≤ 3

4
(1− β

1
ρ ),

XC
3 = Y M (β

1
ρ−1+4α)

1+β
1
ρ

for 1
4
(1− β

1
ρ ) < α ≤ 1

2
(1− β

1
ρ ),

XD
3 = 0 for α ≤ 1

4
(1− β

1
ρ ).

(4.30)

The four combinations of (α, β) are depicted in figures (4.10) and (4.11) in the main text.
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CHAPTER 5

Framing effects in an employee savings scheme

5.1 Introduction

A growing literature shows that seemingly unimportant details of the choice setting for

which there is no role in standard economic theory can have a large impact on how indi-

viduals behave. A widely studied example is the effect of defaults on choice behavior, in

particular, in enrollment in pension plans; see, for example, Beshears et al. (2008).

Another seemingly unimportant detail is the label of an income source. Using different

terms1 authors found evidence for essentially the same phenomenon: the label of an income

source has an effect on how it is used. While researched to a lesser extent than defaults,

labeling effects are arguably more puzzling. Default effects can often be rationalized by

switching or transaction costs, labeling effects cannot.

The empirical work on labeling effects has used different methodological approaches.

Early estimates of the “flypaper effect” generally relied on cross-sectional variation in grants

received by local governments, taking this variation to be exogenous; see for example Hines

and Thaler (1995). Other work has used (natural) experiments as a source of exogenous

variation in income sources. For example, Kooreman (2000) used variation in child benefit

amounts induced by policy changes to analyze the effect of the income label “child benefit”

on household expenditures. He found that in two-parent families the marginal propensity

to consume child clothing out of the child benefits is more than ten times as large as that

out of other income sources. For adult clothing such an effect is absent. Since the difference

in marginal propensities is even larger for single parent households, the effects cannot be

1Mental accounting effect (Thaler, 1992, 1999), flypaper effect (Hines and Thaler, 1995), label(l)ing
effect (Kooreman, 2000; Beatty et al., 2011), non-fungibility, earmarking, or income framing effect (Epley
et al. 2006; Card and Ransom (2011).
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explained by differences in preferences for child goods between fathers and mothers.

Card and Ransom (2011) investigate the retirement savings behavior of tenured and

tenure-track college professors. Faculty can make tax-deferred contributions to a retire-

ment savings account in addition to their own mandatory contribution and their employer’s

contribution. Card and Ransom find that if the employer contribution increases by 1 dollar,

supplemental savings fall by 0.30 dollar. If the mandatory employee contribution increases

by 1 dollar, supplementary savings fall by 0.70 dollar. These effects are largely identified

using cross-section variation between universities and colleges.2

Two recent papers have used small-scale field experiments to study (pure) labeling

effects. Epley et al. (2006) asked US residents to recall how they had spent the 2001

tax rebate that provided each tax paying American household with a check between 300

dollar and 600 dollar. To remind them of the rebate, participants were made to read one

of two randomized descriptions of this policy measure. Participants to whom the rebate

was described as “withheld income” reported that they had spent only 25 percent of it,

while those to whom the rebate was described as “bonus income” reported to have spent

87 percent. In a related experiment, Harvard undergraduates received 50 dollar and were

informed that this came from a university fund financed by tuition fees. Some participants

were told they were receiving a “tuition rebate”, others that they were receiving an “income

bonus”. After a week, undergraduates who had received the “income bonus” reported hav-

ing consumed twice as much out of the 50 dollar than those who had received the “tuition

rebate” (22.04 dollar versus 9.55 dollar). Abeler and Marklein (2008) conducted a field

experiment in a wine restaurant. People who received a voucher labeled for drinks (worth

less than the average amount usually spent on drinks) spent 25 percent more on drinks

than those who received a voucher for the entire bill.

The purpose of the present chapter is to further strengthen the methodology for measur-

ing framing effects. Previous work was typically based on linear or quadratic parametric

specifications, and used annual aggregates of savings, income and expenditures, choices

largely guided by the aggregation level of the data and sample sizes. For the present chap-

ter we had access to an unusually large data set with information on savings contributions

and many different income components for 1.3 million employees-month observations. This

allows us to analyze the sensitivity of results to using more flexible, non-parametric func-

2In general, income components do not only differ in terms of their label, but also in other dimensions,
such as timing of payment, visibility to the recipient, and institution from which it is received. Following
Card and Ransom (2011), in those cases we will use the term ’framing effects’ when marginal propensities
to save differ across income components. We will reserve ’labeling effects’ for cases in which income
components merely differ is terms of their label, all else equal.
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tional forms, and to using a finer time grid (monthly versus annually).

We explain monthly inlay in a tax-deferred savings account using nonparametric equa-

tions (up to a constant) in total income, with individual fixed effects, estimated separately

for each month of the year. For comparison, we also estimate linear, quadratic, and cu-

bic equations in total income, with individual fixed effects, estimated separately for each

month of the year; and the same equations imposing that slope coefficients are constant

across months. In addition, we estimate models based on annual aggregates of savings and

income rather than monthly data. In all of these specifications we then test whether indi-

vidual income components have any additional explanatory power. In a correctly specified

model and in the absence of framing effects this should not be the case.

We focus on the marginal propensity to save into a particular savings account. In

general, life cycle models do not imply that marginal propensities to save (mpss) out of

different income components into a particular savings account should be equal. For exam-

ple, different mpss into one savings account could be offset by opposite mpss into other

savings accounts. The savings account we consider can only be used to purchase future

leisure, through parental leave, taking a sabbatical, or early retirement. In addition, at

the time our data apply to it was the only savings account that allowed for voluntary

tax-deferred savings for those specific purposes. It is unlikely that employees used other

savings accounts for the same purposes, since those savings accounts lacked the favorable

tax treatment. Our marginal propensities to save can therefore be interpreted as marginal

propensities to purchase future leisure.

We find evidence of framing effects for most specifications, including those with the

highest degree of flexibility. Our monthly results indicate a large variation in behavior

within the year. These results strengthen and add detail to earlier conclusions that policy

makers have effective instruments at their disposal to affect the use of income components

at low cost.

The chapter proceeds as follows. Section 5.2 describes the data and provides the nec-

essary institutional background. Section 5.3 presents the econometric model and our esti-

mation and testing procedure. Section 5.4 presents the results and section 5.5 concludes.

5.2 Data and institutional setting

Two financial firms in the Netherlands provided salary records of all of their employees.

One firm is primarily active as a bank (and will be referred to as Bank), while the other
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firm is primarily active as an insurer (to be referred to as Insurer). For each employee

and each month of the years 2005, 2006, and 2007 the data contains information on many

different wage components which we aggregate into nine comparable salary components.

We also observe deposits into two tax-favored savings schemes (and withdrawals from one).

In addition, there is some information on employee characteristics.

In the years the data apply to employees in the Netherlands had three main options

regarding tax-favored employee saving. One was to participate in the Life Course Sav-

ings Scheme (LCS, Levensloopregeling in Dutch), which was introduced in 2006. A second

option was to save in the Employee Savings Scheme (ESS, Spaarloonregeling), another

tax-favored savings scheme that had already been in place for several decades. The third

option was not to participate in either scheme (participation in both schemes at the same

time was not permitted). The LCS scheme allowed workers to save up to a maximum of

12 percent of gross annual income, while the maximum contribution in the EES scheme

was a mere 600 euro. Therefore, our endogenous variable of main interest is how much to

deposit each month in the LCS.

Panel A of Table 5.1 presents the summary statistics for all employees. The partici-

pation rate in the LCS was 6-8 percent, which is around the national average. Average

monthly savings into the LCS six to eight times the size compared to savings into the

ESS, conditional on participation. Panel B shows the summary statistics for a subgroup

of employees with strictly positive savings in at least one pair of months (January 2006

- January 2007). This subsample receives on average a higher salary, is older and has a

higher fraction of men.

5.3 The econometric model

Let sit denote the deposited amount in the LCS in month t by individual i and let gi stand

for the group of people to which individual i belongs. To test for framing effects, we shall

consider subgroups

Ig,t,T = {i | sit > 0, si,t−T > 0, gi = g} . (5.1)

Thus, we consider subgroups of individuals that deposited a positive amount in the LCS in

month t as well as T months before month t and that belong to group g. In our application,

t will be each of the months in 2007, T will be 12 months, while g will stand for a group

characteristic. In particular, we shall make a distinction between being employed by the

Bank and the Insurer. These subgroups are convenient samples for the purpose of the
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Table 5.1: Summary Statistics

Bank Insurer
A. Entire sample 2005 2006 2007 2005 2006 2007

Participation

Life Course Savings Scheme - 0.077 0.076 - 0.062 0.074
Employee Savings Scheme 0.476 0.354 0.373 0.816 0.645 0.680

Monthly inlay of participants

Life Course Savings Scheme - 327 385 - 339 401
Employee Savings Scheme 52 51 48 48 47 47

Monthly wage components

Base salary 2,897 2,978 3,093 3,223 3,271 3,449
Holiday allowance 226 231 1 234 252 263
13th month 243 240 212 254 261 274
Profit share 44 155 139 244 234 237
Overtime 10 6 6 15 12 13
Bonus 67 301 306 18 19 17
LCS contribution 0 29 0 0 0 0
Other income 41 56 39 32 105 133
Benefit scheme 0 0 718 0 0 0

Employee characteristics

Age (years) 41.3 41.5 41.8 42.9 42.1 41.8
Male (fraction) 0.520 0.510 0.507 0.641 0.627 0.621

Person-month observations 329,953 302,474 286,641 31,832 32,131 34,154

Contributions to savings schemes and wage components are average monthly values in nominal euro.
Base salary is paid every month, Benefit scheme is paid in most months for the Bank, and Other
income in most months for the Insurer. The other salary components are typically paid once a year.
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Bank Insurer
B. Subsample 2005 2006 2007 2005 2006 2007

Inlay Life Course Savings (month) - 449 534 - 453 490

Monthly wage components

Base salary - 3,537 3,791 - 4,083 4,320
Holiday allowance - 320 0 - 268 274
13th month - 188 193 - 421 447
Profit share - 214 223 - 460 497
Overtime - 5 4 - 7 7
Bonus - 425 412 - 17 15
LCS contribution - 43 0 - 0 0
Other income - 46 19 - 166 253
Benefit scheme - 0 960 - 0 0

Employee characteristics

Age (years) - 42.3 43.3 - 45.6 46.6
Male (fraction) - 0.582 0.582 - 0.756 0.756

Person-month observations - 9,569 9,569 - 1,518 1,518

Panel B is a subsample of individuals with strictly positive contributions into the Life Course
Savings scheme in the same month of years 2006 and 2007 (see section 5.3). Contributions to
the Life Course Savings scheme and wage components are average monthly values in nominal
euro. Base salary is paid every month, Benefit scheme is paid in most months for the Bank,
and Other income in most months for the Insurer. The other salary components are typically
paid once a year.
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Chapter 5. Framing effects in an employee savings scheme

present study. The subgroups are selective, but to establish whether framing effects exist,

it suffices to detect them in one subgroup. We will also consider other subgroups within

the Bank and the Insurer, based on gender, age, and total income.

5.3.1 Nonparametric and parametric functional forms

We first describe our most general specification. For individuals i, belonging to subgroup

Ig,t,T , we postulate

siτ = fτ

(∑
ℓ

yℓiτ

)
+ ζiτ , ζiτ = ηi + ϵiτ , τ = t, t− T, (5.2)

where yℓiτ is income component ℓ of employee i in month τ , fτ is the (group g-) specific

unknown link function, depending on time τ , and ζiτ is the error term, decomposed in an

individual i specific effect (ηi) and an individual and time specific idiosyncratic effect (ϵiτ ).

Specification (5.2) is allowed to depend on the group g, but for notational convenience, we

shall suppress this dependence.

To deal with the individual effect ηi, we take time differences, resulting in

sit − si,t−T = ft

(∑
ℓ

yℓit

)
− ft−T

(∑
ℓ

yℓi,t−T

)
+ (ϵit − ϵi,t−T ) . (5.3)

We shall assume

E

(
ϵit − ϵi,t−T |

∑
ℓ

yℓit,
∑
ℓ

yℓi,t−T

)
= 0. (5.4)

Given this assumption, the unknown regression functions ft(·) and ft−T (·) of equation (5.3)

can be estimated by applying, for example, Linton and Nielsen’s (1995) method while im-

posing their regularity conditions and additional distributional assumptions. This estima-

tion approach proceeds as follows. First, consider the auxiliary nonparametric regression

for i ∈ Ig,t,T

sit − si,t−T = h

(∑
ℓ

yℓit,
∑
ℓ

yℓi,t−T

)
+ ϵi,t,t−T , (5.5)

with

E

(
ϵi,t,t−T |

∑
ℓ

yℓit,
∑
ℓ

yℓi,t−T

)
= 0. (5.6)
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Chapter 5. Framing effects in an employee savings scheme

One can estimate h nonparametrically, for instance, using a standard Kernel estimator or a

local linear regression approach. Next, consider some distribution Q over
∑

ℓ y
ℓ
i,t−T . Then

taking expectation of h
(∑

ℓ y
ℓ
it,
∑

ℓ y
ℓ
i,t−T

)
with respect to Q , keeping

∑
ℓ y

ℓ
it fixed, we find

EQ

(
h

(∑
ℓ

yℓit,
∑
ℓ

yℓi,t−T

))
=ft(

∑
ℓ

yℓit) + EQ(ft−T (
∑
ℓ

yℓi,t−T ))

=ft(
∑
ℓ

yℓit) + cQ, (5.7)

with cQ some constant depending on Q. Thus, we can estimate ft nonparametrically up

to a constant by calculating EQ
(
h
(
·,
∑

ℓ y
ℓ
i,t−T

))
, using for h its nonparametric estima-

tor. Similarly, we can estimate ft−T (·) nonparametrically (up to a constant) by using an

auxiliary distribution Q over
∑

ℓ y
ℓ
i,t. Like Linton and Nielsen (1995) we use the empirical

distribution functions of
∑

ℓ y
ℓ
i,t and

∑
ℓ y

ℓ
i,t−T to form the auxiliary distribution Q.

We shall also consider the parametric specifications

sit = βJ
0t +

J∑
j=1

βJ
jt

(∑
ℓ

yℓit

)j

+ ηJi + ϵJit. (5.8)

In our application, we consider J = 1, 2, 3. Taking time differences to eliminate the indi-

vidual effect, we have

sit − si,t−T = δJ0t +
J∑

j=1

βJ
jt

(∑
ℓ

yℓit

)j

−
J∑

j=1

βJ
j,t−T

(∑
ℓ

yℓi,t−T

)j

+ ξJi,t,t−T , (5.9)

with δJ0t = βJ
0t−βJ

0,t−T and ξJi,t,t−T = ϵJit−ϵJi,t−T . Imposing a distributional assumption anal-

ogous to (5.6), we can estimate this equation using standard linear regression techniques.

5.3.2 Testing for framing effects

We can test whether separate income components do play a role or not, by considering as

null hypothesis equation (5.2), with

E

(
ηi + ϵit |

∑
ℓ

yℓit, y
1
it, . . . , y

L
it

)
= 0. (5.10)
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We can test this hypothesis by calculating the correlation between the estimated error

term yit − f̂t(
∑

ℓ y
ℓ
it), and each of the independent variables y1it, · · · , yLit, with f̂t(·) the

nonparametric estimate of ft(·), by extending the test statistic like the one proposed by

Fan and Li (1996) to the current case.

Testing (5.10) makes sense in case the individual effect ηi is assumed to be uncorrelated

with the independent variables. In case the individual effect might be correlated with the

independent variables, it seems better to consider as null hypothesis equation (5.5), with

E

(
ϵit − ϵi,t−T |

∑
ℓ

yℓit,
∑
ℓ

yℓi,t−T , y
1
i,t−T , . . . , y

L
i,t−T , y

1
it, . . . , y

L
it

)
= 0. (5.11)

Again, we can test this hypothesis by calculating now the correlation between the estimated

error term

(sit − f̂t(
∑
ℓ

yℓit))− (si,t−T − f̂t−T (
∑
ℓ

yℓi,t−T )),

and each of the independent variables y1it, . . . , y
L
it and/or y1i,t−T , . . . , y

L
i,t−T , extending the

test statistic like the one by Fan and Li (1996) to this case.

Since this nonparametric test procedure is likely not to be very powerful we follow an alter-

native approach. First, we search for parametric specifications close to the nonparametric

estimates f̂t and f̂t−T . Then we test (5.5) combined with (5.11) using these parametric

estimates. Under this null hypothesis we have

E

(
ξJi,t,t−T

(
yℓit

yℓi,t−T

))
= 0, (5.12)

with ξJi,t,t−T ≡ ϵJit − ϵJi,t−T , and yℓit and yℓi,t−T are the ℓ-th income component of individual i

at time t and t− T , respectively. The test statistic for some couple of time periods t and

t− T will therefore be based on

1

N

∑
i

ξ̂Ji,t,t−T

(
yℓit

yℓi,t−T

)
, (5.13)

where ξ̂Ji,t,t−T denotes the estimated error term, and N is the number of observation in Ig,t,T .

Under the null hypothesis, we can derive the limit distribution of (5.13) (after scaling by√
N) which is a normal distribution with mean vector zero and covariance matrix, say,
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V J,ℓ. Our test statistic then becomes

T J,ℓ = N

(
1

N

∑
i

ξ̂Ji,t,t−T

(
yℓit

yℓi,t−T

))′ (
V̂ J,ℓ

)−1
(

1

N

∑
i

ξ̂Ji,t,t−T

(
yℓit

yℓi,t−T

))
, (5.14)

with V̂ J,ℓ a consistent estimate of V J,ℓ. Under the null hypothesis this test statistic follows

a χ2-distribution with two degrees of freedom. The test can easily be extended by including

higher order (cross) terms (or other transformations) of yℓit and yℓi,t−T in (5.12). Moreover,

the test can easily be extended by combining some or all income components.

As benchmark, we will also estimate

sit = βJ
0t +

J∑
j=1

βJ
1j

(
L∑

ℓ=1

yℓit

)j

+
L∑

ℓ=2

βJ
2ℓy

ℓ
it + ηJi + ϵJit, (5.15)

and test the hypothesis H0 : βJ
22 = · · · = βJ

2L = 0 (note that y1it is excluded from the

second summation), using standard panel data techniques. This test is easier to perform

than (5.14), since it allows the use of standard statistical packages. But contrary to (5.8)

equation (5.15) is more restrictive under the null hypothesis: We assume that the slope

parameters do not vary across months. We shall estimate and test (5.15) for different

groups g, using the subpanel of observations i, with gi = g, for whom sit > 0 for at least

two different months. Just like the test for (5.12), we can easily extend this benchmark test

by including higher order (cross) terms of yℓit and cross terms of yℓit and
∑

ℓ y
ℓ
it in regression

(5.15).

Finally, we will estimate specification (5.15) and its extensions using annual aggregates

instead of the monthly data, and test the corresponding null hypothesis. We shall estimate

and test this alternative specification for different groups g, using now the subpanel of

observations i, with gi = g, for whom sit > 0 for at least one month in each of the two

different years.

5.4 Empirical results

5.4.1 Estimation results

As a first step we estimate equation (5.2) for the individuals belonging to Ig,t,T , with

g the group of individuals employed at the Insurer, t the months January to December
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2007, and T = 12 months, using the nonparametric estimation procedure described in the

previous section. In the original Linton and Nielsen (1995) estimator, the corresponding

confidence band is based on the assumption of homoskedasticity. We follow Vollebergh et

al. (2009) by extending the asymptotic limit distribution by also allowing for the possibility

of heteroskedasticity. Figures 5.1 to 5.12 show the resulting nonparametric estimates, with

the corresponding 95% pointwise confidence bands. Because the level is not identified in

this nonparametric estimation, the level per figure is fixed at the mean of the corresponding

dependent variable in the year 2006. In the same figures we also present the estimations

of the parametric specifications (5.8) for J = 1, 2, 3, using OLS applied to (5.9). The left

panels of each figure shows the outcomes for 2006, the right panels for 2007. The upper

panels present the comparison between the nonparametric estimates and the parametric

ones for J = 1, the middle panels show the corresponding outcomes for J = 2, while

the bottom panels show the outcomes for J = 3. The level of the parametric curves is

determined such that this curve equals (or crosses) the corresponding nonparametric curve

at the median value of the income variable.

As is clear from these figures, there is a month effect, as the shape of the curves changes

over the months. For instance, the shape is clearly decreasing in January, but increasing

in February, while the curve has a U-shape in March. In general, one would expect an

increasing relationship between the amount saved in the LCS and income. The negative

relationship in January might be related to a new year’s resolution to save more in the new

year, if such a resolution is more prevalent among low income employees.

In a number of cases, there is also a combination of a year and a month effect, as

is illustrated by, for example, the results of February and December: the shape of the

nonparametric estimation of February in 2006 is increasing and concave, while in 2007 the

shape is increasing and convex. For December, the shape changes from inverted U-shaped

in 2006 to U-shaped in 2007. In addition, the graphs show that in most cases at least one

(and sometimes more than one) of the parametric specifications (J = 1, 2, 3) fits inside the

nonparametric confidence band (possibly after an additional change in the level, deviating

from the median level, used to plot the graphs). For these months the class of parametric

models seems flexible enough to fit the data sufficiently well. But there are also some clear

exceptions, in particular, February, April, and October. For these months, the curvature

imposed by the chosen parametric specifications seems to be too specific, preventing a good

fit of the data.
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5.4.2 Test results

Estimation results for equation (5.15) are presented in Tables 5.2 and 5.3, for the Bank

and the Insurer, respectively. The time specific constant βJ
0t is decomposed into a year and

month effects. For brevity, results are only reported for J = 1. The first column in each

table presents the results for all employees; the other columns consider groups by gender,

by age being below or above 45, and by total income being below or above the monthly

median. The results do not vary much across groups. Tables 5.4 and 5.5 present results for

the same specification, but with annual instead of monthly data. We exclude base salary

as individual income component (i.e., base salary is yℓit in terms of (5.15)). Moreover, for

the group of individuals employed at the Insurer and with income below the median, the

income component “bonus” is never positive for the included individuals, and therefore

excluded from the regressions.

The framing test results for equation (5.15), J = 1, are found in the bottom rows of

tables 5.2 and 5.3 (monthly data) and 5.4 and 5.5 (annual data). For the Bank equality of

the mpss is rejected in all cases. For the Insurer the equality of the mpss is not rejected,

except for the group with income below median (annual data, but also almost so for

monthly data). For the Bank “holidays allowance” and “LCS contribution” are the income

components that most significantly affect savings contributions. For the Insurer, very few

individual coefficients are significant.

The results using annual and monthly data for equation (5.15) are qualitatively similar

but the magnitudes of the marginal propensities to save differ. This is not surprising given

that they are different aggregations of the monthly results displayed in Figures 5.1 to 5.12.

In the cases J = 2 and J = 3 we also include all higher order terms and cross terms

of the individual income components as well as the cross terms of the individual income

components and total income up to order J . Table 5.6 summarizes the test results for

J = 1, 2, 3 (with J = 1 following from tables 5.3 and 5.5). Equality of mpss is rejected in

all cases, except for the Insurer in case J = 1.

Next, we present the outcomes for the nonparametric equation (5.2) based on test

statistic (5.14). Table 5.7 reports the test outcomes for the Insurer, for the month couples

January 2006/2007 to December 2006/2007, for J = 1, 2, 3, for each of the income compo-

nents separately, and for all income components together. We only present the results when

including the first order terms in (5.12). Including higher order (cross) terms yields similar

results. We find that the null hypothesis of no framing effect is systematically rejected at

the 5% significance level for the income component “other income,” for the months May
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Table 5.2: Bank: contributions into LCS with monthly data (J = 1)
All Female Male Age < 45 Age ≥ 45 Below median Above median

Total income 0.030 0.118∗∗∗ −0.015 0.036 0.039 0.030 0.034
(0.03) (0.03) (0.03) (0.03) (0.05) (0.03) (0.03)

Holiday allowance 0.166∗∗∗ 0.077∗∗ 0.211∗∗∗ 0.091∗∗∗ 0.223∗∗∗ 0.164∗∗∗ 0.168∗∗∗

(0.03) (0.04) (0.03) (0.03) (0.05) (0.04) (0.04)
13th month 0.088∗∗ −0.025 0.136∗∗ 0.034 0.097 0.080 0.031

(0.04) (0.06) (0.05) (0.05) (0.07) (0.07) (0.07)
Profit share −0.058∗∗ −0.156∗∗∗ −0.009 −0.046 −0.119∗∗ −0.020 −0.057

(0.03) (0.04) (0.03) (0.03) (0.05) (0.04) (0.04)
Overtime −0.027 −0.141∗∗ 0.039 −0.001 −0.047 −0.056 −3.429∗∗∗

(0.04) (0.06) (0.06) (0.07) (0.08) (0.05) (0.45)
Bonus −0.000 −0.129∗∗∗ 0.063∗ −0.018 0.004 −0.001 −0.002

(0.03) (0.04) (0.03) (0.03) (0.05) (0.04) (0.03)
Labeled payment 0.534∗∗∗ 0.375∗∗∗ 0.621∗∗∗ 0.498∗∗∗ 0.563∗∗∗ 0.550∗∗∗ 0.609∗∗∗

(0.06) (0.08) (0.07) (0.06) (0.10) (0.06) (0.08)
Other income −0.044 −0.125∗ 0.001 −0.103∗∗∗ −0.007 −0.120 −0.049

(0.04) (0.07) (0.05) (0.04) (0.07) (0.07) (0.05)
Benefit budget 0.146∗∗∗ 0.071 0.170∗∗ 0.151∗∗∗ 0.108 0.132∗∗ −0.031

(0.05) (0.07) (0.07) (0.06) (0.09) (0.06) (0.09)
February 66.974 32.266 61.176 −6.614 35.926 97.771 −216.496

(86.82) (112.35) (151.06) (92.13) (150.65) (119.91) (283.19)
March 217.747∗∗ 167.156 221.403 175.873∗ 142.228 165.881 31.150

(87.45) (117.10) (150.88) (97.72) (148.52) (120.84) (285.96)
April 75.618 148.575 4.003 8.112 37.471 107.261 −242.799

(91.74) (116.05) (159.48) (103.71) (155.95) (123.20) (294.79)
May 33.914 9.413 18.955 −71.937 144.376 9.839 −300.188

(87.95) (112.24) (151.72) (104.41) (142.78) (123.38) (284.23)
June 74.046 38.499 66.351 25.167 9.298 108.347 −232.581

(85.51) (114.15) (148.89) (95.03) (145.73) (120.71) (281.18)
July 9.052 2.762 −20.783 −38.938 −54.229 64.563 −346.514

(86.73) (112.35) (151.28) (93.35) (149.76) (119.96) (285.78)
August 84.545 38.114 86.241 20.623 44.907 110.983 −211.288

(86.48) (115.07) (150.57) (95.12) (148.49) (120.92) (284.10)
September 81.885 36.750 81.905 15.068 40.836 104.358 −208.959

(87.15) (114.05) (152.08) (94.86) (150.68) (120.76) (286.06)
October 82.073 40.410 79.896 15.598 39.895 99.952 −200.930

(87.20) (115.06) (151.72) (95.32) (149.92) (120.84) (285.42)
November 149.083∗ 86.292 162.281 97.064 82.298 127.216 −76.683

(87.88) (115.68) (152.31) (96.73) (150.83) (120.97) (286.06)
December 127.461 83.286 127.544 48.047 105.815 115.129 −110.885

(87.95) (115.76) (152.78) (95.67) (151.58) (120.85) (286.99)
Year 2007 −4.932 −41.330 43.233 −43.637 57.761 −26.260 271.570∗∗

(32.13) (31.07) (60.78) (26.92) (61.97) (29.59) (105.61)
Constant 144.767 −152.164 391.152∗∗ 75.481 306.490 35.830 528.680

(124.71) (154.45) (185.64) (121.74) (249.39) (139.51) (310.93)

R2 0.068 0.070 0.070 0.053 0.091 0.061 0.077
p-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000
N 19138 8000 11138 11377 8234 10984 8154

The dependent variable is the amount of contributed to the LCS scheme. Employee fixed effects
are included. Robust standard errors clustered at the employee-level are presented in parentheses.
The p-value pertains to testing whether all income coefficients, except for ‘Total income’, are jointly
equal to zero. */**/*** correspond to 10%/5%/1% significance level.
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Table 5.3: Insurer: contributions into LCS with monthly data (J = 1)
All Female Male Age < 45 Age ≥ 45 Below median Above median

Total income 0.034 −0.015 0.032 −0.061 0.186 0.036 0.001
(0.06) (0.02) (0.07) (0.04) (0.12) (0.02) (0.07)

Holiday allowance −0.027 0.014 −0.025 0.065 −0.171 −0.034 −0.005
(0.06) (0.02) (0.07) (0.04) (0.11) (0.03) (0.07)

13th month −0.026 0.015 −0.022 0.063 −0.175 −0.036 0.013
(0.06) (0.02) (0.07) (0.04) (0.12) (0.02) (0.08)

Profit share −0.031 0.015 −0.029 0.064 −0.186 −0.037 0.000
(0.06) (0.02) (0.07) (0.04) (0.12) (0.02) (0.07)

Overtime −0.126 −0.018 −0.142 0.023 −0.277∗∗ −0.101 −0.275
(0.08) (0.03) (0.10) (0.05) (0.14) (0.06) (0.23)

Bonus −0.035 0.007 −0.032 0.059 −0.187 0.000
(0.06) (0.02) (0.07) (0.04) (0.12) (0.07)

Other income 0.011 0.015 0.022 0.057 −0.070 −0.016 0.045
(0.06) (0.02) (0.08) (0.04) (0.16) (0.02) (0.08)

February 12.014 48.871 −0.389 −14.578 23.473 29.716∗ −7.458
(18.98) (30.83) (18.75) (31.28) (23.82) (16.77) (25.71)

March 0.822 6.234 −2.538 −7.282 4.840 3.129 −6.024
(19.70) (15.57) (21.32) (31.52) (23.22) (12.06) (28.90)

April −7.132 1.838 −12.756 −15.668 −11.312 2.567 −19.741
(20.13) (13.28) (22.10) (31.39) (27.31) (12.07) (30.09)

May −17.848 −3.298 −19.117 −21.483 −40.435 −11.863 50.091
(19.14) (7.37) (24.11) (26.66) (29.64) (14.97) (42.89)

June −9.589 −6.427∗ −11.120 −20.744 −18.696 −14.228∗∗ −0.189
(25.35) (3.58) (29.16) (30.12) (38.21) (5.65) (43.28)

July 1.628 −5.497 2.335 −18.649 −3.221 −8.488 17.470
(23.01) (3.65) (25.98) (30.00) (32.27) (5.61) (39.09)

August −8.529 −5.692 −12.228 −27.262 1.140 −4.988 13.223
(23.24) (3.81) (27.68) (32.80) (27.65) (9.24) (40.85)

September 3.166 −5.891 4.325 −18.120 −0.390 −6.502 18.926
(24.00) (3.70) (27.35) (29.92) (33.26) (6.33) (41.43)

October 3.557 −6.131 4.675 −17.019 −1.202 −6.313 19.979
(24.18) (3.72) (27.65) (30.31) (33.91) (6.06) (41.90)

November −28.237 −3.894 −40.664∗ −24.138 −46.970 −8.839 −53.251
(19.78) (5.25) (24.46) (26.30) (32.73) (6.72) (53.56)

December −4.038 −4.641 −3.911 −15.037 −19.074 −7.620 7.877
(25.49) (3.75) (29.50) (30.61) (39.38) (5.31) (44.44)

Year 2007 24.760 0.083 34.412 −0.615 21.670 7.751 56.911
(15.63) (6.99) (21.54) (13.44) (23.62) (8.36) (36.43)

Constant 307.764 270.565∗∗∗ 374.579 504.162∗∗∗ −199.788 210.385∗∗∗ 583.807
(246.43) (45.92) (325.65) (175.80) (483.54) (58.39) (403.08)

R2 0.038 0.037 0.050 0.063 0.127 0.024 0.055
p-value 0.174 0.191 0.262 0.244 0.086 0.054 0.321
N 3036 740 2296 1294 1859 1582 1454

The dependent variable is the amount of contributed to the LCS scheme. Employee fixed effects are
included. Robust standard errors clustered at the employee-level are presented in parentheses. The
p-value pertains to testing whether all income coefficients, except for ‘Total income’, are jointly equal
to zero. */**/*** correspond to 10%/5%/1% significance level.
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Table 5.4: Bank: contributions into LCS with annual data (J = 1)
All Female Male Age < 45 Age ≥ 45 Below median Above median

Total income −0.019 0.019 −0.049 0.004 −0.045 0.001 −0.012
(0.02) (0.02) (0.03) (0.01) (0.06) (0.02) (0.04)

Holiday allowance 0.833∗∗∗ 1.005∗∗∗ 0.763∗∗ 0.306 1.253∗∗∗ 0.441 1.001∗∗∗

(0.26) (0.31) (0.32) (0.19) (0.41) (0.27) (0.32)
13th month 0.095 −0.060 0.150 0.110∗ 0.097 0.029 0.101

(0.10) (0.08) (0.14) (0.07) (0.22) (0.08) (0.14)
Profit share 0.061 −0.388∗ 0.241∗ 0.081 −0.115 0.190 −0.013

(0.13) (0.23) (0.14) (0.16) (0.23) (0.19) (0.15)
Overtime 0.218∗∗∗ 0.243∗∗ 0.357 0.140 0.260 0.152∗∗ 2.383

(0.07) (0.11) (0.25) (0.17) (0.19) (0.06) (1.53)
Bonus 0.054 −0.063 0.120∗ −0.009 0.160 0.072 0.033

(0.05) (0.05) (0.07) (0.04) (0.12) (0.06) (0.07)
Labeled payment 2.065 −1.258 5.186∗ 1.768∗∗ 3.749 1.066 2.594

(1.73) (1.52) (2.88) (0.81) (4.84) (0.97) (2.83)
Other income 0.075 0.146 0.087 0.033 0.078 0.055 0.053

(0.09) (0.18) (0.11) (0.07) (0.32) (0.08) (0.11)
Benefit budget 0.382∗∗∗ 0.334∗∗∗ 0.482∗∗∗ 0.220∗∗∗ 0.576∗∗ 0.225∗ 0.324∗∗

(0.10) (0.12) (0.14) (0.08) (0.26) (0.12) (0.16)
year 2007 360.255 −164.547 700.193 40.633 521.711 −50.282 2374.061∗∗

(262.00) (265.29) (512.26) (224.52) (599.45) (257.24) (943.09)
Constant 677.010 694.011 732.548 372.552 1489.631 550.993 −45.060

(716.87) (485.82) (977.15) (410.43) (1692.35) (433.25) (1350.34)

R2 0.074 0.135 0.079 0.098 0.083 0.072 0.086
p-value 0.000 0.000 0.000 0.019 0.010 0.037 0.001
N 3224 1334 1890 1950 1373 1612 1612

The dependent variable is the amount of contributed to the LCS scheme. Employee fixed effects are
included. Robust standard errors clustered at the employee-level are presented in parentheses. The
p-value pertains to testing whether all income coefficients, except for ‘Total income’, are jointly equal
to zero. */**/*** correspond to 10%/5%/1% significance level.
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Table 5.5: Insurer: contributions into LCS with annual data (J = 1)
All Female Male Age < 45 Age ≥ 45 Below median Above median

Total income 0.065 0.003 0.063 0.024 0.194 0.034 −0.019
(0.10) (0.07) (0.15) (0.03) (0.24) (0.09) (0.13)

Holiday allowance 1.119 0.364 1.326 0.522 0.253 2.336∗∗∗ 0.307
(0.96) (0.68) (1.53) (0.41) (1.87) (0.86) (1.08)

13th month 0.261 0.194 0.303 0.054 −0.072 −0.156 0.398
(0.24) (0.32) (0.31) (0.14) (1.14) (0.35) (0.24)

Profit share 0.117 0.268 0.205 0.073 0.620 0.027 0.236
(0.29) (0.43) (0.37) (0.10) (0.87) (0.41) (0.34)

Overtime 0.348 0.569 0.254 0.101 0.398 0.460 0.575
(0.39) (0.47) (0.49) (0.08) (0.54) (0.41) (0.61)

Bonus 0.356 −0.950 0.370 0.088 0.734 0.434∗

(0.24) (0.83) (0.30) (0.10) (0.63) (0.26)
Other income 0.545 0.039 0.690 −0.039 0.670 0.300 0.631

(0.38) (0.14) (0.51) (0.06) (0.72) (0.31) (0.44)
year 2007 587.922∗∗ 658.947∗∗∗ 335.924 201.840 430.421 414.143 1423.461∗∗∗

(251.84) (244.65) (370.37) (137.13) (667.36) (304.53) (483.34)
Constant −6442.468∗∗∗ −626.666 −7885.586∗∗∗ −1498.061 −11782.532∗∗∗ −5063.400∗∗∗ 644.198

(2372.45) (1366.65) (2455.26) (897.43) (2972.40) (1771.59) (6025.29)

R2 0.355 0.257 0.395 0.251 0.479 0.600 0.316
p-value 0.426 0.554 0.399 0.231 0.411 0.018 0.231
N 360 96 264 160 212 180 180

The dependent variable is the amount of contributed to the LCS scheme. Employee fixed effects are
included. Robust standard errors clustered at the employee-level are presented in parentheses. The
p-value pertains to testing whether all income coefficients, except for ‘Total income’, are jointly
equal to zero. */**/*** correspond to 10%/5%/1% significance level.

Table 5.6: Test results equation (5.15)
Monthly data Annual data

All Bank Insurer All Bank Insurer

J=1 F -stat 27.22 30.49 1.52 4.71 4.29 1.00
p-value 0.000 0.000 0.174 0.000 0.000 0.426

J=2 F -stat 91.26 57.80 2.85 4.46 4.31 8.82
p-value 0.000 0.000 0.000 0.000 0.000 0.000

J=3 F -stat 3.29 3.29 95.75 18.90 49.20 78.40
p-value 0.000 0.000 0.000 0.000 0.000 0.000
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Chapter 5. Framing effects in an employee savings scheme

up to and including December. For the months May to November rejections are found

for all three parametric specifications (J = 1, 2, 3), while for December it only applies to

J = 2, 3 (where J = 2 seems to give a fit in line with the nonparametric estimate). More-

over, the null hypothesis of no framing effect is also rejected at the 5% significance level for

the income component “base salary,” for the months May, July, September, October, and

November (J = 1, 2, 3), and June and August (J = 3). The null hypothesis is not rejected

for these two income components for the other months, and also not rejected for any of

the other income components for the time period under consideration. So, assuming that

the employees working at the Insurer form a homogeneous group, the conclusion seems

to be that there is a framing effect, in line with the evidence summarized in Table 5.6,

particularly for J = 2, 3.

In Table 5.8 we present the corresponding outcomes for the Bank. We only find a few

rejections of the null hypothesis of no framing effect at the 5% significance level. For the

month July we find a rejection of the null hypothesis for the income component “overtime”

(J = 1, 2, 3), and for the month August we find a rejection of the null hypothesis for the

income component “bonus” (J = 1, 2, 3). Moreover, for the months July and November we

find a rejection of the null hypothesis for the income component “base salary” (J = 3). For

the simultaneous test, we find clear rejections of the null hypothesis in case of the months

August and November.

These results are not fully in line with the results summarized in Table 5.6, indicating

that the parametric estimation and test results might be driven by misspecification. To

investigate whether this is the case, Figures 5.13–5.14 compare the parametric and non-

parametric estimation results for g = Bank for the months August and November, for

which the simultaneous tests reject the null hypothesis. The figures show that in these two

months the three parametric specifications have some difficulty to yield an appropriate fit

(in line with the nonparametric estimates), with as only exception August for J = 2, where

after some shifting a reasonable fit seems to be possible. But for this case the p-value of

the simultaneous test is only 0.10 (although for the income component “bonus” it equals

0.03). Thus, we cannot exclude the possibility that the rejections of the null hypotheses

for the Bank are partly due to misspecification.

In sum, we find evidence for framing effects in most cases, but the type of deviations

from the null of equal marginal propensities to save varies across specifications. For ex-

ample, when the shape of the savings-income relationship is not allowed to vary across

months evidence of framing is found more often for the Bank than for the Insurer. The
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Chapter 5. Framing effects in an employee savings scheme

reverse pattern is found when the shape of the savings-income relationship is allowed to

vary across months. The former result is likely to be partly driven by misspecification.

The latter result is based on a much more flexible specification and therefore more likely

to reflect genuine framing effects.

5.5 Conclusion

In this study we have investigated framing effects in an employee savings scheme, using

specifications that differ in functional form flexibility and in the time aggregation of the

data. In most cases we find evidence that marginal propensities to save differ across income

components.

Our analysis reveals a large degree of heterogeneity in savings behavior within the year.

Not only the curvature, but also the sign of the relationship between total income and

savings appears to vary across months. While we find the expected positive relationship

for 22 out the 24 months our data apply to, the relationship appears to be negative for

January 2006 and January 2007.

The strongest evidence for a pure labeling effect is found for employees of the Insurer

(Table 5.7). Even though base salary and other income are paid with identical frequency

and timing (monthly) the marginal propensities to save out of these two income components

differ for most of the months. This remains undetected when using the more restrictive

specifications or the annual aggregation of the data.

Employees at the Bank and the Insurer have higher education levels on average than

the general population and are likely to be more financially literate. The degree of framing

reported here is therefore likely to be a lower bound of the framing effects that would be

found in the general population.

The heterogeneity within the year helps to clarify the pathways that lead to framing

effects. The atypical result for January suggests that savings contributions do not only

depend on the label of an income component and the frequency with which it is paid, but

also on the calendar timing of these payments. Thus employers seem to have several low

cost instruments for affecting savings rates: changing the labels of income components,

changing their relative sizes, changing payment frequencies, and changing the calendar

timing of payments.
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Figure 5.1: Insurer: parametric versus nonparametric in January

7 7.5 8 8.5 9 9.5
4.5

5

5.5

6

6.5

7
Nonparametric vs Parametric Regression 11 January

Income

LC
S

 

 
NP 2006
Upper conf
Lower conf.
par 2006

7 7.5 8 8.5 9 9.5

5

5.2

5.4

5.6

5.8

6

6.2

6.4

6.6

6.8
Nonparametric vs Parametric Regression 12 January

Income

LC
S

 

 
NP 2007
Upper conf
Lower conf.
par 2007

7 7.5 8 8.5 9 9.5
4.5

5

5.5

6

6.5

7
Nonparametric vs Parametric Regression 21 January

Income

LC
S

 

 
NP 2006
Upper conf
Lower conf.
par 2006

7 7.5 8 8.5 9 9.5

5

5.2

5.4

5.6

5.8

6

6.2

6.4

6.6

6.8
Nonparametric vs Parametric Regression 22 January

Income

LC
S

 

 
NP 2007
Upper conf
Lower conf.
par 2007

7 7.5 8 8.5 9 9.5
4.5

5

5.5

6

6.5

7

7.5

8

8.5
Nonparametric vs Parametric Regression 31 January

Income

LC
S

 

 
NP 2006
Upper conf
Lower conf.
par 2006

7 7.5 8 8.5 9 9.5
4.5

5

5.5

6

6.5

7

7.5

8

8.5
Nonparametric vs Parametric Regression 32 January

Income

LC
S

 

 
NP 2007
Upper conf
Lower conf.
par 2007

The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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Figure 5.2: Insurer: parametric versus nonparametric in February
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The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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Figure 5.3: Insurer: parametric versus nonparametric in March
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The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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Figure 5.4: Insurer: parametric versus nonparametric in April
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The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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Figure 5.5: Insurer: parametric versus nonparametric in May
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The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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Figure 5.6: Insurer: parametric versus nonparametric in June
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The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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Figure 5.7: Insurer: parametric versus nonparametric in July
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The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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Figure 5.8: Insurer: parametric versus nonparametric in August
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The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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Figure 5.9: Insurer: parametric versus nonparametric in September
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The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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Figure 5.10: Insurer: parametric versus nonparametric in October
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The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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Figure 5.11: Insurer: parametric versus nonparametric in November
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The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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Figure 5.12: Insurer: parametric versus nonparametric in December
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The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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Figure 5.13: Bank: parametric versus nonparametric in August

7 7.5 8 8.5 9 9.5 10
4.9

5

5.1

5.2

5.3

5.4

5.5

5.6

5.7
Nonparametric vs Parametric Regression 11 August

Income

LC
S

 

 
NP 2006
Upper conf
Lower conf.
par 2006

6.5 7 7.5 8 8.5 9 9.5
4.6

4.8

5

5.2

5.4

5.6

5.8

6
Nonparametric vs Parametric Regression 12 August

Income

LC
S

 

 
NP 2007
Upper conf
Lower conf.
par 2007

7 7.5 8 8.5 9 9.5 10
4.9

5

5.1

5.2

5.3

5.4

5.5

5.6

5.7
Nonparametric vs Parametric Regression 21 August

Income

LC
S

 

 
NP 2006
Upper conf
Lower conf.
par 2006

6.5 7 7.5 8 8.5 9 9.5
4.7

4.8

4.9

5

5.1

5.2

5.3

5.4

5.5

5.6

5.7
Nonparametric vs Parametric Regression 22 August

Income

LC
S

 

 
NP 2007
Upper conf
Lower conf.
par 2007

7 7.5 8 8.5 9 9.5 10
4.9

5

5.1

5.2

5.3

5.4

5.5

5.6

5.7
Nonparametric vs Parametric Regression 31 August

Income

LC
S

 

 
NP 2006
Upper conf
Lower conf.
par 2006

6.5 7 7.5 8 8.5 9 9.5
4.7

4.8

4.9

5

5.1

5.2

5.3

5.4

5.5

5.6

5.7
Nonparametric vs Parametric Regression 32 August

Income

LC
S

 

 
NP 2007
Upper conf
Lower conf.
par 2007

The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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Figure 5.14: Bank: parametric versus nonparametric in November
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The left figures are for the year 2006, the right for 2007. The small line is the nonparametric esti-

mate, with two lines for the 95%-confidence intervals. The parametric estimate is the interrupted

line, with J = 1 (top pair), J = 2 (middle pair), and J = 3 (bottom pair). Axes differ sometimes

due to scaling.
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5.A Institutional details

The Life Course Savings Scheme was introduced in 2006 to promote life cycle planning

and better balance work and private life. Workers are stimulated to save for those periods

in their lifecycle in which their personal circumstances make it attractive to have more

leisure time. The tax facilities related to the LCS include tax deferral, tax subsidies for

parents who use the LCS for staying at home with young children, and tax exemptions for

employers’ contributions.

The LCS scheme allows workers to save up to a maximum of 12% of their salary per

year, while the total balance should not exceed 210% of their annual wage. As mentioned,

saving in the LCS means tax-deferral: the saved share of income is untaxed at the time of

saving. LCS money can be used (and is then taxed) to finance parental leave, care leave

and education, as well as early retirement. If it is used for parental leave, employees get

additional tax reductions, which can amount to 632 euro a month. While the LCS was

introduced to facilitate combining family life and working life over the life cycle, the ESS

was introduced to stimulate savings in general. The amount of money that can be saved in

the ESS is much smaller than in the LCS. After four years of savings on a blocked account,

the maximum tax deduction gained by ESS participation is a mere 600 euro. Whereas

LCS money must be spent on buying leisure time, money in the ESS can be spent at the

discretion of the employee.

The Dutch LCS differs from the recent initiatives in Sweden and the US to privatize

social security. First, saving in the LCS is encouraged, but not mandatory. Second,

LCS participants do not necessarily have investment risk, as accounts typically offer a

fixed interest rate. Third, taking out the LCS money is only permitted for buying leisure

time. Fourth, the plan does not substitute existing social security arrangements in the

Netherlands. Fifth, the main goal was to assist two-income earners to both work and have

time to raise children, not for retirement planning.

Workers who up to 2006 did partake in the ESS and wanted to change had to actively

op-out of the ESS and enroll in the LCS. Employees can switch every calendar year from

one scheme to the other. Savings built-up in either scheme are retained when an employee

switches.
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Implementation at the Bank and the Insurer

Both the Bank and the Insurer offers accounts in the Life Course Savings scheme as well as

the Employee Savings scheme as financial products to the general public. Therefore, both

firms have are interested in encouraging LCS participation also among their employees. If

an employer chooses to grant LCS contributions as a part of the wage package, law man-

dates that all of his employees should indiscriminately receive such a contribution, whether

or not they participate in the LCS. Moreover, although labeled as LCS contribution, there

are no restrictions for employees on how to spend it. Thus an employer’s LCS contribution

does not differ from other parts of the wage package, except for its label “LCS contribu-

tion”.

Promotional activities for LCS participation differed somewhat between the Bank and

the Insurer. The Bank offered a relatively high interest rate on LCS savings, and in addi-

tion awarded a bonus for employee savings for five years in a row (10% over the summed

interest of these five years). Employees who preferred to invest in stocks rather than to

save were exempted from paying transaction costs on buying and selling stock. In October

2005, all employees of the Bank received a letter inviting them to participate in the LCS

with the details of this promotional offer, a product flyer, and a form to express interest

in participating. The only action required to enroll was to put a preprinted sticker on the

form and send it back to a pre-printed postpaid envelop.

The Insurer made promotional efforts among the employees stage-wise during the year

2006. The motivation to opt for phased implementation was the fact that there were al-

ready several other changes for employees in January 2006, like the major reform in the

Dutch health insurance system, a change in the fiscal treatment of lease cars, and a change

in the pension act. These changes required the attention of employees as well as the firms’

personnel departments. In January 2006, the Insurer sent a product flyer about the Life

Course Savings scheme together with the salary slip. In the months April, May, and June

of 2006 the Insurer organized in all its locations information campaigns for employees.

There were no advantageous interest rates for employees of the Insurer. Once an employee

has an LCS account, (s)he can easily change the amount of savings by accessing the firm’s

intranet-site. If an employee changes the amount of his inlay before the 10th of the month,

this change will be in effect the next month.
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