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Foreword 
Information and Communication Technologies allow us to bridge space and time. New services 
and industries are constantly being created and people no longer depend on the here and now for 
their development, but can tap into resources across the globe. Cloud Computing, for instance, al-
lows users to make use of remote services and store their data far from home. Healthcare increas-
ingly makes use of diagnosis and care at a distance. Drones and remote cameras replace the 
physical presence of police and other vigilantes. Robots will increasingly be deployed to act on our 
behalf.  

The mediation in space and time by technology also raises new questions. How will distance 
work out in daily life, in work, in friendships, and in care? How will people adjust to the paradoxical 
distance and closeness created by technologies? Will the distribution of responsibilities and liability 
change if activities take place at distances in space and time in complex systems and global envi-
ronments? What are best practices in multi-level governance to address the rise of distant inter-
connectivity?  

Bridging distances in technology and regulation is a textbook of papers that deal with diverse 
issues in the fields of regulation, technology and ethics. This book is divided in four parts and is or-
ganised as follows: the first part examines how technologies challenge regulation. The second 
part deals with the legal assessment of normative phenomena. The third part presents case stud-
ies on ethical dimensions of distance. The fourth part focuses on the managing of access to in-
formation. The individual chapters included in this book are briefly discussed below. 

The first part (coping with technologies) consists of four chapters. In Chapter 1 Gregory 
Mandel and Gary Marchant tackle the issue of governance in relation to emerging technologies, 
using as an example the case of synthetic biology. They discuss the regulation of synthetic biology 
under the US legal framework and they present how ‘soft-law’ could present sufficient advantages 
over the current mechanisms. Chapter 2, by Lyria Bennett Moses, examines the European and 
the Australian paradigms in technology regulation. While Australia has relied on law reform com-
missions to approach the regulation of new technologies, Europe has mainly put emphasis on 
technology assessment. Bennett Moses compares these two approaches and explores opportuni-
ties for mutual learning. Hans Ebbers, Huub Schellekens, Hubert Leufkens and Toine Pieters in 
Chapter 3 focus on the regulation of pharmaceuticals. They present the European framework on 
copycut biological, so-called ‘biosimilars’, focusing especially on erythropoiesis-stimulating agents 
and the pure red cell aplasia (PRCA) safety controversy. Their analysis shows that the European 
regulatory framework for biosimilars stimulates innovation, while it manages to maintain high safety 
standards and it illustrates the role of regulation and regulators in creating new pharmaceuticals. 
Chapter 4 by Johan Söderberg deals with the cat and mouse game between legislators and mak-
ers of intoxicating drugs. Each time a drug is added to the list of controlled substances, new ones 
with similar intoxicating effects as those already prohibited by law are created. These ‘legal highs’ 
obviously cause problems for regulators who have a hard time to keep up with development. 
Söderberg discusses ways for regulators to keep up with innovations without hampering innova-
tion. 

The second part (the scope of law) contains two chapters. Chapter 5 by Michael Anthony C. 
Dizon draws attention to regulation by other means than classical law. He argues that to under-
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stand how the networked information society is organized and operates we need to develop and 
adopt a pluralist, rule-based approach taking into account plural legal and extra-legal rules, norms, 
codes and principles that influence behaviour. He illustrates this idea by discussing hackers show-
ing that hacking is not simply a problem that needs to be solved, but rather that it is a complex, 
techno-social complex that flips from socially desirable to socially undesirable and back all the time 
and thus requires a more nuanced assessment. In Chapter 6 Robin Hoenkamp, Adrienne de Moor 
– van Vugt and George Huitema discuss the odd role (technical) standards play in the modern 
networked society. Often standards are being developed without a clear legal mandate, yet they 
have a profound normative effect on manufacturers and consumers. The authors discuss the legal 
status of different types of standards and illustrate the importance of providing clear procedural 
standards and legal status for standards in the domain of smart grids. 

The third part (ethical reflection on distance: case studies) comprises of four chapters. Mark 
Coeckelbergh in Chapter 7 takes us into the world of killer drones and surveillance in public spac-
es and discusses the often-heard argument that the distance in these environments between the 
killer/observant and their targets makes killing/observation easier. The technology between drone 
crew and target seems to increase moral distance making killer easier. Coeckelbergh argues that 
the fact that the crew builds up stories about their targets over time which may mitigate the in-
creased moral distance. In other words, he shows that practice of drone fighting is more complex 
than often thought and calls for more reflection on how technologies could create the conditions 
under which moral metamorphosis and interpretative freedom can be promoted to keep a proper 
balance. 

In Chapter 8 Esther Keymolen presents collaborative consumption as a characteristic of the 
21st century. One of the basic principles of collaborative consumption is that it is based on trust be-
tween strangers, expressed for instance via online peer-to-peer platforms or user rating systems. 
Such trust is however not free of failures, which raises the need to tackle with the complexities of 
online environments. Keymolen proposes the concept of interpersonal system trust to open up a 
new perspective on the workings of collaborative consumption. Chapter 9, authored by Federica 
Lucivero and Lucie Dalibert discusses trust in the context of point-of-care devices such as the Na-
nopil, an ingestible capsule that contains a miniaturized chip that performs an in vivo analysis of in-
testinal fluid, detects the presence of biomarkers for colorectal cancer, and communicates the re-
sult to the outside via radiosignalling. Lucivero and Dalibert elaborate on the potential tension us-
ers of such point-of-care devices may experience between trusting their experience of a symptom 
and trusting the technology. They show how the Nanopil provides a hybrid of proximity and de-
tachment from the user and argue that such close-yet-distant relationship requires careful consid-
eration in the innovation process. In Chapter 10 Anton Vedder deals with the relation between 
technological innovation and the sustainability of the health care system. He examines the possible 
impact of the use of e-health applications on the respective roles of patients and care providers 
and on the care provider-patient relationship. 

The fourth part (managing access to information) consists of two chapters. In Chapter 11, 
Maurice Schellekens discusses the problem arising by the use of robots to collect information from 
the internet and the use of robots.txt protocols to regulate de facto the access by bots. Schellekens 
discusses the two legal action that can be taken to vindicate a prohibition of access, presenting the 
criminal act of unauthorised access foreseen in Article 2 of the Convention of Cybercrime of the 
Council of Europe on the one hand and the protection under US civil law action of trespass to chat-
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tels on the other. Chapter 12, by Gergely Alpár and Bart Jacobs, discusses attribute-based cre-
dentials, the basic building blocks of many upcoming privacy-enhancing technologies and user-
centric identity management systems. They elaborate realistic on-line and off-line use cases in at-
tribute-based identity management and identify and analyse some of the design issues that require 
a decision or solution.  

The editors wish to thank the following persons: first and foremost the authors of this book for 
their invaluable contributions and their enthusiasm. We also wish to thank the reviewers for their 
time, effort and motivation to provide feedback on all the papers. We thank Anton Vedder, who, as 
the Director of the Tilburg Institute for Law, Technology, and Society (TILT), made it possible to or-
ganise the conference that was the starting point for this book. A deep thank you to Bert-Jaap 
Koops and to the members of the organising team, who helped us in realising the conference and 
the book, Leonie de Jong, Femke Abousalama and Irene Aertsen. And last but not least, we would 
like to thank our publisher, Simone Fennell, for her support in turning this book into reality. 

 
Ronald Leenes & Eleni Kosta 
Tilburg, The Netherlands, April 2013 
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Evolving technology regulation:  
Governance at a temporal distance 

Prof. Gregory N. Mandel 
Temple Law School 

gmandel@temple.edu 

Prof. Gary E. Marchant 
Arizona State College of Law 
gary.marchant@asu.edu 

 

Abstract Emerging technologies can place great strain on extant regulatory systems. Regulatory systems 
are hard-pressed to adapt quickly enough to technological development, particularly as both the benefits 
and risks of emerging technologies often cannot be known until a technology develops further. In such cir-
cumstances, ‘soft law’ alternatives can more rapidly provide flexible measures to help fill regulatory gaps in 
a manner that allows a promising technology to develop while still adequately protecting human health and 
the environment. 

Keywords emerging, technology, governance, regulation, synthetic biology 

Introduction 

The biotechnology revolution has changed our lives, transforming medicine, agriculture, and ener-
gy. Rapid developments in biotechnology over the past several decades, from genetically modified 
crops to biologic pharmaceuticals have placed tremendous strain on extant regulatory systems. 
Regulatory systems are designed to handle the technology in place at the time of their promulga-
tion, often decades in the past, and have been hard-pressed to evolve to govern emerging innova-
tion (Mandel 2009; Brownsword 2008). New developments in biotechnology may fall into gaps not 
covered by existing regulation, or be unintentionally trapped in regulatory schemes poorly designed 
for certain products and governed by happenstance by a regulatory agency that lacks expertise in 
a given area. Successful governance of an emerging technology, with biotechnology as a prime 
example, requires governance across time of a technology whose development is as yet unknown. 
It requires technology governance at a technological and temporal distance. 

 The challenge of adapting historic regulatory schemes to emerging technologies can be 
daunting. Statutory and regulatory evolution is slow, expensive, and often politically difficult or fu-
tile. In many circumstances, law is simply incapable of evolving as rapidly as technological ad-
vance. In these cases, “soft law” alternatives may provide a valuable alternative, one that can pro-
vide faster and more flexible governance that achieves a balance between the desire to enable 
promising technologies to develop further while adequately guarding against their potential risks. 

This paper discusses the challenge of technology regulation at a distance by presenting a 
case study on synthetic biology. Synthetic biology is one of the fastest developing and most prom-
ising emerging technologies. It will permit scientists to design living organisms unlike any found in 
nature, and to redesign existing organisms to have enhanced or novel qualities. While traditional 
biotechnology involves the transfer of a small amount of genetic material from one species to an-
other, synthetic biology will permit the purposeful assembly of an entire organism. Synthetically de-
signed organisms, it is hoped, might be put to myriad beneficial uses, including better detection 
and treatment of disease, the remediation of environmental pollutants, and the production of new 
sources of energy, medicines and other valuable products. Engineered life forms, however, also 
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might pose risks to human health and the environment. And, exactly what those hazards are and 
how they might be controlled cannot be fully determined in advance of the very research necessary 
to develop this novel science in the first instance. 

In order to ground and concentrate the analysis, the paper focuses on the first synthetic biol-
ogy organisms that are anticipated to be commercialized and on governance under the U.S. regu-
latory system. The analysis reveals that although the extant U.S. regulatory system is capable of 
handling sufficiently several aspects of novel synthetic biology organisms, there are also a number 
of potentially troubling regulatory gaps. These gaps arise because synthetic biology presents par-
ticular challenges for the existing regulatory regimes due to three atypical characteristics of this 
nascent technology: synthetic biology organisms can evolve; the traditional relationship between 
mass and risk may break down for synthetic biology products; and the conventional regulatory fo-
cus of existing statutes on end-product chemicals may be a poor match in certain instances for a 
technology that produces novel organisms, with their own attendant risks, that, in turn, produce the 
end-product chemicals. Critically, the lessons learned and recommendations offered have general-
izable implications for how to govern an array of emerging technologies under a variety of regulato-
ry systems. 

The article begins with an overview of synthetic biology and an examination of the potential 
benefits and risks of expected early synthetic biology products. The paper then discusses existing 
U.S. regulatory authority concerning the potential human health and environmental impacts of syn-
thetic biology. The final part introduces several innovative “soft law” governance approaches that 
could shore up certain gaps in the existing regulatory framework for synthetic biology, with a goal 
of permitting this promising technology to develop as rapidly as possible consistent with adequate-
ly guarding against its potential environmental and human health risks.1 

Synthetic biology 

Synthetic biology brings the concept of engineering to biology in order to design living organisms. 
Synthetic biology is based on the understanding that DNA sequences can be assembled together 
like building blocks, producing a living entity with any desired combination of traits, much as one 
can assemble a car by putting together many individual pieces with different functions. 

Synthetic biology is in its infancy as a technological field. This emerging technology will use 
genes and other DNA sequences as interchangeable biological parts to build a target organism. 
The BioBricks Foundation is developing a catalog of standardized genetic sequences that perform 
specified biological functions when inserted into a microorganism. Concurrently, other scientists 
are trying to develop a simplified genome, designed to contain the minimal genetic code necessary 
to survive and replicate (Erickson 2011; Schmidt 2010). This minimal genome could then be used 
as a chassis to which genetic material coding for particular desired traits can be attached (Hylton 
2012). In this manner, synthetic organisms could be designed to perform myriad functions. 

Synthetic biology represents a giant leap forward from the current generation of genetically 
modified organisms created by recombinant DNA. Current genetic modification methods involve 

                                                
1
 Many emerging technologies, including synthetic biology, raise certain non-physical concerns, including economic 

and ethical questions. This paper focuses on the regulatory authority concerning science-based human health 
and environmental risks. 
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adding, modifying or deleting one, or at most a few, genes within an organism. Synthetic biology, 
on the other hand, will involves the creation of novel DNA sequences that may never have existed 
before in living organisms, or the widespread substitution or addition of entire or partial genomes. 
Synthetic biology is expected to provide significant benefits across a wide variety of fronts. Medical 
advances may include better disease detection, molecular devices for tissue repair and regenera-
tion, molecules utilizing a sensor and enzymes to identify and attack disease targets such as tu-
mors, personalized medicine, rapid development of vaccines, and cells with new properties to im-
prove human health (Ruder 2011; Chopra & Kamma 2006). As one example, synthetic biology 
may allow for less expensive production of biopharmaceuticals (European Commission 2005). 
Drugs that are currently expensively produced from natural sources, such as the anti-cancer drug 
taxol and the anti-HIV compound prostratin, could be produced inexpensively through engineering 
cells to produce the compounds in large quantities (Tucker & Zilinskas 2006). 

Synthetic biology is expected to produce a variety of environmental and energy benefits, in-
cluding the production of chemicals in more environmentally friendly manners, bioremediation, pol-
lutant detection, and less expensive and more efficient energy production (Erickson 2011). Biosen-
sors could be designed to signal the presence of environmental contaminants, including chemical 
pollutants and weapons (Khalil & Collins 2010; Bhutkar 2005). Engineered microorganisms may be 
able to remediate some of the most hazardous environmental pollutants, such as heavy metals, 
hazardous waste, and nuclear waste, or to recycle waste such as converting agricultural waste into 
useful products such as ethanol (Jarrell 2010; Chopra & Kamma 2006; European Commission 
2005). Microorganisms such as algae, bacteria or yeast could be redesigned using synthetic biolo-
gy to produce a new generation of biofuels that reduce pollution from both the production and use 
of the fuel (You-Kwan Oh 2011; Chopra & Kamma 2006; European Commission 2005). 

Synthetic cells may provide a future generation of faster, less expensive, and even self-
repairing, computers and robotic technologies (Balmer & Martin 2007; Tsuda 2005). For example, 
synthetic biologists have recently figured out how to program proteins to perform basic calcula-
tions, producing the first “cellular calculator” (Boyle 2012). Other scientists have been able to get 
an amoeba’s cellular structure to interface with, and process sensory signals from, a robot (Tsuda 
2005). Synthetic organisms may also be designed to biologically produce other proteins and chem-
icals with a variety of industrial, agricultural, or environmental applications, all more efficiently, for 
lower cost, and using fewer natural resources than is currently possible (Erickson 2011; Krivo-
ruchko 2011; Keasling 2010). 

 For all its potentially wondrous advances, synthetic biology also poses a variety of potential 
risks. A primary concern involves the accidental or intentional release of synthetic organisms into 
the environment.2 Uncontrolled release raises concerns that range from environmental damage to 
bioterrorism. For engineered organisms intended to be released into the environment, scientists 
are developing potential controls, such as making synthetic organisms dependent on non-naturally 
occurring nutrients or designing the organisms to self-destruct if a population spurt or density oc-

                                                
2
 Society’s approach to synthetic biology raises other potential areas of concern beyond direct risks to human 

health or the environment, including concerns regarding global trade, justice, intellectual property rights, and other 
issues, as well as social, religious, and philosophical questions regarding modifying or creating life forms. These 
issues raise a variety of questions that have few simple answers. This article focuses on the human health and 
environmental risks of synthetic biology. 
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curs (Balmer & Martin 2007). Such controls instituted for synthetic organisms deliberately released 
into the environment to serve as biosensors, for agricultural purposes, or for bioremediation could 
fail, leading to environmental or human health impacts (Pollack 2010). For example, intentionally 
released synthetic organisms could mutate or interact with other organisms and the environment in 
unexpected ways leading to unanticipated proliferation or to synthetic organisms passing their syn-
thetic genes to natural species (Balmer & Martin 2007). Thus, controls are not guarantees; living 
systems are very complex and can be unpredictable (Chopra & Kamma 2006). Synthetic circuits 
developed so far, for instance, have tended to mutate rapidly and become nonfunctional (Tucker & 
Zilinskas 2006). 

As with other emerging technologies, the challenge of guarding against synthetic biology 
risks while maintaining a safe environment in which the potentially enormous benefits of synthetic 
biology can be pursued will fall primarily upon federal regulatory agencies. These agencies will 
have to seek this delicate balance while operating pursuant to a statutory and regulatory system 
designed largely prior to the advent of synthetic biology, or even the advent of the earlier genera-
tion of conventional genetically modified products. Unsurprisingly, uncertainty surrounding emerg-
ing synthetic biology technology, and its attendant potential benefits and risks, will create signifi-
cant challenges for the U.S. regulatory system. Regulatory systems, almost necessarily, are de-
signed for technologies existing at the time of the regulatory systems’ formation and are based on 
the then-current understanding of that technology. Such systems often face difficulty and disruption 
when applied to newly emerging technologies (Mandel 2009). 

The first synthetic biology organisms expected to be commercialized include microorganisms 
engineered to produce biofuels, for chemical production, and for bioremediation. The following sec-
tions provide background on each of these nascent technologies, describe how each may be used, 
and evaluate potential scenarios for exposure and risks to human health or the environment. 

Synthetic Biology Algae for Biofuel Production 

Biofuels are one of the most promising new sustainable energy technologies for meeting rising en-
ergy needs worldwide, particularly in the transportation sector (Carriquiry 2011; Parmar 2011). First 
generation biofuels such as ethanol from corn have important limitations, including competition with 
food uses of the corn, loss of ecosystems, increases in food prices, and depending on the produc-
tion method limited or even negligible environmental benefits over their lifecycle (Parmar 2011). 
Accordingly, second and third generation biofuels produced from non-food biomass are being pur-
sued as a more sustainable, long-term solution, and single-cell algae (or microalgae) and cyano-
bacteria (or blue-green algae) (collectively, “algae”) are leading candidates for the production of 
biofuels (Carriquiry 2011; Singh & Gu 2010). While many researchers and companies are pursuing 
the development of algal cells for biofuel production using naturally occurring or genetically engi-
neered strains, synthetic biology may offer the greatest potential for producing large quantities of 
sustainable biofuels by creating new strains of algae. 

Genetic engineering of algae, particularly using the more powerful techniques of synthetic bi-
ology, has enormous potential to improve biofuel production in algae and help make it economical-
ly competitive with other fuel types and sources (Biello 2011; Parmar 2011). There are many types 
of algae, but of particular importance for the production of biofuels are microalgae and cyanobacte-
ria, which are single-cell organisms that capture sunlight through photosynthesis and use the 
stored energy to convert inorganic substances into simple sugars (Parmar 2011; National Renew-
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able Energy Laboratory 1998). As the primitive ancestors of modern plants, algae and cyanobace-
tria have relatively simple cellular systems, and as a result they can devote virtually all their cellular 
resources to the conversion of solar energy into biomass. Additionally, the lack of multicellular 
structure allows algae and cyanobacetria to remain in aqueous suspension where their cellular sur-
face area has maximum contact with nutrients such as CO2 (NREL 1998). 

In recent years there has been a surge of interest in utilizing algae for renewable fuel produc-
tion, catalyzed by policy objectives including slowing increases in greenhouse gas emissions. As a 
report for the U.S. Department of Energy noted, “[p]ut quite simply, microalgae are remarkable and 
efficient biological factories capable of taking a waste (zero-energy) form of carbon (CO2) and con-
verting it into a high density liquid form of energy (natural oil).” (NREL 1998). Microalgae and cya-
nobacteria can provide many environmental benefits—for example, “[b]iodiesel performs as well as 
petroleum diesel, while reducing emissions of particulate matter, CO, hydrocarbons and SOx. 
Emissions of NOx are, however, higher for biodiesel in many engines.” (NREL 1998). Through their 
photosynthetic metabolism, algal cells take in carbon dioxide and release oxygen as a metabolic 
byproduct. This carbon sequestration quality makes them attractive to renewable fuel advocates. 
Although the biofuel will release greenhouse gasses when burned for energy, the fuel was created 
by cells that sequestered carbon dioxide from the atmosphere, making biofuel from algae nearly 
carbon neutral. The high production capability of algae also makes them an attractive source for 
biofuels. Algae can produce up to 58,700 liters of oil per hectare of cultivation, which is one to two 
magnitudes higher than what is possible from other energy crops (Chen 2011). Algae grow to high 
densities and have high per-acre productivity, providing for efficient mass cultivation (Parmar 
2011). They are also extremely hearty organisms that thrive all over the planet and can survive in 
extreme conditions, such as salt water, waste water and on land otherwise ill-suited for agriculture 
(Biello 2011; Parmar 2011). 

Due to their simple structure, algae make easy targets for extensive genetic manipulation 
compared to higher plants. A number of helpful traits could be engineered into algae to improve 
their biofuel production, including traits for producing different types of hydrocarbons that could be 
used for improved biofuels, for secreting oils into the environment so the cells don’t need to be 
harvested to extract their products, for better utilizing atmospheric CO2 as a carbon source, and to 
grow faster and stronger in a variety of different environments, including salt water and stressed 
environments (Biello 2011; Savage 2011). 

There are, however, also significant safety and regulatory concerns about synthetic biology 
algae, including the potential environmental release, exposure and risks of the engineered organ-
isms. A key factor influencing such concerns will be whether the algae are grown in open (i.e. open 
pond systems) or closed (bioreactor) systems (Chen 2011). Most commercial cultivation of algae is 
currently carried out in open pond systems (Chen 2011). Open cultivation utilizes uncovered 
‘ponds’ that can be either man made or naturally occurring. By their nature, these ponds are open 
and exposed to the external environment. 

The other principal cultivation method involves photobioreactors to create a closed environ-
ment for cultivation, where conditions can be monitored and controlled. Consequently, cultivation 
can be maximized through a careful, controlled balancing of the variables. For example, algae 
grown in plastic tubes in ponds provide up to seven times the productivity of open ponds (Singh & 
Gu 2010). Another comparative advantage of closed systems is the protection against unintended 
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contamination or release (NREL 1998). Even with contained uses, however, the risk of accidental 
environmental release is not zero, although it is less than open cultivation. 

If synthetic biology algae products are released accidentally into the environment, there is 
likely to be much uncertainty about the resultant likelihood and nature of risks to the natural envi-
ronment or human health. Modified synthetic biology algae could be transported through the air for 
long distances, and could survive a variety of harsh environments in dormant form (Parmar 2011). 
The risks of the release of most genetically engineered organisms into the environment creates 
some uncertainty, and given the more substantial modifications made possible by synthetic biolo-
gy, it is likely that any environmentally-released synthetic biology algae will create even greater un-
certainties. Some of the uncertainties include the likelihood and rate of accidental release, the sur-
vivability of the synthetic biology algae in the surrounding environment, its ability to reproduce, 
spread, and compete in the natural environment, and the mechanisms and magnitude of any pos-
sible risks to the environment or human health. 

Synthetic Biology Organisms Designed for Chemical Production 

Synthetic biology may also permit microorganisms to be engineered as “living factories” designed 
to produce valuable chemical products. Traditional genetic engineering is already used to produce 
natural chemical products through metabolic engineering. This is accomplished by transferring ge-
netic material that produces a particular substance, such as a useful enzyme or protein, to a host 
microorganism that can be readily manipulated to express that substance. Current biological pro-
duction, however, often relies on nonrenewable resources and limited natural resources (Keasling 
2010). 

Synthetic biology will permit the design of microorganisms that produce chemicals metaboli-
cally with greater precision than currently possible and will allow the engineering of microorgan-
isms to produce chemicals that cannot currently be manufactured biologically. These designed mi-
croorganisms can be tailor-made for particular chemical production processes that rely on widely 
available and inexpensive starting materials (primarily certain sugars) to produce a broader array 
of valuable output chemical products (Erickson 2011; Keasling 2010). The great advantage of the 
biological production of chemicals is that it can be accomplished at lower cost, using fewer natural 
resources, and with lower environmental impact, than certain traditional chemical production meth-
ods (Krivoruchko 2011). 

Microorganisms may be designed to produce basic commodity chemicals such as solvents, 
feed additives, agricultural chemicals, and certain polymers (Keasling 2010). More advanced 
chemical products, including enzymes, vitamins, antibiotics, and nutraceuticals may also be manu-
factured (Erickson 2011). DuPont has developed a semi-synthetic bacterium that lives on corn-
starch and produces a chemical useful for manufacturing high-tech fabrics. This synthetic bacte-
rium may become the first $1 billion non-pharmaceutical biotechnology product (Weiss 2007). Oth-
er developments include a synthetic antibiotic, a building block for Spandex, and work on a syn-
thetic biology microorganism that would produce rubber (Erickson 2011). 

Pharmaceutical ingredients that are too complex to be chemically synthesized may also be 
produced. For example, a number of alkaloids, compounds that are found in or derived from plants 
and commonly used in drugs, are likely targets for synthetic biology production (Keasling 2010). 
Synthetic biology may be used to more efficiently produce a precursor to artemisinin, a naturally 
occurring drug that is highly effective in treating malaria, but is in short supply (Krivoruchko 2011). 
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The Bill and Melinda Gates Foundation donated over $40 million to promote research concerning 
the development of synthetic artemisinin (van Noorden 2010). Taxol, a widely used anticancer 
compound, and hydrocortisone are other examples of pharmaceuticals that may be produced less 
expensively and more efficiently through synthetic biology than current methods (Krivoruchko 
2011). 

While manufacturers have a long history of synthetic chemical production, using synthetic bi-
ology microbes to produce chemicals biologically creates new risks. As the Presidential Commis-
sion on the Study of Bioethical Issues found, “Unlike synthetically produced chemicals, which gen-
erally have well-defined and predictable qualities, biological organisms may be more difficult to 
control” (Presidential Commission on Bioethical Issues 2010). Although much synthetic biology 
chemical production is expected to take place in contained environments, this does not eliminate 
potential risks from unintentional release into the environment. 
Further, the development of synthetic biology for chemical production also creates a risk that indi-
viduals with malicious intent could try to use toxic or pathogenic synthetic biology microorganisms 
for illegal activities, such as bioterrorism (Erickson 2011). The U.S. government has developed cer-
tain recommendations to try to reduce these risks, but the synthetic biology field is in an early 
stage of development and understanding the contours of potential risks necessarily remains at a 
developmental stage as well (Presidential Commission on Bioethical Issues 2010). 

Synthetic Biology Microorganisms Designed for Bioremediation 

In addition to the production of biofuels and chemicals, one of the most promising fields of synthet-
ic biology involves the potential to revolutionize the remediation of hazardous substance. Bioreme-
diation refers to the use of microorganisms to reduce or remove contaminants from the environ-
ment. Bioremediation is already common in oil spills as several species of bacteria naturally con-
sume and degrade certain petroleum components into less toxic by-products (Schmidt 2010). To 
date, however, traditional genetic engineering of bacteria for bioremediation has been a bit of a 
disappointment as there have been significant difficulties with how the bacteria interact in the envi-
ronment, the ability of the bacteria to compete and survive in the wild, and the low bioavailability of 
certain compounds (Viebahn 2009). In most cases, genetically modified bacteria have not done 
any better at bioremediation than their naturally occurring counterparts (Cases & de Lorenzo 
2005). 

Synthetic biology may permit the redesign of microbes to better remediate petroleum based 
contamination and the engineering of novel microorganisms that can break down more recalcitrant 
contaminants, such as dioxins, pesticides, and radioactive compounds (Schmidt 2010; Viebahn 
2009). Because synthetic biology microorganisms could be designed from scratch, as opposed to 
being dependent on naturally-occurring genetic material, they could be engineered to be more via-
ble in the natural environment and to target particular pollutants of concern. These microorganisms 
may be able to more efficiently remediate a variety of environmental contaminants while having 
less of a negative impact on the environment than traditional remediation methods (Schmidt 2010). 

Synthetic biology microbes engineered for bioremediation raise particular concerns because 
their use necessarily entails the intentional release of synthetic organisms into the environment. 
Synthetic biology microbes released into the environment could mutate or interact with other organ-
isms and the environment in unexpected ways leading to unanticipated proliferation or to synthetic 
microbes passing their non-natural genes to natural species (Presidential Commission on Bioethi-
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cal Issues 2010; Balmer & Martin 2007). In a worst-case scenario, synthetic biology microbes 
could compete or cross-breed with natural organisms, threatening the existence or ecosystem of 
those natural organisms (Presidential Commission on Bioethical Issues 2010). Exacerbating this 
concern, to survive in the natural world, as opposed to a laboratory environment, synthetic biology 
microbes designed for bioremediation will need to be designed to be particularly robust, which 
could make them more competitive vis-à-vis natural organisms, as well as more difficult to control 
(Ferber 2004). The lack of any evolutionary or ecological history, and the potential for unpredicted 
and unpredictable properties and interactions, will make evaluating the consequences of a release 
difficult (Presidential Commission on Bioethical Issues 2010). 

 Scientists are developing potential controls, such as designing “terminator genes,” making 
synthetic organisms dependent on non-naturally occurring nutrients, or designing organisms to 
self-destruct if a population spurt or density occurs (Presidential Commission on Bioethical Issues 
2010; Callura 2010; Balmer & Martin 2007). But, controls are not guarantees. Living systems are 
complex and unpredictable, uncertainty that is only exacerbated by the unknown interaction be-
tween an organism and an ecosystem. Because a synthetic biology organism could evolve or ex-
change genetic material with another organism, the potential controls may not be fully secure 
(Presidential Commission on Bioethical Issues 2010; Callura 2010). Finally, because they are living 
microorganisms and may be able to reproduce, synthetic biology microbes, once released, may be 
extremely difficult or even impossible to eliminate from the environment (Tucker & Zilinskas 2006). 
For these reasons, synthetic biology microbes may present additional challenges beyond tradition-
ally genetically modified microbes, including microbes developed for bioremediation. 

Regulating synthetic biology 

As with other technologies, synthetic biology is not regulated as a technology per se in the United 
States. Rather, pursuant to the 1986 Coordinated Framework for Regulation of Biotechnology, syn-
thetic biology, like earlier generations of biotechnology products before it, will be regulated based 
on particular products and particular uses (Office of Science and Technology Policy 1986). As 
such, any synthetic biology microbes will be regulated pursuant to existing environmental and hu-
man health protection statutes. The primary responsibility for governing the risks of synthetic biolo-
gy products in the United States will fall to the U.S. Environmental Protection Agency (“EPA”) un-
der the Toxic Substances Control Act (“TSCA”). 

The Toxic Substances Control Act 

The Toxic Substances Control Act regulates the production, use, and disposal of hazardous chem-
ical substances (15 U.S.C. §§ 2601–95d). TSCA was intended as a “gap filling” statute to fill in the 
regulatory interstices that are not covered by other statutes. Thus, unlike most other environmental 
statutes in the U.S., TSCA is not limited by the medium in which the chemicals are released or the 
manner in which the chemicals are used, and therefore is one of the broadest environmental stat-
utes in scope. In addition, TSCA permits regulation of chemical substances before, during, and af-
ter their use. For these reasons, TSCA is likely the most important statute concerning the regula-
tion of synthetic biology microbes engineered for biofuel production, chemical production, and bio-
remediation in the United States. Under the Coordinated Framework for Regulation of Biotechnolo-
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gy, the EPA has primary responsibility for regulating most genetically engineered microbes under 
TSCA (Office of Science and Technology Policy 1986). 

The most important provision of TSCA for purposes of the oversight of synthetic biology 
products is section 5, which requires manufacturers of new chemical substances, or significant 
new uses of existing chemicals, to submit a “pre-manufacturing notice” (“PMN”) to EPA before 
commercial production. Dating back to the Coordinated Framework in 1986, EPA has treated ge-
netically engineered microorganisms slightly differently than other new chemical substances under 
TSCA. Unless otherwise exempted by EPA regulations, manufacturers of new intergeneric engi-
neered microorganisms must submit a Microbial Commercial Activity Notice (“MCAN”) to EPA for 
review at least ninety days prior to the commercialization of the product.3 The MCAN thus functions 
as a PMN for intergeneric genetically engineered microorganisms, but not for non-intergeneric mi-
croorganisms, based on the assumption that only the former are likely to present novel risks. 

Also distinct for genetically modified microorganisms, for pre-commercialization field trials, 
the manufacturer must submit a TSCA Experimental Release Application (“TERA”) to EPA at least 
sixty days prior to commencing field testing. While these pre-market notification requirements of 
TSCA have been the primary focus of EPA’s oversight of genetically engineered microbial products 
to date, other provisions of TSCA could apply to genetically engineered microbes in certain cir-
cumstances, and are discussed below. 

Threshold Authority Concerns 

There are two threshold regulatory authority concerns regarding the regulation of synthetic biology 
organisms pursuant to TSCA: whether living microorganisms are subject to TSCA in the first in-
stance, and whether the definition of intergeneric engineered microorganisms under TSCA might 
restrict EPA’s authority with respect to synthetic biology organisms. 

First, TSCA was enacted to regulate the release of “chemical substances” into the environ-
ment (15 U.S.C. § 2601). “Chemical substance” is defined broadly under TSCA to include “any or-
ganic or inorganic substance of a particular molecular identity, including.” (15 U.S.C. § 2602(2)(A)). 
While the EPA has concluded that Congress intended “chemical substance” to be defined broadly 
to encompass living microorganisms, and consequently has relied on TSCA to regulate biotech-
nology products for over twenty-five years (EPA 1997a; EPA 1997b), Congress gave no indication 
when it enacted TSCA in 1976 that it anticipated the inclusion of living microorganisms within the 
definition of “chemical substance.” (Chadwick 1995). EPA’s definition of “chemical substances” to 
include living microorganisms is thus open to challenge, and while EPA’s definition would likely 
prevail,4 this is not a guarantee and the mere possibility of an adverse outcome could deter the 
EPA from regulating as aggressively as it otherwise might consider appropriate. 

 Second, EPA’s regulations under TSCA that require manufacturers of new intergeneric en-
gineered microorganisms to submit an MCAN define intergeneric microorganisms as “organisms 

                                                
3
 This notice requirement functions as the equivalent of a pre-manufacturing notice (“PMN”) for traditional chemical 

substances under section 5 of TSCA. The EPA regulations for the MCAN and TERA contain a number of full or 
partial exemptions, which are unlikely to apply synthetic biology-produced microbes, and thus are not discussed 
here. 

4
 Under the Chevron doctrine, which requires reviewing courts to defer to an agency’s “reasonable” interpretation of 

an ambiguous statutory provision (Chevron, U.S.A., Inc. v. Natural Res. Def. Council 1984). 
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formed by combining genetic material from organisms in different genera.” (40 C.F.R. §§ 725.1(a), 
725.3). EPA’s policy is based on traditional genetic modification techniques and the premise that 
the transfer of genetic information from more distantly related organisms (i.e., organisms from dif-
ferent genera) are more likely to create new or modified traits that could present a risk (EPA 
1997a). Synthetic biology, however, raises the possibility of introducing wholly synthetic genes or 
gene fragments (i.e., DNA sequences that do not exist in nature) into an organism. Similarly, syn-
thetic biology may allow scientists to remove a gene fragment from an organism, modify that frag-
ment, and then reinsert it back into the same organism. In either case, such organisms may not be 
“intergeneric” under EPA’s definition because they would not include genetic material from organ-
isms of different genera.5 Because the MCAN regulations state that they “establish […] all reporting 
requirements [for] microorganisms,” (40 C.F.R. §§ 725.1(a)) non-“intergeneric” genetically modified 
microorganisms currently are not covered by any TSCA premanufacture notice requirements. Syn-
thetic biology modifications, however, may have a greater probability of creating a novel risk than 
most intra-generic transfers exempt from regulation. 

 Due to the unforeseen evolution of biotechnology across time, synthetic biology microor-
ganisms thus create potential gaps in the current regulatory structure that do not exist for tradition-
al genetically modified organisms. Roger Brownsword has developed the concept of regulatory 
disconnection to refer to this mismatch that can develop (Brownsword 2008). Because the law 
does not evolve as rapidly as technology, regulation governing technology can become discon-
nected from the attributes of the technology. Such circumstances can leave a void until the judici-
ary or legislature act to reconnect the law (Brownsword 2008). 

Life-Cycle Analysis of Synthetic Biology Microbes under TSCA 

Like any product, synthetic biology microbes have the potential to create environmental or health 
risks across various stages of their life-cycle. Although no specific risks for synthetic biology mi-
crobes have been identified to date, if such risks emerge, EPA will need to use its existing TSCA 
authority to address those risks. This section evaluates the potential application of, and possible 
challenges in applying, the pertinent regulatory provisions of TSCA to each stage of the synthetic 
biology microbelife-cycle. 

At the research and development stage, the manufacturer of a synthetic biology microbe 
strain generally must submit a TSCA Experimental Release Application (“TERA”) to EPA at least 
sixty days prior to any field testing of a new strain. EPA then has sixty days to review the submis-
sion. A key challenge for this field testing requirement for all genetically engineered microbes, in-
cluding synthetic biology ones, is that any risks that escape EPA’s notice at the field testing stage 
could result in a permanent and even growing problem given the capability of living microorgan-
isms to reproduce and proliferate. Thus, the consequences of any problem at the field testing stage 
could be much larger for microbes than for the traditional chemical substances for which TSCA 

                                                
5
 With the advent of synthetic biology, the EPA’s distinction between intergeneric and non-intergeneric microorgan-

isms actually runs afoul of the dictate of the Coordinated Framework that the products of bioltechnology should be 
regulated based on the product itself, not based on the process by which it was made (Office of Science and 
Technology Policy 1986).EPA’s current MCAN regulations would differentiate between an intergeneric microor-
ganism produced by traditional genetic modification techniques (which would be subject to MCAN regulations) 
and a synthetically produced identical microorganism (potentially not subject to MCAN regulations).  
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was designed, where a problem at this stage would generally be limited to the usually small quanti-
ty of chemical used in a field test. 

Because many products in the research and development stage are not successful and may 
never be commercialized, however, imposing significant regulatory costs and burdens at this early 
stage of product development could have adverse impacts on innovation. EPA must strike a deli-
cate (and inevitably not always optimal) balance between precaution and innovation in implement-
ing the TERA review for synthetic biology microorganisms. The increased uncertainties about the 
risks from synthetic biology relative to “traditional” genetically modified microbes will exacerbate 
this tension. 

A related challenge in the research and development stage is how thoroughly and effectively 
EPA can identify and address any risks created by field testing of synthetic biology microbe prod-
ucts in the sixty-day TERA window. Unlike other products, such as traditional chemicals, that can 
be quickly evaluated by existing models,6 there are no such screening methods for synthetic biolo-
gy products. Given the variety and complexity of genetic manipulations made possible by synthetic 
biology, combined with the lack of a methodology or even track record on which to base its deter-
minations, EPA’s capability to reliably assess risks of field testing synthetic biology microbes in the 
sixty days provided by TERA is questionable. 

Moreover, chemical substances used in research and development that are not manufac-
tured for “commercial purposes” are exempt from TSCA’s premanufacture notice requirements (40 
C.F.R. § 720.22(a)(1)).7 “Commercial purpose” is defined broadly by the EPA under TSCA to in-
clude any production of chemical substances with the purpose of obtaining an immediate or even-
tual commercial advantage (40 C.F.R. § 720.3(r)). Private, non-“commercial purpose” activities, 
however, are beyond TSCA’s scope (Presidential Commission on Bioethical Issues 2010; 
Rodemeyer 2009). This is a particular concern for synthetic biology because many expect synthet-
ic biology to popularize and decentralize the development of new organisms (National Science Ad-
visory Board for Biosecurity 2010). Traditional genetic engineering requires substantial expertise, 
expensive laboratory equipment, and funding. Synthetic biology is likely to be available to anyone 
with a spare room and a few hundred dollars, spawning the so-called “DIY Bio” movement (Hsu 
2010). The inability to reach non-commercial activities thus presents a significant gap in the regula-
tion of synthetic biology microbes. As one example, the International Genetically Engineered Ma-
chine (iGEM) competition is an annual synthetic biology competition that involves thousands of un-
dergraduate students building biological systems out of a set of biological parts (Hsu 2010). Be-
cause this or similar competitions may not involve a “commercial purpose,” the engineered mi-
crobes developed as part of such activities may not be subject to TSCA.8 

The most significant regulatory controls EPA possesses under TSCA concerning synthetic 
biology microbes are the pre-commercialization notification requirements. TSCA section 5 author-
izes the EPA to regulate new hazardous chemical substances where the manufacture, processing, 
                                                
6
 EPA screens new chemicals based on structure-activity relationships, which informs the agency of potential risks 

of a new chemical based on an extensive experiental database on the relationship between various molecular 
chemical structures and toxicity. 

7
 See also 40 C.F.R. § 725.234 (providing an exemption from TSCA Experimental Release Application require-

ments for certain enclosed research and development activities). 
8
 Indeed, there is no record that iGEM participants have applied for TERA approvals.  
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distribution in commerce, use, or disposal of the substance presents an unreasonable risk of injury 
to health or the environment (15 U.S.C.§ 2605). Where a chemical substance presents an unrea-
sonable risk, the EPA may prohibit or limit the amount of its manufacture or use (15 U.S.C.§ 2605). 
Even this authority, however, is limited and could be problematic if synthetic biology microbes pre-
sent significant risks. 

As noted above, the developer of a new synthetic biology microbe involving the intergeneric 
transfer of genetic material must submit a Microbial Commercial Activity Notice (“MCAN”) to EPA 
at least ninety days prior to commercialization. EPA then has ninety days to make a determination 
on whether the product will present an unreasonable risk to human health or the environment. Like 
the traditional pre-manufacture notice (“PMN”) requirement for conventional chemicals from which 
it is derived through TSCA section 5, the MCAN imposes no affirmative duty on the product devel-
oper to generate any safety information, but rather only requires the developer to submit known 
and reasonably ascertainable data. In contrast, the European Union’s analogous chemical regula-
tion law, the Regulation on the Registration, Evaluation, and Authorization of Chemicals (REACH), 
places greater data production requirements on chemical manufacturers, depending in part on the 
quantity of chemical substance produced (Fleurke & Somsen 2011). 

There are ongoing concerns that the EPA lacks sufficient authority to provide a meaningful 
safety review in ninety days in the absence of mandatory data requirements, and such concerns 
are even greater for synthetic biology microbes. Unlike traditional chemicals, which EPA usually 
evaluates using already existing risk assessment models using structure-activity relationships and 
other computational biology approaches, EPA lacks any existing methodology or data set against 
which to evaluate the risks of novel synthetic biology products. Moreover, while PMN analyses for 
chemicals focus on human toxicity, most significant risk scenarios for synthetic biology algae and 
bioremediation products involve environmental releases that may result in some form of ecological 
harm. Such concerns are much more difficult to study and predict than human health risks. Be-
cause the burden of proof of establishing a reasonable basis is on the EPA, reaching a finding of 
an unreasonable risk to health or the environment from synthetic biology microbes, particularly 
within this limited time frame, will be a significant challenge, especially in the early stages of syn-
thetic biology development, as the data and understanding concerning synthetic biology risk analy-
sis are lacking or are limited. In many cases, it may be impossible to understand certain synthetic 
biology microbe risks well until the technology develops further. Accordingly, there are serious 
doubts about EPA’s ability to identify and manage any risks that may be presented by synthetic bi-
ology microbes using the existing MCAN mechanism. 

Pursuant to TSCA section 4, the EPA may require that a product manufacturer conduct and 
report testing with respect to human health and environmental effects if a chemical substance ei-
ther (1) may present an “unreasonable risk of injury to health or environment”; or (2) “will be pro-
duced in substantial quantities” and “may reasonably be anticipated to enter the environment in 
substantial quantities” or “result in substantial human exposure.” (15 U.S.C. § 2603(a)(1)(A)(i), 
(B)(i)). Such testing, however, can only be required after the EPA has sufficient data to meet its 
burden to show there may be a problem and EPA makes a finding that existing available data are 
“insufficient” to determine or predict the health and environmental effects of the product (15 U.S.C. 
§ 2603 (a)(1)(A)(ii), (B)(ii)). These requirements put a substantial evidentiary burden on EPA be-
fore it can require a product manufacturer to conduct testing. Based on historical precedent, it often 
takes EPA approximately ten years from start to finish to adopt and implement a test rule under 
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TSCA section 4 (GAO 2007). The first finding (“unreasonable risk”) is often the biggest obstacle for 
such a test rule, and this will likely also be the case for synthetic biology microbes. EPA is rarely 
able to make a finding that a chemical substance for which it is seeking more safety data presents 
an “unreasonable risk”—if EPA had sufficient data to make such a finding, it would not need to un-
dertake more testing, but rather proceed with more direct regulatory action. The European REACH 
Regulation again provides an alternate model, providing a burden-shifting mechanism in certain 
conditions (Fleurke & Somsen 2011). 

For these reasons, EPA almost always supports section 4 testing requirements using the se-
cond trigger—that the product “will be produced in substantial quantities” and “may reasonably be 
anticipated to enter the environment in substantial quantities” or “result in substantial human expo-
sure.” The substantial quantity measures, however, are set by statute and regulation based upon 
traditional chemical quantities and a direct relationship between mass and risk, thresholds that are 
inappropriate for synthetic biology microbes. The REACH regulation in Europe faces similar limita-
tions (Fleurke & Somsen 2011). In addition, the expectation is that in many cases synthetic biology 
microbes will be in controlled and contained environments, unlike traditional chemical substances, 
and thus if substantial environmental release and human exposure occurs, the regulatory and risk 
management systems will have already failed. It is likely that for many synthetic biology microbes 
the EPA will be unable to meet the Section 4 threshold requirements. In these cases, the EPA 
lacks statutory authority to require further testing concerning human health and environmental im-
pacts of synthetic biology microbes. 
TSCA provides limited authority for EPA to conduct post-market surveillance and risk management 
of regulated products such as synthetic biology microbes. TSCA section 8 provides a series of re-
porting and recordkeeping requirements, some of which could be important for oversight of syn-
thetic biology microbes. For example, section 8(c) requires the manufacturer or distributor of a 
product to keep records of significant adverse effects to human health or the environment alleged 
to have been caused by their product. However, the effectiveness of this provision is limited in two 
key ways. First, a company is only required to maintain records of allegations of such effects, and 
not to itself identify or mitigate such effects. Second, the company is only required to retain the in-
formation and is not required to report the allegations to EPA unless specifically requested to do so 
by the Agency. 

Section 8(e) of TSCA requires the manufacturer or distributor of a product to report to EPA 
any information that “reasonably supports the conclusion that the chemical substance or mixture 
presents a substantial risk of injury to health or the environment.” (15 U.S.C. § 2607(e)). EPA has 
not issued regulations implementing section 8(e) to date, so it is not clear precisely what type of 
scenarios relating to synthetic biology microbes would trigger reporting requirements under this 
provision. However, given the statutory language of “substantial risk,” as well as the historical im-
plementation of this provision, it is likely that results showing actual or serious potential for harm 
would be required, and this may not encompass some of the key incidents that would be important 
to report to EPA about synthetic biology microbes, such as unintended environmental releases that 
may not trigger section 8(e) but which nevertheless may be of concern to EPA. 

If EPA identifies potential post-marketing risks associated with synthetic biology microbes, it 
potentially could take regulatory action under section 6 of TSCA to attempt to manage those risks. 
Section 6 of TSCA gives EPA an extensive menu of potential risk management options including 
prohibition of a product, restrictions on the quantity or use of a product, requirements for labeling or 
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communicating the risks of a product, restrictions on product disposal, testing requirements, and 
reporting requirements (15 U.S.C. § 2605(a)). However, to impose such a requirement, EPA must 
make a finding based on a quantified cost-benefit calculation that the product poses an “unreason-
able risk,” and moreover that the proposed regulatory action is the least burdensome for protecting 
against the unreasonable risk (15 U.S.C. § 2605(c)(1)). As enforced by the courts, these require-
ments are very difficult for the agency to satisfy (Corrosion Proof Fittings v. EPA 1991)). Indeed, 
EPA has issued rules under section 6 for only five chemicals since the statute was enacted in 1976 
(polychlorinated biphenyls, fully halogenated chlorofluoroalkanes, dioxin, asbestos, and hexavalent 
chromium) (GAO 2005). One of these, a proposed ban on certain asbestos products, was based 
on ten years of study and a 45,000 page record, but was struck down by a federal appeals court in 
1991 for lacking sufficient cost-benefit analysis and not imposing the least burdensome regulation 
(Corrosion Proof Fittings v. EPA 1991). The EPA has not tried to exercise this authority subse-
quently. For these reasons, TSCA (or the judicial interpretation of TSCA) has been criticized by 
commentators for imposing unrealistic data and certainty requirements (Lin 2007). Considering the 
limited scientific knowledge concerning the risks of synthetic biology microbes, it would be difficult, 
if not impossible, for EPA to conduct the necessary cost-benefit analysis to satisfy the least bur-
densome regulation requirement. 

The lack of serious post-commercialization surveillance or authority represents a significant 
concern for synthetic biology microbes, particularly bioremediation or algae products that may be 
intentionally placed into the open environment. One of the hallmark characteristics of organisms is 
that they evolve. A synthetic biology microbe thus may mutate, creating both a new organism and 
new chemical products produced by that organism, all without the manufacturers’ or EPA’s 
knowledge. These new organisms and chemical products could have different risk profiles than the 
intended products. Synthetic biology microbes may be able to be designed so that the risk of evo-
lution is low, but biological controls can fail. In addition, because of some of the potential regulatory 
gaps and exemptions discussed above, the original synthetic biology microbe may not have been 
appropriately evaluated in the first instance regarding risks related to evolution or other concerns.9 
This represents a major gap for the regulatory oversight of synthetic biology microbes under 
TSCA—if a risk exists and EPA fails to identify and address that risk in the brief MCAN window of 
opportunity, or if EPA never had an opportunity to assess the risk, the agency may be without any 
effective regulatory authority to recognize or manage subsequent events. 

 EPA’s ability to assess the risks of new synthetic biology organisms is a particularly daunt-
ing task. EPA generally evaluates the risks of a new organism based upon the known relatives of 
that organism (Presidential Commission on Bioethical Issues 2010). This method may be insuffi-
cient for synthetic biology microbes, given that such microbes may be derived from a large number 
of existing organisms, with no particular organism providing a close enough relative for pertinent 
risk assessment purposes. Further, a significant manner in which the EPA has evaluated tradition-
ally genetically engineered microbes depends on the presumption that the basic biology of the mi-
crobe had not changed though genetic engineering. This presumption may not be true for a variety 
of synthetic biology microbes. Even a synthetic biology microbe that may be similar to an existing 

                                                
9
 It is possible that there have already been genetically modified microbes produced through traditional rDNA tech-

niques that raise similar issues, but there does not appear to be any publicly available information on such. 
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organism in many ways could contain significant differences with unknown effects on risk. These 
risks will be exacerbated for any microbe released into the environment, given the uncertainty of 
the organism’s interaction with various external environmental stimuli. Risk assessment for syn-
thetic biology is in its infancy, raising substantial challenges for much of EPA’s analyses (Tucker & 
Zilinskas 2006). Given the limits inherent in the current statute and regulations, EPA will have a 
very difficult role to play under TSCA both in adequately protecting against human health and envi-
ronmental risks, and in balancing the need to conduct adequate risk assessments against the de-
sire to permit this nascent technology to develop without undue regulation. 

National Institutes of Health Guidelines 

The U.S. National Institutes of Health (NIH) could also play a role in managing synthetic biology 
risks, but its authority is limited in this regard. NIH has guidelines for constructing and handling re-
combinant DNA organisms generally, but these guidelines apply only to research conducted by or 
funded by federal agencies, and do not reach private industry (Presidential Commission on Bioeth-
ical Issues 2010). Although private researchers may voluntarily follow the guidelines, compliance is 
not required unless the research is federally funded (DHHS 2011). Thus, private research concern-
ing synthetic biology microbes engineered for chemical production may substantially take place 
outside of agency oversight. 

 As discussed above, governance of private research activities is a particular concern for 
synthetic biology because one of the much-anticipated features of synthetic biology is that it will 
permit a broader spectrum of small private entities and individuals to engage in the engineering of 
new organisms. While traditional genetic engineering techniques require substantial monetary and 
laboratory resources, individuals are expected to be able to engage in synthetic biology activities in 
their home and with limited resources. 
Finally, the NIH guidelines only concern contained research and do not give any guidance con-
cerning the deliberate release of microbes into the environment. A private researcher seeking to 
study microbes in the environment would not even have any best practices or guidance available 
concerning appropriate protective measures to take. 

Innovative Synthetic Biology Governance through ‘Soft-Law’ 

The previous sections reveal that, as was the case with the first generations of genetically engi-
neered products (Mandel 2004), the existing statutory and regulatory matrix has certain concerns 
regarding synthetic biology. These concerns arise from statutory and regulatory gaps, inadequate 
regulatory authority, and uncertain technology characteristics, all produced by unforeseen techno-
logical development. Though this case study focused on synthetic biology governance under U.S. 
law, similar circumstances and challenges exist for other emerging technologies in jurisdictions 
around the world (Brownsword 2008; Lin 2007). 

 Emerging technologies disrupt extant regulatory systems and do not fit neatly into their his-
torically created schemes. This mismatch can produce regulatory disconnection between evolving 
technology and the law (Brownsword 2008). In spite of the potential concerns of regulatory discon-
nection, however, absent some unexpected tragedy or disaster, there often is not sufficient impe-
tus for major statutory overhaul. This is not surprising: major change is not only politically difficult, 
time-consuming, and expensive, but due to the challenges of regulating at a technological and 
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temporal distance, uncertain to achieve success. Synthetic biology likely fits this pattern. The un-
certainties about the technological trajectory and risks of synthetic biology, the wide range of prod-
ucts and applications, and the promising environmental, health and economic benefits of synthetic 
biology all counsel against major new regulatory impositions at this time, as the U.S. President’s 
Commission on Bioethics recently concluded (Presidential Commission on Bioethical Issues 2010). 

 While new regulatory provisions may be premature for nascent technologies, other types of 
innovative “soft law” measures can help to fill current gaps until such time as the need for, and fo-
cus of, formal regulation has been better delineated. Soft law measures can produce flexible inter-
im (or long-term) measures that can more rapidly enable a sound oversight system. In addition to 
allowing a promising technology to develop while protecting human health and the environment, 
such measures can also help to maintain public confidence, provide industry with some certainty 
concerning regulatory requirements, and assure investors that the technology will be developed 
safely and without unduly restrictive/regulatory burdens. 

 One soft law initiative for synthetic biology would be a type of “issue manager” that could 
help coordinate the research and regulatory actions of the various governmental agencies that may 
have some oversight responsibilities for synthetic biology. Though not discussed in detail above, 
the myriad products and potential impacts of synthetic biology mean that synthetic biology products 
and uses will likely fall within the regulatory purview of numerous agencies and services. An in-
structive precedent for an issue manager might be the U.S. National Nanotechnology Initiative 
(“NNI”), including its National Nanotechnology Coordination Office (“NNCO”) that provides adminis-
trative and coordination and the Nanoscale Science, Engineering, and Technology (“NSET”) Sub-
committee composed of representatives of federal agencies with an interest in nanotechnology. 
The NNI with its various subcomponents serves as a focus for media, industry and interested 
stakeholders to interact with the government and each other on issues relating to nanotechnology, 
including safety and regulatory issues. The NNI also coordinates important initiatives such as re-
search & development planning and coordination, and even issues such as a common definition of 
nanotechnology. A similar coordinating body for synthetic biology would likewise help to provide 
some coherence and central organization for the rapidly evolving and sprawling field of synthetic 
biology. 

 Another useful step forward would be a private-public partnership to develop the data and 
risk assessment models that agencies such as EPA need to provide effective regulatory oversight. 
While statutes such as TSCA do have various deficiencies as outlined above, the biggest impedi-
ment agencies are likely to face with synthetic biology are the uncertainties and novelty in trying to 
assess product risks. Not all synthetic biology products are likely to be dangerous, and thus 
across-the-board restrictions would likely to do more harm than good. Rather, agencies need the 
capability to identify the products most likely to present significant risks, and to identify risk man-
agement options that can adequately control those risks. To achieve this, agencies need better da-
ta and risk assessment methods. Much of the data necessary for adequate risk assessment is of-
ten in industry’s hands, but it is also in industry’s interest for government to develop this more fine-
tuned and effective regulatory focus and to implement a governance structure that maintains public 
confidence in the technology. There should be opportunity and common interest in industry and 
government pooling their expertise and resources to develop the tools necessary to better predict 
and manage synthetic biology risks. 
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Regulatory agencies may be able to leverage some of the uncertainty concerning their regulatory 
authority in certain regards to such an end. For example, notwithstanding the limitations on EPA’s 
authority under section 5 of TSCA, EPA could be innovative in using this potential authority to en-
gage product manufacturers in more proactive and collaborative safety measures. EPA’s use of 
TSCA section 5 authority for nanomaterials could serve as a potential model, as nanomaterials 
have some similarities to synthetic biology microbes in that they present greater uncertainties 
about risk that are not amenable to being addressed using conventional risk modeling techniques. 
EPA has used its TSCA section 5 authority to persuade product manufacturers to enter into con-
sent decrees in which the manufacturers agree to undertake additional safety measures, such as 
various worker protection measures (e.g., use of personal protective equipment), conduct sub-
chronic toxicity studies on the products, and impose restrictions on product use. A similar approach 
could be developed for synthetic biology products that might come under EPA’s TSCA authority, 
but the challenge will be in developing a set of reasonable safety measures that can help assure 
the safety of the products without unduly burdening the product’s commercialization. In addition, 
because certain synthetic biology microbes primarily involve potential ecological rather than human 
health risks, this might be a more difficult undertaking than was the case for EPA’s treatment of 
nanomaterials. 

Other soft law measures could be developed to incentivize industry to disclose useful infor-
mation related to potential synthetic biology risks. For example, also in the context of nanotechnol-
ogy, the U.S EPA developed the Nanoscale Materials Stewardship Program (NMSP) as a volun-
tary reporting program designed to promote data-sharing by industry (Abbott et al. 2012). Interest-
ed parties were invited to comment and participate at each stage of development of NMSP, and 
over thirty companies participated, submitting information on 132 nanomaterials. Four companies 
went beyond data provision to actually conduct testing on their nanomaterials. Though the program 
was only a partial success, with less participation and lower quality data than anticipated, EPA still 
reported that it received “a significant amount of data through NMSP submissions,” which allowed 
it to develop “a considerably stronger and better informed understanding of the issues and com-
mercial status of nanoscale materials in the United States” (EPA 2009). A similar program, building 
on lessons from NMSP, could be developed for synthetic biology products. For example, the 
NMSP suffered in participation because industry perceived the program to offer few benefits and 
was unsure how the data would be used (Abbott et al. 2012). The latter issue could be resolved 
with clearer disclosure and the former by offering tangible benefits, such as fast-tracked permit re-
view or other concrete benefits for program participants. 

 Valuable soft law initiatives could also be developed at the international level. For example, 
the Intergovernmental Panel on Climate Change (IPCC) is an intergovernmental scientific body, set 
up to provide comprehensive scientific assessment of scientific, technical and socio-economic in-
formation worldwide about the risk of climate change caused by human activity, its potential envi-
ronmental and socio-economic consequences, and possible options for adapting to these conse-
quences or mitigating the effects (IPCC 2006). Thousands of scientists and other experts contrib-
ute on a voluntary basis to producing IPCC reports, which are reviewed by representatives from 
approximately 120 participating governments (IPCC 2010). Though the IPCC has had certain prob-
lems concerning the use of non-peer reviewed data, potential conflicts of interest, and policy neu-
trality, in an area rife with dissensus, the IPCC has become a generally widely-respected interna-
tional authority on climate change (Simon & Pentland 2012). A similar intergovernmental scientific 
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body could be created for synthetic biology to investigate and report on its potential risks. This 
body could learn from the structural problems with the IPCC’s organization to provide a reliable in-
ternational scientific body for assessing scientific risks and concerns surrounding synthetic biology. 
Because synthetic biology policy appears to be less culturally and ethically charged that the cli-
mate change debate, and because it concerns a more discrete field of technology, an international 
panel in this context may have a greater opportunity for success. 

 Soft law measures should not be considered a panacea. They have been criticized in differ-
ing contexts for failing to require serious commitments, advance implementation of protective 
measures, or provide sufficient incentives for compliance (Abbott et al. 2012). However, the issue 
is not whether soft law can provide a perfect governance structure, but whether it offers sufficient 
advantages over current mechanisms. Given the uncertainty surrounding emerging technology op-
portunities and risks, and public and political limitations on the extent of regulatory change that is 
feasible, soft law mechanisms will often offer the most practical means to develop an early-stage 
governance structure that can be adaptable as a technology develops further, adequately protect 
human health and the environment, and not unduly hinder the development of promising new 
technologies. These measures can help maintain public confidence in the protective structure of 
the governance system and provide industry and investors with needed certainty for further in-
vestment in a technology at the early stages of technological development. Soft law measures can 
then evolve into a sound oversight system as a technology develops further, and its benefits and 
risks are better understood (Malloy 2012). All of these factors make the soft law options surveyed 
above, and others, worthy of serious consideration for emerging synthetic biology technologies. 

Conclusion 

It is not surprising that a technology as potentially revolutionary as synthetic biology would raise a 
number of concerns under a regulatory system developed largely prior to its inception. Regulatory 
systems, almost by definition, are designed for technologies existing at the time of the regulatory 
systems’ formation and are based on the then-current understanding of that technology. Unsurpris-
ingly, regulatory systems often face difficulty and disruption when applied across time to newly 
emerging technologies. These challenges, however, can also represent opportunities. Opportuni-
ties to reenvision governance at a technological and temporal distance to utilize soft law mecha-
nisms that can provide more efficient and more comprehensive risk protection. Addressing the 
regulatory concerns surrounding synthetic biology microbes early and proactively can permit syn-
thetic biology to continue to develop in as rapid a manner as possible consistent with the need to 
adequately protect human health and the environment. 
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Abstract New technologies pose a range of challenges for regulators – do existing regulatory frameworks 
apply appropriately (and clearly) in new contexts and are new rules and practices required to address new 
concerns? Although existing rules and values will vary across jurisdictions, technological change causes 
similar questions to be raised in different jurisdictions at a similar time. However, institutional approaches 
to answering them differ. On many occasions, Australia has relied on law reform commissions to consider 
these questions, while in Europe the emphasis has been primarily on technology assessment (although 
both utilise a range of other mechanisms as well). This paper compares the approaches of law reform and 
technology assessment, exploring opportunities for mutual learning. 

Keywords technology regulation, technological change, law reform, technology assessment 

Introduction 

Although legal systems and regulatory structures vary across borders, much technological change 
is increasingly synchronised around the developed world. Thus concern about the regulation of 
such things as nanotechnology and synthetic biology tends to begin at approximately the same 
time. The desire to regulate stems from a range of concerns from health, safety and environmental 
risks to the protection of important and fundamental values, as well as to a sense that ‘we’ ought to 
intentionally shape our socio-technical environment to achieve more desirable outcomes. Although 
goals may be similar in Australia and Europe, the means employed to achieve these goals differ 
substantially. In Australia, law reform commissions have been a prominent role in designing rules 
for new technologies whereas, in Europe, parliamentary technology assessment has been im-
portant. While neither of these operate alone (with parliamentary committees, government depart-
ments and agencies, ad hoc commissions and so forth playing a role), they are important within 
their own spheres.  

Law reform and technology assessment each have their own literatures, exploring problem 
definition, function, methodology and impact. With the exception of the United Kingdom, they tend 
to operate in different jurisdictions – with law reform prominent in Australia and some Pacific coun-
tries, while technology assessment dominants in Europe. Technology assessment and law reform 
are not the same thing, but they operate in an overlapping space. In particular, both can be a use-
ful means of exploring and evaluating possible approaches to the regulation of new technologies. 

At a transnational level, there may be benefits from developing an approach that draws on 
the best aspects of diverse national responses to managing the interface between law and regula-
tion on the one side and new technologies and socio-technical change on the other. The significant 
distances between law reform and technology assessment practitioners, which are both geograph-
ical and disciplinary, means that there has been little opportunity for mutual learning to date. The 
goal of this paper is to introduce law reform and technology assessment, to highlight some similari-
ties and differences and to explain how transnational, cross-disciplinary dialogue might be of bene-
fit.  
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The questions discussed here are as important as, albeit separate from, questions of an interna-
tional response to technologies as such. There has been some discussion in the literature about 
the need for or design of a better framework for international law to develop rules and norms to 
govern new technologies (Abbott 2011; Picker 2001). An agreed international governance frame-
work for a new technology may be sought where no single country acting alone has the capacity to 
manage a problem (as is arguably the case with on-line child pornography) or where a technology 
risks encroaching on internationally agreed rights (as is arguably the case with some genetic tech-
nologies). The importance of recognising the relationship between human rights and technology 
has been addressed in the literature (Hildebrandt & Gutwirth 2008; Kirby 1986; Murphy 2009). This 
paper focuses on circumstances where the issue is not ‘international’ as such, in particular where 
there are legitimate national differences as to whether and how a particular practice ought to be 
regulated. In the case of the Internet, for example, different countries have stronger or weaker 
preferences for freedom of speech, elimination of various types of problematic content (in particular 
hate speech and pornography), individual privacy, and surveillance as a means of reducing crimi-
nal activity. While some positions may fall foul of international human rights norms, others are with-
in the bounds of ordinary disagreement. International agreement will be possible (and desirable) on 
some issues, but not others. However, even where issues are left for individual states, there is still 
scope for transnational learning on how such questions can be approached. This paper explores 
the kinds of mutual learning that may be beneficial in the face of substantive disagreement. In par-
ticular, it explores differences between a law-oriented and technology-oriented approach and sug-
gests areas where transnational dialogue may lead to improved outcomes. 

The paper comprises five further sections. The following section briefly describes why regula-
tors are interested in issues at the technological frontier, thus setting up the types of questions 
raised in different jurisdictions. The third and fourth sections describe two methodologies that are 
the focus of this paper – law reform as practiced in Australia and technology assessment as prac-
ticed in Europe. The fifth section summarises the limited transnational and inter-disciplinary schol-
arship, while the last section explains the ways in which these two different approaches might learn 
from each other. Throughout, I have drawn on the example of law reform and technology assess-
ment reports concerning privacy for information and communication technologies to illustrate dif-
ferences in approach and outcome. 

The regulation of emerging technologies 

Before  going further, it is necessary to define what is meant by the regulation of technology and 
why it may be felt necessary. While the term regulation can carry different meanings, a useful start-
ing point is Julia Black’s definition as “the sustained and focussed attempt to alter the behaviour of 
others according to standards or goals with the intention of producing a broadly identified outcome 
or outcomes, which may involve mechanisms of standard-setting, information-gathering and be-
haviour modification” (Black 2002). This deliberately excludes non-intentional ‘regulation’, as when 
behaviour is restricted as a result of market forces. While regulation need not stem from govern-
ment (and may include self-regulation or professional codes), this paper will often take a govern-
ment perspective in that it focuses on the means employed, directly or indirectly, by government to 
direct the course of evolving technological practice in desired directions (which may include promo-
tion of non-government regulation or funding of privately run programs).  
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Defining technology poses greater difficulties, as the term has multiple meanings, which focus on 
different aspects of an increasingly important phenomenon. In defining technology as such, one 
can focus on the fact that they are ‘tools’ or means to achieve an end (Koops 2010) or on the fact 
that they enable new forms of conduct (Schon 1967). Alternatively, one can adopt a multi-
dimensional approach that considers technology as technological artefacts, technological 
knowledge, technological activities of using and making, and volition (Mitcham 1994). A commonly 
employed shortcut, that in a sense avoids the need for a definition, is to think about technology 
regulation in terms of ‘hot topics’ drawn from fields such as nanotechnology, information and com-
munication technology, biotechnology, neurotechnology, robotics, and so forth (Allenby 2011). The 
realness of such categories (especially in the case of nanotechnology) can be the subject of dis-
pute, but the regulatory issues that arise can nevertheless be identified (Ludlow, Bowman, & 
Hodge 2007). This is because new socio-technical practices commonly raise legal and regulatory 
issues (Bennett Moses 2007). In particular, if people can do or make new things, then questions 
arise as to whether such things ought to be prohibited, permitted, encouraged, discouraged or co-
ordinated (if they are not already under broadly framed rules). 

Thus one tends not to see too much navel gazing, in legal literature at least, about the defini-
tion of technology. People have a general sense of what it is and why, in many cases, regulation is 
desirable. At a simple level, it is recognised that technological artefacts and activities can bring 
benefits, but can also cause harms. For instance, the production and use of technology may be 
associated with negative environmental consequences or health and safety risks. These risks have 
been said to be of a different order in the case of modern technologies (Beck 1992). As well as 
such quantifiable problems, technological practices can also impinge on other values, as when 
there are concerns about a diminution in privacy associated with information and communication 
technologies, a loss of respect for human dignity associated with human cloning or distributive 
concerns that arise in both the direction of inventive efforts and ownership of and responsibility for 
outcomes. There is commonly a strong desire to preserve current values in the face of new techno-
logical possibilities that may undermine them (Cockfield 2004), at least initially (Bernstein 2002). At 
a deeper level, new technologies can challenge us to re-examine our commitment to particular val-
ues and their meaning, as when reproductive technologies force us to rethink the importance of 
‘natural’ conception (Bernstein 2002) or the Internet forces us to rethink the meaning and im-
portance of democracy (Klang 2006). Values are rarely static and, even at one time, are the sub-
ject of disagreement, in particular as to their relative priority. 

Bringing these strands together, technology regulation is a means of exercising intentional 
control over the shape of (new) technological artefacts and practices in order to decrease the like-
lihood of a negative outcome or increase the likelihood of a positive outcome, as assessed by ref-
erence to particular values. In other words, the ‘regulator’ takes the perspective of wanting to ex-
tract the maximum benefit and minimise the harms from a particular technology. This is done 
through direct or indirect encouragement, facilitation, regulation, prohibition or co-ordination of par-
ticular new things, activities and relationships.  

In terms of the path actually taken, there will usually be no single ‘best answer’, at least if it is 
accepted that there is scope for disagreement about the relative importance of different values. 
Even where risks can be quantified using an agreed methodology (which is only sometimes the 
case), an assessment of a particular proposal for regulation (or non-regulation) will depend on dif-
ferent preferences in terms of both risk tolerance and value priorities (such as whether one is more 
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comfortable with environmental or economic risks) (Renn 1999). One can attempt to work within a 
particular risk framework, and may be required to so in some jurisdictions.1 But, generally speak-
ing, spheres of agreement will be surrounded by contentious ground. 

Not every new technology requires particular new regulation. In many cases, broadly appli-
cable rules applying to contracts, property, competitive markets and so forth will be sufficient. In 
fact, much socio-technical change takes place without any regulatory crisis. However, existing reg-
ulations are sometimes inadequate – they may fail to apply in the new context, or their applicability 
may be uncertain (Bennett Moses 2007). Sometimes adjustments can be made to existing regimes 
in order to encompass changes in socio-technical practices. Other times, it is not simply a question 
of tweaking, as where the challenges posed are sufficiently unique or have not been addressed. 
The threat to a particular value may be new, and different in kind from those posed previously. 
Many new technologies are not within jurisdiction of an existing agency and the types of problems 
raised may not covered by existing law (Mazur 1981). 

Although existing practices and value preferences vary across jurisdictions, the kinds of 
technologies that pose these types of problems will be similar. Due to globalisation, similar ques-
tions will thus arise at similar times across different jurisdictions. There are three distinct areas 
where transnational learning may be of use. The first, which occurs through the international scien-
tific community, is to establish the ‘facts’ on which decisions about regulation can be based. This 
involves identifying possible benefits and harms (at least the known knowns and known un-
knowns), quantifying those that can be quantified in terms of magnitude and probability (and speci-
fying where quantification is not possible, or not possible yet), and being clear about what is certain 
and what remains uncertain (as well as how and when ascertainable uncertainties might be re-
solved). The second is to determine areas of predetermined international agreement by applying 
international rules and norms to the particular situation, where applicable, or creating new ones. 
The third is to explore appropriate methods through which different jurisdictions can explore nor-
mative disagreement within their own communities and design appropriate regulations at the local, 
state or national level.  

This paper focuses on the third task. There are many different institutions that play a role in 
exploring how technologies may impinge on particular values, attitudes to such tensions and ap-
propriate regulatory responses (by government and/or non-government actors). These include 
government-sponsored institutions conducting law reform, technology assessment and policy anal-
ysis. Bodies such as parliamentary committees, government departments, judges, professional 
bodies, ad hoc and specialist commissions also play a role. This is not the occasion for examining 
the diversity of roles played (Bennett Moses 2011). Rather this paper focuses on two that have 
been subject to extensive examination in the literature in terms of purpose and methodology – law 
reform and technology assessment. 

Technology assessment 

Technology assessment was first institutionalised in the now defunct Office of Technology As-
sessment in the United States in 1972 (Bimber 1996). Before it was defunded by a cost-cutting 
Congress, the Office of Technology Assessment often worked on similar issues to law reform 
                                                
1
 E.g., Treaty on European Union, Official Journal C 115, 09/05/2008 P. 0001 – 038. 
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commissions in Australia (Australian Law Reform Commission 1983, 2004; New South Wales Law 
Reform Commission 1988; OTA 1986a, 1986b, 1987, 1988). While technology assessment is still 
practiced to some extent in the US Government Accountability Office (Sclove 2010), members of 
the European Parliamentary Technology Assessment network (EPTA) have overtaken the United 
States to become world leaders in technology assessment (Russell, Vanclay, Salisbury, & Aslin 
2011; Vig & Paschen 2000). EPTA and its members have considered similar issues, albeit from a 
different angle, to the Australian Law Reform Commission, for example in relation to privacy in the 
information age (Australian Law Reform Commission 2008; European Parliamentary Technology 
Assessment 2006). 

Definitions and approaches to technology assessment differ between different organisations 
and also across history. Developments in technology assessment have been closely tied to evolv-
ing views in social science about the relationship between technology and society. In particular, the 
realisation that particular technological futures are not inevitable implies that an understanding of 
different possibilities (and their consequences) might enable better choices. Classical definitions of 
technology assessment focus on systematic expert evaluation of technological possibilities to de-
termine benefits as well as potential harms (including indirect, unintended or delayed impacts) of 
particular technological developments and trajectories (Armstrong & Harman 1980; Coates 1976; 
Hetman 1973; Vig & Paschen 2000). In this classical version, policy-makers would be informed of 
an assessment, and could use it to design better policy. Although technology assessment still in-
corporates scientific analysis of risk, it now increasingly recognises non-quantitative (Hansson 
2011) and aesthetic (Pitt 1989) approaches, as well as the importance of non-expert participation. 
Following extended dialogue amongst the technology assessment community in Europe, technolo-
gy assessment has recently been defined as “a scientific, interactive and communicative process 
which aims to contribute to the formation of public and political opinion on societal aspects of sci-
ence and technology.” (Decker & Ladikas 2004). Thus technology assessment no longer focuses 
exclusively on providing rationally derived technical information to policy audiences, but rather 
promotes understanding, reflexivity and debate amongst designers, policy makers and broader 
publics.  

Within the technology assessment community, there is extensive discussion of approach and 
methodology (Decker 2010; Decker & Ladikas 2004; Joss & Durant 1995). From technocratic ap-
proaches, there is now a strong focus on different techniques that can be used to enable broad 
participation in decisions around technological design and regulation linked to ideas such as citizen 
juries (Dunkerley & Glasner 1998), consensus conferences (Joss & Durant 1995), discursive tech-
nology assessment (Renn 1999), interactive technology assessment (Rathenau Institute 1997), re-
al-time technology assessment (Guston & Sarewitz 2002; Sarewitz 2005), among others. This 
does not mean that there is no role for expertise – expertise is still required to inform participatory 
technology assessment and evaluate its implications – only that it does not operate in isolation 
(Sclove 2010).  

A report on technology assessment on the issue of information and communication technolo-
gies and privacy helps illustrate the diversity of approaches to methodology (European 
Parliamentary Technology Assessment 2006). Nine technology assessment institutions in Europe 
joined together to summarise related technology assessment exercises and propose some policy 
options. Participatory techniques included focus groups, consensus conferences, citizen and 
stakeholder workshops, and consultation with citizen and expert panels. There were also technolo-
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gy assessment reports that did not employ participatory techniques, relying instead on expertise or 
analysis. Where the public were involved, they were actively recruited. They did not act as stake-
holders so much as citizens, with Leisner and Cas (representing technology assessment institu-
tions in Denmark and Austria) writing that “[w]hen citizens participate in technology assessment 
projects they tend to have a democratic interpretation of their role, and they will reflect on the con-
sequences not only for themselves but for other members of society, such as the underprivileged.” 

Whether or not a technology assessment results in new law, it is clearly designed to regulate 
(or influence) technological practices. It engages with those who design and manufacture technol-
ogies, encouraging thinking about the link between design decisions and broader public values and 
concerns. This is particularly so in real time technology assessment (Guston & Sarewitz 2002; 
Sarewitz 2005). By enhancing informed public debate and consciousness about technological pos-
sibilities, choices and consequences, it may also make users more conscious of technological 
choices they make. In some cases, government regulation or industry codes of practice will also 
emerge from the process, for example setting limits in order to prevent particular outcomes. But, 
whether or not this occurs, the goal of technology assessment includes influence over (and in that 
sense regulation of) technological design and use. In line with this goal, technological uncertainties 
and possible trajectories are explicitly discussed, together with advantages and disadvantages, for 
example in relation to ubiquitous computing, privacy enhancing technologies and RFID tags 
(European Parliamentary Technology Assessment 2006). 

There are differences between technology assessment as it exists in the world (with limited 
resources and limited spheres of influence) and an idealised technology assessment. Ideally, tech-
nology assessment would be carried out for every significant or larger technological project begin-
ning at an early stage of its development and continuing throughout (Wilsdon & Willis 2004). It 
should be closely linked with funding mechanisms, to ensure that funding goes to projects with 
proven future benefits and confined future risks (Lin 2010-2011). Multiple parties should be in-
volved, including designers and affected stakeholders as well as policy-makers. General citizens 
ought to have a say through mechanisms such as citizen juries combined with national referenda 
(Lin 2010-2011). It should be an ongoing process, alongside technological development (Rip, Misa, 
& Schot 1995). Needless to say, in practice these goals have not always been achieved (Goven 
2003; Jensen 2005; Sclove 2010). 

Although technology assessment is centred in Europe, there have been moves in the United 
States and Australia to re-establish technology assessment capabilities (Bennett Moses 2011). 
Despite the demise of the Office of Technology Assessment, there has been some technology as-
sessment in the United States – in the Government Accountability Office, the National Research 
Council, and through academic projects. Political efforts to revive the former Office of Technology 
Assessment, however, have thus far proved unsuccessful (Sclove 2010). In Australia, the Depart-
ment of Industry, Innovation, Science, Research and Tertiary Education has been exploring ways 
in which citizens can become involved in policy-making around new technologies through the 
STEP framework (STEP 2012). Despite its geographical location, this approach has more in com-
mon with European technology assessment than Australian law reform. 
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Law reform 

Law reform has a long history in Australia, with the first New South Wales Law Reform Commis-
sion being established by Letters Patent in 1870. It has waxed and waned over the intervening 
years in the various states and territories. At a federal level, the Australian Law Reform Commis-
sion has been operating since 1975, with the task of reviewing, simplifying and modernising Aus-
tralian law. Formally, its work program is dictated by the Attorney-General, although consultation is 
common.  

Like technology assessment, law reform has different roles and there are disputes as to how 
law reform ought to be defined, what its goals ought to be and what methods are the most appro-
priate (Burrows 2003; Macdonald 1997; Samek 1977). Within Australia at least, law reform gener-
ally includes (but is not limited to) recommendations for legislative changes in a field of concern. 
Many law reform reports have little to do with emerging technologies but involve the resolution of 
various issues from technical legal questions to important national questions such as the role of in-
digenous law. Nevertheless, particularly in Australia, there has been a strong emphasis on ensur-
ing law’s responsiveness to new technologies and, in particular, designing regulations that will pre-
serve important values (such as privacy) in the face of technological change. Bringing law ‘up to 
date’ is one of the statutory functions of law reform commissions.2 But much of the emphasis on 
this aspect of its role is due to the early influence of Michael Kirby who emphasised the Australian 
Law Reform Commission’s responsibilities in this area (Kirby 1988). In Australia, significant num-
bers of reports directly address ‘technology regulation’ issues including the regulation of human 
tissue transplants (Australian Law Reform Commission 1977), genetic testing (Australian Law 
Reform Commission 2003), Internet content (Australian Law Reform Commission 2012b) and re-
productive technologies (New South Wales Law Reform Commission 1988).  

Although law reform institutions have partnered with other bodies where appropriate, their 
own expertise is primarily legal (Burrows 2003; Hurlburt 1986). Technology assessment, at least in 
the sense of understanding a technology and its anticipated effects, is seen as an input into a law 
reform report, and is generally addressed in background chapters. Technology tends to be “black 
boxed” for most of a report, in that it is taken as the current state of affairs. There is minimal hori-
zon-scanning and minimal mention of potential technological trajectories or alternative pathways. 
For example the 2008 Australian Law Reform Commission Report into privacy focussed on tech-
nology already in commercial use such as databases that were already in existence (for genetic in-
formation, property holdings, financial transactions, credit worthiness, consumer preferences, and 
so forth) (Australian Law Reform Commission 2008, 151-153). Horizon technologies, such as 
ubiquitous computing, were mentioned briefly but not subjected to the same analysis as currently 
existing technologies.  

Not only does law reform focus on current technologies, it also tends to begin late in a tech-
nological development timeline. It tends to follow, rather than proceed, technology assessment 
elsewhere. For example, the inquiry on gene patenting (which published its report in 2004) con-
cluded that the time to recommend that gene sequences should not be patentable had “long since 
past” (Australian Law Reform Commission 2004). While European technology assessment organi-

                                                
2
 E.g., Australian Law Reform Commission Act 1996 (Aust) ss 21(1)(a), (c). 
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sations had completed extensive reports on privacy issues around information and communication 
technologies prior to 2006 (European Parliamentary Technology Assessment 2006), including in 
relation to horizon technologies (such as ubiquitous computing), the Australian Law Reform Com-
mission did not complete its report on issues relating to current commercial practices in this area 
until 2008. 

Technology assessment and law reform manage the problem of ongoing technological 
change (requiring repeated regulatory changes) in different ways. An ideal technology assessment 
will continue to monitor technological developments, and seeks to begin discussion early in a tech-
nology’s development. While technology assessment engages actively in horizon scanning, law 
reform seeks to manage ongoing technological change through a preference for technology-neutral 
(Australian Law Reform Commission 2008, 422) or principles-based regulation (Australian Law Re-
form Commission 2008, 235-242). This approach is possibly the only solution in a context where 
law reform reports on a particular issue are large scale, once-off events. The Australian Law Re-
form Commission has expressed the view that it would be “undesirable” to design legislation to ac-
commodate technologies which are yet to be invented or deployed, although it can recommend 
that continuing monitoring be done by others (Australian Law Reform Commission 2008, 422, 430). 

The idea of “technology regulation” as such is less prominent in law reform than in technolo-
gy assessment. The output of a law reform report is generally (but not always) proposed changes 
in legislation along with recommendations for guidelines, education programs and changed prac-
tices directed to government, independent agencies, industry and other groups. Nevertheless, de-
spite not being framed in terms of ‘technology regulation’, that is the impact of many of the Austral-
ian and state law reform commission recommendations. One advantage of the law reform ap-
proach is that they show awareness of the fact, sometimes ignored in technology assessment 
(Edquist 1994), that regulation targeted at something other than the technology in question can in-
directly influence that technology. Thus, after introducing a technology, a law reform report will at-
tempt to summarise how existing rules apply to a new technology within relevant spheres, whether 
or not those rules were originally intended to ‘regulate’ the technology as such. The starting point is 
thus the current legal framework. For example, in its privacy inquiry, the ALRC described its task 
as being “to review an existing piece of legislation…and to consider emerging areas that may re-
quire privacy protection” (Australian Law Reform Commission 2008, 150). This was reflected in the 
layout of its report – after an introductory chapter, five chapters explored the existing legal regime 
(including the extent to which new technological practices are covered by existing statutory catego-
ries), two chapters discussed some specific limitations of that regime, after which were four chap-
ters under the overarching heading “Developing Technology”, and further chapters exploring spe-
cific issues, including recommendations for legal change. Changes to law and regulation are thus 
proposed in the context of deep analysis of the existing framework, and are very specific. 

Law reform also differs from technology assessment in how it engages with publics. For 
longer than technology assessment, law reform has recognised the importance of public input. In 
its opening Annual Report for 1975, the federal Law Reform Commission adopted the words of the 
Law Reform Commission of Canada in recognising that  

... there must be dialogue and consultation with the public in order to unearth and to articulate public opin-
ion on the law – discussing with the public the values they think the law should enshrine, the functions it 
should perform, the aims it should pursue. (Law Reform Commission of Canada 1973-1974; The Law 
Reform Commission (Australia) 1975).  
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Law reform has always allowed significant opportunity for comment from interested members of 
the public. Law reform generally involves an issues paper, a discussion paper which makes tenta-
tive proposals for reform, followed by a final report. A variety of mechanisms, including podcasts, 
information sheets, media interviews, social media and public fora are used to publicise these re-
ports. People can also ask to be added to a mailing list for a particular inquiry.  

However, while there is plenty of opportunity for public comment on issues and proposals, 
there is less emphasis on seeking to engage with members of the public who are not already en-
gaged on an issue. The result is that the level of engagement with the general public, as opposed 
to stakeholders and advocacy groups, varies significantly across different reports. In its gene pa-
tenting report, the Australian Law Reform Commission paid lip service to the need for public con-
sultation, but spent its time actually meeting with stakeholders and advocacy organisations rather 
than the public directly (Australian Law Reform Commission 2004). A similar pattern can be seen 
in the report on privacy, with consultations focused on government (and related bodies), private 
sector agencies, advocacy groups, lawyers and academics (Australian Law Reform Commission 
2008, Appendix 2). In the latter case, there were some roundtables, fora, workshops and a phone-
in on specific issues with members of the public. In some reports there have been public fora in-
volving a “set presentation” followed by comments and questions from the floor or members of the 
Commission sitting on panels at general public fora (Australian Law Reform Commission 2003). 
The usual focus, however, is on consulting with those who can ‘speak for’ the public, rather than 
the public directly. This is sometimes explained by the additional costs as well as the lack of dem-
ocratic legitimacy in any event (North 1985). There is also reliance on quantitative and qualitative 
data prepared by other organisations (Opeskin 2002). For example, in the privacy report, the ALRC 
relied on external reports on questions of community attitudes to privacy and cost implications of its 
recommendations and recommended further study on the attitudes of young Australians to privacy 
(Australian Law Reform Commission 2008, 114, 129, 475). While members of the public do some-
times prepare submissions on topics of interest to them, as was the case with respect to classifica-
tion of video games in a recent inquiry (Australian Law Reform Commission 2012b), these are of-
ten organised by more established groups. There are some recent moves in a positive direction, 
with the commission announcing a strategy to engage with people from diverse backgrounds 
(Australian Law Reform Commission 2012a). Still, compared to the vast literature on participation 
in technology assessment, engagement with the public directly, where it happens, lacks a fully de-
veloped methodology. That is not to say that public consultation by law reform commissions is not 
worthwhile or effective, only that it operates without reference to the kinds of justificatory theories 
and evaluations that one finds in technology assessment. This has led to criticism that the Com-
mission can end up relying too much on anecdotes from vocal stakeholders (Graycar 2000). 

Another difference between technology assessment and law reform is with respect to imple-
mentation rates. The implementation rates for law reform reports are high, with the most recent 
annual report of the Australian Law Reform Commission stating that 59% of its reports have been 
substantially implemented, 30% partially implemented, 6% currently under consideration and only 
5% not implemented (Australian Law Reform Commission 2012a). While technology assessment 
can point to some successes in this regard, the rates are far lower. Of course, technology assess-
ment has other aims, so this is not a critique, only an observation.  
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Engagement across national and disciplinary lines 

Law reform and technology assessment literatures, in the sense of discussion around goals, prob-
lem definition, methodologies and influence, are mostly separate, with different journals, confer-
ences and authors involved. Part of the reason for this is geographical – other than the United 
Kingdom, there are few jurisdictions that recognise a significant role for both kinds of institutes. 
However, it is primarily disciplinary – law reform commissions and technology assessment bodies 
recruit on the basis of different qualifications and see themselves as doing different things (which, 
in part, they are). Thus although there are some cross references between technology assessment 
and law reform reports on particular issues, there is no discussion across the discipli-
nary/geographical divide about how the task of deliberately shaping technological practice in which 
both play a role ought to be carried out.  

Lawyers have shown relatively little interest in technology assessment and the technology 
assessment community has largely ignored law reform. Legal interest in technology assessment 
as a process is mostly historical (Burns 1976; Green 1967, 1983; Portnoy 1969; Tribe 1971, 1973), 
although there is always interest in the outcomes of particular technology assessments. Such legal 
commentary as exists looks at technology assessment in itself – exploring proposals to improve it 
(Lin 2010-2011), critiquing particular approaches (Tribe 1973) or arguing that particular procedures 
meet technology assessment standards (Kritikos 2009). Where comparisons are made to legal 
processes, it has been to formal procedural processes such as criminal trials rather than law re-
form (Hildebrandt & Gutwirth 2008).  

Unlike the poor links between technology assessment and law reform, there is significant 
mutual learning among those seeking to optimise regulatory design generally. The cohesion 
around regulatory studies has meant that there are significant parallels between, for instance, the 
European Union’s “Better Regulation” initiative3 and Australia’s “Best Practice Regulation”.4 But 
transnational conversations about the best way to design regulation generally does not seem to 
have carried over to conversations about how to manage the law/regulation/technology interface. 

Opportunities for engagement 

Technology assessment and law reform operate in an overlapping space. As discussed in Section 
2 above, there are diverse circumstances in which one wishes to consider regulating a new tech-
nology. Ultimately, one is dealing with (possibly contested) values that may be enhanced or chal-
lenged by potential technological practices where existing legal and regulatory structures are insuf-
ficient for managing the conflict, either because they are under-inclusive or because the nature of 
the challenge is new. In short, one is dealing with tensions in a socio-techno-legal space (Dizon 
2012), and a desire to deliberately shape its future in accordance with particular value preferences 
(whether assumed or derived through the process itself). It is therefore not surprising to find similar 
topics being examined by institutions in Europe and Australia.  

While the technology assessment and law reform sometimes address similar problems, their 
perspective and approach are different. Technology assessment typically starts from a technology, 
                                                
3
 http://ec.europa.eu/governance/better_regulation/index_en.htm.  

4
 http://www.finance.gov.au/obpr/proposal/gov-requirements.html 
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charts its possible and probable implications. Different methods dictate to some extent how this is 
achieved – whether directly through influence over designers or indirectly through government reg-
ulation (although each is a kind of ‘regulation’ in its broad sense). Law reform generally assumes a 
state of technology, and is unwilling to venture as far into future possibilities. It builds on an analy-
sis of existing law and regulation to identify gaps and problems raised by (existing) new practices 
and propose solutions. Its proposals, and in particular those that relate to recommendations for 
new law, are generally detailed and commonly enacted in accordance with what was proposed. 
Law reform also makes recommendations to non-government institutions, but does not make rec-
ommendations about technological design as such. While technology assessment tends to less de-
tail on its recommendations (in a sense black boxing law), law reform tends to black box technolo-
gy itself. Each focuses more closely on one part of the socio-techno-legal dynamic.  

The shared role explains the fact that law reform and technology assessment have ap-
proached related debates about how technological practice ought to be made to align with particu-
lar values. What is more difficult to explain is why these two ways of thinking about the problem 
have rarely been compared. A deep understanding of both technological and legal histories and 
possibilities would surely be an advantage in formulating recommendations for how a socio-
techno-legal space ought to be shaped. Mutual learning in this context would not necessarily lead 
to similar outcomes. Technology assessment in Europe and law reform in Australia both fulfil an 
advisory function. In both cases, recommendations are ultimately adopted (or not) by other actors 
(including government and industry). The kind of mutual learning I am proposing is thus not an av-
enue to harmonisation of technology regulation internationally – it will not dissolve disagreement. 
Rather, it is a proposal that might lead to improvements in the tools used within different jurisdic-
tions for deciding how to regulate technology in light of each jurisdiction’s own values and prefer-
ences. 

In particular, there are two areas in which Australian law reform commissions could learn 
from European technology assessment. The first is by considering approaches to public engage-
ment used in participatory technology assessment. Both law reform and technology assessment 
invoke the importance of broad community involvement. Both do so for similar reasons – for nor-
mative reasons related to democratic ideals, substantive reasons (to improve decision-making) and 
pragmatic reasons (for example, to enhance compliance) (Opeskin 2002; Wilsdon & Willis 
2004).Among its other benefits, public participation facilitates learning about value preferences 
(Skene 1985). To date technology assessment practitioners have generated a more extensive dis-
cussion about how this is best achieved, and law reformers, despite having been interested in pub-
lic participation for longer, could benefit from considering means by which a broad range of citizens 
can be engaged. Secondly, law reform could benefit from a better understanding of the contingen-
cy of technological development and the potential for regulation (in the sense of intentional influ-
ence or control) to shape development pathways. 

Conversely, technology assessment practitioners could benefit from considering how law re-
form commissions operate. Typically, a law reform report ends not merely with a sense of what 
problems exist, but specific proposals for change, both to legislation and in other areas, that build 
on existing law and practice. In technology assessment, conclusions are often expressed in more 
general terms such as the need for (better or updated) legislation to protect particular rights such 
as privacy, the desirability of regulation of particular technologies or requirements to use better 
technologies, and the need for better enforcement of existing laws and consumer education 
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(European Parliamentary Technology Assessment 2006). By increasing specificity, it is may be 
possible for technology assessment institutions to exercise greater influence over policy. By build-
ing on a detailed understanding of existing general regulatory frameworks, it may be possible to 
avoid unnecessary technology specificity in its proposals.  

Both technology assessment and law reform employ a combination of expertise (scien-
tific/technical and legal respectively), public engagement (described respectively in terms of con-
sultation or participatory technology assessment) and communication in order to achieve their 
goals. In both cases, reports may recommend legislative changes in light of technological devel-
opments. However, due to the lack of overlap between law reform and technology assessment lit-
eratures and the lack of opportunities for mutual engagement between practitioners of law reform 
and practitioners of technology assessment, there has been little opportunity for mutual learning. 
While interest in technological assessment has existed within Australia, it is rarely referred to by 
Australian legal scholars. In particular, the extensive literature on methodologies of public en-
gagement (or participatory technology assessment) (Joss and Durant 1995; Decker 2010) has not 
been discussed in relation to Australian law reform commissions. The fact that law reform and 
technology assessment work in an overlapping space suggests that a comparison of methodolo-
gies, and suggestions for integrating these approaches would be fruitful. 
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Abstract Pharmaceutical regulators have a dual responsibility. On the one hand, they need to protect and 
promote public health, while on the other hand, they have a role in stimulating pharmaceutical innovation 
through scientific advice, regulatory guidelines and other forms of regulatory dialogue. Although regulators 
are acclaimed for their scientific expertise and independence, they are also criticized for being a source of 
bureaucracy and thus stifling innovation. Here we analyse the emergence of the EU biosimilar regulatory 
framework with a specific focus on erythropoiesis-stimulating agents and the pure red cell aplasia (PRCA) 
safety controversy. We demonstrate that in an uncertain environment, European regulators have created a 
regulatory framework for biosimilars that stimulates innovation while attempting to maintain high safety 
standards. This case study provides valuable lessons on how to handle controversies in a highly volatile 
pharmaceutical sector and within a specific regulatory framework.  

Key words Biosimilar, biologicals, drug regulation, EMA, Pure red cell aplasia, erythropoietin, controversy  

Introduction 

Substances derived from biological sources to diagnose, treat, cure orpreventdisease—so-called 
biological—have existed in medicine’s therapeutic arsenal for centuries. Biologicals form a hetero-
geneous group of medicinal products including tissue, extracts, and purified hormones. In the 
1980s, the development of biotechnologies, such as recombinant DNA and hybridoma technology, 
gave rise to the creation of biotechnological drugs or biologicals (Walsh 2003). In the past decade, 
the first generation of these biologicals, which include recombinant human interferons, insulin, 
growth hormone and erythropoietin, have lost or are about to lose their patent protection and mar-
ket exclusivity. This has opened the door for the introduction of competing copies of biologicals.  

For conventional synthetic molecules, regulations are in place that allow for the approval of 
competing generic products based on abbreviated application dossiers that demonstrate equiva-
lence to the innovator product. However, unlike conventional synthetic “small molecule” products, 
the size and complexity of biologicals, together with the inherent variability of their production pro-
cess, prevents the application of existing regulations. Although the technology for characterizing 
biologicals has greatly improved since their introduction in the 1980s, their immunogenic properties 
cannot be predicted using currently available analytical methods. This has created a need for tai-
lored regulatory requirements to assess copycat biologicals—so-called biosimilars. The require-
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ments of efficacy and safety data have provoked strong debate among regulators, innovative com-
panies and producers of non-innovator versions of existing biologicals (Schellekens & Moors 
2010). On one side, it is argued that biosimilar manufacturers should provide full safety dossiers; 
while on the other side, there is a call for abridged requirements, such as the ones that apply to 
conventional synthetic molecules. To settle this debate, regulatory standards are needed for bio-
similars.  

In 2001, an adverse drug reaction, pure red cell aplasia (PRCA), occurred in patients receiv-
ing the recombinant erythropoietin-α (EPO) product Eprex, a product marketed only outside the 
USA. This adverse drug reaction occurred unexpectedly following changes in the Eprex formulation 
and manufacturing process and clearly showed the industry’s inability to predictchangesin immu-
nogenic properties of biologicals. The drug reaction also evoked an increased interest in the possi-
ble consequences of immunogenicity for biologicals and particularly biosimilars. By analyzing the 
development of the biosimilar guidelines, we aim to illustrate the role of regulation and regulators in 
creating new pharmaceuticals. This case holds lessons for regulators who govern pharmaceutical 
innovations around the globe. We focus on the creation of the biosimilar regulatory framework of 
the European Union (EU), and will reflect on the institutional processes and outcomes using the 
PRCA case to illustrate the challenges of building a regulatory framework for biosimilars. This case 
is an important example of the dual role of regulators to protect and promote public health while 
simultaneously facilitating innovation in the pharmaceutical sector.  

Roles of regulation 

Regulation serves as a means to exercise control over the quality, efficacy and safety of pharma-
ceuticals. Pharmaceutical regulators act as gatekeepers to ensure that medicines have a positive 
benefit-to-risk balance when they enter the market and throughout their lifecycle. Increased regula-
tory pressure is often regarded as a barrier to innovation and thus criticized for delaying the intro-
duction of useful medicines and weakening industrial competitiveness (Miller & Henderson 2007). 
However, regulation can also provide positive incentives for innovation, e.g. providing guidance to 
improve the quality of pharmaceuticals. Furthermore, the regulatory ‘norm of acceptability’ has a 
profound influence on decisions for whether or not to develop medicines. A powerful example of 
this is the development of many new pharmaceuticals for orphan diseases following the adoption 
of orphan legislation(Braun et al. 2012), or the role of regulation to direct tissue engineering (Hogle 
2009). This double bind between the management of the benefit-risk balance and innovation is 
characteristic of modern drug regulation cultures (Carpenter 2010; Daemmrich 2002; Pieters & 
Snelders 2012). 

The process of creating and adopting regulation is far from straightforward. Rather than a ra-
tional response to a perceived public health problem, creating drug regulation standards is a highly 
political process as many competing interests collide on the efficacy, safety, and affordability of 
medicines and other economic interests (Hüntelmann 2008; Timmermans & Berg 2003). Stake-
holders with conflicting interests have long exerted their influence on the process of creating regu-
lations(Abraham 2002; Pieters 2005; Wiktorowicz & Deber 1997). This can result in differing views 
of what should be regulated and to what extent. Furthermore, the development of regulation is a 
subtle process, which may promote the integration of views and perspectives from opposing 
stakeholders—a process that has been called ‘facilitation’ (Black 1998; Jasanoff 1990). Incorporat-
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ing the arguments of scientists, regulators, health technology assessors and patients, regulation 
may facilitate the acceptance of the outcome of the regulatory process.  

How is it then that regulatory agencies can manage to perform these seemingly conflicting 
tasks in the highly political pharmaceutical sector? The creation of a novel framework for biosimilar 
regulation in the EU provides a case example of how regulators have managed these challenges in 
the field of biologicals. 

Introducing EU regulations 

EU biological legislation 

Following the Thalidomide tragedy in the 1960s, European regulation established norms for drug-
approval procedures in 1965 with the adoption of Directive 65/65EEC. In 1975, Directives 
75/318/EEC and 75/319/EEC were adopted and stipulated extensive pre-marketing testing and 
regulatory agency review to assess drugs (Pignatti, Boone, & Moulon 2004). These regulations 
applied to all medicinal products. The 1980s witnessed the advent of biotechnology and the first 
recombinant biological products entered the market. Many member states lacked the knowledge to 
assess these technologically advanced products. Therefore, in 1987, a concertation procedure was 
established that required biological marketing applications to be reviewed by the Biologics Working 
Party (BWP) of the scientific committee of the EMEA, the committee of proprietary medicinal prod-
ucts (CPMP), whose name was changed to the Committee of Medicinal Products for Human Use 
(CHMP) in 2004 (Jefferys & Jones 1995). The BWP reviewed the application dossiers for quality, 
safety and efficacy and issued an advisory opinion; the final decision was left to the individual EU 
member states. In 1995, this procedure was replaced by a centralized procedure via the newly es-
tablished European Medicines Evaluation Authority (EMEA), which was renamed European Medi-
cines Agency (EMA) in 2010. This procedure allows for a single drug authorization, valid in all EU 
member states, which is mandatory for all biologicals that are intended to be marketed in the EU. 

First steps toward a regulatory pathway for biosimilars 

At the end of 1997, the ‘centralized procedure’ for the approval of pharmaceuticals for the EU using 
a single application to the EMA was well established. Fifteen biological products had received ap-
proval through the centralized procedure and 10 more were approved through the concertation 
procedure. By then, the first products developed using recombinant technologies were approach-
ing the loss of their patent protection in the EU. At this time, the EMA received inquiries from po-
tential manufacturers about criteria for the approval of a competing version of an existing recombi-
nant protein on the market (European Medicines Agency 1998). For chemically synthesized ‘small 
molecules’, generic versions may receive marketing authorization by demonstrating “essential simi-
larity” to the originator product (European Commission 2001).This option was introduced in USA 
legislation in 1984 through the adoption of the Hatch-Waxman Act and similar regulation was es-
tablished in EU through Directive 87/21/EEC. Essential similarityis demonstrated by performing 
studies on the quality of the new ‘small molecule’ and limited pharmacokinetic studies demonstrat-
ing bioequivalence. Given the inability to fully characterize biologicals and the inherent variability in 
their production process, it was clear that competing versions of biological could not be considered 
under existing legislation. Although regulation existed for establishing the comparability of products 
originating from a single manufacturer, these could not be applied to products from various manu-
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facturers (International Conference on Harmonisation 2004). De facto, this resulted in unlimited 
market exclusivity for originator biological products. The question was forwarded to the European 
Commission, who returned it to EMEA as a scientific question asking what information was needed 
to demonstrate the comparability of two biological products. The CHMP deferred to its expert 
committee, the biologics working party (BWP), which resulted in a concept paper in 1998 outlining 
the first steps for the creation of regulatory guidance on minimal requirements for the quality, non-
clinical and clinical issues for these new products (European Medicines Agency 1998). Just as the 
first steps for creating a regulatory pathway were taken, an adverse event occurred in patients re-
ceiving epoetins that would have important implications for the discussion surrounding the regula-
tory requirements for biosimilars. 

 
Figure 1: Overview of key EU legislation and events concerning biologicals and biosimilars. All legislation re-
lated to the development and utilization of pharmaceuticals was combined in the “Community code relating to 

medicinal products for human use”, Directive 2001/83/EC thereby replacing all previous directives. 

The case of pure red cell aplasia 

The unexpected occurrence of pure red cell aplasia 

In 1988, epoetin-α, the first recombinant erythropoietin (EPO), was approved in Europe for treating 
anemia associated with renal failure. In the following years, the approved use of epoetin-α was ex-
tended to include the treatment of anemia in patients with non-myeloid cancer receiving chemo-
therapy(Bennett et al. 2008; Gascon 2005). In November 2001, a warning was issued by Ortho-
Biotech, the manufacturer of Eprex (epoetin-�), to alert physicians to an increase in the number of 
reported cases of pure red cell aplasia (PRCA). PRCA is ahematological disorder characterized by 
severe anemia and an almost complete absence of erythroid precursor cells, while other bone mar-
row colonies are unaffected(Pollock et al. 2008). PRCA is very rare and from the approval of epo-
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etin-α until 1998, only three cases of PRCA associated with the occurrence of anti-erythropoietin 
antibodies had been published (Bergrem, Danielson, Eckardt, Kurtz, & Stridsberg 1993; Peces, de 
la Torre, Alcazar, & Urra 1996; Prabhakar & Muhlfelder 1997). The majority of new cases of PRCA 
were found to be associated with a particular brand of epoetin-α—Eprex, produced by Ortho Bio-
tech and only marketed outside the USA. In early 2002, three months after the first regulatory 
warnings, a landmark publication heightened the awareness of PRCA around the globe (Casade-
vall et al. 2002). The publication described 13 patients who had received epoetins and developed 
PRCA and conclusively confirmed the role of anti-erythropoietin antibodies in causing this adverse 
reaction. The number of cases reported to regulatory agencies across the EU, Canada and Aus-
tralia increased significantly. The majority of these cases occurred in renal patients who were re-
ceiving subcutaneous Eprex. As the number of reported cases of PRCA increased, a second regu-
latory warning was issued along with the recommendation that physicians administer Eprex intra-
venously whenever possible. When these measures did not result in a decrease in the number of 
reported cases of PRCA, regulators contraindicated the use of subcutaneous Eprex in patients with 
chronic renal failure. Following these measures, the number of newly reported cases declined, re-
sulting in a total of over 200 confirmed PRCA cases (Bennett et al. 2004). 

Investigations into the cause of the increased incidence of PRCA cases 

Along with actions from regulatory agencies in the EU, Canada and Australia, the Marketing Au-
thorization Holder (MAH) in Japan investigated the PRCA cases associated with Eprex use. How 
could a sudden increase in this otherwise extremely rare adverse drug event be explained? The 
origin of the problem was traced back to the 1990s when Europe was reaching the peak of the 
‘Mad Cow Disease’ crisis. The agent responsible for transmitting the human form of bovine spongi-
form encephalopathy, Creutzfeldt-Jakob disease, could not be inactivated in donor blood. The 
CHMP was concerned with possible contamination of the plasma-derived products and excipients 
used to stabilize the formulations of biological products, including human serum albumin (HSA). In 
1998, it adopted the position that although the chance of transmission of a new variant of Creutz-
feldt-Jakob disease was highly unlikely, it was prudent to withdraw batches of products containing 
(donor-derived) HSA at risk for contamination (Committee of Proprietary Medicinal Products 1998). 
The CHMP advised manufacturers to refrain from using HSA as an excipient whenever possible 
and encouraged the use of alternatives. The manufacturer of Eprex for the European market, Ortho 
Biotech, responded to this revised position and changed the formulation of Eprex. HSA was re-
placed as a stabilizer by the widely used detergent polysorbate 80 and glycine, which are exten-
sively used in biological formulations. It is now widely accepted that removing HSA as an excipient, 
along with other changes introduced in the manufacturing process, were the most likely causes of 
the sudden increased incidence of PRCA cases. Nevertheless, the question of the exact mecha-
nism of drug induced PRCA has remained the subject of intense debate.  

Two hypotheses have been brought forward by the MAH to explain the increase in the im-
munogenicity of Eprex (Boven et al. 2005). First, it was suggested that polysorbate from the un-
coated plunger stoppers of prefilled syringes were ‘leaching’ organic compounds that could have 
adjuvant properties. Second, the replacement of HSA by polysorbate 80 and glycine decreased the 
stability of the formulation making it more susceptible to improper handling and temperature 
changes. Measures were implemented to ensure proper handling of Eprex.  
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In April 2003, the teflon-coated stoppers were replaced by uncoated rubber stoppers in prefilled sy-
ringesto prevent leaching. Following these measures, the number of reported PRCA cases de-
clined to the levels seen before 1998. However, the hypothesis of organic leachates put forward by 
the MAH was heavily debated and other mechanisms were suggested (Schellekens & Jiskoot 
2006). Most notable, the new formulation may have made Eprex more susceptible to the formation 
of aggregates of recombinant protein formation, which in turn could have induced immunologic re-
actions. This process may have been further induced by improper storage and handling conditions. 
No definitive answer has yet been found and this issue remains a matter of scientific debate. 

After the regulatory actions 

In 2006, the subcutaneous route for Eprex administration was reinstated, but only for patients for 
whom intravenous access was not readily available. However, since the exact cause of PRCA was 
not yet determined, regulatory authorities were not assured that the measures to prevent PRCA 
would be effective over time. Therefore, efforts were made to assess the safety of Eprex including 
a large prospective observational study to monitor the incidence of PRCA cases. The study had 
been initiated in 2003, but was prematurely stopped having failed to detect any new cases of 
PRCA due to anti-erythropoietin antibodies (Rossert et al. 2006). The uncertainty about the cause 
of the increased incidence of PRCA cases and the unpredictability of immunogenicity-associated 
adverse events had obvious implications for biosimilar regulatory requirements. The adverse expe-
riences with Eprexclearly demonstrated how changes in a product that are not apparent in quality 
control can have severe consequences for the safety of biologicals. As the market exclusivity of 
some key biologicals including EPOs, was coming to an end, the creators of the biosimilar regula-
tory framework needed to create safety standards without closing the door on biosimilars. 

The emergence of a regulatory framework for similar biological medicinal products 

Lack of agreement on global guidance 

The BWP 1998 concept paper for recombinant proteins was the first step towards creating a regu-
latory framework for similar biological medicinal products (European Medicines Agency 1998). The 
patents for EPOs and granulocyte colony stimulating factors were due to expire first in the EU and 
later in the USA (Ledford 2007). An obvious platform for the development of global regulation on 
this topic would have been the International Conference of Harmonization (ICH). The ICH has rep-
resentatives from regulating agencies and the pharmaceutical industry in the three major pharma-
ceutical markets, i.e. USA, Europe and Japan. The ICH proposes topics for harmonization that are 
implemented in local legislation after consultation within the regions (Buono 1995). The ICH plat-
form operates by finding consensus on subjects to address with guidelines. However, the ICH de-
cided that the safest approach was to limit the scope of their guidance to the manufacturing pro-
cesses of products already on the market and produced by the ‘original’ manufacturers. The phar-
maceutical industry is represented in the ICH by associations that generally act on behalf of inno-
vative companies who may have been less receptive to guidance on this topic. Regardless of the 
underlying reasons, the ICH decided not to provide guidance on the requirements of biological 
products produced by companies other than the innovator(International Conference on Harmonisa-
tion 2004). This left a gap in the global regulatory framework and the EMA needed to address the 
dilemmas posed by the arrival of biosimilars. 
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Basic principles of the EU biosimilar approach 

Since ‘essential similarity’ cannot be demonstrated for biologicals, rather than using the term ‘ge-
neric’, the term ‘similar biological medicinal products’ or ‘biosimilars’ was coined in the EU legisla-
tion in 2003 (European Commission 2003). EU legislation states that biosimilars must demonstrate 
a comparable quality, efficacy and safety compared to a chosen reference product (European 
Commission 2004)Comparative clinical data are needed to demonstrate the safety and efficacy of 
the product and biosimilar manufacturers must provide extensive risk management plans to moni-
tor their safety after receiving marketing authorization. Like all biologicals, biosimilars must be ap-
proved through the EU centralized procedure. The exact requirements for specific products were to 
be determined on a case-by-case basis and would be outlined in CHMP guidelines. The guidelines 
were drafted by the expert working parties advising the CHMP. These working parties include sci-
entists from each EU country who are selected for their particular expertise. An ‘overarching’ 
guideline was released that described the basic principles underlying the biosimilar regulatory 
framework. This was followed by guidelines detailing requirements on quality, non-clinical issues 
and comparability issues. Initially, four guidelines were issued that described the requirements for 
specific product classes, i.e. insulins, human growth hormones, granulocyte colony stimulating fac-
tors and EPOs. Draft versions of these guidelines were released for review in May 2005.  

After a consultation period, in December 2005, a workshop was organized to share the expe-
rience of biosimilar regulation, discuss the prospective conclusions included in the guidelines and 
highlight any evolving scientific factors that might influence the review, risk management and post-
marketing surveillance of these products. The final versions of the four guidelines were adopted in 
February 2006.A separate guideline specifically addressed the immunogenicity of therapeutic pro-
teins and states:“Immunogenicity issues should be further addressed in the Risk Management 
Plan”(European Medicines Agency 2007). As for all new pharmaceutical products, biosimilars are 
subject to a five-year assessment; at this time the marketing authorization may be renewed. Since 
2006, specific guidelines have been adopted for interferon alpha, low-molecular-weight heparins 
and monoclonal antibodies, and draft guidance has been released for recombinant follicle stimulat-
ing hormones and recombinant interferon-β.  

The market situation of EPOs at the time of the drafting of biosimilar guidelines  

At the time that the PRCA adverse events associated with Eprex use emerged, the market for 
EPOs was valued at more than $10 billion and over three million patients had received EPOs 
worldwide, making it by far the best selling biological in the world (Evens, Bennett, & Luminari 
2005). Johnson & Johnson, the company responsible for marketing Eprex, earned $4.3 billion in 
revenues for the product, accounting for 11.8% and 10.6% of the total company revenue in 2001 
and 2002 respectively (Johnson & Johnson 2002). Even though sales of Eprex declined from 2002 
to 2005, the drug still generated significant of revenue for the company. Similarly, sales of Amgen’s 
EPOs rose to over $5 billion in 2004—more than 50% of the total company revenue (Amgen 2004). 
In the EU, the patent for the production of epoetin-α expired at the end of 2004 opening the way for 
competitor products (Ledford 2007; Lin 1984). Obviously, the stakes were high and creating hur-
dles for manufacturers to enter the market increases the cost of developing competitor products. 
Traditionally, the key attribute of generic medicines to secure a market share is lower cost. Howev-
er, given the higher development costs and the limited number of competitors that would enter the 



Hans Ebbers, Huub Schellekens, Hubert Leufeks & Toine Pieters 

  60 

market, the price of biosimilars was expected to be approximately 80% of originator products and 
biosimilars were predicted to capture 30-75% of the anemia market (Melnikova 2006). Biosimilars 
have the potential for high financial returns despite taking longer, costing more and requiring more 
biotechnological expertise to develop than conventional drugs. Early biosimilar manufacturers had 
strong ties to companies with extensive experience developing innovative biologicals. Both innova-
tive companies and companies interested in developing biosimilars participated in discussions sur-
rounding the creation of the biosimilar regulatory framework in Europe.  

Guidelines creating controversies  

Public consultation on the draft guidelines 

The first draft of the biosimilar EPO guidelines was circulated for public consultation in June 2005. 
According to European procedures, stakeholders could offer feedback on this draft until October 
2005. Responses came from innovator companies, generic companies, regulatory agencies, scien-
tists and patient organizations. Interestingly, no input was provided by any medical association or 
individual physician (Ebbers, Pieters, Leufkens, & Schellekens 2012). Discussion of biosimilar 
safety included more than just biosimilar EPOs, but the PRCA adverse events provided the perfect 
example of the unpredictable nature of immunogenicity and the potential harmful responses result-
ing from unwanted immunogenicity. While guidelines on biosimilars and immunogenicity were 
drafted in Europe, the exact mechanisms of PRCA adverse drug events were under investigation. 
Various stakeholders stressed that the unknown cause of the increased incidence of PRCA cases 
illustrated the need for specific guidance on biosimilars. Both innovative companies and patient or-
ganizations insisted that patient safety should be of prime importance (CEAPIR 2005; EuropaBio 
2005). The use of placebo-controlled trials for products that have a known efficacy and safety pro-
file was considered unethical. It was generally accepted that comparative clinical studies of a bio-
similar versus the innovator product should be a necessary part of any application dossier. This 
would enable a comparison of the immunogenicity of a product under investigation with that of the 
innovator product. 

How many patients should be studied? 

Key points for discussion on the guidelines included: the number of patients in the clinical studies, 
the number of studies to be performed and the duration of studies to provide adequate pre-
marketing safety data. The draft version of the final guidelines specifically stated that safety data 
from the efficacy trials of at least 300 patients would be sufficient to exclude “excessive immuno-
genicity” (European Medicines Agency 2005). The rationale for 300 patients was not clear and in 
addition, applicants needed to provide 12 months of immunogenicity data from patients receiving 
biosimilar EPO. Stakeholder comments were diverse; some recommended increasing the mini-
mum number of patients to 1000, while others suggested that a single study would provide suffi-
cient safety data. Still others, including the European Kidney Patients Foundation, advocated that 
the same criteria should be required for biosimilars as the reference product. In the final guideline 
text, the minimum number of patients in a clinical trial was removed. 
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Route of administration 

Another part of the guideline discussion focused on the need to perform separate studies to 
demonstrate the therapeutic equivalence of both the subcutaneous and intravenous routes. Since 
the subcutaneous route for the comparator product Eprex was contraindicated (because of PRCA), 
only studies comparing the biosimilar to intravenously administered Eprex were possible. Unfortu-
nately, PRCA had only been identified in patients receiving subcutaneously administered Eprex. A 
consensus was reached to require one study using an intravenous route and to grant approval only 
for that route (Schellekens 2008). To obtain approval for the subcutaneous indication, additional 
studies would be required once the contraindication for subcutaneous Eprex was lifted.  

Which indications should be studied? 

A second point of the guideline discussion was whether or not clinical data should be required for 
all authorized indications for the reference product, or if demonstrating comparability for one indica-
tion could extrapolate to mean that the product was equally efficacious and safe in all other indica-
tions. Although some stakeholders argued that separate clinical data should be provided for each 
indication for which approval was sought, the CHMP decided that well-designed trials in the “most 
sensitive” therapeutic indication would suffice (European Medicines Agency 2006). Patients with 
anemia resulting from renal failure are more sensitive to the effects of EPO than patients receiving 
EPO for the treatment of chemotherapy-associated anemia. Furthermore, patients with renal failure 
require long term, continuous treatment that places them at a higher risk for developing anti-EPO 
antibodies. Indeed, there were no reported cases of antibody-dependent PRCA for patients receiv-
ing EPOs to treat chemotherapy-associated anemia. Therefore, patients with renal anemia are 
considered the most sensitive model, both from an efficacy and safety perspective. It was recog-
nized that the number of patients included in the clinical studies would likely be too small to estab-
lish the ‘true’ immunogenicity of the product. European legislation requires biosimilar producers to 
provide a detailed description of pharmacovigilance and risk minimization activities in so-called 
Risk Management Plans. The need for pharmacovigilance activities was not contested, although 
the extent of post-authorization activities to identify potential risk was. As became clear from the 
Eprex-associated PRCA case, immunogenicity was the key safety concern for biosimilar EPOs. 
Both manufacturers of a biosimilar EPO committed to performing post-marketing observational 
studies, which included studies with a planned enrollment of 1500 patients to monitor the incidence 
of “relevant” adverse events, including PRCA (European Medicines Agency 2007). Because of the 
specific safety concerns for EPOs, the pharmacovigilance requirements, as specified in the guide-
line, were more extensive than for other biosimilars. This demonstrates that the regulatory authori-
ties established the guidelines on a case-by-case basis taking a risk-based approach.  

Controversies beyond the scope of the guidelines 

The CHMP considered some final points of concern to be beyond the scope of the guidelines in-
cluding: the traceability and naming of biosimilars and the interchangeability of biosimilars with in-
novative EPOs. The traceability issue was raised to ensure that any immunogenicity-related ad-
verse reactions could be clearly traced to either the comparator product or the biosimilar. The 
World Health Organization (WHO) is responsible for naming biologicals through their International 
Nonproprietary Name (INN) program. For EPOs, this proved to be a challenge—how to capture the 
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diversity of differences in glycosylation patterns in a single Greek letter? The various glycosylation 
patterns of EPOs are indicated by distinct Greek suffixes; however, the inherent variability of the 
production of biologicals resulted in differences in glycosylation patterns. Whereas some biosimi-
lars (e.g. Binocrit) received the same INN as its comparator product, others for various reasons 
have received alternative suffixes. This situation has led to confusion and discussion within WHO 
and efforts are ongoing to resolve this issue. Innovative companies argued that no protein is identi-
cal, so specific suffixes should be applied to biosimilars to distinguish them from the originator 
products or that the originator products be referred to by their brand names (EuropaBio 2006). Al-
so, worries were expressed that brand products, like generic products, would be automatically 
substituted for biosimilars at pharmacies, thereby causing confusion about the source of a possible 
immunogenic reaction. In many countries, laws exist for the automatic substitution of branded 
products for (cheaper) generics in the case of ‘small molecules’. After the regulatory approval of 
biosimilars, discussions emerged to address the question—should this practice also apply to bio-
similars (Rossert 2007)? Rules for substitution have always been a national affair and the EMA 
clearly stated that this issue was outside of the scope of their guidelines. In several countries, au-
tomatic substitution was explicitly forbidden, at least for several years after the introduction of the 
biosimilar. Thus, the substitution of EPO continued to be the choice of the treating physician (Covic 
et al. 2008). 

Following the adoption of the EU regulatory framework 

Biosimilar regulations are being developed around the world 

The EU biosimilar regulations have in been in place now since 2006 and seven biosimilar products 
(sold under 13 trade names), have received marketing approval in the EU. Overall, the consultation 
procedure was welcomed by all stakeholders and has received positive acclaim. Other countries 
and organizations are following the path taken by the EMA. In 2009, WHO issued a set of draft 
guidelines that serves as a basis for national requirements for biosimilars (Hodgson 2009). Austral-
ia adopted the European framework and many of the principles devised for biosimilars have been 
copied by countries such as Canada and Switzerland (Kresse 2009). According to some, the new 
EU framework has reached the status of the ‘gold standard’ for biosimilar drug regulation (Fox 
2010). In early 2010, the USA adopted the ‘Biologics Price Competition and Innovation Act’, which 
amends the Public Health and Safety Act to enable a regulatory route for an abridged procedure 
for the approval of what has been termed ‘follow-on biologics’(U.S. Senate 2009). Some notable 
differences apply to the USA law when compared to EU law. The USA legislation has gone one 
step further in creating two possible applications: one that is comparable to the EU approval pro-
cedure and may deem a product “biosimilar”, a second option is to demonstrate interchangeability. 
To obtain this qualification, data must be provided that demonstrate biosimilarity and “can be ex-
pected to produce the same clinical result as the reference product in any given patient”(U.S. Sen-
ate 2009). In early 2012, the FDA released draft guidance on biosimilar product development and 
the final guidelines are expected to be released soon. 

As more experience was gained with biosimilars, the norms specified in the biosimilar EPO 
guidelines were subject to discussion once again. The CHMP responded with a concept paper to 
revise the existing guidelines, in which the issues of immunogenicity and the need for two separate 
clinical studies were questioned. In March 2010, revised guidelines were adopted (European Medi-
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cines Agency 2010). By then, subcutaneous Eprex had been reinstated and the requirement for 
two separate trials was replaced by a single trial studying the efficacy and safety of both the intra-
venous and subcutaneous route of administration. After the release of the draft version of the 
guidelines in July 2009, two cases of neutralizing antibodies occurred in a study that evaluated the 
efficacy of the subcutaneously administered biosimilar Binocrit (Haag-Weber et al. 2012). While 
this led to renewed controversy about the adequacy of the authorization requirements for biosimi-
lars, the EMA decided that demonstrating comparability in a single trial involving patients receiving 
subcutaneously administered EPO would suffice to receive marketing authorization as a biosimilar. 
Clearly, the case is not closed and continues to challenge regulators. 

Barriers to the uptake of biosimilars 

Despite the adoption of extensive regulation and the development of several biosimilar products, 
thus far, their uptake in clinical practice has been fairly slow (IMS Health 2011). Many factors play 
a role here. Compared with small molecule generics, the price difference between originator prod-
ucts and biosimilars is modest; in many cases biosimilars are less than 20% cheaper than innova-
tor products. This is partly due to the relative high development costs of biosimilars, but also be-
cause the prices of innovator products were lowered. Furthermore, physicians are still doubtful 
about the safety of biosimilars (Zelenetz et al. 2011). Learned societies of clinicians need to deter-
mine a position on the use of biosimilars and provide advice to physicians who use biosimilars in 
clinical practice. Criticism has arisen from clinicians with various clinical backgrounds (Declerck et 
al. 2010; Niederwieser & Schmitz 2011). The European regulators were and are engaged in active 
discussion with the medical field to explain the concept of the biosimilar framework, thereby high-
lighting that the ‘reduced’ data package does not lead to additional safety risks (Weise et al. 2012). 
Nevertheless, several EU countries have adopted regulations that prohibit the automatic substitu-
tion of innovator products with biosimilars. Altogether, this has prevented the rapid uptake of bio-
similars as is usually the case for small molecule generics. With regard to EPOs, the restriction of 
the biosimilar approval to IV use may have prevented a quick uptake. In addition, the use of the en-
tire class of EPOs has been greatly restricted as a result of various studies that implied an in-
creased mortality due to EPO treatment both in cancer and renal patients (Unger, Thompson, 
Blank, & Temple 2010). Clearly, the further uptake of biosimilars will depend on a multitude of con-
text-dependent factors that should be closely monitored by regulators as part of a stakeholder 
feedback mechanism that is essential to maintain gatekeeping authority in a rather competitive and 
challenging regulatory environment 

Discussion 

In our case study, we analyzed how EU regulators laid out standards by which a specific category 
of drugs, biologicals, are deemed equivalent or not to one another. The regulators succeeded in 
rendering a host of development issues, health assessment questions and economic exchanges 
more predictable and hence manageable. The EU regulatory framework provided a solution to the 
controversy that emerged with the arrival of biosimilars; as such it proved to be a sine qua non for 
their adoption. Even in an uncharted environment where there was much uncertainty about possi-
ble safety issues and many competing interests, the EU biosimilar regulatory framework has 
gained widespread acceptance from multiple stakeholders. Competing biosimilar versions have 
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been approved for recombinant human hormone growth hormone and granulocyte colony stimulat-
ing factors. Three biosimilar EPOs have been approved in Europe while seven more are currently 
under review.  

The conflicting roles of regulators to protect patients while facilitating innovation and support-
ing cost-effectiveness were a leitmotiv in the biosimilar case. Containing health expenditure is for-
mally no task of EU pharmaceutical regulators and creating an abbreviated pathway for the ap-
proval of products, for which alternatives exist, is a new step in regulatory responsibilities. Regula-
tors were faced with the question of how to ensure that biosimilars were held to the same stand-
ards of quality, safety and efficacy that exists for all biologicals without preventing the access of 
these products to the EU market. The EU Commission forwarded the question of the scientific fea-
sibility of such a framework to the CHMP. But what started with a scientific question, in effect gave 
responsibility to the CHMP and its working parties for paving the way for biosimilars. The regulato-
ry trajectory of the biosimilars demonstrates how regulators were able to support the introduction of 
these products to the European market based on scientific considerations and through extensive 
dialogue involving all stakeholders. This highlights the key role EU regulators have played as in-
termediaries between science, medicine and industry. Process consultation with the various stake-
holders could not prevent the regulators from being confronted with unanticipated issues related to 
product safety and being forced on the defensive by persistent safety concerns on the part of pre-
scribers and patients. Hard work and diplomacy on the part of the regulators was required to ad-
dress the safety concerns and build in safety measures without knowing the ultimate effects on the 
market uptake of biosimilars in medicine. 

So what can be learnt from the regulation trajectory in this case study? First clear goals were 
set and communicated to all the stakeholders. The first concept paper that was released in 1998 
proposed to address the question of specific information needed to demonstrate comparability of 
two biologicals, rather than the possibility of demonstrating equivalence of two biologicals. It was 
clear to all stakeholders that the goal of the EU Commission was to create an abbreviated approval 
process for biosimilars. In the consultation period that followed, there was little discussion on the 
need for a separate regulatory route for biosimilars. The discussion focused mainly on specifics 
that would be part of the requirements for approval. The EU rules with regard to public consultation 
ensured that input was sought from a wide variety of stakeholders. Representatives of innovator 
companies, producers of biosimilars, national regulatory agencies and patient organizations seized 
the opportunity to participate in the process of reviewing the draft guidelines. Surprisingly, physi-
cians or medical associations hardly participated in this process consultation. This may reflect a 
disturbing aspect of the growing distance between doctors and drug regulators (Ebbers et al. 2012; 
Horton 2003). For the stakeholders who did participate, the reactions were generally in line with 
expectations, with innovator companies advocating more stringent regulatory requirements for bio-
similars, while producers of biosimilars advocated abbreviated procedures. The EMA provided am-
ple opportunity for debate and dialogue. Through this way of governance by means of process 
consultation the regulators succeeded in mobilizing and maintaining broad support for biosimilar 
regulations. An important part of the stakeholder dialogue strategy was to take seriously the oppo-
sition from doctors and patients. Establishing a platform to facilitate dialogue with European medi-
cal associations on issues of common interest could promote the acceptance of regulation. In the 
end, regulation not only aims to ensure that medicinal products have an appropriate benefit/ risk 
balance, but also that promising products become available to patients. When regulators fail to in-
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volve doctors in their activities, this will impede the acceptance of the cost effective and innovative 
medicinal products of the future (Ebbers et al. 2012). 

The PRCA case is exemplary in showing a direct need to anticipate on the occurrence of ad-
verse safety events and the emergence of public safety concerns by the means of a structural con-
sultation process with all stakeholders and a state of the art drug vigilance system. The occurrence 
of PRCA during the process may have resulted in a more prudent approach for EPOs when com-
pared to other biosimilars, because of doubts remaining about the immunogenic properties EPO 
after the clinical development program. This clearly shows the dilemmas that regulatory scientists 
face. Regulators are in a constant struggle between facilitating and restricting products and both 
courses of action may be a source of criticism for regulators. Allowing drugs on the market always 
leaves questions of benefit and risk. Allowing a biosimilar product on the market that might eventu-
ally prove to be unsafe will raise public concern and criticism. On the other hand, withholding a 
product from entering the market will lead to criticism of bureaucracy, stifling innovation and warm 
ties between regulators and producers of innovative products. The case we describe illustrates the 
tightrope that regulators walk to maintain their authority in managing these highly complex situa-
tions. The confidence in regulatory agencies is fragile and needs constant attention. Events such 
as PRCA demonstrate that the position of the regulators is continuously under public scrutiny. Con-
flict between existing regulations, knowledge production and technology development should be 
embraced and demands an open attitude and a willingness to adapt regulatory standards to cur-
rent thinking, especially for regulations in uncharted terrain such as biosimilars. Challenges to ex-
isting regulations and continuous dialogue are needed to ensure that the regulators can maintain 
their role as gatekeepers and as intermediaries between science, government, industry and the 
public sphere.  
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Abstract The name 'legal highs' is given to drugs which have the same intoxicating effects as controlled 
substances, but which have not (yet) been prohibited by law. The impossibility of describing in advance 
every possible variation of a psychoactive molecule is mobilised by grassroots activists, entrepreneurs and 
organised crime to circumvent existing legal definitions. The case study provides a stepping stone for re-
flecting over the difficulties of regulating innovation in an economy centred on ‘open innovation’ and user-
centred innovation models. 
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Introduction and overview of argument 

The economy of drug trafficking holds up a mirror image to the official economy (Ruggieroand & 
South 1997). It can therefore help us to catch sight of phenomena, which have grown too familiar 
or are clouded behind euphemisms. For instance, the organisation of local drug trafficking in the 
Baltimor district in the US in the 1990s closely resembled an idealised notion of a ‘cottage industry’ 
(Eck & Gersh 2000). Likewise, the wheeling-and-dealing pusher can be said to personify the en-
trepreneurial subject avant-la-lettre (South 2004). This goes to suggest that one can learn much 
about how officially recognised, white markets operate by studying illegal drug markets. In a similar 
vein, I call upon legal highs to throw a new light on a phenomenon that has variously been labelled 
‘open innovation’ (Chesbrough 2003), democratisation of innovation (von Hippel 2005), or ‘re-
search in the wild’ (Callon & Rabeharisoa 2003). Although the scholars mentioned above belong to 
different intellectual traditions and their objectives diverge a great deal, they are all trying to encir-
cle the same phenomenon. The object of study is an economy where the tools and know-how to 
innovate have been dispersed beyond the confines of firms and state institutions, and, subsequent-
ly, beyond the confines of experts and professionals. To Chesbrough, this offers an opportunity for 
companies to diversify innovation processes and lower in-house incumbents. To von Hippel, user-
consumers can now invent products that better approximate their consumer needs and fancies. As 
for Callon and Rabeharisoa, they cherish an end to the epistemological superiority claimed by ex-
perts and professionals in the foregone, modernist era.  

All the aforementioned scholars describe a trend, which they consider, on average to be be-
nevolent. Evidence hereof is sought in empirical case studies of users who improve the functionali-
ty of mountain bikes (Luthje, Herstatt, and von Hippel 2005), create new juvenile products (Shah 
and Tripsas 2007), or develop medical instruments destined for legally recognised pharmaceutical 
companies (Lettl, Herstatt, and Gemuenden 2006). A common trait of the case studies mentioned 
above is that they start with a background assumption about the market economy as directed to-
wards the production of goods for the benefit of society at large. The relation between firm and us-
er is assumed to be consensual and cooperative. As a consequence, with the exception of licens-
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ing regimes and intellectual property rights, questions about regulation and law enforcement have 
rarely been evoked in relation to 'open innovation' or lay expertise (cf. Söderberg 2010). Such na-
ïveté is quickly put to shame when the users in question are tweaking molecule structures for the 
sake of circumventing legal definitions. The purpose of this paper is to present an empirical case 
which compels us to adopt a more antagonistic perspective on the market economy, thus mandat-
ing a different theoretical apparatus than the ones now commonly drawn upon in studies of open 
innovation and/or user innovation.  

In order to foreground aspects of antagonism and contradiction in the regulation of (open) in-
novation processes, I point to Carl Schmitt, the infamous legal theorist in Nazi-Germany, and two 
of his contemporary critics, Franz Neumann and Otto Kirchheimer. The latter, associates of the 
Frankfurt School and emigrants, anchored their reflections over law and legal order in transfor-
mations of the economy. Like them, my inquiry into the regulation of legal highs falls back on an 
analysis of the economy. By making a comparison with activists and entrepreneurs developing 
filesharing tools, typically with the intent of violating copyright law, I hope to demonstrate that legal 
highs is not a stand-alone case. Rather, it gives indication of contradictions at the heart of an 
economy centred on fostering innovation and 'creative destruction'. 

In the first section of the paper, I give an overview of the phenomenon of legal highs. In the 
next paragraph, the surge of legal highs is related to a longer debate about drugs and the problem 
of definitions. After having provided a summary of the empirical field, my theoretical apparatus will 
be introduced. Thereafter I move on to draw parallels with similar developments elsewhere in the 
economy. The main arguments of the paper are summarised at the end. 

Overview of legal highs 

The defining trait of 'legal highs' is that the substance has not yet been defined in law as a con-
trolled substance. Hence the production, possession and sale of the substance is not subject to 
law enforcement. Everything hinges on timing and novelty. When a substance has been prohibited, 
a small change of the molecule structure might suffice to circumvent the legal definition. What 
kinds of changes are required depends on the legal procedures in the country in question. A recur-
rent finding in Innovation Studies is that lead users often are ahead of firms in discovering new 
products and emerging markets. Quite so, for decades, legal highs was a marginal phenomenon 
chiefly engaged in by a subculture of ‘psychonauts’. Pioneers in underground chemistry like Nicho-
las Sand started in the 1960s to synthesise DMT and LSD, and they have since been followed by 
generations of aspiring chemist students. However, again confirming a wisdom from Innovation 
Studies, instances of on-off innovation by individuals for the sake of satisfying intellectual curiosity, 
personal consumption habits, or an urge to win recognition from one’s peers, takes on a different 
significance when the market grows bigger. Some of the chemistry students decided at one point 
to become full-time entrepreneurs, producing drugs not primarily for use but for sale. A major inflow 
came with the rave scene in the UK in the 1980s and early 1990s (McKay 1994). The outlawing of 
ecstasy and ‘magic mushrooms’ triggered a quest for novel substances among a larger section of 
the population. Concurrently, information became easier to come by. Back in the day, information 
about how to synthesise or extract substances were disseminated in obscure fanzines such as 
Journal of Psychodelic Drugs, High Times and The Enthogen Review, to mention three of the most 
renowned, and reaching an audience of a thousand readers at most. With the spread of the Inter-
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net in the 1990s, information about fungus and herbs from all the corners of the world could be 
broadcast to a global audience. Thanks to the legally uncertain status of legal highs, the products 
can be advertised and sold by webshops that ship internationally. According to a recent survey, 
more than half of the shops were registered in UK, and more than a third in the Netherlands (Hille-
brand, Olszewski & Sedefov 2010). In Ireland, drugs were sold openly in retail stores, so-called 
‘head shops’, until a law was passed banning this practice (Ryall & Butler 2011). Globalisation has 
reshaped this market like any other. Most synthetic substances today are believed to have been 
produced in China, and, to a lesser extent, in India (Vardakou, Pistos, Spiliopoulou 2011b).  

To provide an exhaustive taxonomy of something as ephemeral as legal highs is self-
defeating from the start. To get a rough overview of the phenomenon under discussion, however, 
some highlights need to be given. A major group of legal highs classifies as synthetic cathinones. 
The source of inspiration comes from Khat, a plant traditionally used in East African countries. One 
derivative of this substance that has made it to the headlines is mephedrone. The first known in-
stance of its use was in 2007 but it became widespread in 2009, in response to a new legislation in 
the UK that banned some other designer drugs. Subsequently, mephedrone was banned in UK in 
2010, as well as in Netherlands and the Nordic countries (Winstock et al. 2010). Just a few months 
later, however, a new synthetic cathinone called Naphyrone took its place (Vardakou et al. 2011a). 
Another major class of drugs are synthetic cannabinoids. On the street they go under the name 
‘Spice’ and are marketed as a legal alternative to marijuana. The synthetic extract of cannabis has 
been sprayed on herbal leaves. It took a long time for drug prevention authorities to realise that the 
active substance did not stem from the plant mixture but from added chemicals. In fact, it appears 
as some of the chemicals have been added to the compound simply to lead researchers astray 
and avoid detection (Griffiths et al. 2010). Piperazines, finally, have effects that are said to mimic 
ecstacy. One version of this substance, 1-benzylpiperazine (BZP) became a celebrity cause after 
New Zealand recognised its legal status. From 2005 till 2008, it was permitted to sell BZP if some 
restrictions on advertisement and age limits were respected. The drug could be obtained from all 
kinds of outlets—corner shops, petrol stations and conveniences stores (Sheridan & Butler 2010) 

Drugs and definitions 

Definitions were always key in discussions about drugs and addiction. The ambiguities start with 
the binary separation between legal drugs (tobacco, alcohol, pharmaceuticals) and illegal ones. It 
has often been commented on that the harm caused by a drug only in a remote way relates to the 
legal status of that substance. All the major drugs, opium, cocaine, cannabis and amphetamine, 
were initially considered to be therapeutic and still have some medical uses. Consequently, the in-
toxicating effects of a drug itself do not give an exhaustive answer to the question why it has been 
banned. Conventions, public perceptions and entrenched interests carry a heavy weight in defining 
what belongs to the right or the wrong side of the law. The centrality of definitions in this discussion 
is old hat among the scholars studying misuse and addiction (Klaue 1999; Derrida 2003). However, 
in the case of legal highs, the inherent limitations of definitions and language take on a heightened 
importance. For instance, to avoid health and safety regulations, the drugs are often labelled ‘re-
search chemicals’ or ‘bath salt’ and the containers carry the warning ‘not for human consumption’. 
The drawback with this strategy is that no instructions can be given on the container about dosag-
es or how to minimise risks when administrating the drug.  
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Legal highs thrives on phony definitions that reflect an ambiguity in the law as such. Ultimately, 
what legal highs points to is the limits and contradictions of modern sovereignty in one of its incar-
nations, the rule of law. At the heart of the legal order lies a mismatch between, on the one hand, 
general and universal concepts of rights, and, on the other, the singularity in which those rights 
must be defined and enforced. Examples abound of how this gap can be exploited to turn the law 
against itself. Tax evasion and off-shore banking comes to mind as examples from an altogether 
different field. This is to say that the case with legal highs is not exceptional. Nor is it novel. Per-
haps the urge to play out the letter against the spirit of the law and find loopholes is as old as the 
law's origin in divine commandments. However, if the aim is to escape prosecution by the state, 
then the effectiveness of such practices presupposes a society bound by the rule of law. Rule-
bending preys on the formalistic character of the law, which is specific to the secular, democratic 
and liberal society. Some core principles of the rule of law are as follows: The effects of a new law 
may only take place after the law has been passed. The law must be made known to the subjects 
that are ruled by it. What counts as a violation of the law must be clearly defined, as must the de-
gree of enforcement and the punitive measures that is merited by a violation. In addition to the 
principles for how laws must be formulated, considerable time-lags are imposed by the recognised, 
democratic process for passing laws.  

The original 1961 United Nation Single Convention on Narcotic Drugs laid down that unau-
thorized trade in a controlled substance should be made a criminal offence in signatory countries. It 
included a list of substances that were from now on to be held as illegal. Ten years later, more 
substances had been identified as problematic and were added to the list drawn up in the Conven-
tion on Psychotropic Substances. In the last years, however, the number of intoxicating and psy-
choactive substances is snowballing. According to the annual report by European Monitoring Cen-
tre for Drugs and Drug Addiction, there were almost one new substance discovered every week 
during 2011, and the trend is pointing steadily upward (ECNN 2012). It has become untenable to 
proceed along the default option of classifying each new substance individually. There is a wide 
variation in European countries how long time it takes to make a drug controlled (from a few weeks 
to more than a year), depending on what legislative procedures are required. The time-lag in the 
different jurisdictions are made the most of by the web-shops selling legal highs to the ‘EU com-
mon market’. Hence, pressure is building up for changing the procedures by which new substanc-
es are classified. The ordinary, parliamentary route of passing laws needs to be sidestepped if leg-
islators are to keep pace with developments in the field. Already in 1986, United States introduced 
an analogue clause that by default includes substances structurally similar to recognised and clas-
sified substances (Kau 2008). Recently, UK and Ireland took a similar route, adopting generic, 
catch-all definitions of classified substances. Other countries have hesitated to follow suit, out of 
fear of introducing too much ambiguity in a law which carry heavy penalties (EMCCDA 2009). Al-
ternative routes have been to put in place fast-track systems for classifying new substances, or to 
expand the use of consumer safety and/or medicine regulation, which can be used more flexibly 
(Hughes & Winstock 2011).  

The fact that legal highs are not prohibited in law might give the impression that such drugs 
are less dangerous than known and illegal substances. The case is often the opposite. The toxicity 
of amphetamine, cocaine etc. are well known to medical experts. One doctor specialised in aes-
thetics told me that he receives almost one patient each week at his hospital in Göteborg, Sweden, 
that have become unconscious from the intake of a novel substance. It is hard to treat those cases 
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as the chemical content is unknown to the medical expertise. In 2012, it was reported in Swedish 
media that 14 people had died from just one drug, called 5-IT. 

A theoretical excursion: the sovereign and law 

While the medical risks of legal highs are easy enough to appreciate, other kinds of risk stem from 
the responses by legislators and law enforcement agencies. The collateral damage of international 
drug prevention has been thoroughly documented by scholars in the field. Especially in developing 
countries, the war on drugs has contributed to human rights abuses, corruption, political instability, 
and the list goes on (Barrett 2010). Given this shoddy history, it is merited to ask what negative 
consequences a 'war on legal highs' might bring. Almost every country in the European Union have 
revised their laws on drug prevention, or are in the process of doing so, in direct response to the 
surge of legal highs. The laws need to be made more agile to keep pace with the innovativeness of 
users and organised crime, or else law enforcement will be rendered toothless. Such flexibility is 
bought at a high price, though, as the constraints are part and parcel of rule of law.  

It is in this light that it becomes relevant to recall Carl Schmitt's reflections over the sover-
eign, alluded to in the introduction of the paper. Schmitt identified the punitive system as the nexus 
where the self-image of pluralistic, liberal democracy has to face its own contradictions. Thus he 
called attention to the fact that peaceful deliberation always presupposes the violent suppression of 
hostile elements. The delimitation of the violence monopoly of the state laid down by the rule of law 
is, at the end of the day, limits that the sovereign chooses to impose on himself (or not) (Schmitt 
2007; Zizek 1999). Carl Schmitt's radical challenge to the liberal and formalist legal tradition has 
been extensively commented on in recent years. Many thinkers on the left are attracted to his ide-
as as an antidote to what they consider to be an appeasing, post-political self-understanding in lib-
eral societies (Mouffe 2005).  

Here I am less interested in present-day appropriations of Carl Schmitt's thinking, than to use 
him as an entry point to discuss the works of two of his contemporary critics, Franz Neumann and 
Otto Kirchheimer. They lived through the same convulsions of the Weimar Republic as Carl 
Schmitt did, but drew very different conclusions from that experience. Before saying anything 
more, let me first make clear that I am not suggesting comparing the historical situation in Germa-
ny during the 1930s and the current one, a claim that would be hyperbolic and misleading. What in-
terests me with their writings is that they anchored the rule of law in a transformation of the econ-
omy. In a ground-breaking essay, Franz Neumann argued that formalistic modes of law and legal 
reasoning had enjoyed broad support from privileged business interests in an era of competitive 
capitalism, epitomised by nineteenth century Britain. Competing firms wanted the state to act as an 
honest broker. Neumann did not take the self-descriptions of the rule of law at face value. He knew 
full well that law did not apply equally to all the subjects of the land. Still, he also recognised that 
subjugated groups had something to lose if this pretence was given up. As a labour organiser in 
the Weimar Republic, he had seen first-hand how the German business elite begun to cede their 
commitments to strict, clear, public and prospective forms of general law. Neumann explained this 
change of heart with an ongoing transition from competitive to monopolistic capitalism. Monopolies 
did not rely on the state as a broker. Rather, universally applicable laws were perceived as an en-
cumbrance and a source of inflexibility (Neumann 1996).  
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If Neumann's reasoning is pushed too far, it turns into crude economism. It is merited to bring him 
up, nonetheless, because his ideas provide a missing piece of the puzzle to discussions about 
open innovation. Recently, William Scheuerman defended the actuality of Neumann's thinking on 
law in light of globalisation. Multinational companies do not depend on national legislation to the 
same extent as before, while national parliaments are struggling to keep ahead and passings laws 
in response to developments in financial trading and global markets (Scheuerman 2001). If the 
word ‘globalisation’ is replaced with ‘innovation’, then Scheuerman's argument concurs with the 
case I am trying to make here. The actors involved in developing legal highs stand as examples of 
how the speed of innovation places demands on legislators and parliaments that are difficult to 
reconcile with the principles of rule of law and democratic decision making. Furthermore, the ex-
ample with legal highs should not be understood as an isolated phenomenon. As I will argue in the 
next paragraph, legal highs is indicative of broader transformations in an economy mandating in-
novation and technological change, including, crucially, open innovation. It can be worthwhile to 
recall that in 1950, Carl Schmitt too expressed concerns about how the legal system would cope 
with the acceleration of society, which he claimed to see evidence of on all fronts. He divined that 
this would result in a 'motorization of law': 

“Since 1914 all major historical events and developments in every European country have contributed to 
making the process of legislation ever faster and more summary, the path to realizing legal regulation ever 
shorter, and the role of legal science ever smaller.” (Schmitt 2009, p.65)  

Regulating innovation in an economy of innovation 

The ongoing efforts to circumvent legal definitions are carried out through innovation. The property 
looked for in a novel string of molecules or a new family of plants is the quality of not having been 
classified by regulators. Innovation is here turned into a game of not-yet and relative time-lags. 
Legislation is the planet, which this frenetic activity gravitates around. This contrasts sharply with 
the mainstream discourse about the relation between legal institutions and innovation. It is here 
assumed that the institutions of law and contractual agreement serve to foster innovative firms by 
providing stability and predictability for investors (Waarden 2001). However, a closer examination 
will reveal that legal highs are not such an odd-one-out after all. A lot of the innovation going on in 
corporate R&D departments is geared towards circumventing one specific kind of legal definition, 
that is to say, patents. The drive to increase productivity, lower costs and creating new markets are 
only part of the history behind innovation. As important is the drive to invent new ways to achieve 
the same-same old thing, simply for the sake of avoiding a legal entitlement held by a competitor. 
Perhaps this merits a third category in the taxonomy of innovations, besides radical and incremen-
tal innovations, which I elect to call ‘phony innovations’. Note to be taken, I do not intend this term 
to be derogative. What ‘phony’ refers to is something specific: innovation that aims to get as close 
as possible to a pre-existing function or effect, while being at variance with how that function is de-
fined and described in a legal text. A case in point is naphyrone, made to simulate the experience 
that user previously had with mephedrone.  

To regulate innovation, something non-existent and unknown must be made to conform with 
what already exists: the instituted, formalised and rule-bound. Activist-minded members of the 
‘psychonaut’ subculture, as well as entrepreneurs selling legal highs, seize on this opportunity to 
circumvent state regulation, which they tend to perceive as a hostile, external force. The image of 
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an underdog inventor who outsmarts an illegitimate state power through technical ingenuity is 
widely spread, also among subcultures engaged in publicly accepted activities, such as building 
wireless community networks (Söderberg 2011). In a time when the whole of Earth has been 
mapped out and fenced in by nation states, often with science as a handmaid, innovation and sci-
ence turns out to be the final frontier. In popular writings about science in the ordinary press, sci-
ence is portrayed as the inexhaustible continent, offering land-grabs for everyone at no-ones ex-
pense. The colonial and scientistic undertones of such rhetoric hardly need to be pointed out. What 
is more interesting to note is that the frontier rhetoric also calls to mind folktales about the outlaw 
(and, occasionally, a social bandit or two, in Hobsbawn's sense of the word). Science and innova-
tion turns into the last hide-out from the sheriff, as it were. The official recognition granted to this 
cultural imagination is suggested by the term ‘shanzhai innovation’. It used to be the name of some 
marshlands in China where bandits could evade authorities, but nowadays ‘shanzhai’ designates 
product innovations made by manufacturers of counterfeited goods (Lindtner & Li 2012). 

Twenty years ago, the no-mans-land opened up by innovation had a permanent address, it 
was ‘cyberspace’. John Perry Barlow declared its independence vis-à-vis the governments of the 
industrial world. His declaration has (rightly) been ridiculed. These days, cyberspace has as much 
independence from states as an encircled, indian reservation. That being said, temporality is built-
into the frontier notion from the start. New windows open up as the old ones are closed down. 
Concurrently, there is a historical continuity which links the subcultures dedicated to filesharing, 
crypto-currencies (such as BitCoin) etc. thriving on the Internet, and the psychonaut subculture ex-
perimenting with legal highs. Both technologies where pioneered by the same cluster of people, 
stemming from the same 1960s American counter-culture. Hence, the subcultures associated with 
either technology have inherited many of the same cultural tropes. This is particularly evident from 
a shared hostility towards state authority and state intervention, experienced as an unjust re-
striction of the freedom of the individual to do as he pleases. There is also a practical link, as the 
surge of legal highs would be unthinkable without the Internet. Discussion forums are key for shar-
ing instructions for how to administrate a drug. And reviews of retailers and novel substances on 
the Internet provide a minimum of consumer power (Walsh & Phil 2011; Thoër & Millerand 2012).  
The comparison between crypto-anarchism and psychonauts is merited also because both puts in 
relief the troubled relation between innovation and law. A closely related case is the struggle over 
filesharing. In much the same way as with the relentless search for unclassified drugs, legal defini-
tions of what constitutes a copyright violation are continuously circumvented by program-
mers/hackers. They do so by rewriting the way the filesharing network operates. To take one ex-
ample out of the hat: the Swedish court case against one of the world’s largest filesharing sites, the 
Pirate Bay (Andersson 2011). Swedish and international copyright law specifies that an offence 
consists in the unauthorised dissemination of a file containing copyrighted material. Strictly speak-
ing, however, not a single file was up- or downloaded on the Pirate Bay site that violated this defini-
tion of copyright law. Pirate Bay relies on the BitTorrent protocol, which means that the file has 
been broken up into a torrent of thousands of fragments scattered all over the network. This proto-
col qualifies as a ‘phony innovation’ in the sense defined above. When the fragments are combined 
by the end-user/computer, an effect is produced on the screen (an image, a sound, etc.) indistin-
guishable from that which would have happened, had a single file been transmitted to the user. As 
it now stands, there is not a single person responsible for uploading the file and against whom 
charges can be pressed. The three men behind the Pirate Bay (and an additional fourth one whose 
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involvement is highly questionable), were nevertheless found guilty by the Swedish court, on the 
grounds of having assisted in copyright violation. Technically speaking, however, the Pirate Bay 
provided a search engine service similar to Google, though specialised in BitTorrent files. A user 
bent on violating copyright law could just as effectively have used the latter. Such technical niceties 
create a dilemma for the entire juridical system: either stick with legal definitions and risk having 
the court procedure grinding to halt, or arbitrarily override the principles of rule-of-law. 

Conclusion 

The development of legal highs is exceptional on at least one count, namely in that governments 
try very hard to prevent it from happening. When those initiatives fail, the response from policy 
makers and legislators has been to scale up the efforts. Changes are introduced in legislative pro-
cedures, international cooperation is strengthened, and more power is given over to law enforce-
ment agencies. In most other cases, the official stance on innovation and technology development 
is laissez-faire. The underlying assumption is that whatever unfortunate side-effects a technology 
might have, unemployment, health risks, environmental degradation, etc., it is due to a technical 
imperfection, something that can be set right through more innovation. Of course, the importance 
given to innovation owes to the belief that innovation is the royal road for staying competitive in 
global markets. Everyone must bow to this imperative, be it a worker, a firm or a nation state. Sub-
sequently, firms are forced by competition to follow after innovative lead-users, no matter where it 
leads. This might sound like old hat to Innovation Studies scholars. But there is a twist to the tale. 
Some lead users end up on the wrong side of the law, or at least in a grey-zone between legality 
and illegality (Flowers 2008). The important point to stress here is that, although the motives of the 
delinquent innovator may be despicable and self-serving, he is also very, very productive. The ap-
propriation of filesharing methods by the computer industry gives a pointer. The distributed method 
for storing and indexing files in a peer-to-peer network has proven to be advantageous over older, 
centralised forms of data retrieval. The technique has become an industrial standard. Even the 
practice of filesharing itself has been incorporated in the marketing strategies of some content pro-
viders, including those who are pressing charges against individual filesharers (MediaDefender be-
ing the celebrity case). While filesharers and providers of filesharing services are fined or sent to 
prison, the innovations stemming from their (illegal) activities are greasing the wheels of the culture 
industry. By the same token, one can expect that some of the discoveries made by clandestine 
chemists and psychonauts will be added to the patent portfolio of respected pharmaceutical com-
panies. It suffices to recall that the practice of methamphetamine cooking in the US has driven up 
over-the-counter sales of cold medicine (in which a key precursor for methamphetamine can be 
found, ehpedrine), far beyond what any known cold epidemic could account for (Redding 2009). In 
conclusion, the legal grey zone has become an incubator for innovation. It acquires a structural im-
portance in the so-called 'knowledge economy'. The interesting questions to ask about 'open inno-
vation' are therefore: what possibilities remain for a society wanting to prohibit particularly harmful 
innovations, and how can this be done without sacrificing some of the core principles of rule-of-
law?  
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Abstract With the ever-increasing informatization and technologization of society, technological rules and 
actors are playing a greater role in the governance of the digital and connected world. This paper argues 
that, in order to better understand how the networked information society is organized and operates now 
and in the near future, it is important to develop and adopt a pluralist, rules-based approach to the study of 
law and technology. This means coming to terms with and taking seriously the plural legal and extra-legal 
rules, norms, codes, and principles that influence behavior and determine the state and degree of norma-
tivity in society. The proposed approach can be handily applied to the case of hackers. From a pluralist 
perspective, hacking is not simply a problem to be solved but a complex, techno-social phenomenon that 
needs to be properly observed and understood. Adopting a pluralist approach to law and technology study 
can be valuable since multiple persons, things and rules do profoundly shape the world we live in. This 
rules-based approach can potentially bridge the distance between law and technology and bring them ever 
closer together. 

Keywords rules, pluralist, normative, technology, hackers 

Impact of technological rules and actors on society 

At the height of the dot-com boom in the late 1990s, Lawrence Lessig expressed and popularized 
the idea that technical code regulates (Lessig 2006). Since then, together with rapid technological 
developments and widespread dissemination of technologies in all aspects of people’s lives, the 
growing influence on the behavior of people and things of technological rules and actors other than 
and beyond the law and the state has become all the more apparent. The behaviors of people 
online are to a certain extent determined by the technical protocols and standards adopted by the 
Internet Engineering Task Force (IETF) and other non-governmental bodies that design the archi-
tecture of the internet (see Murray 2007, 74; Bowrey 2005, 47). The Arab Spring has proven that 
the use of internet-based communications and technologies can enable or have a role in dramatic 
political and social change (Howard 2011; Stepanova 2012).1 Making full use of their technical pro-
ficiency, the people behind the whistleblower website Wikileaks and the hacktivist group Anony-
mous have become influential albeit controversial members of civil society who push the bounda-
ries of what democracy, freedom and civil disobedience mean in a digital environment (Ludlow 
2010; Hampson 2012, 512-513; Chadwick 2006, 114). Technology-related rules even had a hand 
in one of the most significant events of the new millennium, the Global Financial Crisis. It is 
claimed that misplaced reliance by financial institutions on computer models based on a mathe-
matical algorithm (Gaussian copula function) was partly to blame for the miscalculation of risks that 
led to the crisis (Salmon 2009; MacKenzie&Spears 2012). The fact that a formula (i.e., a rule ex-
pressed in symbols) can affect the world in such a momentous way highlights the critical role of 
rules in a ‘networked information society’ (Cohen 2012, 3) or ‘network society’ (Castells 2001, 133). 
                                                
1
 But see Morozov (2011a; 2011b) for more somber assessments of technology’s role in political change. 
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This paper argues that, in order to better understand how a networked society is organized and 
operates now and in the near future, it is important to develop and adopt a pluralist, rules-based 
approach to law and technology research. This means coming to terms with and seriously examin-
ing the plural legal and extra-legal rules, norms, codes, and principles that influence and govern 
behavior in a digital and computational universe (see Dyson 2012), as well as the persons and 
things that create or embody these rules. Adopting this rules-based framework to technology law 
research is valuable since, with the increasing informatization and technologization of society 
(Pertiera 2010, 16), multiple actors and rules – both near and far – do profoundly shape the world 
we live in. 

From ‘what things regulate’ to ‘what rules influence behavior’ 

A pluralist and distributed approach to law and technology is not new (see Schiff Berman 2006; 
Hildebrandt 2008; Mifsud Bonnici 2007, 21-22 (‘mesh regulation’); Dizon 2011). Lessig’s theory of 
the four modalities of regulation (law, social norms, the market, and architecture) serves as the 
foundation and inspiration for many theories and conceptualizations about law, regulation and 
technology within and outside the field of technology law (Lessig 2006, 123; Dizon 2011). Modify-
ing Lessig’s model, Murray and Scott (2002, 492) come up with what they call the four bases of 
regulation: hierarchy, competition, community, and design. Similarly, Morgan and Yeung (2007, 80) 
advance the five classes of regulatory instruments that control behavior, namely: command, com-
petition, consensus, communication, and code. 

 Lessig’s conception of “what things regulate” (Lessig 2006, 120) is indeed insightful and 
useful for thinking about law and technology in a networked society. I contend, however, that his 
theory can be remade and improved by: (1) modifying two of the modalities; (2) moving away from 
the predominantly instrumentalist concerns of ‘regulation’ and how people and things can be effec-
tively steered and controlled to achieve stated ends (Morgan & Yeung 2007, 3-5; Black 2002, 23, 
26); and (3) focusing more on how things actually influence behavior rather than just how they can 
be regulated. I prefer to use the term ‘technology’ rather than ‘architecture’ since the former is a 
broader concept that subsumes architecture and code within its scope. By technology, I mean the 
‘application of knowledge to production from the material world. Technology involves the creation 
of material instruments (such as machines) used in human interaction with nature’ (Giddens 2009, 
1135). The regulatory modality of ‘the market’ is slightly narrow in its scope since it pertains primar-
ily to the results of people’s actions and interactions. This modality can be expanded to also cover 
the ‘naturaland social forces and occurrences’ (including economic ones) that are present in the 
physical and material world. In the same way that market forces have been the classic subject of 
law and economics, it makes sense for those studying law and technology issues to also examine 
other scientific phenomena. As will be explained in more detail below, social norms are distin-
guished from natural and social phenomena since the former are composed of prescriptive (ought) 
rules while the latter are expressed as descriptive (is) rules. Based on the above conceptual 
changes to Lessig’s theory, the four things that influence behavior are: (1) law, (2) norms, (3) tech-
nology, and (4) natural and social forces and occurrences. 

 The four things that influence behavior can be further described and analyzed in terms of 
the rules that constitute them. From a rules-based perspective, law can be conceived of as being 
made up of legal rules, and norms are composed of specific social norms. On their part, technolo-
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gy consists of technical codes and instructions, while natural and social forces and occurrences 
are expressed in scientific principles and theories. By looking at what rules influence behavior, one 
can gain a more detailed, systematic and interconnected picture of who and what governs a net-
worked society. Lessig’s well-known diagram of what constrains an actor can be reconfigured ac-
cording to the four types of rules that influence behavior. The four rules of a networked society 
therefore are legal rules, social norms, technical codes, and scientific principles (see Figure 1). 
 

 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 1 Four types of rules in a networked society 

 

 

Figure 1:The four rules of a networked society 

Rules of a networked society 

Plurality of rules 

How the various rules of a networked society relate to and interact with each other is very im-
portant to understanding how the informational and technological world works. Having a clear idea 
of how and why the rules are distinct yet connected to one another is paramount given that, in 
most cases, there are multiple overlaps, connections, intersections and even conflicts among these 
rules. More often than not, not one but many rules are present and impact behavior in any given 
situation.  
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The presence of two or more rules or types of rules that influence behavior in a given situation 
gives rise to a condition of plurality of rules. Plurality of rules resembles the concept of ‘legal plural-
ism’, which is described by John Griffiths as “that state of affairs, for any social field, in which be-
havior pursuant to more than one legal order occurs” (Griffiths 1986, 2; von Benda-Beckmann & 
von Benda-Beckmann 2006, 14). Legal pluralism generally considers both descriptive and norma-
tive/prescriptive rules as falling within the ambit of the term law (von Benda-Beckmann 2002, 48). 
As a result, legal pluralism has been subject to the perennial criticism that, due to its more expan-
sive conception of law, the distinction between law and other forms of social control has been 
blurred (Merry 1988, 871, 878-879, 858; Griffiths 1986, 307; von Benda-Beckmann 2002, 47, 54, 
56). In order to avoid a similar critique, while still maintaining a pluralist perspective, I deliberately 
use the term ‘rule’ (regula) rather than ‘law’ (lex) to characterize and describe the things that influ-
ence and govern behavior. Unlike law, which is inherently normative, a rule has greater flexibility 
and can cover both is and ought statements. In this way, the important distinction between descrip-
tive rules and normative rules is retained, and the term rule can still be used in two discrete sens-
es: (1) as an observed regularity2 and (2) as a standard that must be observed. The concept of 
rules is thus sufficiently robust and nuanced that it can serve as the basis for constructing a new 
way of perceiving the state and degree of normativity in the networked information society (Riesen-
feld 2010). Far from conflating the four things that influence behavior, a rules-based perspective is 
able to integrate and find important interconnections between and among them while, at the same 
time, preserving and taking in account their uniqueness. 

The different types of rules of a networked society and how they connect with each other are 
explained in greater detail below. 

Legal rules and social norms 

Legal rules and social norms are both prescriptive types of rules. A social norm has been defined 
in a number ways: as ‘a statement made by a number of members of a group, not necessarily by 
all of them, that the members ought to behave in a certain way in certain circumstances’ (Opp 
2001, 10714), as ‘a belief shared to some extent by members of a social unit as to what conduct 
ought to be in particular situations or circumstances’ (Gibbs 1966, 7), and as ‘generally accepted, 
sanctioned prescriptions for, or prohibitions against, others’ behavior, belief, or feeling, i.e. what 
others ought to do, believe, feel – or else’ (Morris 1956, 610). Dohrenwend proffers a more detailed 
definition:  

A social norm is a rule which, over a period of time, proves binding on the overt behavior of each individual 
in an aggregate of two or more individuals. It is marked by the following characteristics: (1) Being a rule, it 
has content known to at least one member of the social aggregate. (2) Being a binding rule, it regulates the 
behavior of any given individual in the social aggregate by virtue of (a) his having internalized the rule; (b) 
external sanctions in support of the rule applied to him by one or more other individuals in the social ag-
gregate; (c) external sanctions in support of the rule applied to him by an authority outside the social ag-
gregate; or any combination of these circumstances. (Dohrenwend 1959, 470) 

From the above definitions, the attributes of social norms are: ‘(1) a collective evaluation of behav-
ior in terms of what it ought to be; (2) a collective expectation as to what behavior will be; and/or 
                                                
2
 In relation to social norms, behavioral regularities that lack a normative element are also called “conventions” (see 

McAdams & Rasmusen 2007, 1576). 
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(3) particular reactions to behavior, including attempts to apply sanctions or otherwise induce a 
particular kind of conduct’. (Gibbs 1965, 589) 
Norms are a key element to a rules-based approach to law and technology. This is especially evi-
dent when one recognizes that law is ‘a type of norm’ and ‘a subset of norms’ (Gibbs 1966, 315; 
Opp 2001, 10715; Posner 1997, 3653) Laws may be deemed to be more formal norms. Galligan 
holds the inverse to be true: ‘some rule-based associations are mirrors of law and as such may lay 
some claim to be considered orders of informal laws’ (Galligan 2007, 188). Norms and laws can 
therefore be imagined as forming a continuum and the degree of formality, generality, certainty and 
importance (among other things) is what moves a rule of behavior from the side of norms to the 
side of law (see Ruby 1986, 591). 

Legal rules and social norms have a close and symbiotic relationship. Cooter explains one of 
the basic dynamics of laws and norms, ‘law can grow from the bottom up by [building upon and] 
enforcing social norms’ (Cooter 1996, 947-948), but it can also influence social norms from the top 
down – “law may improve the situation by enforcing a beneficial social norm, suppressing a harm-
ful social norm, or supplying a missing obligation” (ibid 1996, 949). Traditional legal theory has set-
tled explanations of how laws and norms interact. Social norms can be transformed into legal 
norms or accorded legal status by the state through a number of ways: incorporation (social norms 
are transformed or codified into law by way of formal legislative or judicial processes), deference 
(the state recognizes social norms as facts and does not interfere with certain private transactions 
and private orderings), delegation (the state acknowledges acts of self-regulation of certain groups) 
(Michaels 2005, 1228, 1231, 1233 and 1234), and recognition (the state recognizes certain cus-
tomary or religious norms as state law) (van der Hof & Stuurman 2006, 217). 

Technical codes and instructions 

Technical codes like computer programs consist of descriptive rather than prescriptive instructions. 
However, the value of focusing on rules of behavior is that the normative effects of technical codes 
can be fully recognized and appreciated. Despite the title of his seminal book and his famous pro-
nouncement that ‘code is law’, Lessig (2006, 5) does not actually consider technical or computer 
code to be an actual category or form of law, and the statement is basically an acknowledgement 
of code’s law-like properties. As Leenes (2011, 145) points out, ‘Although Lessig states that ‘code 
is law’, he does not mean it in a literal sense’. Even Reidenberg’s earlier concept of Lex Informati-
ca, which inspired Lessig, is law in name only (Lessig 2006, 5). Reidenberg explicitly states that 
Lex Informatica can be ‘a useful extra-legal instrument that may be used to achieve objectives 
that otherwise challenge conventional laws and attempts by government to regulate across juris-
dictional lines’ (1997, 556 emphasis added). While Lex Informatica ‘has analogs for the key ele-
ments of a legal regime’, it is still ‘a parallel rule system’ that is ‘distinct from legal regulation’ 
(Reidenberg 1997, 569, 580 emphasis added). But if ‘code is not law’ as some legal scholars con-
clude (Dommering 2006, 11, 14), what exactly is the relationship between technical codes and law, 
and what is the significance of code in the shaping of behavior in a networked society? 

Using the above definition and characterization of norms, technical code in and of itself (i.e., 
excluding any such norms and values that an engineer or programmer intentionally or unintention-

                                                
3
 “law is older than political society, which means that it originates as a set of norms” Posner (2000, 365). 
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ally implements or embodies in the instructions) is neither a legal rule nor a social norm because: 
(1) it is not a shared belief among the members of a unit; (2) there is no oughtness (must or 
should) or a sense of obligation or bindingness in the if-then statements of technical code (they are 
simply binary choices of on or off, true or false, is versus not); (3) there is no ‘or else’ element that 
proceeds from the threat of sanctions (or the promise of incentives) for not conforming (or conform-
ing) with the norm; (4) the outcome of an if-then statement does not normally call for the imposition 
of external sanctions by an authority outside of the subject technology; (5) and, generally, there is 
no collective evaluation or expectation within the technical code itself of what the behavior ought to 
be or will be (a matter of is and not ought). 

Even though technical codes and instructions are not per se norms, they can undoubtedly 
have normative effects (van der Hof & Stuurman 2006, 218, 227). Furthermore, technologies are 
socially constructed and can embody various norms and values (Pinch & Bijker 1984, 404). A 
massively multiplayer online role-playing game (MMORPG) such as World of Warcraft has its own 
rules of play and can, to a certain extent, have normative effects on the persons playing it (they 
must abide by the game’s rules and mechanics). A virulent computer program such as the ‘IL-
OVEYOU’ virus/worm (or the Love Bug) that caused great damage to computers and IT systems 
around the world in 2000 can have a strong normative impact; it can change the outlooks and be-
haviors of various actors and entities (Cesare 2001, 145; Grossman 2000). As a result of the out-
break of the Love Bug, employees and private users were advised through their corporate comput-
er policies or in public awareness campaigns not to open email attachments from untrustworthy 
sources. In the Philippines, where the alleged author of the Love Bug resided, the Philippine Con-
gress finally enacted a long awaited Philippine Electronic Commerce Act, which contained provi-
sions that criminalized hacking and the release of computer viruses.4 The Love Bug, which is made 
up of technical instructions, definitely had a strong normative impact on computer use and security. 

Digital rights management (DRM) is an interesting illustration of the normative effects of 
technology since, in this case, technical code and legal rules act together to enforce certain rights 
for the benefit of content owners and limit what users can do with digital works and devices (see 
Brown 2006). DRM on a computer game, for example, can prevent users from installing or playing 
it on more than one device. Through the making of computer code, content owners are able to cre-
ate and grant themselves what are essentially new and expanded rights over intellectual creations 
that go beyond the protections provided to them under intellectual property laws (van der Hof & 
Stuurman 2006, 215; McCullagh 2005). Moreover, supported by both international and national 
laws,5 DRM acts as hybrid techno-legal rules that not only restrict the ability of users to access and 
use digital works wrapped in copy protection mechanisms, but the circumvention of DRM and the 
dissemination of information about circumvention techniques are subject to legal sanctions (see 
Dizon 2010).6 When users across the world play a computer game with ‘always-on’ DRM like 

                                                
4
 Philippine Electronic Commerce Act, s 33(a); Disini, Jr. & Toral (2000, 36-37; Sprinkel 2001, 493-494; Pabico & 

Chua 2001). 
5
 See WIPO Copyright Treaty and the World Performance and Phonograms Treaty (together the WIPO Internet 

Treaties). 
6
 Another noteworthy example of hybrid techno-legal rules are those relating to “privacy by design”, which are being 

advanced in the privacy and data protection regulations of Canada and the European Union (see Cavoukian 
2009; see European Commission COM(2010) 245 final/2 and COM(2010) 609 final. 
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Ubisoft’s Driver, it is tantamount to people’s behavior being subjected to a kind of transnational, 
technological control, which users have historically revolted against (Hutchinson 2012; Doctorow 
2008). 

Another example of hybrid techno-legal rules is the so-called Great Firewall of China. This 
computer system that monitors and controls what users and computers within China can access 
and connect to online clearly has normative effects since it determines the actions and communi-
cations of an entire population (Karagiannopoulos 2012, 155). In fact, it does not only control what 
can be done within China but it also affects people and computers all over the world (e.g., it can 
prevent a Dutch blogger or a U.S. internet service such as YouTube from communicating with Chi-
nese users and computers). In light of their far-reaching normative impact, technical codes and in-
structions should not be seen as mere instruments or tools of law (Dommering 2006, 13-14), but as 
a distinct type of rule in a networked society. Code deserves serious attention and careful consid-
eration in its own right. 

Scientific principles and theories 

There is a whole host of scientific principles, theories and rules from the natural, social and formal 
sciences that describe and explain various natural and social phenomena that influence the behav-
ior of people and things. Some of these scientific principles are extremely relevant to understand-
ing the inner workings of a networked society. For example, Moore’s Law is the observation-cum-
prediction of Intel’s co-founder Gordon Moore that ‘the number of transistors on a chip roughly 
doubles every two years’,7 and can be expressed in the mathematical formula n = 2((y - 1959) ÷ d) (Ce-
ruzi 2005, 585)8 Since 1965, this principle and the things that it represents have shaped and con-
tinue to profoundly influence all aspects of the computing industry and digital culture particularly 
what products and services are produced and what people can or cannot do with computers and 
electronic devices (Ceruzzi 2005, 586; Hammond 2004; see Anderson 2012, 73, 141). Ceruzzi 
rightly claims, ‘Moore’s law plays a significant role in determining the current place of technology in 
society’ (2005, 586). However, it is important to point out that Moore’s Law is not about physics; it 
is a self-fulfilling prophecy that is derived from ‘the confluence and aggregation of individuals’ ex-
pectations manifested in organizational and social systems which serve to self-reinforce the fulfill-
ment of Moore's prediction’ for some doubling period (Hammond 2004, citations omitted)and is ‘an 
emergent property of the highly complex organization called the semiconductor industry’ (ibidem). 
This statement reveals an important aspect of Moore’s Law and other scientific principles and rules 
– that they are also subject to social construction. As Jasanoff eruditely explains:  

science is socially constructed. According to a persuasive body of work, the “facts” that scientists present 
to the rest of the world are not simple reflections of nature; rather these “facts” are produced by human 
agency, through the institutions and processes of science, hence they invariably contain a social compo-
nent. Facts, in other words, are more than merely raw observations made by scientists exploring the mys-
teries of nature. Observations achieve the status of “facts” only if they are produced in accordance with 
prior agreements about the rightness of particular theories, experimental methods, instrumental tech-
niques, validation procedures, review processes, and the like. These agreements, in turn, are socially de-

                                                
7
 <http://download.intel.com/museum/Moores_Law/Printed_Materials/Moores_Law_2pg.pdf> accessed 7 Septem-

ber 2012;see also Ceruzzi (2005, 584). 
8
 n is the number of circuits, y is the current year and d is the doubling time. 
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rived through continual negotiation and renegotiation among relevant bodies of scientists (Jasanoff 1991, 
347; see also Polanyi 2000). 

Since the construction of scientific rules and facts is undertaken by both science and non-science 
institutions, “what finally counts as ‘science’ is influenced not only by the consensus views of scien-
tists, but also by society’s views of what nature is like – views that may be conditioned in turn by 
deep-seated cultural biases about what nature should be like” (Jasanoff 1991, 347). Due to “the 
contingency and indeterminacy of knowledge, the multiplicity and non-linearity of ‘causes’, and the 
importance of the narrator’s (or the scientific claims-maker’s) social and cultural standpoint in pre-
senting particular explanations as authoritative” (Jasanoff 1996, 411-412), science is without doubt 
a ‘deeply political’ and ‘deeply normative’ activity (Jasanoff 1996, 409, 413; see Geertz 1983, 189; 
Hoppe 1999). It reveals as much about us as it does the material world. 

The ‘constructedness’ (Jasanoff 1991, 349) of science can also been seen in the history of 
the use of and meaning ascribed to the term ‘scientific law’. The use of the term ‘law’ in reference 
to natural phenomena has been explained as ‘a metaphor of divine legislation”, which “combined 
the biblical ideas of God’s legislating for nature with the basic idea of physical regularities and 
quantitative rules of operation’ (Ruby 1986, 341, 342,358 (citations omitted). Ruby argues, howev-
er, that the origins of the use of the term law (lex) for scientific principles is not metaphorical but is 
inherently connected to the use and development of another term, rule (regula) (Ruby 1986, 347, 
350). Through the changing uses and meanings of lex and regula and their descriptive and/or pre-
scriptive application to the actions of both man and nature throughout the centuries, law in the field 
of science became more commonly used to designate a more fundamental or forceful type of rule, 
which nevertheless pertains to some ‘regularity’ in nature. At its core, a scientific principle or law is 
about imagining ‘nature as a set of intelligible, measurable, predictable regularities’ (Ruby 1986, 
350 (emphasis added)).  

Another important characteristic of scientific principles is that they act as signs, and consist 
of both signifier and signified. Moore’s Law is both the expression and the embodiment of the natu-
ral and social forces and occurrences that it describes. As Ruby (1986, 347) explains, “in the case 
of natural phenomena it is not always possible to distinguish the use of lex for formulated principles 
from that for regularities in nature itself”. Thus, from a practical standpoint, natural and social phe-
nomena are reified and can be referred to by the labels and formulations of the relevant scientific 
principles that they are known by. For example, rather than saying, ‘the forces described by 
Moore’s Law affected the computer industry’, it can be stated simply as ‘Moore’s Law affected the 
computer industry’. 

There is much that can be learned about how the world works if we take as seriously the in-
fluence of scientific rules on behavior as we do legal ones. Scientific principles are descriptive and 
not prescriptive rules, but, like technical codes, they too are socially constructed and have signifi-
cant normative effects on society and technology, and are thus worth studying in earnest (see Jas-
anoff 1996, 397 ‘co-production of scientific and social order’). People who are aware of the descrip-
tive ‘theory of the Long Tail’ (Anderson 2007, 52)9 would conform their actions to this rule and build 

                                                
9
 The Long Tail is the phenomenon where consumption and production “are increasingly shifting away from a focus 

on a relatively small number of hits (mainstream products and markets) at the head of the demand curve, and 
moving towards a huge number of niches in the tail”. 
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businesses that answer the demands of niche markets. Scientists and engineers are obviously 
cognizant of the “law of gravity” and they know that they ought to design rockets and airplanes 
based on this important descriptive principle. Competition authorities know that they must take into 
account market forces and relevant economic principles before imposing prescriptive rules on a 
subject entity or market. These and many other examples show how descriptive rules can also give 
rise to or be the basis of ought actions and statements.10 Descriptive rules as such can influence 
behavior and have normative effects. 

Being able to incorporate scientific principles within the purview of law and technology re-
search is important since it creates connections that bring the fields of law and science and tech-
nology ever closer together. If there is value in a sociologist of science and technology studying 
law-making processes (Latour 2010), there is equal merit in law and technology researchers exam-
ining scientific principles and technical codes since rules that govern the networked society can 
similarly be made and found in laboratories and workshops (Latour 2010; Callon 1987, 99). 

Significance of rules 

On a theoretical level, a rules-based approach is very useful and valuable to law and technology 
research in a number of ways. First, it distinguishes but does not discriminate between normative 
and descriptive rules. While the key distinction between is and ought is maintained, the role and 
impact of descriptive rules on behavior and order is not disregarded but is, in fact, fully taken into 
account. By focusing as well on descriptive rules and regularities that are not completely subject to 
human direction, a rules-based framework can complement and support the more instrumentalist, 
cybernetic and state-centric theories and methods to law and technology (Morgan & Yeung 2007, 
3-5, Black 2002, 23, 26). Rather than concentrating solely or mainly on how state actors and the 
law directly or indirectly regulate behavior, a rules-based approach creates an awareness that 
problems and issues brought about by social and technological changes are often not completely 
solvable through man-made, top-down solutions alone, and more organic and bottom-up ap-
proaches should also be pursued. By placing equal emphasis on descriptive rules such as tech-
nical codes and scientific principles and their normative effects, the complexity and unpredictability 
of reality can be better understood, and the people, things and phenomena within and beyond our 
control are properly considered, addressed or, in some case, left alone.  

Second, conceptualizing the networked society in terms of is and ought rules makes evident 
the ‘duality of structure’ that recursively constitutes and shapes our world (Giddens 1984 25, 375). 
As Giddens explains,  

The constitution of agents and structures are not two independently given set of phenomena, a dualism, 
but represent a duality. According to the notion of duality of structure, the structural properties of social 
systems are both medium and outcome of the practices they recursively organized. Structure is not “exter-
nal” to individuals…. Structure is not to be equated with constraint but is always both constraining and en-
abling. (Giddens 1984, 25) 

Applying Giddens’ ‘theory of structuration’, a networked society is thus not constituted solely by 
one dimension to the exclusion of another – agency versus structure, human against machine, 
                                                
10

 Hume’s law, which states that one cannot derive ought from is, is not applicable since the examples do not in-
volve morality but conclusions based on experience and empirical data (see Hume (1739, Book III, Part I, Section 
1)). 
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man versus nature, instrumentalism or technological determinism, society or technology – but it is 
the action-outcome of the mutual shaping of any or all of these dualities (Giddens 1984).  

Finally, a rule can be a key concept for an interdisciplinary approach to understanding law, 
technology and society. A rule can serve as a common concept, element or interface that connects 
and binds different academic fields and disciplines (Therborn 2002, 863). With the increasing con-
vergence of different technologies and various fields of human activity (both inter and intra) and the 
multidisciplinary perspectives demanded of research today, a unifying concept can be theoretically 
and methodologically useful. The study of rules (particularly norms) has received serious attention 
from such diverse fields as law (see Posner 2000; Sunstein 1996; Lessig 1995; Cooter 2000), so-
ciology (Hecter 2001), economics (McAdams & Rasmusen 2007; Posner 1997), game theory (Bic-
chieri 2006; Axelrod 1986), and even information theory (Boella et al. 2006; Floridi 2012). The 
study of ‘normative multiagent systems’ illustrates the interesting confluence of issues pertaining to 
law, technology and society under the rubric of rules (Boella et al. 2006; Savarimuthu & Cranefield 
2011). 

Rules of hacking 

In addition to its conceptual advantages, a rules-based approach can be readily applied to analyze 
real world legal and normative problems that arise from technical and social changes. There can 
be greater clarity in determining what issues are involved and what possible actions to take when 
one perceives the world as being ‘normatively full’ (Griffiths 2002, 34) and replete with rules. For 
instance, the ‘problem’ of computer hacking11 is one that legislators and other state actors have 
been struggling with ever since computers became widely used. Using the rules of a networked 
society as a framework for analysis, it becomes evident that hacking is not simply a problem to be 
solved but a complex, techno-social phenomenon that needs to be properly observed and under-
stood. 

Laws on hacking 

Early attempts to regulate hacking seemingly labored under the impression that the only rules that 
applied were legal rules. Thus, despite the absence of empirical data showing that hacking was an 
actual and serious threat to society, legislators around the world enacted computer fraud and mis-
use statutes that criminalized various acts of hacking, particularly unauthorized access to a com-
puter (Hollinger 1991, 8). Some studies have shown, however, that these anti-hacking statutes 
have mostly been used against disloyal and disgruntled employees and only seldom in relation to 
anonymous outsiders who break into a company’s computer system, the oft-cited bogeyman of 
computer abuse laws (Hollinger 1991, 9; Skibbel 2003, 918). Not all laws though are opposed to all 
forms of hacking. The Software Directive upholds the rights to reverse engineer and to decompile 
computer programs to ensure interoperability subject to certain requirements.12 The fair use doc-

                                                
11

 To “hack” is to produce a surprising result through deceptively simple means, which belies the impressive mastery 
or expertise possessed by an actor who is neither bound nor excluded by the rules of the subject technology or 
technological system. This is a paraphrasing and refinement of Turkle definition of a hack (see Turkle 2005, 208).  

12
 Directive 2009/24/EC of 23 April 2009 on the legal protection of computer programs [2009] OJ L111/416, art 5(3), 

6, and 8. 
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trine and similar limitations to copyright provide users and developers with a bit of (but clearly not 
much) space and freedom to hack and innovate (see Rogers & Szamosszegi 2011). 

Norms of hackers 

Another thing that state actors fail to consider when dealing with hacking is that computer hackers 
belong to a distinct culture with its own set of rules. Since the social norms and values of hackers 
are deeply held, the simple expedient of labeling hacking as illegal or deviant is not sufficient to de-
ter hackers from engaging in these legally prohibited activities. In his book Hackers, Levy codified 
some of the most important norms and values that make up the hacker ethic:  

- Access to computers should be unlimited and total. 
- All information should be free. 
- Mistrust Authority – Promote Decentralization. 
- Hackers should be judged by their hacking, not bogus criteria such as degrees, age, 

race, or position. 
- You can create art and beauty on a computer. 
- Computers can change your life for the better (Levy 2010, 28-34). 

 
These norms and values lie at the very heart of hacker culture and are a source from which hack-
ers construct their identity. Therborn (2002, 869) explains the role of norms in identity formation, 
“This is not just a question of an ‘internalization’ of a norm, but above all a linking of our individual 
sense of self to the norm source. The latter then provides the meaning of our life”. While hacker 
norms have an obviously liberal and anti-establishment inclination, the main purposes of hacking 
are generally positive and socially acceptable (e.g., freedom of access, openness, freedom of ex-
pression, autonomy, equality, personal growth, and community development). It is not discounted 
that there are hackers who commit criminal acts and cause damage to property. However, the fear 
or belief that hacking is intrinsically malicious or destructive is not supported by hacker norms. In 
truth, many computer hackers adhere to the rule not to cause damage to property and to others 
(Levy 2010, 457). Among the original computer hackers in the Massachusetts Institute of Technol-
ogy (MIT) and the many other types and groups of hackers, there is a ‘cultural taboo against mali-
cious behavior’ (Williams 2002, 178). Even the world famous hacker Kevin Mitnick, who has been 
unfairly labeled as a ‘dark-side hacker’ (Hafner & Markoff 1991, 15), never hacked for financial or 
commercial gain (Mitnick & Siomon 2011; Hollinger 2001, 79; Coleman & Golub 2008, 266). 

It is not surprising then that the outlawing and demonization of hacking inflamed rather than 
suppressed the activities of hackers. After his arrest in 1986, a hacker who went by the pseudo-
nym of The Mentor wrote a hacker manifesto that was published in Phrack, a magazine for hack-
ers, and became a rallying call for the community.13 The so-called ‘hacker crackdown’ in 1990 (also 
known as Operation Sun Devil, where U.S. state and federal law enforcement agencies attempted 
to shut down rogue bulletin boards run by hackers that were allegedly “trading in stolen long dis-
tance telephone access codes and credit card numbers”) (Hollinger 2001, 79) had the unintended 
effect of spurring the formation of the Electronic Frontier Foundation, an organization of digital 

                                                
13

 The Mentor, “The Hacker Manifesto” <http://www.phrack.org/issues.html?issue=7&id=3> accessed 4 December 
2012. 
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rights advocates (Sterling 1992, 12). Similarly, the suicide of a well-known hacker, Aaron Schwartz, 
who at the time of his death was being prosecuted by the US Justice Department for acts of hack-
tivism, has spurred a campaign to finally reform problematic and excessively harsh US anti-
hacking statutes that have been in force for decades.14 

It may be argued that Levy’s book, which is considered by some to be the definitive account 
of hacker culture and its early history, was a response of the hacker community (with the assis-
tance of a sympathetic journalist) to counteract the negative portrayal of hackers in the mass me-
dia and to set the record straight about the true meaning of hacking (Levy 2010, 456-457, 464; 
Sterling 1992, 57, 59; Coleman & Golub 2008, 255). Through Levy’s book and most especially his 
distillation of the hacker ethic, hackers were able to affirm their values and establish a sense of 
identity and community (Williams 2002, 177-178). According to Jordan and Taylor,  

Rather than hackers learning the tenets of the hacker ethic, as seminally defined by Steven Levy, they ne-
gotiate a common understanding of the meaning of hacking of which the hacker ethic provides a ready ar-
ticulation. Many see the hacker ethic as a foundation of the hacker community. (Jordan & Taylor 2008, 
774-775) 

To illustrate the importance of Levy’s book as a statement for and about hacker culture, the well-
known German hacker group Chaos Computer Club uses the hacker ethic as their own standards 
of behavior (with a few additions).15 

Technologies of hacking 

Hackers do not only practice and live out their social norms and values, but the latter are embodied 
and upheld in the technologies and technical codes that hackers make and use. This is expected 
since hackers possess the technical means and expertise to route around, deflect or defeat the le-
gal and extra-legal rules that challenge or undermine their norms. Sterling notes, “Devices, laws, or 
systems that forbid access, and the free spread of knowledge, are provocations that any free and 
self-respecting hacker should relentlessly attack” (1992, 66). The resort of hackers to technological 
workarounds is another reason why anti-hacking laws have not been very successful in deterring 
hackingactivities. 

Despite the legal prohibition against different forms of hacking, there is a whole arsenal of 
tools and techniques that are available to hackers for breaking and making things. There is not 
enough space in this paper to discuss in detail all of these hacker tools, but the following are some 
technologies that clearly manifest and advance hacker norms. Free and open source software 
(FOSS) is a prime example of value-laden hacker technology (Coleman & Golub 2008, 262). FOSS 
is a type of software program that is covered by a license that allows users and third party devel-
opers the rights to freely run, access, redistribute, and modify the program (especially its source 
code).16 FOSS such as Linux (computer operating system), Apache (web server software), MySQL 
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 Electronic Frontier Foundation, “Computer Fraud And Abuse Act Reform” <https://www.eff.org/issues/cfaa> ac-
cessed 4 March 2013; see Olivenbaum (1996). 

15
 See Chaos Computer Club, "hackerethics" <http://www.ccc.de/hackerethics> accessed 7 November 2012 

16
 Free Software Foundation, “What is free software?” <http://www.gnu.org/philosophy/free-sw.html> accessed 5 

December 2012; Open Source Initiative, “The Open Source Definition” <http://opensource.org/osd> accessed 5 
December 2012. 
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(database software) WordPress (content management system), and Android (mobile operating 
system) are market leaders in their respective sectors and they exert a strong influence on the in-
formation technology industry as a whole. The freedoms or rights granted by FOSS licenses ad-
vance the ideals of free access to computers and freedom information, which arealso the first ten-
ets of the hacker ethic. What is noteworthy about FOSS and its related licenses is that they too are 
a convergence of legal rules (copyright and contract law), social norms (hacker values), technical 
codes (software) and scientific principles (information theory) (Coleman 2009; Benkler 2006, 60). 
In order to grasp the full meaning and impact of FOSS on society, one mustengage with the at-
tendant plurality of rules. Other noteworthy examples of hacking technologies that hackers use with 
higher socio-political purposes in mind are Pretty Good Privacy (PGP, an encryption program for 
secret and secure communications) (Coleman & Golub 2008, 259), BackTrack (security auditing 
software that includes penetration testing of computer systems), Low Orbit Ion Cannon (LOIC, 
network stress testing software that can also be used to perform denial-of-service attacks), and cir-
cumvention tools such as DeCSS (a computer program that can decrypt content that is protected 
by a technology protection measure).  

Technical codes are an important consideration in the governance of a networked society 
since “technology is not a means to an end for hackers, it is central to their sense of self – making 
and using technology is how hackers individually create and how they socially make and reproduce 
themselves” (Coleman & Golub 2008, 271). While technical codes are not themselves norms, they 
can embody norms and have normative effects. As such, technical codes too are essential to un-
derstanding normativity in a networked society. 

Science of hacking 

The norms and normative effects of hacking tend to be supported and often magnified by scientific 
principles and theories. Hackers, for instance, can rely on Moore’s Law and the principle of ‘econ-
omies of scale’ (Lemley & McGowan 1998, 494) to plan for and develop technologies that are ex-
ponentially faster and cheaper, which can receive the widest distribution possible. Being cognizant 
of Schumpeter’s ‘process of creative destruction’ (Schumpeter 1962) and Christensen’s related 
‘theory of disruptive innovation’ (Christensen 2006), hackers, as innovators and early adopters of 
technology, are in an ideal position to take advantage of these principles and create new technolo-
gies or popularize the use of technologies that can potentially challenge or upend established in-
dustries. Creative destruction is Schumpeter’s theory that capitalist society is subject to an evolu-
tionary process that “incessantly revolutionizes the economic structure from within, incessantly 
destroying the old one, incessantly creating a new one” (Schumpeter 1962, 82). Schumpeter ar-
gues that today’s monopolists industries and oligopolistic actors will naturally and inevitably be de-
stroyed and replaced as a result of competition from new technologies, new goods, new methods 
of production, or new forms of industrial organization (Schumpeter 1962, 82-83). The revolutionary 
Apple II personal computer, the widely used Linux open source operating system, the controversial 
BitTorrent file-sharing protocol, and the ubiquitous World Wide Web are some notable technologies 
developed by hackers,17 which through the process of creative destruction profoundly changed not 
                                                
17

 Steve Wozniak, Linus Torvalds, Bram Cohen, and Tim Berners-Lee, creators of the Apple II, Linux, BitTorrent and 
the World Wide Web, respectively, view themselves as hackers and participate in hacker culture (see Levy 2010, 
249; see Himanen 2001; see Thompson 2005; see Berners-Lee 2013). 
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just the economic but the legal, social and technological structures of the networked society as 
well. 

Furthermore, because of their proclivity for open standards, resources and platforms that an-
yone can freely use and build on, hackers can naturally benefit from principles of network theory 
such as network effects. According to Lemley,  

“Network effects” refers to a group of theories clustered around the question whether and to what extent 
standard economic theory must be altered in cases in which “the utility that a user derives from consump-
tion of a good increases with the number of other agents consuming the good.” (Lemley & McGowan 1998, 
483 (citations omitted)) 

This means that the more people use a technology, the greater the value they receive from it and 
the less likely they will use another competing technology. A consequence of network effects is a 

natural tendency toward de facto standardization, which means everyone using the same system. Be-
cause of the strong positive-feedback elements, systems markets are especially prone to ‘tipping,’ which is 
the tendency of one system to pull away from its rivals in popularity once it has gained an initial edge 
(Lemley & McGowan 1998, 483 (citations omitted)). 

Network effects and the openness of the Android open source mobile operating system may partly 
explain how Android became dominant in the smartphone market despite the early lead of Apple’s 
iPhone and iOS. While Apple’s iOS operating system is proprietary, closed and can only be used 
on Apple’s own devices, developers are free to use, modify and improve the open source software 
components of Android, and manufacturers can use Android on their devices subject to certain lim-
itations. The success of Android confirms a view that hackers will have no trouble agreeing with – 
“open always wins… eventually” (Downes 2009). 

  Creative destruction and network effects are a few of the important scientific principles and 
theories that influence the networked information society that hackers are able to benefit from. 
These principles do not merely remain in the background, quietly establishing the conditions and 
contexts of action, but, as cognitive statements about observed phenomena in nature and the mar-
ket, they have strong normative effects in their own right and people tend to conform their behavior 
to these principles. 

Rules, rules everywhere 

As illustrated in the case of hacking, a pluralist and rules-based approach can be very useful in de-
scribing and analyzing legal problems and normative issues brought about by new or disruptive 
technologies. Attempts by state and non-state actors to adapt to the changing digital environment 
or to change people’s behaviors can derive much benefit from knowing how the world works. The 
workings of the networked society can be framed in infinite ways, but, as explained above, seeing 
these operations in relation to the presence, action and interaction of rules is extremely helpful in 
making sense of reality. The formation and implementation of laws must therefore take into ac-
count the social, technical and scientific rules that govern a subject area or field. This is necessary 
because behavior in a technology-mediated and scientifically validated world is not only shaped by 
laws, but equally by norms, technologies, and natural and social phenomena. These four rules, 
whether as norms as such or through their normative effects, determine the state and degree of 
normativity in a networked society.  
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This paper has enlarged the domain of technology law to cover not just legal rules but also 
extra-legal rules such as social norms, technical code, and scientific principles. The expanded 
scope should not be bemoaned but instead embraced as a challenge since there are now more in-
teresting people, things and phenomena which technology lawyers and legal scholars can and 
ought to study. There is nothing wrong with perceiving the networked society in relation to rules. 
Other academic fields have no problem seeing the world through their own distinct and widely-
encompassing disciplinary lenses – for anthropologists it is all about culture, evolutionary biologist 
focus on the gene, physicists perceive the universe in terms of matter and energy, and information 
theorists unabashedly see everything as bits. Technology law researchers should not hesitate to 
say that everything could potentially be about rules. In a world where normative and descriptive 
rules pervade all aspects of our lives and we have to constantly negotiate all sorts of rules, norms, 
codes and principles, a pluralist and rules-based approach brings law and technology study much 
closer to the messy reality that it seeks to understand and explain. Just look around and it is evi-
dent that the world is truly normatively complex and full of rules. 
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Abstract This chapter examines the relationship between technical standards and law in light of develop-
ments in ICT technologies. As standards have grown greater in quantity and influence over the last dec-
ade, this paper analyses how standards relate to the legal system of the European Union. The chapter 
demonstrates the similarities between law and standards, and reviews ways in which standards are bind-
ing for users and obtain a legal effect. It is argued that the only way to ensure that sufficient attention is 
paid to societal interests like those of the users and EU policy aims is to design and apply procedural crite-
ria for standardization. The paper shows that these criteria are specifically important for the imminent in-
troduction of smart grids1 in the electricity market of Europe, for which many new standards are currently in 
development. 

Keywords Standardization, smart grids, EU law 

Introduction 

Standardization in general plays a fundamental role in our society because of the impact technolo-
gy has on our lives. As we will see, standardization does not merely involve technical aspects, but 
also political decisions and user options. Though standards are not delegated acts under EU law, 
the EU Commission can mandate the European Standardization Organizations (ESOs) to develop 
standards. Furthermore, as we will see, standards have a binding effect on the makers of the rele-
vant product, as well as on the users of the product. In network environments such as the Internet 
and smart grids, current developments show that standards have developed from regulating tech-
nical form (such as the electricity voltage) to regulating user behaviour (Benoliel 2004, 1077). Once 
standards have been implemented, their negative effects are hard to reverse. It is therefore desira-
ble to anticipate those effects during the standardization process, especially where they concern 
user interests and policy aims. The EU Commission attempts to safeguard these interests by re-
quiring the process to be open for societal interests representatives, next to the market parties. 
However, these parties lack the power to influence the process substantially.  

Standardization in the area of smart grids is currently one of the most important standardiza-
tion processes. Because different areas such as the electricity system, telecom system and sever-
al other markets need to be integrated, standards play an exceptionally important role in smart grid 

                                                
1
 Smart grids can support the transition to the use of renewable energy by applying ICT in favor of information 

management on energy supply and use. 
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developments. Networking technologies will support the physical electricity system to balance re-
newable intermittent energy sources on the network. Smart grids encompass different layers: a 
component layer, a communication layer, an information layer, a function layer and a business lay-
er and they all need to be interoperable.2 Therefore, standardization is a key element in developing 
smart grids. Because of this important role of standards in smart grids, safeguarding user interests 
and policy aims as well as the commercial interests of the parties involved in standardization, is 
crucial. The role technology currently plays in combination with the legal requirements from energy 
directives3, introduces the question whether there is a need to develop legal rules for the standard-
ization process. The European Commission mandated the European ESOs to develop smart grids’ 
technical and ICT standards to achieve interoperability between various components and to facili-
tate smart grid services.4 However, the Commission Mandate holds few safeguards to ensure poli-
cy aims are met through standardization.  

In this paper we investigate whether there is a need, from a legal perspective, to provide 
more procedural safeguards than is currently the case in smart grid standardization. We approach 
this issue by viewing four different relationships between standards vis-á-vis legal rules. 

First, we describe the developments of ICT, the characteristics of standards and how these 
exist independent from the traditional legal system, against the background of the theory of ‘code is 
law’ (Lessig 2006). It will become clear that standards are not law as such, but can be equally bind-
ing in effect. Subsequently, we examine cases that are comparable to standards, yet contrary to 
standards, are established legal concepts. We discuss whether there are similarities between 
standards and those existing legal concepts, by analysing how they comply with public and/or pri-
vate law. The concepts of self-regulation and declaration of universal applicability seem to be the 
most parallel to that of standards, when it comes to their genesis and binding force. It becomes 
apparent that these concepts comply with either public- or private law principles, while standards 
comply with neither. In the third part we will explore which safeguards do exist. We view how EU 
law influences and restricts standardization demonstrating the present legal framework for stand-
ardization. Finally, we describe how the traditional legal system reinforces the power of standardi-
zation by incorporating standards in the legal system. By or exploration on these different relations 
we intend to clarify the position of standards in the current legal system. 

We will see that our analysis leads to the conclusion that standards are binding but do not 
yet have a well-defined place in the legal system. Hence, there is a need for additional regulatory 
safeguards for the standardization process. Because of the important role of standards in smart 
grid developments future research is necessary to examine how these safeguards can be 
achieved. 

                                                
2
 CEN/CENELEC and ETSI Smart Grids Coordination Group. 

3
 Requiring for example, reliability, affordability and the transition to renewable energy. 

4
 Standardization Mandate to European Standardisation Organisations (ESOs) to support European Smart Grid 

deployment, Brussels 1st March 2011, M/490 retrieved from 
http://ec.europa.eu/energy/gas_electricity/smartgrids/doc/2011_03_01_mandate_m490_en.pdf. 
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Standards vis-á-vis the law in the information society 

Standards have come to play an increasingly important role in society, especially in the last dec-
ades. However, legal systems were developed in a time where none of the technology that plays a 
crucial role in our lives today existed. Standards were for the most part regarded as a voluntary 
agreement between companies that only affects the companies using those particular standards. 
However, as we will see, standards bind the users of the standardized products as well. Standards 
can actually have such a powerful binding force that they become akin to laws. In this section we 
will study the similarities between standards and law, and their consequences. 
Directive 98/34/EC defines a standard in the following way: 

“A technical specification approved by a recognized body for repeated or continuous use, with which com-
pliance is not compulsory.”

5
 

We use the term standards in this paper in a broader sense, including also de facto standards. A 
standard is a technical specification that is used to provide interoperability in repeated use. It ex-
presses technical uniformity (Burk 2005, 551). 

In general, laws are orders that bind citizens of a jurisdiction. From a legal positivist perspec-
tive there are four requirements for orders to be regarded as law, according to Hart.6 They are first 
of all either a command that is backed by a threat of sanction, a condition for an entitlement to 
something, a creation of legal relations or a specification of legal powers. Furthermore, these rules 
acquire their status of law because they are recognised as such by a legal system. Moreover the 
rules have to be ordered by some form of sovereign. Finally, the rules are written and accessible 
for the individuals they concern. 

Next to these four general conditions there is are two distinct ways in which citizens can be 
bound through law, namely through public or private law.  

Public law defines and controls the power of governments over the people (Bell 2002). These 
controls are relevant at the legislative level, as well as the executive and administrative levels. 
Public law is aimed at the well being of its subjects, which in EU law is expressed in art 2 of the 
Treaty of Lisbon. Its implementation occurs within a framework and limitations of competence on 
the relevant authority (art. 3b Treaty of Lisbon.) An important characteristic of public law is that citi-
zens do not have to consent to the rule in order for it to become binding, the hypothesis being that 
the consent is incorporated in the democratic process of rule making. Next to legal rules, govern-
ments can also raise restrictions for people by carrying out tangible acts. For example when a mu-
nicipality closes down a street. When the person affected by that act has a relevant interest, be-
cause for instance it prevents him from entering his house, he can object to that decision. 

If a law on itself does not bind citizens, they can be bound through the effect of private law. 
Private law creates legal relations. It is law characterized by the fact that citizens can only be re-
stricted in their actions or bound by obligations towards each other through mutual consent. The 
parties involved will have to agree to a restriction or obligation through the offer and acceptance of 

                                                
5
 Directive 98/34/EC of the European Parliament and of the Council of 22 June 1998, Laying down a procedure for 

the provision of information in the field of technical standards and regulations and of rules on Information Society 
services; (OJ L 204, 21.7.1998,  37). 

6
 This description is in line with Hart (1961). 
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a contract.7Thus, the principle of freedom to contract is leading and therefore contracts are volun-
tary (von Bar 2009, 212). 

At first glance standards show many similarities to law, yet as we will see, some crucial as-
pects are different. Standards are difficult to categorize in either the legal framework of public- or 
private law, when it comes to the relation between the users of a standard and a standardized 
product. The user of the standardized product never agreed with the standard, yet he is bound by 
it. They are not bound in law by the standard and its possibilities and restrictions, yet they are 
bound in fact. Once a standard is generally accepted, it is virtually impossible to circumvent it. The 
use of standards has markedly increased since the introduction of the Internet and they play an 
exceedingly large role in networked environments, such as smart grids.  

We will review the introduction of the use of the Internet, to understand the relationship be-
tween standards and laws today. The example of the Internet offers a suitable example to do so, 
because it has caused important changes, both socially and legally, in the last decades. 

Originally, the Internet was perceived as something that governments could not and should 
not regulate. Pioneers saw it as a phenomenon where companies and individuals could enjoy total 
freedom from any government interference. They felt that the Internet or ‘Cyberspace’ should just 
evolve by itself without any interference or supervision from the outside. This view is also called the 
cyber-libertarian perspective (Winner 1997). The exceptionalist approach, on the contrary, as-
sumed that a new set of rules was needed to regulate cyberspace. The unexceptionalist approach 
held that existing rules were sufficient for cyberspace (Shiff Berman 2007, 14). In that sense the 
law concerning the Internet is not a separate regulatory domain. More recently, scholars have sug-
gested that there ought to be hybrid solutions with new interfaces between government regulation 
and self-regulation of the Internet (Farrel 2002). This debate about whether and who should regu-
late the Internet gives rise to the question whether there should be an international legal body to 
govern the Internet (Tauberman 2009).  

Irrespective of the question of who is best placed to regulate the Internet, several organiza-
tions have coordinated aspects of the Internet from an early stage. The Internet Society (ISOC), a 
non-profit organization encompasses several organizations, such as for example the Internet Engi-
neering Task Force (IETF), which sets most of the international Internet Protocol (IP) standards. 
The Internet Corporation for Assigned Names and Numbers (ICANN) is a non-profit organization 
established by California law. It manages all domain names and the top-level domains such as 
.com, .org, .eu, .fr etc. and allocates the domains of browser URL’s. These organizations have in 
common that they are non-profit organizations that decide upon general rules and policies that ap-
ply to the Internet worldwide. They are, however, not legal authorities of the international legal sys-
tem. In response to these US centred organization the World Summit on the Information Society 
(WSIS) brought up the discussion of more global governance for the Internet wit state and non-
state actors (Mueller 2010, 55-80). 

On a national level the Internet Service Providers (ISPs) are an entity that regulates the use 
of the Internet. The contract with the ISP allows the customer access with the help of a modem. 
The contracts explain the rights and obligations of parties, and the exclusions of accountability for 

                                                
7
 E.g. article 2:205 Principles of European contract law part I, II and III 2002. 
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web content. Some ISP contracts contain terms that directly influence the way the customer uses 
the Internet.  

Furthermore, people, companies and other organizations automatically set restrictions by de-
termining the capabilities of their websites. There are of course no restrictions when these web-
sites merely provide information. However when they offer an online service, such as social media, 
they will inherently create certain barriers for their users. 

The architecture of the Internet and its content determines the activities of users as well as 
the limitations thereof. Thus, the architecture can be seen as a form of law of the Internet, because 
users are automatically bound by its possibilities, impossibilities and restrictions. This perspective 
differs from that of the cyber libertarian and exceptionalist perspectives and it can be placed 
against the background of the discussion that started 15 years ago with Joel Reidenberg’s theory 
of ‘Lex Informatica’ (Reidenberg 1998). Lawrence Lessig built upon this theory by introducing the 
concept of ‘Code is Law’, strengthening the debate on the role of the Internet in society. The de-
bate leaves open many questions on how to deal with the development of the Internet today (Les-
sig 2006). We will review this theory and debate, while applying it to standards specifically. The 
debate stems from a U.S. context, yet the aspect of how codes bind users is applicable for the EU 
system as well. 

Obvious examples that illustrate how code functions as the ‘law’ of the Internet is the use of 
IP addresses for access to the Internet and the use of cookies on websites to recognize recurring 
visitors. 

Code restrictions can also come through algorithms designed by specific websites. YouTube, 
for instance, enforces copyright law by removing certain videos from their website when the con-
tent is assumed to infringe on a copyright. This IP content management tool however is less so-
phisticated than the law on copyright itself. This became clear in the case where Michelle Obama’s 
speech during the Democratic National Convention (DNC) was embedded in the DNC’s website 
through a YouTube video. The video was blocked for a couple of hours after it was placed on the 
website because of assumed copyright infringements. However, the DNC website owned the video 
itself and therefore broadcasting it on its own website did not actually infringe on the copyright. 
Even though media companies have a great advantage in this tool, it restricts users and in this 
case, the contributor as well. 

The impact that technology has on society creates restrictions and threats for users. The lev-
el of interference these ‘rules’ have on individual Internet users can occur in varying degrees. Ob-
viously not all codes are standards, nor are all standards codes. However a great part of the code 
of the Internet is standardized. Moreover, what code does for the user is exactly the same as what 
standards, be it technical – or ICT – standards, do for the users of a standardized product. It de-
termines their possibilities for Internet usage. Standards do this even more so, as the option to use 
a different provider of the product or service in most cases will either not exist or be hard to find. 
The DVD standard, for example, determines that its recording provides the possibility to only be 
able to be played on one continent and not the other (Leenes 2011). It also determines the amount 
of times a video can be played until its quality deteriorates (Burk 2005, 541).In a similar way, smart 
grids standards can cause restrictions for users. The code in the standard can for example decide 
how often certain information about electricity usage will be sent to an external party. A technical 
standard can also include a feature to shut-off household solar production when the frequency on 
the network comes within a certain spectrum. Whether an electricity meter of an electric car is 
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standardized to be in the car or at the charging station can have many consequences. Numerous 
other decisions will have to be made in the standardization process of smart grids, that in the theo-
ry of code is law, will have a great regulating impact on users. 

Undoubtedly several arguments contradict the theory that code is law. One argument is that, 
as a general rule, people can make their own choices regarding hardware and software and there-
fore they are free from restrictions (Post 2000, 1453). As mentioned earlier, when a person buys a 
product, he accepts its constraints, including the underlying standard. In cyberspace people can, 
for example, still easily choose whether they use the prominent Facebook as a social network, or 
another, perhaps more nationally oriented website to contact their friends online. Nevertheless, if 
people really have this kind of ‘choice’ in smart grids, it would mean that users of smart grids could 
easily go around a standard. Yet, this is not the case as once the smart grid standard is intro-
duced, and accepted, all products will most likely comply with it. Therefore choice becomes virtual-
ly non-existent in smart grids. Standards thus become generally binding without real, deliberate 
consent from users, as opposed to a voluntary contract.  
The approach of analysing whether code is (a substitute of) law can take many different forms. 
Some authors use Fuller (Asscher 2006), others look at code from the perspective of legitimacy 
(Koops & Leenes 2005). We take a legal positivist perspective. Not to analyse code in general, but 
to analyse standards more specifically. Hart’s four requirements mentioned above, suit this ap-
proach. In essence, standards form a condition for an entitlement to something. The entitlement is 
the use of the standardized product feature, and the condition is set by the developer of the stand-
ard. The second requirement is obviously not met as standards are not recognised as law by a le-
gal system. The third criterion is not completely met. When a ‘sovereign’ is as Hart formulates it: 

“a person or body of persons whose orders the great majority of society habitually obey and who does not 
habitually obey any other person or persons.” (Hart 1961) 

In the case of the Internet this requirement would not be met as there is not one ‘legislator’ of the 
internet (Shah & Kesan 2004, 281). However the body of persons does apply to smart grid stand-
ards in the case of the Commission Mandate. This mandate clearly states that CEN/CENELEC and 
ETSI are the standard bodies. Finally, standards are written, yet not accessible by the individuals 
governed by the standards. The users of the Internet have no idea what standards they are com-
plying with. Standards are a way of social shaping, which does not allow for the option of not obey-
ing (Latour 1992). When the regulatory force comes from the environment or architecture, as is the 
case with standards, it is even harder to recognize that one is being regulated (Schiff Berman 
2000). 

Even though some requirements of law are met, even more so than Internet code, in a strict 
sense, standards are undoubtedly not law. So what are they? The division of public and private law 
sheds some light on the issue. When looking from the point of view of the standard setters, stand-
ards belong to the area of private law. By setting a standard, the involved parties at least invoke 
expectation that they will comply with it. They do this voluntarily. When observing the effect on the 
parties that are not part of the process, there is a distinction between the product developer of a 
relevant product in the first place, and the user of the standardized product. Once a standard be-
comes widely accepted, the product developer will not be able to circumvent the standard if he 
wants to have access to the networked market. The user of the standardized product will be bound 
to the restrictions and possibilities of the standard, as well to make use of the product. Neither of 
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them consented to the requirements of the standard, so for them the standards do not fall within 
the framework of private law. 

In the end, it is clear that standards are not law. The problem is however, that they have a 
similar effect as laws. The fact that we have to do what a standard determines does furthermore 
not follow from a private contract. Standards thus sit awkwardly in the division of public and private 
law. If the standard of an information system is to be based on public law, it must be done through 
democratically legitimized rules. If it were a civil law information system, there would have to be an 
explicit consent (Franken 2004, 28). Neither is the case. As legal systems are always changing, it 
might be time that the regulating nature of technology is recognized today, to adequately handle its 
consequences.  

Comparing standardization to existing legal concepts 

Since standards do not comply with the requirements that typically apply to legal rules, there could 
be grounds for governments to intervene (Asscher 2006, 88). In order to understand whether this is 
the case, we will compare standards with certain concepts recognized in legal research, which are 
also not clearly a public or private law, yet have binding force. The legal system adjusted to these 
concepts, and it could be the same for standards. These concepts are self-regulation and the con-
cept of declarations of universal applicability of contracts. We will examine to what extent stand-
ards are similar as these concepts and whether they fall within the public or private framework. 
This comparison helps us to develop a deeper understanding of the position of standards and what 
is needed for standards to be in line with either public or private law. 

The main reasons for choosing these two concepts for a comparison is, first of all, that they 
have binding effect but have no conventional status in either public or private law. Another im-
portant similarity to standards is the fact that these concepts were introduced in order to involve 
private parties in rulemaking. The reason that ESOs set standards, and not the EU Commission, is 
that the ESOs can bring together the relevant expertise necessary to set a technical standard. With 
self-regulation and declaration of universal applicability of contracts, governments likewise do not 
simply impose rules, but instead let private decide what rules suit best. 

In this section we utilize the principles of the western public law systems of public and private 
law to examine standards. Regarding public law we use the two principles for EU law that where 
mentioned in the previous section. We first study whether those rules work in favour of the public 
good. Furthermore we examine whether there is a legal competence to set the rule. If they do not 
meet the principles of public law, we assess whether the principle of the voluntary nature of con-
tracts applies. 

Many researchers assume that standardization is a mode of self-regulation (Weiser 2001, 
822); however, this is not necessarily the case. We will give three descriptions of self-regulation so 
as to analyse whether standard setting is actually a form of self-regulation: 

1. “Non-governmental rules that are determined in cooperation or without cooperation with 
others by those for whom the rules are intended respectively their representatives, and 
whereas the supervision of compliance is executed by these groups.” (van Driel 1989, 2)  

2. “[T]he disciplining of one’s own conduct by oneself, regulation tailored to the circumstances 
of particular firms, and regulation by a collective group of the conduct of its members or 
others.” (Black 1996, 26)  
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3. “(a) a type of regulation; (b) a set of rules voluntary developed and accepted by those who 
are taking part in an activity; and (c) a rule-making process followed to develop and apply 
the set of norms.” (Mifsud Bonnici2007, 7)  

 
Although it does not immediately follow from the definitions, self-regulation often has the aim of 
achieving some public interest. Self-regulation is in many ways also encouraged by states to 
achieve a public objective (Mifsud Bonnici2007, 33), for instance in the case of complying with self-
regulatory waste dumping provisions. Therefore, the first requirement of public law is met. There 
does not, however, have to be a legal basis for self-regulation. Thus self-regulation is not within the 
public law framework. The voluntary nature of contracts of private law, however, does apply. Only 
when a company wants to be bound by the regulation it will be bound. Thus, without consent to a 
self-regulatory rule, the rule does not apply. 

Standards are different. They are not necessarily set to achieve a public interest, although as 
we will see later on, this can be the case. Similar to self-regulation, there is no legal basis for the 
authority to set the rule. Most importantly, self-regulation is valid only to the extent that it binds the 
parties actually involved in the standardization process. However, standards can also tie in the 
previously mentioned producer and user of standardized products. In those cases the ones that 
need to comply with the standard practically, had no role in setting the standard.  
An alternative situation where a binding force for third parties is created is where contracts be-
tween two parties obtain effect on a third party. A common example is Declarations of Universal 
Application (DUA)of contracts. Contracts will in these cases obtain universal effect for certain 
groups who were not a contracting party.In this case, contrary to self-regulation, the decisions 
dobind parties that were not part of the process of designing the rule. An example is the Dutch sit-
uation in which the Minster of Employment and Social Affairs assigns the status of DUA to sections 
of collective working agreements.The motivation for introducing such provisions was to stimulate 
cooperation between employers and employees.8The precondition for such a decision is that the 
provision does not conflict with any general interests or the legitimate interest of a third party. The 
affected parties can request dispensation from the decision. Similar practices can be found in other 
areas, such as the general applicability of waste disposal fees.  

First of all, before the decision to issue a DUA, the contracts are obviously part of the private 
law system, as DUAs clearly concern underlying contracts that before universal application are 
voluntary. When the minister makes the declaration of universal application the position shifts to 
public law. The DUA is in favour as of public good, in this case stimulating the cooperation be-
tween employers and employee. Moreover the safeguard of relevant competence (the Minister), 
and its boundaries (not conflicting with general or third party interest) come into effect. With that, 
the fundamental principles of public law are met. Moreover, many safeguards come into force. 
When someone requests dispensation and it is refused, this can for example be objected to 
through an administrative appeal. Legal certainty is also covered as these provisions are an-
nounced in the Official Journal and/or recorded in a registry (Dresden 2004, 153). The conditions 
under which a DUA can be issued are codified in relevant legislation, providing for instance that a 
committee is heard about the decision (Dresden 2004, 49). 

                                                
8
 Kamerstukken II 1936/1937 274 §1. 
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The previous comparisons first of all show that standards are a concept different from these al-
ready existing legal concepts. It is exactly from these differences that we can learn something. 
Self-regulation shows similarities with public law, but in the end has private law as a frame be-
cause of its voluntary nature. The DUA case is a private law concept when it only concerns the 
parties involved. Yet when others become bound by it, the principles, plus many more safeguards 
of public law come into force. This way, standards are very similar to DUAs. They start of as a pri-
vate agreement between companies, but when they become a de facto standard, everyone is 
bound to them. Unfortunately, in the case of smart grid standards, the European Commission gives 
the ESOs the freedom to develop the standards, with very little safeguards of public law. It is no-
ticeably unnecessary for standards to be completely in line with public law in the sense that they 
only serve a public good and that the authority setting it has the relevant authority. Yet, observing 
the effect the standards can have on users we established in the previous section, especially the 
requirements of process of DUA can be relevant for standards. That would mean that the Commis-
sion would first of all have to provide a framework to which standards have to comply up front, and 
secondly ensure that a standard does not conflict with any general interest or the relevant interest 
of a third party. This in general is not the case is standardization.  

There exist some exceptions, where the compliance with policy is crucial. In these cases 
governments in fact do set a framework for standardization up front. This was for example the case 
in the US CALEA, where a legislative act ensured that standards complied with requirements that 
preserved the ability of law enforcement in the changes in technology (Koops & Leenes 2005, 
141). A similar system supports the current Dutch standardization of smart meters, in which an Or-
der in Council sets elaborate legal requirements to which all smart meter standards need to comply 
(Hoenkamp et al. 2011, 279). Moreover, at EU level, New Approach standards enjoy a clear con-
text, which is set in a directive through essential requirements to which the relevant standards 
need to comply. Unfortunately, in the case of smart grids no such system exists. 

The influence of the EU legal framework on standards 

The previous section has shown that some desirable elements for decisions that are generally 
binding are lacking. In this section we study what the existing EU regulatory framework for the 
standardization process does entail. The examination of the current legal framework for standardi-
zation will show how the EU influences and restricts standardization processes at this moment, 
and to what extend it provides a frame that public law requires. We will start with a general ap-
proach on what restrictions competition law creates for standardization, and subsequently elabo-
rate on specific regulation regarding standardization. This will provide an overview of relevant law, 
and clarify to what extent standards are influenced by EU law.9 

Different types of standards exist. Regulatory standards are a policy means, which on a EU 
level are used in the New Approach to standardization. In that case a European Standardization 
Organization (ESO) creates standards based on certain policy objectives such as safety or quality, 
which are translated into essential requirements that are laid down in a directive. Other standards 
                                                
9
 To note, it could be argued that copyright law is also part of the laws regulating standards. However, copyright law 

in the light of standardization only deals ex- ante with the question whether a standard should be released, or 
whether some technology should be standardized. E.g. Van Rooijen (2010, 48). As in this section we focus on the 
process of standardization itself, dealing with copyright is irrelevant. 
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can be developed within ESOs, sometimes initiated by a Commission mandate. Further, industry 
standards are developed within for a and consortia on the sole initiative of market parties. Finally, 
standards can be developed when certain technical requirements are adopted as de facto stand-
ards without a previous standardization process.  

All types of standards can conflict with competition law in certain circumstances. Articles 101 
and 102 of the Treaty of the Functioning of the European Union (TFEU) pursue the aim of effective 
competition on the market (Wijckmans& Tuytschaever 2011, 8). Article 101(1) prohibits agree-
ments that could disrupt free competition in the internal market. As most standards promote tech-
nical and economic progress they are exempted from the provision through art. 101(3). 

Article 101(1) TFEU concerning horizontal co-operation agreements states that agreements 
aiming at restricting the internal market are prohibited. In relation to this article the Guidelines on 
the applicability of art. 101 state as the primary objective of a standard the definition of quality or 
technical requirements.10 

There are three main types of situations that can give rise to restrictive effects on competi-
tion. First, there is the situation where companies engage in anti-competitive discussion in the 
standardization process, reducing or eliminating price competition. Second, when standards oblige 
parties to exclusively use the particular standard it limits competition, especially when certain par-
ties are unjustifiably excluded from the process. Third, when companies are restricted from obtain-
ing effective access to the result of the standardization process. This in particular leads to anti-
competitive results when certain parties enjoy intellectual property rights to components that are 
essential for the standard as it might result in the gain of market share. Such practices are also re-
ferred to as patent ambush (Staniszewski 2007, 670). The company will in that case only reveal 
the patent after the standard has gained popular recognition, thus locking in its competitors. This 
practice can even constitute an abuse of their dominant position when those property rights are 
highly restrictive. Whether it constitutes an infringement however, needs to be evaluated on a 
case-by-case basis.11 

To understand how this provision is applied to standardization in practice, we will study cas-
es brought before the Commission that concern the infringement in competition through standardi-
zation. The following cases illustrate the scope of competition law regarding standardization, be-
ginning with the older cases and ending with more recent ones.12 

The first time the European Commission had to decide on a matter of standards was the 
X/Open Group case. The question at hand was whether the agreement between market parties es-
tablishing a common application environment for UNIX software restricted competition in the light 
of art. 101(1).13 The restrictions on participation to the process posed a threat to competition. How-
ever, this disadvantage was easily outweighed by the advantages for economic growth through the 

                                                
10

 Guidelines on the applicability of Article 101 of the Treaty on the Functioning of the European Union to horizontal 
co-operation agreements, OJ 2011 C11, article 257. 

11
 Guidelines on the applicability of Article 101 of the Treaty on the Functioning of the European Union to horizontal 

co-operation agreements, OJ 2011 C11, arts 264-269. 
12

 We will refer to the articles of the current TFEU, which means that art. 81 and 82 (old) will be referred to as 101 
and 102 TFEU in order to make the reference more comprehensible. 

13
 X/Open Group, Decision 1987/69, OJ 1987 L 35. 



Law and standards – Safeguarding societal interests in smart grids 

 113 

wider availability of software and greater flexibility for software from different sources as in art. 101 
(3). 

In the IMS Health case14, NDC Health presented a claim before the Commission regarding 
the fact that IMS Health refused to give NDC Health a license for the use of structure for the re-
gional sale in the pharmaceutical industry (called the 1860 brick structure). Next to that, the 
Landgericht Frankfurt posed a prejudicial question concerning the breach of competition to the ECJ 
on this case. The structure had obtained the status of the facto standard and was necessary for 
NDC to compete in the market. The Commission ruled that IMS Health was guilty of abuse of dom-
inant market power as in art. 102.15 The ECJ explained that in certain cases, if the entity requesting 
the license will provide a new product for which consumers potentially have a demand, the licence 
needs to be granted. 

The notorious Microsoft case dealt with an infringement of art. 102. Microsoft refused to 
make essential standards for their server operating system available to competing Sun Microsys-
tems, and therefore interoperability with new technology was impossible. Thus applications from 
other companies could not be added, and users were bound to applications owned by Microsoft. 
The Commission ruled that this was an abuse of dominant market power by Microsoft. Refusing 
transparency of their standards restrained innovation by other companies in the network operating 
system market. Their dominant position in the relevant market was established by their market 
share in PC operating systems of more than 90% in that time. The Commission decided that Mi-
crosoft should make the standards at issue available under reasonable and non-discriminatory 
(RAND) conditions to companies active in the network operating system market.16 After Microsoft 
did not comply with the Commissions’ requirements, Microsoft was fined 899 million Euro.17 

Another case is related to the abuse of dominant market position through intentional decep-
tive conduct during the standardization process through not disclosing patents.18 In the case of 
Rambus Inc., the company did not disclose the existence of patents that were relevant for the 
standards until after the standard was adopted. This is a form of patent ambush as mentioned ear-
lier. In the preliminary ruling the Commission concluded that certain practices might constitute an 
abuse of dominant position under art. 102. In this case the fact that Rambus engaged in intentional 
deceptive conduct in the context of the standard-setting process and subsequently claimed unrea-
sonable royalties for the use of their patent, constituted an abuse of dominant market position.19 In 
response Rambus Inc. lowered their royalty rates and committed themselves to a maximum rate 
for future royalty rates in order to provide new entrants to the market a clear perspective of costs. 
Due to these commitments there were no further grounds for the commission to pursue their ac-
tion.  

                                                
14

 IMS Health v NDC Health 2002/165 OJ 2002 L 59. 
15

 NDC Health v IMS Health Commission Decision 2001/165 OJ 2001 L 59 
16

 Microsoft v Commission, Decision 2007/53, OJ 2007 L 32. 
17

 European Commission Decision 2009/ C 166/ 08,OJ 2009 C 166. 
18

 European Commission decision 2010/C 30/09, OJ 2010 C 30. 
19

 Status of Objections 23 August 2007, MEMO/07/330. 
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Finally, the case of EMC concerned a complaint of EMC Development, a cement producing com-
pany, arguing that the EN-197-1 standard for cement favoured Portland Cement, and excluded al-
ternative products from the market. They moreover claimed that they did not have sufficient access 
to the standardization process and that the cooperation between CEN and Cemburo, the European 
Cement Association led to an illegal horizontal cooperation. The Commission ruled that the possi-
bility of participation is provided at national level, through the possibility of being involved in the na-
tional standardization process, and there was national representation in the EU process. There 
were therefore no restrictions for EMC to participate.20 

 
Case Infringement of competition Infringement through the  

standardization process 

X/Open Group  No No 

IMS Health Yes No 

Microsoft case  Yes No 

Rambus Inc.  Yes Yes 

EMC case No No 

 

These cases show that infringements on competition will not be assumed very often based on 
faults in the standardization process. It is hard to prove that the during the process there was anti-
competitive discussions as the process is closed and parties will never do this explicitly, and cover 
it up. Only in the extreme case of patent ambush can the process give rise to a breach of competi-
tion law. 

Furthermore, the free movement of goods invokes on standardization specific restrictions as 
well. The case of Cassis de Dijon provides a well-known example.21 In this case a national stand-
ard restricted free movement of goods. To avoid such incident in which national standards restrict-
ed cross-border trade because of the difference between standards in member states, the Council 
introduced the New Approach to standardization.22 Through this approach harmonized standards 
concerning quality and safety requirements are developed on a European level, facilitating the 
completion of the internal market. The ESOs are then mandated by the Commission to transpose 
certain safety or quality levels set by a directive into technical standards. These standards are pub-
lished in the Official Journal of the EU, and become a European Standard (EN), requiring member 
states to adopt it as a national standard. The Information Directive regulates how member states 
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 Case C-367/10P in appeal to Case T-432/05, EMC Development AB v European Commission. 
21

 ECJ C12/78 Rewe-Zentral AG v Bundesmonopolverwaltung für Branntwein. 
22

 Council Resolution 85/C136/01 on a new approach to technical harmonization and standards. New Approach, OJ 
1985 C 136. 
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have to deal with these standards.23 First of all, the Information Directive determines that National 
Standardization Bodies (NSB) may not develop any national competing standard. Market parties 
can develop other standards alongside a New Approach standard, but they will have to prove that 
they comply with technical requirements of the Directive. This rarely happens in practice, as this 
takes intensive testing. Collecting evidence that such a deviating standard fulfils the EU require-
ments is a long and cumbersome activity. If companies do not comply with the New Approach di-
rective, the national authority will authorise to sanction them on the basis of the New Legislative 
Framework, Regulation EC 765/2008 article 41. Member states are obliged to enforce penalties 
that are effective, proportionate and dissuasive in case of infringements.24 This system provides an 
important instrument to ensure that certain EU policy requirements are achieved through standard-
ization.  

Regardless the New Approach, member states cannot apply technical restrictions without in-
forming the Commission. The Securitel case25, in which a Belgian standard concerning security 
systems discriminated against the security systems of CIA Security International, illustrates this. As 
the Belgian government had not informed the Commission of the National Standard –which was 
not unusual at the time – other member states had not been able to contest the standard, and the 
standard was declared void. This way, member states have an obligation to communicate all tech-
nical regulation to the Commission, currently on the ground of art. 8 of the Information Directive. 
The New Approach and Legislative Framework in general emphasize the relationship between the 
directives, standards, and what the obligations of national authorities are.  

The General Guidelines of Cooperation for the ESOs form another relevant document for 
standardization.26 These guidelines provide a frame for standardization. The document is not legal-
ly binding.27 It refers to principles of consensus, openness and transparency. There are no defini-
tions for the principles in the document. The principles are based on the WTO principles that are 
found in the Agreement on Technical Barriers to Trade (TBT), which is necessary for the standards 
to be accepted on an international level. 

The WTO principles are not legally binding.28 It goes beyond the scope of this article to ex-
plain the WTO rules on standardization, as we focus on EU law. However, as the ESOs have 
signed the TBT agreement, these principles have an influence on European standardization. The 
meaning of the principles is not explained as such in the agreement. According to ISO/IEC guide 
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 Directive 98/34/EC laying down a procedure for the provision of information in the field of technical standards and 
regulations, OJ 1998 L 204. 
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 Regulation EC 765/2008: Commission Decision on a common framework for the marketing of products, OJ 2008L 

218. 
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 ECJ C-194/94, CIA Security International SA v. Signalson SA and Securitel Sprl. 
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 Such as transparency, access and efficiency. General Guidelines for the Cooperation between CEN, CENELEC 
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 Commission staff working document, “The challenges for European standardization”, p. 7 retrieved from 
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2:2004 1.7 consensus is a “general agreement, characterized by the absence of sustained opposi-
tion to substantial issues by any important part of the concerned interests and by a process that in-
volves seeking to take into account the views of all parties concerned and to reconcile any conflict-
ing arguments”. Openness in relation to standards is a term that is highly ambiguous, and no use-
ful definition exists (West 2007). Furthermore, the Code of Good Practice, under annex 3 sub L of 
the TBT sets out a procedure in which the WTO must be notified of draft standards that must be 
made available to the public upon request, giving meaning to the principle of transparency.  

A final EU influence on standardization regards the new regulation of standardization.29 In the 
EUROPE 2020 strategy for smart, sustainable and inclusive growth states that the standardization 
process is one of the key subjects that that need policy changes in order to boost innovation.30 In 
response the Commission submitted a proposal for regulation of European standardization that 
amends the aforementioned existing directives concerning standards.31 

The regulation addresses three major problems of the current European standardization pro-
cess. To start, the de jure European standardization process takes far too long. Consequently, 
conflicting standards are set by non-ESOs that create technical barriers to trade. Furthermore, 
several stakeholders are underrepresented in the process. This, according to the proposal, is 
mainly a problem for SMEs, as they do not have the means to fully participate in the process. 
Moreover, societal stakeholders are unable to have their interests incorporated in the standardiza-
tion process as their technical knowledge and financial means are insufficient to contribute to the 
process. Finally, instead of official ESOs, for a and consortia are the main producers of ICT stand-
ards. This is caused by the lack of expertise and slow pace of ESOs. As it is typically only allowed 
to refer to official ESO standards in public procurement, authorities refrain from referring to fora 
and consortia. This results in a lack of cross-border interoperability standards coming from different 
organizations.  

The regulation on European standardization attempts several actions to solve these prob-
lems. The most important improvement is that ICT-standards from non-ESOs can be permitted in 
public procurement processes, provided that they comply with the WTO principles of openness, 
transparency and consensus for international standardization processes. This is a big step away 
from the non-binding reference, which stemmed from the WTO principles of the General Guide-
lines of Cooperation mentioned earlier. Next to that the proposal requires that National Standardi-
zation Bodies establish annual work programs containing new and prospective standards, which 
should be made publicly available online. It also requires ESOs to ensure appropriate representa-
tion of societal stakeholders. This includes the involvement in certain stages of and financial sup-
port for SMEs and societal stakeholders. Unfortunately, these societal stakeholders, as we will see 
in a following section, do not have the means or expertise to effectively protect those societal inter-
ests. 
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In line with the new regulation, CEN/CENELEC introduced a new guide on membership criteria. It 
is a reference document based on ‘a voluntary approach of self-imposed requirements’.32 The 
guides are informative documents that are not legally binding. They address more specifically the 
involvement of societal stakeholders. The regulation is only just implemented, so it is impossible to 
determine what the effects exactly will be on standardization. 

All in all, EU law only minimally affects the European standardization process. Competition 
law provides some crucial safeguards against unfair practices such as patent ambush. Regrettably, 
patent ambush is the only case in which breach of competition is clear enough to have an effect on 
the standardization process. Apart from that, standardization specific rules provide some minimal 
restrictions that mainly affect New Approach standards. As smart grid standards are not based on 
the New Approach, yet merely on a mandate, there exists little framework for standardization work. 
The Commission merely created a mandate, which, to a certain extent, functions as a contract to 
the ESOs. However, the mandate only sets certain requirements for deadlines and some aspects 
of privacy and security. The relevant policy for smart grids as of for example the reduction of CO2 
emissions only recurs in the ‘background’ and therefore has no legally binding force whatsoever. 
The new regulation can have a positive influence on the standardization process in the sense that 
it puts more focus on inclusion of stakeholders and transparency. Unfortunately it does not provide 
more support to take relevant policy, ad the policy on smart grids into account. Therefore the cur-
rent EU framework does not provide relevant safeguards to comply with principles of public law. 
Standards are not set in the public interest and there are no set rules for competence for the ESOs. 
There thus is a need for more procedural safeguards to incorporate user interests and policy aims. 

How standards can become legally binding when implemented at a national level 

The preceding sections have described standards in the case where they operate next to legal 
rules. Although the legal consequences of standards standing alone might not be obvious, the is-
sue changes when they are laid down in legislation. At a member state level the inclusion of stand-
ards in laws can bestow legal binding force to these standards. In some cases, national statutes 
refer to standards, which can then change the status of the standards. In this section we will con-
centrate on certain national cases where standards play a role in the legal system. We will demon-
strate how EU standards can find their way into national law and what the consequences are. As 
potentially the smart grid standards will be incorporated in national law, we need to view the con-
sequences of this situation.  

Generally there are three different ways in which statutes refer to standards.33First is the rigid 
reference, when the law refers to a specific version of a standard. The second is a dynamic refer-
ence, when the standard number and title are given, but the version is not mentioned. Finally, open 
clauses make general reference to standards without specifying a title or version. An example of 
such an open reference is art. 3 of Commodities Act Decree on electro technical products regard-
ing electro-technical products (Warenwetbesluit elektrotechnische producten), which refers to ‘ap-
plicable safety regulation’ from the International Electrotechnical Commission. Furthermore, there 
                                                
32
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is a difference between on the one hand standards that are essential for the law to have meaning 
in the sense that the standard specifies the statute, and on the other hand standards that merely 
complement a provision. 

In the second section it already became clear that standards are not law as such. Most 
scholars agree that isolated standards are not legally binding (e.g., Joerges & Micklitz 2010, 363). 
However, research shows that when they are incorporated in laws, and especially when the stand-
ard specifies the norm, the standard is held to have legal effect as they work externally and are of 
general scope (Elferink 1998).  

Contrary, in the Dutch Building Decree (Bouwbesluit 2003) case, the Dutch Council of State 
(Raad van State) has countered this reasoning through a judgement in which it decided that stand-
ards do not constitute generally binding regulation.34 The Building Decree refers to almost 70 Dutch 
‘NEN’ standards directly. The standards mostly influence the process of granting building permits. 
In order to obtain a permit, one has to comply with the relevant standard. The legal basis for refer-
ring to standards in this decree lies in article 3 of the Housing Act (Woningwet), which states that 
references to standards can be made through an Order in Council. One has to comply with these 
standards, but – in line with the EU criteria –, their use is not compulsory. This means that in theo-
ry one could abide with the specifications without obtaining the standard. 

In this case the status of referred standards in the Building Decree was questioned. The case 
concerned the company Knooble that intended to publish relevant standards from the Decree on 
their website free of charge. This prompted the question of what the legal status of such standards 
is. If the standards in the Decree should be considered as ‘generally binding regulation’ it meant 
that they should be published following the Publication Act (PA, Bekendmakingswet) and, moreo-
ver, art. 11 of the Copyright Act (CA, Auteurswet) would exempt the standard from copyright, allow-
ing Knooble to publish the standards. Initially, the court at The Hague decided that as the stand-
ards were not yet published according to the Publication Act, they were not generally binding, and 
therefore the exemption of art. 11 CA did not apply. However, the statement that the standards in 
the Building Decree were not generally binding would imply that they could not be enforced through 
the building permit application process.  

On appeal, the Council of State decided that even though standards cannot be considered as 
‘generally binding regulation’, they are still generally binding and therefore can be enforced. The 
Council of State used the following reasoning: In the Explanatory Memorandum of the Housing Act 
it appears that the NSB, the Netherlands Standardization Institute (NEN), has no legislative powers 
and is not a body authorized to make ‘generally binding regulation’, and therefore the NEN stand-
ards cannot be regarded as such. However, from the Explanatory Memorandum of the PA follows 
that standards can become part of the law, which should be published and available to stakehold-
ers.35 Referring to the location where the standard can be found is enough to comply with the re-
quirement of availability. Consequently this decision means that the standards are not ‘generally 
binding regulation’, and therefore do not have to be publically available, yet they are binding for the 
public wishing to obtain building permits. Knooble eventually took the case to the Supreme Court 
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(Hoge Raad), which did not alter the decision.36 After this case, a similar case came before the 
Trade and Industry Appeals Tribunal (College van Beroep voor het bedrijfsleven).37 The plaintiff 
appealed a decision of the Ministry of Economics denying an energy investment deduction (ener-
gie-investeringsaftrek) because a heat pump did not comply with the relevant NEN standard.  

If we look at this case from the perspective of the four requirements of law from the second 
section of this paper, the position of standards changes. The requirement that standards are rec-
ognized by a legal system is now met. First of all, by including a reference in an Order, and second 
of all by the recognition of the Court that all citizens have to comply with the standard. The re-
quirement of the rule to be set by a sovereign is again probably not met. Though the NEN itself is a 
clear body of persons, the NEN itself, but technical committees do not set the actual standards. Fi-
nally, obviously these standards are not accessible, so that requirement is also not met. 

Should these courts have found that the standards were actually ‘generally binding regula-
tion’, the NEN would have to be attributed rule making powers. That would subsequently lead to 
the NEN having to observe general principles of regulation, such as the principle that rules must be 
generated in the general interest and the principle of legal equality (Stuurman 1995, 162-186). This 
would make standards in line with public law, just like the case of DUA as we already saw. The 
current decision saves the NEN from these complications.  

In the end the courts’ argument boils down to the statement that the NEN can set permit 
conditions, and because they do not have the formal power to set these conditions, they are not 
accountable, nor do they have to comply with the regular publication rules to boot. This seems like 
aworrisome ruling, especially when observing the role of standards in current society. Several new 
questions arise through this decision. For one, it remains unclear on what basis the standards be-
come generally binding? It can be argued that, instead of just accepting any given standard up 
front, the government in these cases has a duty to monitor the process and the standard itself (van 
Gestel 2012, 251). Furthermore, the question why certain rules that bind citizens do not have to be 
made publicly available remains unanswered.38 As was found in previous research, when stand-
ards work externally and are of general scope, they are part of the law (Stuurman 1995, 162-185). 
One can hardly imagine that the Council of State sought to make the standards generally binding 
without somehow becoming part of the law.  

Interestingly a U.S. Court of Appeals for the Fifth Circuit case dealt with a very similar 
case.39In that case a website published parts of the building code online. This decision solely dealt 
with copyright law, and not with the legal status of the building code standards. In direct contrast to 
the Dutch court, this court came to the decision that as part of the Building Code the standards en-
ter the public domain and no copyright is applicable. 

There are many other ways in which technical standards find their way into Dutch law 
through orders or specific conditions in, for example, the electricity market. This can be donefor 
example by the reference to the technical codes in the electricity market, where they use network 
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codes that are ‘generally binding regulation’ for the network operators (Pront- van Bommel 2011, 
53).  

This practice of referring to standards in acts and orders shows that the use of standards is 
mandatory in some cases. On the EU level standards are often distinguished from regulation, as 
they are voluntary and therefore exempted from procedural safeguards. When standards become 
mandatory on a national level, however, it raises the question of whether the reasons for not 
providing procedural safeguards can hold up to scrutiny? European standards can find their way 
into national law, changing their voluntary status. This alters the legal status of standards more 
broadly. Where in previous sections the de facto binding force became apparent, in this circum-
stance they also become legally binding. This invokes an even stronger reason for the necessity of 
procedural safeguards for user interests and policy aims. The EU framework as described in the 
previous section will therefore not be sufficient in the case of mandatory standards. 

Conclusion  

This chapter examined the relationship between the legal system and standards from different per-
spectives to the legal system. It firstly showed that because of the role technology currently plays 
in society, standards can have the same effect as laws in that they are equally binding. This pre-
sents the question of how the legal system should deal with standards. To answer that question we 
reviewed existing legal concepts that are similar to standards. In this review we learned that stand-
ards are different, but show the most similarities to the DUA. The DUA have several safeguards 
that provide protection for parties affected by those decisions, yet smart grid standards do not. We 
therefore are in favour of a similar preset clear framework to protect the interests of those affected 
by smart grid standards. In order to understand what relevant framework is already in place we re-
viewed the EU framework for standards. This review shows that the current system has a limited 
influence on standardization, and does not provide enough safeguards for user interests and EU 
policy objectives for smart grids. Finally the reference to standards by governments in national 
laws shows that the legal system in some cases even legally reinforces standards, while escaping 
the safeguards of the legal system. In these cases the status of standards shifts from binding in ef-
fect, which was demonstrated in the second paragraph, to being legally binding. As this type of 
transference of EU standards into national law is likely to occur with smart grid standards as well, 
the demand for a framework to ensure user interests and policy objectives increases drastically. 

There is a need to extend the current legal framework to ensure that policy aims are not im-
paired and user interests are not put at risk by standardization. Especially given the important role 
standards play in the development of the smart grid architecture, it is crucial to ensure that proce-
dural safeguards support policy goals and non-commercial interests in this process. If the sole 
document to base smart grid standards continues to be the standardization mandate, the standard-
ization process will pose threats for the future of our energy system. An example of a threat is that 
that the targets of the EU Climate and Energy Package are ignored in the standardization process. 
As smart grids are one of most important EU developments to achieve those targets, this is a seri-
ous risk. Furthermore the values that play a key role in EU energy policy such as reliability and ef-
ficiency are not part of the mandated work and are therefore at risk with the current standardization 
system. 
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The standardization process is based on market initiatives, and led by technical experts. This 
technical expertise is absolutely crucial in order to develop good standards. Our message is there-
fore unquestionably not that standardization should be abolished our taken over by a public author-
ity. Nevertheless, the absence of a public authority in standard setting has led to a process domi-
nated by market interests and little checks on whether the standards developed take public interest 
into account sufficiently. 
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Abstract Like other teletechnological practices, drone fighting as remote fighting gives rise to a paradox 
with regard to the relation between ethics and distance: on the one hand, it bridges physical distance in the 
sense that it enables spying on people and killing people in other parts of the world. On the other hand, it 
seems to increase moral distance: if you are far away from your target, it becomes easier to kill. However, 
based on interviews with drone crew as published in the media, I show that the current surveillance tech-
nologies used in drone fighting might mitigate this effect since they allow the viewer to build up a kind of in-
timacy with (potential) targets. Then I argue that this moral proximity is only possible if we assume that in-
terpretation and the construction of narrative play a key role in the epistemology of surveillance. I compare 
military surveillance to surveillance in public spaces to elaborate this point and explore the relation be-
tween automated surveillance, distance, and interpretation. I also argue that given the lack of shared soci-
ality and communication, moral distance in surveillance and drone fighting can only partly be bridged by 
technology-mediated interpretation and narration. I conclude that we need more reflection on how technol-
ogies could create the conditions under which moral metamorphosis and interpretative freedom is not only 
possible but also probable. 

Keywordsdrones; ethics; surveillance technology; distance; interpretation; narrative 

Introduction 

Unmanned aerial vehicles, also known as ‘drones’, are increasingly deployed by military organiza-
tions all over the world, for example for surveillance but also for killing people. Some argue that 
drones enable more precision, and that they are therefore better at avoiding killing of civilians. 
Whether or not this is true, the technology has certainly one important advantage over previous 
methods: it inflicts damage on the enemy but does not risk the lives of one’s own people and mate-
rial damage is also limited (see for example Valdes 2012). However, drone fighting also raises 
many ethical issues (see for example Asaro 2008; Singer 2009; Arkin 2008; Lin et al. 2008; Spar-
row 2007; 2009; Sullins 2010). An important and interesting one has to do with the same reason 
why drones incur less risk for those who deploy them: distance. The worry is that because of the 
distance, killing becomes easier: it becomes a ‘video game’: “operators sit at game consoles, mak-
ing decisions about when to apply lethal force” (Sharkey 2012, 113). This claim seems plausible 
and seems to be illustrative of a paradox that is applicable to all teletechnologies: such technolo-
gies bridge physical distance, but at the same time they create (more) moral distance. However, in 
this paper I will nuance this thesis by focusing on contemporary surveillance technology and its ep-
istemic and moral implications. I will argue that under certain conditions such technology might en-
able the user to get ‘closer’ – not only in a physical but also in a moral sense. I will show that these 
conditions have to do with the need for, and our capacity of, interpretation and narration, which 
may at least partly bridge the distance in drone fighting and surveillance. Thus, I will show that the 
role of the new surveillance technologies is much more ambiguous than assumed in the ‘easy kill-
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ing’ argument: they create moral distance but at the same time offer ways to mitigate this effect. 
However, comparing drone surveillance to surveillance in public places, I will also argue that the 
moral distance cannot be fully bridged due to a lack of a shared physical-social and communicative 
space. This will lead me to further reflection on ethics, transfiguration, and ambiguity. But let me 
start with offering support for the ‘easy killing’ argument. 

The phenomenology of fighting and killing: Support for the ‘easy killing’ view 

In fighting, as in other practices, other humans can be experienced and appear in various ways, 
depending on all kinds of conditions. It is well-known that killing is more difficult at short range. If a 
fighter can see the other’s eyes, if he touches the other’s body, if indeed he has ‘intimate’ 
knowledge of the other’s body, his opponent appears like a human being, a person not too dissimi-
lar to himself. In this case, fighting itself is a personal matter. Because of this proximity, intended 
killing of the other is difficult. We have psychological barriers to kill at close range. Psychological 
evidence suggests that there is “a direct relationship between the empathic and physical proximity 
of the victim, and the resultant difficulty and trauma of the kill” (Grossman 1995, 97). A shorter 
physical distance means more moral distance. Grossman writes: 

‘‘At close range the resistance to killing an opponent is tremendous. When one looks an opponent in the 
eye, and knows that he is young or old, scared or angry, it is not possible to deny that the individual about 
to be killed is much like oneself. […] As men draw thisnear it becomes extremely difficult to deny their hu-
manity. Looking in a man’s face, seeing his eyes and his fear, eliminate denial.’ (Grossman 1995, 118) 

In philosophy, a similar point has been made by Levinas, who argued that there is an ethical de-
mand that arises directly in relational situations: the face of the other shows the other’s vulnerabil-
ity, which renders killing impossible. When we see the other’s “defenceless eyes”, the other’s “nu-
dity”, we cannot kill (Levinas 1961, 199-200).  

Historically, the ‘solution’ to this ‘problem’ has been the development of weapons, which can 
be understood as teletechnologies, that is, tools that are intended to increase and bridge physical 
distance – the idea is that you can strike while minimizing risk for yourself – but also to maximize 
moral distance: they are meant to render it easier to kill. First stones, spears, knives and swords 
were used for this purpose, then longer-range weapons such as guns were developed. This meant 
that the person and the human being became a ‘target’ – a ‘something’ one can aim at with one’s 
weapon. To kill a ‘target’ is much less traumatic to the fighter and the killer, who has now become a 
‘shooter’. Moreover, the increased distance protects the fighter against being killed, or so he thinks. 
Sharkey summarizes the point: “attacking from a distance […] gets around two of the fundamental 
obstacles that war fighters must face: fear of being killed and resistance to killing.’(Sharkey 2012, 
111) A typical teletechnological military practice is airstrike: there is a huge distance between 
bomber and bombed, which renders killing easier, and risk of losing (many) lives is lower than with 
(ground) artillery. Consider the bombings in World War II, including the nuclear attacks on Hiroshi-
ma and Nagasaki in 1945: the immense distance also made the mass killings possible. Drone 
fighting, then, seems to be the ‘ultimate’ distance technology for killing (unless one would fight from 
space), since it maximizes the distance between fighter and opponent, thus maximizing protection 
of the fighter and rendering killing as easy as it can get.  
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But is this true for drone fighting? How easy is it really to kill when you are part of a drone crew? In 
order to find out more, we need to look more closely to drone fighting as a practice and how that 
practice is mediated by current surveillance technologies. 

Interpretation and Narrative in the Drone Cockpit: Questioning the ‘easy killing’ 
view 

What kind of knowledge is generated in the drone fighting practice? What does the drone crew 
know about their ‘targets’? In order to fine-tune the phenomenology of drone surveillance and 
fighting we first have to attend to the particular surveillance technologies used by the drone crew. 
Let us focus on how the images operators see on their screens are produced. Surveillance drones 
are outfitted with high definition (gigapixel) cameras that enable tracking of many different targets. 
Drones may also carry infrared cameras, heat and movement sensors, automated license plate 
readers, etc. Use of this equipment does not only raise obvious privacy issues when it comes to 
military and non-military use; in so far as the cameras enable operators to see individual people, 
they also shape how drone crew experience their targets, and this has moral consequences. Let 
me show why these technologies are neither epistemologically nor morally neutral, and how they 
mediate and shape the experience of the crew and ‘construct’ the experience knowledge they have 
of their ‘targets’.  

We do not see neutral ‘facts’ or ‘data’. To use these terms is already a particular construction 
of reality. When drone operators see their ‘target’, the epistemic framing has already been done. 
To call a particular person a ‘target’ and to experience her as a target is already a particular kind of 
construction. The other may also appear as a human being or indeed as an other. Which appear-
ance prevails is morally significant. It is also a moral framing. If I see a ‘person’, I am less likely to 
kill than if I see a ‘target’. Thus, how the other appears to the fighter is highly morally significant: it 
can mean the difference between life and death. What happens in ‘traditional’ airstrikes, it seems, 
is that the combination of technologies (airplane, surveillance technology, etc.) makes possible that 
the people on the ground do not appear as people, as human beings, or as others, but as enemies, 
as objects, as targets that have to be destroyed. The technology does not make possible any other 
appearance. The moral distance is unbridgeable. In a sense, before the victim is physically killed, 
he is first killed in thinking, killed with words. He is already ‘dead meat’ before he is ‘slaughtered’. 
The opponent is never seen in a ‘neutral’ way. To call him ‘opponent’, ‘enemy’, ‘guerrilla fighter’, 
‘activist’, ‘terrorist’, etc. is already a particular construction – often a lethal one. The framing is part 
of the fighting.  

But do ‘targets’ in drone fighting always appear as ‘targets’, as ‘enemies’, as ‘people-to-be-
killed’? Contemporary surveillance technology as used by drone crews, in combination with infor-
mation gathered by (other) intelligence services and their technologies, enable the drone fighters to 
get much closer to the persons they are supposed to follow and perhaps kill. Today, the drone 
crew sees particular people on the ground and what they are doing. They see ‘people’, ‘persons’, 
‘human beings’. Colonel Brenton, who flies a Reaper drone in Afghanistan, told a New York Times 
journalist that he and his team often watch people and their family for weeks:  

 
“I see mothers with children, I see fathers with children, I see fathers with mothers, I see kids playing soc-
cer”       (Brenton quoted in Bumiller 2012) 
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This does not render it easier to kill, on the contrary, it becomes harder. This is due to the technol-
ogy: the cameras “bring war straight into the pilot’s face” (Bumiller 2012). The technology supports 
what we may call an ‘epistemic’ bridge and a ‘moral bridge’: it does not only mediate remote killing; 
it is also at the same time a condition of possibility for bridging the physical and moral distance ini-
tially created by the drone system. How does this work? 
A drone crew is not always busy with fighting and killing. Most of the time, they watch people, they 
watch (potential) targets. But as the term ‘target’ already indicates, what they see is never epistem-
ically or morally neutral. There is always already interpretation. The technological practice makes 
possible the active interpretation and – given the longer timeframe of days or weeks – the con-
struction of narratives. Because the cameras enable such ‘close’ observation, the crews do not on-
ly see people but also people with lives. Combining what they see through the camera with other 
information (also brought to them via contemporary information and communication technologies), 
they make up stories about the people they monitor. But this does not happen ‘afterwards’, after 
they get ‘information’. Framing already takes place when they observe the people. They do not see 
‘data’ but ‘enemies’ or indeed people of flesh and blood. At the moment when they see something 
or someone ‘on the ground’, they have already interpreted it or him/her. And because they can see 
“details as fine as individual faces” (Brooks 2012), one kind of framing is more likely to happen and 
it is no longer easy to kill. The crew members watch people similar to themselves. They see people 
who have families, people who “wake up in the morning, do their work, go to sleep at night’ (an Air 
Forcemajor quoted in Bumiller 2012). Moreover, in contrast to old-style bombing, the crew now 
sees the consequences of a strike for the people. They see the suffering of people. A CIA drone 
operator told a journalist:  

“‘I dropped bombs, hit my target load, but had no idea who I hit. [With drones], I can look at their faces… 
see these guys playing with their kinds and wives… After the strike, I see the bodies being carried out of 

the house. I see the women weeping and in positions ofmourning. That’s not PlayStation; that’s real.” 
      (drone operator quoted in Brooks 2012) 

Thus, whereas there is a process of de-personalisation and indeed moral distancing made possi-
ble by the remote surveillance and remote fighting technology, there is also a process of re-
personalization and indeed humanization of the ‘target’. The ‘target’ turns into a human being, a 
particular person. This creates a moral bridge between drone fighter and target, which makes it 
more difficult to fire a missile. But this humanization and moral bridging should not be understood 
as a kind of ‘built-in’ psychological response (i.e. an empathic response) to stimuli, to the data of 
the camera. The construction of knowledge, the shaping of the experience, is an active epistemic 
process that involves a hermeneutic exercise involving different stories. Feelings of empathy or 
sympathy may occur, of course, but they are linked to this interpretative and narrative work. What 
the crew sees is interpreted in the context of a larger narrative about the person and perhaps also 
about oneself, and at any time this narrative can also be revised on the basis of what one sees. 
For example, it is likely that the drone operator has a story about the target such as ‘This is a father 
of four children and soon he will be alone since the rest of the family will go out to the market’ and 
about himself, for example ‘I am not the kind of person that kills women and children’. This is a 
contextual, situated perception and understanding; what the drone operator sees and experiences 
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is not ‘camera data’ but lives, people, persons that are not only ‘identifiable’ but also have identi-
ties. 

Moreover, because of the interpretative and narrative possibilities supported by the new sur-
veillance technologies, it is also likely that the drone operator has to deal with two conflicting, mor-
ally relevant narratives: one that concerns the life of the potential ‘target’ that turned out a human 
being like oneself, and one that concerns the story of a professional military officer trying to do 
what she considers to be her duty (and what others tell her that is her duty), trying to obey order, 
trying to justify the killing, etc. There may be even a third story line, one that concerns the private 
life of the crew member. When the pilot goes home, there is another life waiting, with other expec-
tations and other appearances and meanings. Thus, the crew members find themselves in an epis-
temic web they at the same time actively construct, and with which they have to cope. They have 
to try to weave together the different lines. They have to act and take responsibility for their action, 
but they also have to cope with moral-epistemic frictions. There are different stories and there are 
different and dynamic appearances: the ‘target’ that becomes a ‘kid’, the control room that be-
comes a living room, the professional that becomes a father, etc. There are different ‘worlds’. 
Sometimes ‘faces’ appear and at other times there is only a ‘target’.  

These hermeneutic processes and dynamics are not only present in drone surveillance and 
drone fighting. We can also find them in other surveillance practices.  

Zooming out: Surveillance in public places, distance, and interpretation 

Interpretation and narrative are also relevant to ethics of surveillance in general, especially if we 
keep in mind the issue of moral distance. Consider first the case of ‘traditional’ surveillance in pub-
lic places, that is, surveillance without the use of video surveillance – let alone ‘smart’ video surveil-
lance that would recognize faces or behavioural patterns. Usually security personnel or policy of-
ficers would walk around in, say, a shopping street, an airport or a train station, and try to spot 
‘suspect’ behaviour. Because of the task they perform, they already produce moral and social dis-
tance between them and the people around them. In defining themselves as standing outside the 
sociality of the public space, they are no longer ‘fellow travellers’. Of course public spaces are also 
about watching others and being seen by others, and with Sartre we could say that the gaze of the 
other can make us into an ‘object’ (see also Patton 2000,183-184) rather than a ‘fellow’, but even if 
this happens there is a certain kind of symmetry, whereas with surveillance this symmetry is bro-
ken. There is a gap, a distance, between the spectator and the ‘crowd’. Moreover, from the point of 
view of the surveillance officer, the appearance from people in the crowd can always change from 
‘traveller’ or ‘customer’ or ‘man’ or ‘woman’ to ‘suspect’, ‘target’, ‘terrorist’, etc. Let me suggest that 
the way this works is again through interpretation and narration. The epistemic background of the 
surveillance is formed by stories: known stories about a ‘terrorist’ who entered a train and blew it 
up, on the one hand, and a story about the particular individual that is being watched at a given 
time (‘he is carrying a suitcase which could contain a bomb, now he takes the stairs, he seems a 
little nervous’, etc.). The latter story has to be actively (but not necessarily consciously) constructed 
by the security or policy officer. Does what this person is doing and how (s)he is doing it fit into a 
story of a criminal, terrorist, etc.? If the spectator achieves a hermeneutic integration between the-
se two stories, then it is time for alarm and action. However, in non-automated surveillance, there 
is still a lot of room for proximity – both in a physical and in a social and moral sense. In case of 
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doubt (and humans can doubt), the security officer can get closer or ‘even’ talk to the ‘suspect’ or 
‘potential terrorist’, and in the course of the interaction the status of the ‘suspect’ may change into 
‘fellow human being’ again. (Verbal communication helps here: once you talk to someone, that 
chances are high that that person is no longer is an ‘object’ that is subject to your gaze; he be-
comes a subject.) If this is the case, it means that the interpretation changes and that the story is 
re-written, so to speak. Now the ‘suspect’ becomes again ‘a woman making her way to the train’ or 
the ‘terrorist’ becomes ‘a man with a present for his wife’. Again this hermeneutic play is highly 
morally significant: it changes the moral status of the person being watched (from ‘bad’ to ‘good’, 
from ‘terrorist’ to ‘innocent citizen’ etc.) but it also changes an entire scenario, it changes the (po-
tential) actions of security people and police and it changes what happens and what will happen to 
the other people in the public space.  
With automated surveillance technology, however, the situation is different. In case of half-
automated surveillance, there is still a human person watching screens with images delivered by 
cameras. This already increases the physical and social distance, and limits the possibilities for in-
terpretative work, since the person who watches the screen cannot be in the social space at the 
same time. When one watches the screen, it is not possible to be part of the story – a common sto-
ry – and to link one’s own story to the stories of others. It is no longer possible to write a story to-
gether, to arrive at a shared understanding. The removal of the surveillance-subject from the social 
space is now definitive. Of course, the operator can decide to go in the social space or send 
someone in – then there is a different situation. But if and in so far as the operator’s experience is 
mediated by the screens, he or she remains a spectator and has a less rich understanding of what 
is going on. Moreover, the spectator can still see ‘a man going to work’ rather than a ‘terrorist’, 
there is still a range of possible interpretations and stories. But the construction of the story as a 
realistic story is hindered by the distance. It becomes more likely that the faces and bodies on the 
screen become only that – faces and bodies. There is no longer a person, no longer a face in the 
Levinasian sense of the world; there is a ‘target’. This distance is even further increased in the 
case of automated surveillance, where computer algorithms are used to discern ‘suspect’ behav-
ioural patterns. In the extreme case, if surveillance were to become fully automated, this would 
mean a disruption of interpretation and narration, since during that process, there would be no hu-
man surveillance. In interpretation and narration there is always room for what I called ‘hermeneu-
tic play’. The ‘status’ of a particular person in the crowd is not calculated in terms of probabilities 
but is constructed by a meaning-giving human subject. Automated surveillance relies on statistics 
and meanings fixed by the programmers. The computer cannot use the hermeneutic richness of 
stories (histories and present, on-going stories). At that point, the space of meanings is limited and 
closed. This is why we tend to use semi-automated surveillance, which lets the hermeneutic pro-
cess continue after its disruption by automation: first the cameras and the computers ‘do their job’, 
then it is up to humans to do the interpretative work. But since a selection has already been made 
by the computer instead of a person present in (and part of) the social space, the condition of pos-
sibility for a full understanding of the situation has already been lost. The point is not that we have 
less information; we always have to select. The point is about the way the selection is made and 
about who or what made the selection: not a human person present and interacting in the social 
space of the public place, not even a human person watching screens.  

Perhaps this is also exactly what is still problematic in the case of drone surveillance (in gen-
eral and in military contexts), in spite of the hermeneutic possibilities created by the new technolo-
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gies. It seems plausible that, as I have argued in the previous section, interpretation and narrative 
can bridge the moral gap between drone operators and the people they spy on and perhaps kill. 
Yet this bridging is always only partial since the hermeneutic work is still hindered by the physical 
distance. There is still a qualitative difference between on the one hand the knowledge gained by 
someone who walks around ‘on the ground’, in the local place, in the country, someone who inter-
acts and talks to people or at least could do so, and the knowledge gained by someone who sits in 
a drone cockpit at a military base thousands of miles away. The qualitative difference that is moral-
ly relevant lies in the restriction of hermeneutic resources that comes with not being there and not 
being with the people. A shared physical-social and physical-communicative space is lacking. The 
spheres of sociality do not overlap and hence the appearances and stories are still too poor in 
meaning. Of course given what I said in the first section about the psychology of fighting, a cynic 
may retort that people who want to kill do not want to close the moral gap, do not want to blur the 
distinction between ‘us’ and ‘the enemy’, do not want to humanize their target. I concede this point. 
But we should also keep in mind that military professionals do not generally kill because they enjoy 
killing. They – or those who command them – kill or order to kill if they think that they have good 
reasons for doing so. Whether or not there are good reasons in a particular case, and whether or 
not there can be good reasons at all to kill anyone, requires judgment, moral judgment. Exercising 
that moral judgment and responsibility requires, among other things, taking all measures to make 
sure that, if one decides to kill at all, one knows what one is doing and to whom one is doing it. On 
the basis of the discussion offered in this paper, we can conclude that contemporary surveillance 
technology may assist a drone operator in fulfilling this moral-epistemic duty in so far as it supports 
interpretation and the construction of narrative, but that this is still morally and epistemologically in-
ferior to conditions that make the transfiguration from ‘target’ to ‘human being’, from ‘militant’ to ‘fa-
ther’, from ‘suspect’ to ‘fellow traveller’, from ‘terrorist’ to ‘someone who is also trying to get back to 
her children’, from object to subject not only possible but also more likely to occur. It seems to me 
that there is a general moral and political duty to create such conditions, and to prevent the emer-
gence of situations in which such a moral metamorphosis becomes impossible, situations where 
‘targets’ can no longer appear other-wise and killing or other violent action becomes the only op-
tion.  

This is what fully automated surveillance (and of course also with fully automated killing 
based on it) would also do: it would reduce the appearances and the options since it would destroy 
interpretation and remove the possibility of common stories. It also strikes me that in automated 
surveillance there is no room for hermeneutic play, there is also no room moral ambiguity. The sta-
tus is zero or one, ‘enemy’ or ‘we’, ‘terrorist’ or ‘innocent person’, but there is no room for different 
meanings. A particular ‘target’ is either ‘a terrorist’ or ‘an innocent person’, but there is no place for 
doubt. But certainty is the enemy of mature moral reflection. If situations and the status of people 
are (pre-)defined by a machine, by those who programmed the machine, and by those who defined 
the rules used in the programming, then we can no longer interpret and no longer discuss our in-
terpretation. Then talking is replaced by following rules. This is a great moral danger – inside and 
outside surveillance contexts. In fact, in ethics itself and indeed in approaches to ethics there is a 
clear tension between on the one hand ethics by regulation, understood as the design of rules and 
laws to govern conduct, and on the other hand a kind of ethics that seeks to keep an open space 
for interpretation, discussion, and communication. I have no room to further discuss this issue, but 
my remarks on automated surveillance technology suggest that we can evaluate particular tech-
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nologies and practices by investigating if and how they contribute to regulatory-technological clo-
sure or rather help to keep the ethical space open.  

Conclusion 

In this paper I have reflected on the relation between teletechnologies and moral distance by dis-
cussing the cases of drone fighting and surveillance in public places. I have argued that the physi-
cal distance created by drone technology indeed seems to make killing easier, but that this effect is 
mitigated by the moral proximity made possible by contemporary surveillance, at least in so far as 
it supports interpretative and narrative moral-epistemic work that lets appear the ‘target’ as a per-
son with a face, with family, with a life. Of course as we know when it comes to action the “family” 
or “person” narrative does not usually prevail over other narratives, for example a narrative of “du-
ty”; but at least the technology makes it possible that the former narrative can be constructed. Dis-
cussing surveillance in public places, I have also argued that the moral distance in surveillance and 
drone fighting can only partly be bridged by remote, technology-mediated interpretation and narra-
tion given the lack of shared sociality (being-present-with-others) and communication, which limits 
the interpretative possibilities and, in the case of automated surveillance, threatens the possibility 
of interpretation as such – including the moral ambiguity and the open ethical space that comes 
with it. I conclude that we need more reflection and research on how technologies could create the 
conditions under which moralmetamorphosis and interpretative freedom is not only possible but al-
so probable. 

To end let me say more about what kind of research is needed for this purpose. Next to fur-
ther conceptual work on the relations between technologies, distance, epistemology and morality, 
which would need to engage for example with literature on “teletechnologies” and on “telepistemol-
ogy” in philosophy of technology (e.g., Goldberg 2000), we also need to study the technologies and 
technological practices in more detail and we need empirical work that includes for example inter-
viewing drone teams and operators of surveillance systems. This may enable us to more fully dis-
close various narrative spaces (e.g. military narratives of “duty” and narratives about “fathers, 
mothers, and children”) and to say more about the relation between specific features of the techno-
logical artefacts and the phenomenology and hermeneutics of remote fighting. Moreover, the issue 
concerning the relation between technologies, distance, and morality is not unique to drones and 
surveillance devices, but is relevant to many “digital” or “electronic” technologies as “teletechnolo-
gies”. We need to explore this problem in several domains and also think about it at different levels 
of analysis and generality. We need both “zooming in” and “zooming out” to take this further. 
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Abstract: Trust relations online cannot be analyzed as mere interpersonal interactions because of the new 
complexity mediating technology brings forth. Based on the work of the German philosopher Helmuth 
Plessner (1975), I will argue that distance is constitutive of men’s life form and that the endeavour to bridge 
this ontological gap, for example by producing technology, is an important driving force in human action. 
Human beings are artificial by nature (Plessner 1975). They have to mould their own world and create a 
balance they are deprived of by nature.. Artefacts, when they enter the domain of culture, gain their own 
momentum, they possess a kind of objectivity that stands apart from their creators (de Mul 2003, 
261).Nonetheless, technology par excellence holds an utopian -and therefore misleading- promise of not 
just bridging this ontological distance but of overcoming it (de Mul 2001). Online users are enabled to col-
laborate in a way that resembles interaction based on reputation and face-to-face contacts in small com-
munities. Botsman (2012) claims that: “trust will become the currency of the new economy”. I will make a 
case that trust through technology as Botsman describes it will not lead to interpersonal trust as we know it 
from direct interaction, but will result in what I call interpersonal system trust, with an active role for tech-
nology in building and shaping these trust relations. In view of the fact that technology can bridge but can-
not overcome distance, bringing along new complexity, it is not enough to simply translate cues of inter-
personal trust to an online environment. In analyzing trust online, one has to take into account the specific 
workings of the online technology, its mediation (Verbeek 2011b), to see if and how measures have to be 
taken to ensure trustworthy online interaction. I will suggest that at least four aspects of internet technology 
need to be taken into account when analyzing online trust: context, code, company, and country. 

Keywords: Trust, Plessner, Luhmann, Internet, Collaborative Consumption 

Introduction 

Nowadays trying to imagine a world without Internet is almost as difficult as trying to imagine a 
world without electricity or the printing press. Nonetheless, it was only 24 years ago that the Neth-
erlands was connected to the web; in those days a network mostly used by academics1. Within a 
sweeping two decades, 63,2% of the European population and 78,6% of the population in North 
America have access to the Internet. Looking at the period 2000-2012, this is a growth of respec-
tively 393,4% and 153,3% (internetworldstats 2012). Although all new technologies to a certain ex-
tent are welcomed as the ultimate problem solvers, in the case of the Internet this is indisputably 
the case.  

The advantages the world wide web has brought us seemed countless. Mainly in the 1990’s 
and the beginning of the new millennium, the internet has been characterized as a technology that 
would break down physical boundaries, make time differences irrelevant, and facilitate direct inter-
action without intermediaries. It would open up a space for people to experiment with their identity, 

                                                
1
 http://www.nuentoen.nl/fotos/252998/1988-nederland-aangesloten-op-internet.html 



Esther Keymolen 

 136 

giving them the opportunity to become who they want to be, not constrained by the physical limits 
the offline world imposes on them. “All they see are your words” Turkle writes (1995, 184). 
Moreover, the way in which the Internet itself has been designed seems to embed the core values 
of a deliberative democracy in action. It is developed to be open to every computer and network, 
the protocol is minimalistic without stringent conditions to connect, and all connected applications 
are handled in the same manner (Goldsmith and Wu 2008, 23). As a result, Internet would enable 
self-governance and bring like-minded people together (see Morozov 2011; Rheingold 1993). In 
short, the earth would become ‘flat’(Friedman 2005). Deibert et al. (2012, 8) refer to this optimistic 
take on the development of the Internet as the phase of “The Open Commons”. And although ac-
cording to Deibert et al., (2012) already in 2000 this optimistic phase had to move over for a more 
critical phase called Access Denied, followed by a third phase in 2005 called Access Controlled 
and a fourth one in 2010 called Access Contested, they also acknowledge that up until today the 
idea of an Open Internet remains very attractive (Deibert et al 2012, 9). Although there is a flow of 
reports, books and articles on cyber crime (InformationWarfareMonitor 2009), techno-regulation 
(Zittrain 2008; Lessig 2006; Goldsmith and Wu 2008; Wu 2011), and on the impact of censuring 
measures on human rights in cyberspace (Morozov 2011; Deibert et al. 2010; Deibert et al. 2012; 
Deibert 2008), the belief in a free and open internet that facilitates community building and bottom-
up activities remains strong.  

Grounding their idea of collaborative consumption on the concept of an Open Internet, Ra-
chel Botsman and Roo Rogers endorse this commons perspective. They claim that, enabled by the 
internet, a new economy will arise built on the key values: “critical mass, idling capacity, belief 
in the commons and trust between strangers” (Botsman and Rogers 2010, xvi). They focus on 
websites such as Airbnb -a platform for people who want to rent their spare room and travellers 
who want to find accommodation- and peer-to-peer lending websites such as Zopa and Lending 
club, to show how access to certain goods becomes more important than owning them. Botsman 
and Rogers find in the Internet the possibility to overcome distances and bring people together to 
collaborate in an ‘old-fashioned’ way. Based on interpersonal trust, people will be able to collabo-
rate on online platforms in a way that resembles their familiar, face-to-face interaction in small 
communities. They state that:  

“Online exchanges mimic the close ties once formed through face-to-face exchanges in villages, but on a 
much larger and unconfined scale. In other words, technology is reinventing old forms of trust”(Botsman 
and Rogers 2010, xiii). 

In this paper, I will explain how such a strong belief in the Internet as a technology to bring people 
together is linked to the life form of human beings who are depending on technology to mould their 
life. Based on the work of the German philosopher Helmuth Plessner, I will argue that technology 
can partly and temporarily bridge interpersonal distance but can never overcome it. Consequently, 
the commons perspective as nowadays formulated by advocates of Collective Collaboration is mis-
leadingly utopian. Technology always brings with it new complexities that need to be dealt with. 
Moreover, I will argue that trust online is not the same as interpersonal off-line trust. While I agree 
with Botsman and Rogers that trust online is essential for interpersonal interaction and that a lot of 
the complexity inherent in human interaction can be dealt with through the act of trust, the online 
context is not a neutral environment bringing back “old forms of trust” (Botsman and Rogers 2010, 
xiii). Rather, to build a familiar world in which trustworthy online interactions can thrive, one has to 
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take into account the specific workings deriving from the co-shaping interaction of user and Internet 
technology. I will introduce the concept of interpersonal system trust to emphasize the new form 
trust online takes because of the mediating aspects of the online platform. I will suggest that when 
analyzing trust online at least four aspects of the workings of the Internet have to be taken into ac-
count: context, company, country and code. If we find the core values of the Open Commons per-
spective worthwhile, a different, less utopian perspective on the influence of the online environment 
on trustworthy online interactions has to be developed. 

Trust versus power online 

Internet in its early days 

To fully understand the rise of an online movement like collaborative consumption, we have to go 
back to the late 1980s and early 1990, when the Internet was not mainly concerned with online 
Christmas shopping, being on Twitter or making use of social network sites to start a revolution. 
Largely free from commercial or governmental meddlesomeness, people participated in online 
communities; they ‘met’ in chatrooms, played online games, and posted messages to ‘bulletin 
boards’. This online world was perceived as being separate from the real world, also referred to as 
“meatspace”, in which people were freed of physical constraints and governmental regulation 
(Goldsmith and Wu 2008). The Internet was a place where people could experiment with their 
identity (Turkle 1984), find like-minded people (Rheingold 1993) and hope to form the “first truly 
liberated communities in human history” (Goldsmith and Wu 2008, 16).  

 On a technical level, this openness seemed ingrained in the structure of the Internet. The 
TCP/IP protocol that makes the online world go around enables an open and global network in 
which all kinds of data flow. The protocol is indifferent to the nature of the content that travels 
through the networks or the devices that are plugged in, as long as they all apply the basic rules 
the protocol sets (Wu 2011; Zittrain 2008). Goldsmith and Wu (2008, 23) describe how the engi-
neers who developed this protocol “…built strains of American libertarianism, and even 1960 ideal-
ism, into this universal language of the Internet.” They developed a global network, which reflected 
distrust for “centralized control” (Wu 2008, 23). The Internet is probably the first information-related 
innovation that resulted in a technology almost everybody can access, making use of a multitude of 
devices on a neutral net (Zittrain 2008; Wu 2011). 

 Supporters of this Open Internet perspective - also referred to as the Open or Digital Com-
mons - include engineers, hacker groups, p2p communities, online entrepreneurs, and all kinds of 
political activists2. Obviously, this is not a homogeneous group of users, but what they nonetheless 
have in common is their belief in self-regulation (and as a consequence their dislike of governmen-
tal regulation) and in bottom-up participation and problem solving.  

                                                
2
 These Open Internet adherers are not necessarily academics or people who are interested in publicizing or en-

gaging in academic debate. Nonetheless their activities on and visions of the Internet are of great importance be-
cause they co-shape the evolution of the online world. Therefore, to attend to their ideas and activities, one has to 
take into account non-academic sources such as blogs, online discussions, video’s, etc. 
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Collaborative Consumption 

The advocates of Collaborative Consumption can also be characterized as belonging to this mixed 
group of netizens that endorse the Open Internet perspective. They strongly believe that, through 
the Internet, interpersonal relations can be built, which will support a new economic model based 
on sharing. Instead of owning a car, you share one, you no longer buy clothes but swap them, and 
instead of going to the bank to beg for a loan, you turn to peer-to-peer lending sites to look for indi-
vidual investors. Where the 20th century was defined by hyper-consumerism based on owning; Col-
laborative Consumption or a Shared Economy based on access will characterize the 21st century.  
As we have seen, Collaborative Consumption stands in the – in Internet terms - ‘long tradition’ of 
approaching the Internet as a technology to empower people. That it is a trend unlikely to fade 
away soon is supported by the fact that, besides Botsman and Rogers, a lot of other key-authors, 
like Tapscott (2006), Chesbrough (2006), Benkler (2006), and Bauwens (2012), write about similar 
developments online. Moreover, there is a growing attention for this phenomenon in international 
media. The Economist, for example, sees as one of the important trends in 2013 the “ownerless 
economy expand” (Malnight and Keys 2012). And already in 2011, TIME magazine viewed Collab-
orative Consumption as one of the “10 ideas that will change the world” (Walsh 2011). 

Four principles of Collaborative Consumption 

Botsman and Rogers (2010) identify four basic principles that lie at the heart of this new move-
ment: critical mass, idling capacity, belief in the commons, and trust between strangers.  

Critical mass stands for the required momentum to make a collaborative consumption initia-
tive successful. For example, if I want to rent an electric saw, but I have to drive an hour to get one, 
this tempers my will to participate. An initiative needs enough participants – how many exactly de-
pends on the kind of initiative - to make it attractive.  

Idling capacity refers to the core assumption that there is a large offer of things and services, 
which by redistribution can be made useful elsewhere with the Internet as a distributor par excel-
lence.  

With the belief in the commons, Botsman and Rogers refer back to the well-known article of 
Garrett Hardin (1968) “The Tragedy of the Commons” in which the latter describes how people 
who self-govern a piece of land that no one owns, will eventually take too much, damaging all par-
ticipants. However, the advocates of Collaborative Consumption assert the opposite. They claim 
that, especially on the Internet, it is possible to provide value to the community and at the same 
time enable social value to expand for oneself. A digital common can become a reality.  

With trust between strangers we touch the central principle of collaborative consumption. On 
online peer-to-peer platforms, the traditional role of the middleman who enables third-party trust 
ceases to exist. Based on rating-systems, known from websites such as eBay, trust between 
strangers can be enabled. 

The concept of trust in Collaborative Consumption 

Although these four principles are all very important and lie at the heart of the movement, I will 
chiefly focus on the last principle, namely: trust, which probably is the most challenging one to ac-
complish (Brodwin 2012). Recent research also indicates that issues of trust influence the decision 
of potential users to participate. The biggest barrier to participate is the “… concern that a lent item 
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would be lost/stolen (30 percent), followed by worries about trusting the network (23 percent) and 
privacy concerns (14 percent) (Bauwens et al. 2012, 135).” 

First of all, trust as described by Botsman and Rogers (2010) has a direct nature. It is some-
thing that happens between persons, also referred to as interpersonal trust. On the Internet, people 
who develop and maintain platforms for collaborative consumption are mainly “curators” and “am-
bassadors”, earning money by creating “the right tools and environment for familiarity and trust to 
be built” (Botsman and Rogers 2010, 92). In the end, it is up to the users to establish this trust.  

 One of the important tools to establish trust is the online rating system. People can reward 
each other’s trustworthiness by giving a good review or grade. Mother of all online rating systems 
is eBay. This online second-hand marketplace already introduced its peer-to-peer monitoring de-
vice in 1996. Because of its rating system, traders can build up a reputation of a trustworthy buyer 
or seller, enabling new interactions. Axelrod (1984) refers to this process as “the shadow of the fu-
ture”. If someone wants to establish a durable relation or wants to participate in a community for a 
longer period of time, it is necessary to act in a reliable way to convince people of his or her good 
intentions and as a result make interaction possible. Botsman and Rogers (2010, 218-219) speak 
of “reputation capital”. It is a currency that claims: “You can trust me” and in the view of Botsman 
and Rogers it will become one of the pillars of the new economy. 

All in all, Botsman and Rogers envisage a new way of doing business, even a new way of 
community-building online, which leans heavily on the possibilities the Internet provides to connect 
like-minded people. Essential to the success of this new Shared Economy is the building of trust, 
which mainly takes place on an interpersonal level. By leaving out the middleman, Botsman and 
Rogers link together an ‘old-fashioned’ way of doing business with a new technological platform. 

While I agree with Botsman and Rogers that Collaborative Consumption is starting to be-
come an important movement, even bringing about a shift in the way we set up our economic sys-
tem, I am critical of their perspective on trust and more specifically of their focus on direct interac-
tion supposedly made possible by the internet. With their rather utopian approach they run the risk 
of losing sight of what is happening outside of the commons, which may be of great importance to 
their movement. Moreover, their approach on trust could even be weakening their groundswell. To 
substantiate my critique I will build my argument based on two lines of reasoning: first, an empirical 
one and second, a more elaborated, philosophical one. Together these arguments will form the 
basis for an alternative way of conceptualizing trust: interpersonal system trust.  

Controlled space 

Despite the success and attractiveness of the Open Internet perspective, inspiring movements like 
Collaborative Consumption, different authors have unmasked this intrinsic openness as being a 
myth (Deibert 2008; Deibert et al. 2010; Deibert et al. 2012; Lessig 2006; Zittrain 2008; Goldsmith 
and Wu 2008; Rheingold 1993; Morozov 2011). From 2000 onwards, governments and other 
online stakeholders came to think about ways to manage and control Internet traffic3. Governments 
are monitoring online interactions and information flows, companies are making use of real-time 

                                                
3
 Of course a distinction can and has to be made between the motives of governments, companies, or criminals to 

act and intervene online. Nonetheless, for the point I want to make- that interpersonal trust is not an accurate level 
to analyze interaction online- it is sufficient to show that these different actors with their own specific motives can 
be found online and that they do influence and shape interpersonal online interaction. 
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targeting and profile their users to personalize their services, cybercriminals are attacking banks 
and other institutions. All these different online actors are working hard to turn the Internet into a fil-
tered and controlled environment (Hildebrandt and Gutwirth 2008; Keymolen 2013). While users 
are under the impression that they can anonymously surf the Internet and that nobody is really in-
terested in their online activities (Benoist 2008, 168), almost 80% of the most frequently-visited 
websites use tracking technology to gather information on their visitors (Angwin 2010). Authoritari-
an states as well as democratic states participate in techno-regulation4, often “…delegating cen-
sorship and surveillance to private companies…” (Deibert et al. 2012, 12). All in all, the Internet 
has become a digital panopticum. To quote Deibert et al. (2012, 7): 

“While we celebrate the ways in which ICTs, whether digital or not, are useful to those who would bring 
democracy about around the world, it is equally important to realize that the same tools can be useful to 
those who would harm other people. Nearly all the problems that arise in offline space find their way into 
the online environment and in turn give rise to control strategies and contestation over them.” 

To illustrate this shift from an open to a controlled online space, we have to return to the example 
of eBay. Perhaps this flagship of the Open Internet is not that “open” after all. Goldsmith and Wu 
(2008) convincingly show that when eBay became big, methods like rating systems and self-
policing were not sufficient to keep the community free of all too damaging attacks from frauds. Un-
fortunately, cybercriminals simply do not seem to be deeply impressed by reputational damage. In 
1999, only 3 years after the rating system was set in place, eBay recruited its own investigators to 
actively locate cyber thieves and frauds. Working together with law enforcement, these corporate 
investigators’ main goal is to regulate eBay. While it is true that for the vast majority of eBay-users 
the “robust system of community norms” is sufficient to establish trustworthy interactions, the self-
organisation of eBay is nonetheless grounded in “the rule of law and government coercion” (Gold-
smith and Wu 2008, 139). 

What these studies on control and regulation online show is that the commons are not built in 
a vacuum but in an online environment in which free access to the online world becomes more and 
more contested (Deibert et al. 2012; Morozov 2011). It is not so much that on an interpersonal lev-
el people cannot cooperate based on trust, but that trust can easily be shattered by external influ-
ences.  

Goldsmith and Wu (2008) focus on governmental regulation to deal with these problems. 
They state that although too aggressive or severe laws can smother the activities in the commons, 
the question still stands whether “the greatest dangers for the future of the internet come not when 
governments overreact, but when they don’t react at all (Goldsmith and Wu 2008, 145)?”An author 
like Zittrain (2008) focuses on the “generative” quality of the device or platform itself. Is it possible 
for users to alter it or write their own code? In his view, the possibility of tinkering with technology is 
of the utmost importance to keep innovation going. If one wants to keep the Internet open, the de-
vices and applications that flow in this network should be open as well. Lessig (2006) also repeat-
edly argues that the Internet is not a free and open space but that through code – the way in which 
the online environment is designed - behaviour online can be regulated and that it is not only gov-
                                                
4
 With techno-regulation I refer to the definition of Leenes who states that techno-regulation is the “deliberate em-

ployment of technology to regulate human behaviour (Leenes 2010, 21)” cited in Leenes (2011, 149). In his view, 
states as well as non-states can participate in techno-regulation. 
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ernments that are regulators online, but commercial parties that are doing it as well (and perhaps 
even better). All in all it becomes clear that the commons can be threatened in such a pervasive 
way that self-regulation is no longer sufficient. In other words: 

“The core elements of an open commons have now become the touchstones for a set of constitutive prin-
ciples to be shored up and defended, as opposed to assumed away as invincible. Perhaps ironically, what 
were once assumed to be the immutable laws of powerful technological environments are now potentially 
fragile species in a threatened ecosystem” (Deibert et al. 2012, 8). 

Plessner and Luhmann 

Besides the empirical analysis which points to the failure of the Collaborative Consumption move-
ment in taking into account broader tendencies of online power struggles, from a more conceptual-
philosophical point of view some objections can also be made against their view on trust and tech-
nology. 
For Botsman and Rogers, trust and technology, and more specifically trust and the Internet, are in-
trinsically linked to each other. Online technology is the enabler of trustworthy interactions. Be-
cause the Internet makes it possible to interact in a direct manner with other people, new trustwor-
thy relationships can be established online with a spinoff in the offline world. In other domains we 
also see this kind of connection, for example in the domain of e-commerce where trust is identified 
as a necessary condition for e-commerce to flourish (Harrison McKnight et al. 2002; McKnight and 
Chervany 2002; McKnight et al. 2002). After all, if intended buyers do not trust the online shop, 
they will not order, hence the shop has to close its virtual doors. In the domain of e-government 
trust and technology also form a well-known couple. In the development of online platforms to facil-
itate a new, more interactive relationship between government and citizens the question arises re-
garding how citizens can be persuaded to trust their e-government and to approach it through 
online channels (Welch 2005; Welch 2003; Prins 2011; Keymolen et al. 2012; Warkentin et al. 
2002). 

It takes two to tango 

This common connection between trust and technology in a diversity of research domains seems 
to indicate the presence of an underlying association. From a philosophical anthropology perspec-
tive, this association can be best explained by the fact that trust and technology are both strategies 
human beings employ to deal with the same question, namely: ‘how to act in a world that is over-
whelmingly complex?”. 

To elaborate trust and technology as two ways of coping with complexity, I will bring together 
the work of two German scholars who, contrary to trust and technology, are not often connected, 
namely: Helmuth Plessner and Niklas Luhmann. The former is a philosopher and one of the found-
ing fathers of Philosophical Anthropology. The latter is a sociologist, known for his system theory 
approach.  

At the beginning of his career, Luhmann (1979) wrote the insightful book Trust (Vertrauen) 
that, up until today, is very influential in all kinds of trust-research. His fundamental idea that trust 
functions as a way to reduce complexity inherent in human life, is widely acknowledged as the 
starting point for a modern analysis of trust (Taddeo 2009; Seligman 1997; Möllering 2006). Alt-
hough later on in his career he frequently distanced himself from philosophical anthropology (Hahn 
2004; Fischer 2006), looking at his early work on trust it becomes clear that a substantial part of 
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his analysis is influenced by concepts and ideas deriving from phenomenology and philosophical 
anthropology. Above all, in several notes he explicitly and approvingly mentions the work of 
Helmuth Plessner.  
In Die Stufen des Organischen und der Mensch, Plessner [1928] (1975)5poses the very fundamen-
tal and ambitious question: “what is the nature of the preconditions that make human life possi-
ble?”Or, in other words, “what is the human a priori?” Central to this is the concept of positionality, 
which refers to the differentiated way all living nature - whether it concerns a plant, animal or hu-
man being - upholds its own boundaries. To interact with the environment, a living thing has to 
cross this boundary. The different ways in which this boundary traffic is organised, makes it possi-
ble to distinguish between an open (plants), closed (animals) and eccentric (human beings) posi-
tionality. Moreover, because a living thing has its boundary as part of itself, there is a cut, an in-
between, a distance or hiatus between living things and their environment. Interaction with the en-
vironment therefore always entails the bridging of this hiatus.  

It’s a complex world after all 

Luhmann and Plessner both acknowledge that while all living systems have to deal with their com-
plex environment, this complexity for human beings is overwhelming -radical even- because they 
are, unlike animals or plants, aware of this complexity and therefore also “…of the possibility of se-
lecting their environment” (Luhmann 1979, 6). They are aware of the world’s contingency. They 
know that their life and the world they inhabit could have been different. Where Luhmann takes this 
awareness as his unquestioned starting point for his analysis of trust, for Plessner this human 
awareness is one of the central themes of his research. Plessner (1975, 293) writes that a human 
being“is body, is in its body (as inner life…) and outside the body as the point of view from which it 
is both (body and inner life)”(translation by Grene 1966, 274). Because human beings can take a 
position outside of their centre of experience, they can also have a relation towards it. Consequent-
ly, human beings are not only defined by a distance towards their environment –a distance or hia-
tus they share with all living nature-, they are also defined by a distance towards their centre of ex-
perience. This new, second distance - or second mediation as De Mul (2013) calls it -is the defin-
ing element of their eccentric positionality and enables reflexivity. 

On an interpersonal level, the act of trust can be seen as a strategy to cope with this complex 
world. Luhmann emphasizes that trust does not take away this complexity; it only reduces it to a 
bearable level. Trust enables human beings to bridge the informational gaps they encounter on a 
daily basis (Möllering 2006; Luhmann 1979; Keymolen 2008). In the end, we are never completely 
sure about what tomorrow brings nor can we foresee all the actions of our fellow-human beings. 
Trust is to act ‘as if’ the future is certain(Möllering 2006; Luhmann 1979; Keymolen 2008). It is “a 
blending of knowledge and ignorance” (Luhmann 1979, 25). It makes it possible for human beings 
to act despite irresolvable uncertainties. By the act of trust “certain dangers which cannot be re-
moved but which should not disrupt action are neutralized”(Luhmann 1979, 24). It is a move to in-
difference (Luhmann 1979, 25). 

                                                
5
 Given the scope of this article, it is not my intention to present the reader with a full description of Plessner’s an-

thropological philosophy or reconstruct in detail his main argument. However, I will make use of some of his con-
cepts and ideas concerning the role of artefacts in human life to analyze the role of the internet. 
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On an instrumental level, using technology is a way of bridging the distance human beings 
experience in their relation towards the world, their fellow human beings, and themselves. Because 
of their eccentric positionality, human beings can be everywhere and nowhere. With an existence 
that is literally “based on nothing” (translation by Grene 1966, 274), they are homeless by constitu-
tion. Therefore, they can only lead the life they build up first (Plessner 1975, 310). Without technol-
ogy, or in a broader sense without culture, human beings would be lost. By producing artefacts, 
they are able to build and shape their life. Consequently, technology is not just a tool or a simple 
aid to make our lives easier but an ontic necessity (Plessner 1975; also see de Mul 2003). Human 
beings are artificial by nature (Plessner 1975). 

Notwithstanding the ontological interlocking of human beings and technology, Plessner em-
phasizes that by producing artefacts only a temporary equilibrium can be reached. Artefacts, when 
they enter the domain of culture, gain their own momentum. They have their “own weight” which 
makes them stands apart from the people who created them. As a result, artefacts always initiate 
unintended consequences. They are not neutral instruments sticking to the rules set by their de-
signers and users. In other words, where artefacts are set in place to reduce complexity, new com-
plexity instigated by these artefacts arises. Luhmann (1979, 15-16) also remarks:  

“So it is not to be expected that scientific and technological development will bring events under control, 
substituting mastery over things for trust as a social mechanism and thus making it unnecessary. Instead, 
one should expect trust to be increasingly in demand as a means of enduring the complexity of the future 
which technology will generate.” 

Moreover, Luhmann describes a transition from interpersonal to system trust. Living in a globalized 
world, we have to interact with people and organisations we do not really know very well. From the 
bus driver to the online shop, from the civil servant to the hospital; all these relations cannot be 
based on interpersonal trust, simply because cues that instigate trust like a shared history or com-
mon friends, cannot be provided. To ensure these interactions can still take place, we develop sys-
tem trust. For Luhmann, system trust entails two things:“trust in the effectiveness of certain oppor-
tunities for communication as a safety valve, should it become necessary, and trust in the general 
functioning of the system, which enormously increases the effectiveness of these opportunities” 
(Luhmann 1979, 56). In other words, we do not really have to trust the bus driver as long as we 
can trust the system he presents: namely the bus company. We trust that the company has 
checked if he has a drivers licence and is capable of doing his job. Moreover, we trust that if some-
thing would go wrong, we can turn to the company to solve the problem. Although Luhmann illus-
trates his approach of system trust with examples originating from the banking system and political 
power, it is not far-fetched to extend his view of system trust to the online commons. Online also, 
people who want to participate in collaborative consumption are depending on the facilitating web-
site. Without a well-developed, operating interface interaction would be impossible. The way this 
interface is designed and how the rules are set, sorts and shapes the interaction.  

Critique 

Based on this short presentation of the work of Plessner and Luhmann, my first point of critique will 
address the conceptualization of technology in the work of Botsman and Rogers. The way 
Botsman and Rogers characterize the Internet as a straightforward enabler of trustworthy interac-
tion seems to lack an important aspect regarding the working of technology. As technology always 
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initiates new, unforeseen consequences and complexity, originators of Collaborative Consumption 
initiatives should keep an eye open for the “own weight” of the technology. However, Botsman and 
Rogers approach the Internet as a neutral service-hatch, enabling people to connect and interact. 
They do not consider the ways in which this online environment is shaping the building of trust it-
self. Their rather instrumental view on technology makes them blind to the unintended conse-
quences of this technology-in-use. In the worst case this blind spot can result in the collapse of 
online initiatives in the domain of Collaborative Consumption. 

This instrumental view of technology is closely connected with my second point of critique 
concerning the focus of Botsman and Rogers on interpersonal trust. Their assumption that the In-
ternet is a neutral instrument leads them to conclude that it can function as facilitator of interper-
sonal trust without any shaping influence on the trust relation it apparently enables. They describe 
websites with rating systems and reputation schemes, which enable a transfer of face-to-face cues 
for trust such as a shared history or common friends, to the online context. Or as Botsman and 
Rogers(2010, xiii) formulate it: “… technology is reinventing old forms of trust”. This assumption 
grounds the intention of the Collaborative Consumption movement to cut out the middleman “who 
polices that trade” and replace him with companies “creating platforms that facilitate self-managed 
exchanges and contributions”, leaving it up to the participants to establish trustworthy interactions 
(Botsman and Rogers 2010, 92).  

However, when we analyse Collaborative Consumption initiatives from a system trust per-
spective as Luhmann formulates it, the website itself also becomes an object of trust. Because it is 
through the online system that interpersonal trust is established, the system itself becomes part of 
this interaction. The system counts. Trust between strangers is not established in a vacuum but in 
a meaningful context, which influences actors in their willingness to place their trust. It shapes the 
interaction in unforeseen ways. In other words, companies or other initiators behind the collabora-
tive consumption communities cannot withdraw themselves from the interactions taking place even 
if they want to.  

Moreover, taking into account the fact that technology-in-use is accompanied by side effects, 
which are not necessarily all for the good, backing away is probably not even a desirable option. 
Although in most cases participants will solve problems on their own, when they do reach a dead-
lock they should be able to turn to a third party - the system - to help solve their problem and safe-
guard trust. Perhaps contra-intuitively, trust is not so much gained by providing a stable online en-
vironment, but by successfully intervening in exactly those cases where complexity and uncertainty 
become acute. It is in these latter cases that trust can be put to the test and participants can find 
out if their trust is justified (Luhmann 1988).  

All in all, this instrumental view of technology resulting in a rather incomplete perspective on 
interpersonal trust can be partly traced back to the utopian and therefore misleading belief in tech-
nology as a means to not only bridge but also overcome the hiatus that defines human beings. Be-
cause of this hiatus, the way human beings perceive the world and interact in the world is of a bro-
ken, indirect nature. They need a detour via artefacts to establish a meaningful relation with their 
environment. Due to this mediation, human beings are still able to experience their indirect rela-
tions to the environment in a direct manner. Plessner speaks of meditated immediacy; characteriz-
ing these relations as both direct and indirect. Nonetheless, human beings have the tendency to 
dismiss the aspect of indirectness and act as if their interactions are simply of a direct and stable 
nature. They try to set aside the triviality (Nichtigkeit) of their existence and flee to a utopian world 
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–Plessner speaks of a utopian standpoint in which they can find a final ground, a definitivum that 
provides them with a predictable environment. While Plessner describes how this desire to find a 
final ground leads human beings to the domain of religion, nowadays this domain has to move over 
in favour of the domain of technology. As de Mul (2001 20 translation by author) notes: “in the sec-
ular world,… the Internet functions as the ‘holy grail’. It is a resource that promises us attributes 
which up until now belonged to God: omniscience, omnipresence, and omnipotence”. As Plessner 
remarks that it is not easy to be an atheist, it is also not easy to be a non-instrumentalist. After all, 
it implies one has to be prepared to take on the difficult task to live in an open and unstable, even 
sometimes capricious, online world. 

Interpersonal system trust 

If interpersonal trust online, trust between you and me, is not just about you and me, but is influ-
enced and shaped by the medium that facilitates this interaction, a new level of analysis is needed. 
Bringing together the main issues coming forth from the empirical findings and the conceptual find-
ings presented in this paper, I would like to propose the concept of interpersonal system trust to 
open up a new perspective on the workings of Collaborative Consumption.  

This new concept is needed because it is not enough to just replace interpersonal trust with 
Luhmann’s system trust. First of all, it would do no justice to the justified observation of Botsman 
and Rogers that interpersonal trust is an important and even necessary basis for online interaction. 
Moreover, where Luhmann focuses on systems, which stand somewhat apart from the people who 
use it, making these systems only controllable by a handful of experts, the online platform as a 
system has another configuration. While we have to expound our point of view on what users can 
and cannot do, when looking at the initiatives of the Collaborative Consumption movement, it none-
theless becomes clear that there is a lot of resilience and knowledge in these online communities. 
It must be possible for these users to actively take into account the workings of the system influ-
encing the development of trust. 

In the concept of interpersonal system trust, the interpersonal aspect stands for the experi-
ence participants of Collaborative Consumption initiatives have when interacting online. Although 
their interaction is in effect indirect, they experience it in a direct manner, through the use of arte-
facts or, more specifically, the website or online platform. As long as the technology works, or as 
Heidegger (2010) would say as long as the artefact is ‘at hand’, the online world functions as a 
background of which users are not really aware. This interpersonal aspect is what Botsman and 
Rogers pinpoint when they talk about trust. They focus on trust building between strangers, assum-
ing that the platform, which enables this interaction, is functioning as a neutral facilitator. 

However, by adding the system element to the concept of interpersonal trust, one also has to 
take into account the mediating function6 of the system itself when analyzing the development of 
trust between participants. What does this system ‘add’ to the interaction? How does it invite users 
to act in a certain manner? And how are the users shaping the system? These questions of media-
tion lead to a more profound analysis of trust in which the online context, provided by the system, 
is placed at the heart of the interpersonal interaction.  
                                                
6
 In the domain of the philosophy of technology, P.P. Verbeek has extensively written about the mediation of tech-

nology. See Verbeek (2010, 2000, 2011c; Verbeek 2011a) 
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Context, code, company, and country 

Given the nature and scope of this paper, I cannot provide a full description of all the aspects of the 
system – in our case an online platform or website in the domain of Collaborative Consumption - 
that have to be taken into account in order to analyze interpersonal system trust. Nonetheless, in-
fluenced by the works of Zittrain (2008), Lessig (2006), Deibert et al. (2008, 2010, 2012) Goldsmith 
and Wu (2008), Wu (2011), Morozov (2011) (see paragraph 2.5 Controlled space), some initial 
guidelines regarding the influence of systems on online trust can be put forward. I will limit myself 
to the following four c’s of interest: context, code, company and country. 

The influence of the online context on interpersonal trust seems to be the most obvious one. 
The way in which a website is designed pre-sorts the options users have in order to shape their 
online interactions and as a result the way trust is established –is there an option to post a photo? 
Can a user write a review? Is there a possibility to check someone’s reputation? -. These elements 
of context neatly fit the view of Botsman and Rogers (2010) who see it as the role of the “curators” 
of the Collaborative Consumption initiatives to create an environment in which trust online can 
thrive. It is up to the users to take on these tools to develop an online reputation and ‘materialize’ 
their interactions, making them visible to the whole community. However, this user-level perspec-
tive on the way trust is established strongly depends on the way the online environment has been 
built.  

This brings us to the second aspect of the system which influences trust, namely: code. As 
the Internet is functioning as the most important infrastructure for Collaborative Consumption, it is 
important to evaluate the techniques employed to build, use, and maintain the platforms that popu-
late this network. In this respect there are some important choices to be made by the Collaborative 
Consumption movement. From the perspective of interpersonal trust it is probably beneficial to 
choose a platform with a closed design that is easily manageable and steady-in-use; a so-called 
‘walled garden’. It is simply more convenient to control and manage a closed device or platform 
than an open one. However, from an ideological point of view this option would conflict with the 
core values of the Collaborative Consumption movement, which stands for openness, participation, 
and belief in the commons. To keep the online environment open and the interactions trustworthy, 
participants themselves should be attentive to personal safety measures such as updated firewalls 
and strong passwords. In addition, they should be willing to review their interactions and give feed-
back to the community to make the reputation scheme and the building up of trust online work.  

Then again, what users can do to protect their personal information depends on another as-
pect of the system, namely, the company –or curator- which owns the website or platform. Does 
this company share personal information with third parties? What is its business model? Does it 
make use of profiling or data-mining?- . Taking into account the company as part of the interper-
sonal trust relation requires critical self-reflection on the part of the Collaborative Consumption 
movement. Are the interests of the company or curator in line with the interests of the users or are 
there possible points of conflict, which may influence the trust invested in the collaborative project? 
In particular, in the Collaborative Consumption movement, users should not only be able to have 
full access to their own data, but should also be informed about the specific workings of the plat-
form and perhaps even have the power to alter these workings. However, on this level also inter-
dependency can be detected. 
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This brings us to the final aspect, namely, country, which refers to the way in which the com-
pany is willing to interact with governments to regulate the online environment. The relation com-
pany-government can take on different forms. Is the company safeguarding the community by pro-
actively monitoring the platform to catch frauds and other malicious users, like eBay is doingnow? 
Or is the online platform used by the government as a regulatory means, providing officials with in-
formation on suspected movements online?Up until now Collaborative Consumption counts on 
self-regulation, but as the eBay example illustrates, when the stakes get high, this might not be 
enough. A minimal basis of top-down regulation can strengthen the development of bottom-up 
trust, which is one of the core aspects of the movement. In addition, if participants of the Collabora-
tive Consumption movement want to keep the character of their community open and free, pre-
serving the commons, they should not ignore the ‘offline’ government but actively lobby and apply 
to their representatives. To ensure that the online commons are not smothered by over-aggressive 
legislation, the Collaborative Consumption movement should remain alert to new political develop-
ments and sit around the table with policy-makers.  

Conclusion 

All in all, it becomes clear that the development of interpersonal trust in Collaborative Consumption 
is much more stratified and richer when one takes into account the workings of the system in this 
process. Exploring interpersonal system trust not only opens up a more comprehensive perspec-
tive on ‘how trust works’ in relation to the medium at hand, it also reveals some urgent questions 
concerning the way in which the Collaborative Consumption movement manages its platforms and 
how it can relate in a meaningful way to the system itself. Where Collaborative Consumption fo-
cuses on the way individuals can share resources and services online, based on trust, I argue in 
this paper that the development of trust online isnot just about you and me, but about you, me and 
the system that brings us together. Only when users are aware of the workings of technology and 
the mutual shaping effects technology-in-use has, can trust thrive online. 
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Abstract Point-of-care devices can be expected to change current medical practices, create new ones and 
raise crucial questions concerning responsibilities in healthcare. In this paper we explore the issue of 
point-of-care devices and trust. More specifically, we draw attention on a dimension of ‘trust’ which is 
closely related to point of care devices, namely the potential tension in future users of emerging point-of-
care devices between trusting their experience of a symptom and trusting the technology. We will take a 
case study approach in which we focus our attention on an emerging case of point-of-care diagnostics: the 
Nanopil. After introducing this case, we introduce the concept of mediation, as elaborated by Verbeek on 
the basis of Ihde and Latour’s work. This concept provides a good analytical tool to address the question of 
how a point of care diagnostics, like the Nanopil, creates new meanings and practices. Our analysis shows 
how the Nanopil is a hybrid of proximity and detachment from the user. We conclude with some final con-
siderations explaining why this type of analysis of such a close-and-yet-distant relationship with the user is 
important in the innovation process. 

Keywords point-of-care diagnostics, trust, mediation, body, philosophy of technology 

Introduction 

In the media, technology developers’ discourses and academic research, it is increasingly pointed 
out that ‘early diagnostics’ is a solution for the problems currently faced by Western healthcare sys-
tems of reducing treatment costs (Leifer 2003; Banerjee and Wittenberg 2009; Hogg et al. 2005). 
By detecting diseases at an early stage of development, therapeutic treatments are expected to be 
more effective and healthcare costs effectively reduced. Another type of innovation in healthcare 
that responds to a similar need is telemedicine. By creating a system in which the medical person-
nel enter peoples’ homes in a virtual way, through the use of online portals, web-based platform 
and smart sensors, costs of care personnel can be reduced and the efficiency of the system in-
creased (Mosis et al. 2007; Noel et al. 2004; Voight 2012). Interestingly, so-called ‘Point-of-care’ 
diagnostic tests address the aim of reducing healthcare costs by clustering both expectations of 
early diagnostics and telemedicine. Commonly defined as ‘the analysis of clinical specimens as 
close as possible to the patient’1, these devices allow patients to perform by themselves the test for 
early screening of health conditions from the comfort of their home. 

These innovations can be expected to change the current distribution of roles within 
healthcare. First, as Gerard de Vries remarks, we are assisting to a change from clinical, com-
plaints-induced medicine to a non-complaints-bund, health risk and prevention-oriented predictive 
medicine (de Vries 2005). Predictive medicine is based on new knowledge assumptions and intro-

                                                
1
 MacGraw-Hill Concise Dictionary of Modern Medicine 2002 
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duces new practices: sickness and health are redefined here in terms of health risks and the prac-
tice is oriented towards prevention rather than cure.  

The shift towards predictive medicine includes a reorientation of goals (from cure to prevention), the emer-
gence of a statistical style of medical reasoning and of concepts of health and disease that replace the old 
dichotomy between health and disease by a continuum, i.e. a new medical epistemology. The shift also in-
cludes changes in the relations between doctors and their patients and in the social organization of the 
healthcare system at large. Medical practice moves to new spaces and involves an array of new actors. 
Predictive medicine requires co-operation of clinicians with a large number of non-clinical professionals, 
inside and outside the traditional medical field: epidemiologists, geneticists, but also psychologists, health 
educators, and social workers […] Medical action thus moves from consultation-room-based contacts in-
duced by an individual’s complaint, to interactions in a complex network of institutions. Individual who may 
not have asked for this are invited for diagnosis and risk assessment and are addressed by health educa-
tion’s targeted campaigns (de Vries 2005, 159) 

Second, point-of-care devices, not only introduce a predictive medicine paradigm in the relation-
ships that people have with their health conditions, they are also used as do-it-yourself, or self-
tests. This specific aspect of point-of-care devices also influences healthcare practices. This has 
been pointed out, for example by Annemarie Mol, who analyzes the case of a monitoring device for 
blood sugar measurement (Mol 2000). When this device was introduced in the routine of diabetic 
patients, it did not simply fulfill a function of measuring the level of sugar in the blood, but it created 
a practice of self-monitoring. This new practice not only implied different actions, behaviors and 
routines, but also new standards of normality and different relations between a patient and their 
own body. 

Therefore, point of care devices can be expected to change current medical practices, create 
new ones and raise crucial questions concerning responsibilities in healthcare. Some scholars 
have pointed out how this shift in responsibilities brought about by innovations in medicine raises 
questions concerning users trust in this services (Vedder and Vantsiouri 2013). Using the example 
of remote monitoring and treatment system, as vital sign monitoring for elderly or chronic patients, 
the authors examine the users’ trust (as a pre-condition of acceptance) in these technologies. The 
dimensions of trust that are analyzed concern the trust in the fact that a system will be in place to 
protect sensitive data and liability for the misuse or damage caused by the system.  

In this paper we will explore the issue of point-of-care devices and trust. More specifically, we 
will draw attention to a dimension of ‘trust’ which is closely related to point of care devices, namely 
the potential tension future users of emerging point-of-care devices may experience between trust-
ing their experience of a symptom and trusting the technology. In order to do this, we will take a 
case study approach in which we will focus our attention on an emerging case of point-of-care di-
agnostics: the Nanopil2. After introducing the case, we will introduce the concept of mediation, as 
elaborated by Verbeek on the basis of Ihde and Latour’s work. This concept provides a good ana-
lytical tool to address the question of how a point of care diagnostics, like the Nanopil, creates new 
meanings and practices. Our analysis will show how the Nanopil is a hybrid of proximity and de-
tachment from the user. We will conclude with some final considerations explaining why this type 

                                                
2
 Since expectations on the ‘Nanopil’ have mainly circulated in a Dutch context, we will keep the Dutch form ‘Nano-

pil’ rather than the English ‘Nanopill’. Some English reviews of the project circulate on the web, but they are main-
ly quotations of press releases from the University of Twente. In the text, we will also refer to the Nanopil with 
the acronym ‘NP’.  
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of analysis of such a close-and-yet-distant relationship with the user is important in the innovation 
process. 

A case-study of point-of-care diagnostics: the Nanopil 

Between 2009 and 2011 in the Netherlands, television, several national newspapers, magazines, 
and a children’s book presented images of the Nanopil (NP). The NP was presented as an ingesti-
ble capsule that contains a miniaturized chip that is able to perform an in vivo analysis of intestinal 
fluid, detect the presence of biomarkers for colorectal cancer, and communicate the result to the 
outside via radiosignalling. Although the development of such a complex pill may appear futuristic, 
Professor van den Berg remarked at the time that there was already a so-called "Camera pill" 
(PillCam), which could take pictures of the interior of the gastro-intestinal channel and send these 
to the outside of the body (2009). Professor Pinedo, the oncologist who conceived of the Nanopil 
idea, anticipated (in 2009) that in 5 to 10 years doctors would be able to use the pill in hospital set-
tings (Melchior 2009). 

Albert van den Berg (2009), professor of Miniaturized Systems for (Bio)Chemical Analysis at 
the University of Twente (the Netherlands) leads the research group that is currently investigating 
the feasibility of such a device. As he points out, on the occasion of the annual ceremony com-
memorating the founding of the University of Twente, 

Colonic cancer is one of the most common cancers in people over the age of 50. The Dutch Health Board 
has already advised endoscopic or colonoscopic screening for people in this age group. But this is a pain-
ful and uncomfortable experience. Moreover, it presents a logistical nightmare and nothing is found in 95% 
of cases. What we need is a simple first-line test. The only alternative at present is a faeces test, but even-
tually, a nano-pill [sic] will provide a much more patient-friendly alternative.3 

Prof van den Berg explains that the available methods for detecting colorectal cancer are painful 
and expensive, like in the case of endoscopic investigations. When simple screening tests are 
available, like the Fecal Occult Blood Test (FOBT), they are not user friendly. The FOBT is uncom-
fortable because it requires the screenee to collect a stool sample and to send it to the laboratory 
to check for blood traces: this is ‘not the best hobby’ as the oncologist remarks in an interview, or, 
as a scientist exclaims, it is ‘a medieval practice!’. The NP proposes a ‘technological’ solution to 
this discomfort. The promise is therefore to provide the users (both the screenee and the general 
practitioner) with a means to effectively monitor bowel condition in an easy and comfortable man-
ner. The NP offers a way for people to monitor their health and to detect abnormal statuses at a 
very early stage since it tests for the molecular causes of cancer and it is a clean, non-medieval, 
modern way of testing and receiving results.  

Albert van den Berg clearly imagines the use of this pill: a population screening program in which, for ex-
ample, every three years all people aged over 50 are invited to swallow a nanopil. In the event of a positive 
result, a colon examination will follow. "I heard from the medical specialists that in this way the number of 
examinations, surgeries and deaths from colon cancer will decrease sharply. After all, the sooner some-
thing is found, the easier it is to treat the tumor." (Melchior 2009) 

The promises of the NP emphasize cost-effectiveness, the increased chance of saving human 
lives, the increased autonomy of the user, and a decrease in discomfort as valuable expected out-
                                                
3 A Pill with a Lab Inside http://www.azonano.com/news.asp?newsID=15039Posted December 8th, 2009. 
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comes of the introduction of the device in the colorectal cancer screening and diagnostic practice. 
The NP is expected to change the current screening practice by involving the patient in a self-
monitoring practice and the medical practitioner in a monitoring system that is computer based and 
beyond the traditional laboratory or doctor’s room. Within this context, how can we expect actors’ 
roles and responsibilities to be altered? How can we expect trust relationships within these practic-
es to be altered by this type of innovation in healthcare? Before addressing the question of how a 
point-of-care device like the Nanopil can be expected to alter users’ roles and responsibilities, we 
will introduce some conceptual and methodological tools that inspire our approach to the question. 

Conceptual tools and methodological remarks 

In order to explain how artifacts influence and determine human epistemologies and practices, Pe-
ter-Paul Verbeek explores the concept of ‘mediation’ within the post-phenomenological tradition, 
drawing on Don Ihde’s work (1990). Technologies ‘mediate’ our relationship with the world by 
providing a representation of the world that has to be interpreted. The thermometer is a good ex-
ample of this type of so-called ‘hermeneutic’ mediation: such a device stands in between the world 
and our understanding of it. Indeed, when using a thermometer we do not perceive or experience 
the temperature directly, but we can ‘read’ it. A more complex example concerns imaging instru-
ments introduced into the obstetrician’s room (Verbeek 2011). By allowing parents to see the fetus 
with greater precision, these technologies alter the way the world presents itself to the future par-
ents. The images of the fetus invite parents to perceive, experience and understand the world in a 
different way than a non-technologically-mediated perception would allow. These new ways of per-
ceiving and experiencing involve ‘opening’ up the world in a different way and changing the uni-
verse of meaning; for example, by being able to see the fetus and its human resemblance, pro-
spective patients may attach a new meaning to it. Re-articulation of meanings and interpretations 
of reality also affect the values attached to aspects of that reality. For example, being able to see 
the human figure in a fetus might influence the importance that parents attribute to it or the moral 
status that they ascribe to it.  

Building on Bruno Latour’s and Madeleine Akrich’s‘script theory’ (Akrich 1992; Latour 1992; 
Akrish and Latour 1992), Verbeek emphasizes a second type of technological ‘mediation’ that he 
refers to as ‘pragmatic’. For example, the cumbersome shape and weight of some hotel key-chains 
encourages the users to return the room key to the reception before leaving the hotel (Akrich and 
Latour 1992). The key-chain contains a ‘program of action’ inscribed in it (Latour 1992): a non-
written instruction of how it should be used and by whom: “technical objects define a framework of 
action together with the actors and the space in which they are supposed to act” (Akrich 1992: 
208). In this space, roles and responsibilities are allocated to actors in a way that re-designs the 
previous practice. For example, the alarm system integrated in modern cars is activated when the 
seat belt is not buckled. In this way, the design of modern car invite drivers to wear a seat belts: 
the respect of the rule of safety on the road is not left to the driver’s moral reasoning alone, but it is 
distributed between the human and the non-human actor. This artifact’s design mediates human 
actions in the world in such a way that some actions will be allowed and others forbidden. In this 
sense, the artifact prescribes, obliges, permits, prohibits and disciplines users’ behavior. This is 
what Akrich defines as the "moral" content of objects (ibidem: 219). The moral connotation of this 
relation emerges in the delegation of moral actions to the technology. 
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If the relationships between humans and technologies are so rich, we should reconsider the ‘in-
strumentalist’ expectations that a new and emerging technology like the Nanopil simply offers a 
tool for more effective and comfortable screening. These expectations hide a metaphor of linearity 
according to which technology is a direct means to a(n) (un)desirable end. However, one can ex-
pect that, in addition to comprising a tool with which to improve the current state of affairs, these 
new technologies create new meanings and practices in different areas of life (Geels and Smits 
2002). In this paper, we take this perspective and we explore the mediating potential of the Nano-
pil. 

In so doing, we will take methodological inspiration by Annemarie Mol’s philosophical narra-
tives or ‘empirical philosophy’ stories (Mol 2000). As she remarks in relation to her work on blood 
sugar measurement devices, her stories are assembled based on empirical fieldwork(observations, 
interviews and reviews of professional literature), but they are not told for empirical purposes. In-
stead of offering a collection of empirical data or patients’ experience for generalization purposes, 
Mol aims at doing theoretical work of a ‘heuristic’ kind. This means that she uses stories, gathered 
in concrete times and places, to “develop or strengthen in their readers the so urgently needed 
open eye and keen sensitivity for the kinds of effects diagnostic techniques may have when they 
are put to use” (Mol 2000, 10).  

Telling ‘empirical’ stories about technologies that are still emerging is arduous since the sto-
ries will be intrinsically fictional. The Nanopil is not there yet and every story about its role in chang-
ing practices cannot be grounded on empirical observations. In the case of emerging objects, we 
cannot de-scribe the program of action or prescription as we would do in the case of existing ob-
jects, like the previously mentioned car and key-chain, by observing the objects, their interactions 
with users and the intentions of designers4. However, as de Laat points out we can reconstruct the 
‘fictive script’ of these emerging objects, that is the expected involved actors, their tasks and rela-
tionships (de Laat 1996 and 2000). Such reconstruction is based on funding proposals, public oral 
communications, patents and interviews with actors involved in the development of the emerging 
technology at stake (scientists/engineers, policy makers, funding institutions, venture capitalists, 
policy makers, etc).  

Therefore, our stories, although based on fieldwork (see Lucivero 2012), are mostly explora-
tions of expectations surrounding the Nanopil and thick illustrations of their ‘fictive scripts’. These 
explorations aim at ‘thickening’ the discourses about the use of the NP as a tool for more efficient 
and effective screening by fleshing out the details and concrete practices in which this device is 
expected to change. In the following, we first tell a story about current screening practices, then, 
we tell two stories of how the NP, as it is currently conceived, will mediate screening practices. 
That is, after we have explored current expectations of how responsibilities and tasks will be allo-
cated to the NP user, we will explore the expectations of how the Nanopil-mediated screening 
practice will alter the users’ perceptions of the world and themselves. These stories lead us to re-
flect on how emerging point-of-care devices raise new compelling issues related to trust. 

                                                
4
 A methodological guidance and examples on how to conduct ‘script analysis’ is sketched in (Akrich 1992). 
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Nanopil’s scripts 

The practice of screening  

The importance of monitoring oneself is not an emerging practice. In fact, it is quite rooted in our 
society; the idea that our body manifests some signs that inform us about our health condition is 
not new to us. Our grandmothers learned it from their mothers and they are still worried when our 
cheeks look rather pale or when there are white stains on our nails. Our grandmothers also know 
that if there is blood in their stool matter, there is something wrong going on in their body and they 
should contact the doctor. The practice of observing abnormal signs appearing on our body in-
volves noticing something that should not be present. This practice can involve routine self-
checking and relates to some feeling of repugnance on the realization of signs of decay on our 
body: we see pimples, blood, cuts, leakages or crusts, we sense bumps or nodes or we feel pain 
or tingling. 

This routine self-checking differs however from systematic and scientifically informed self-
monitoring. When women are instructed to palpate their breasts as routine self-monitoring for 
breast cancer, they are taught how to look for eventual nodes. Nodes do not appear on the body; 
rather women are asked to search for indications that something might be wrong with their health. 
The presence of blood in the stool, a change in bowel habits, diarrhea, constipation or a feeling 
that the bowel does not empty completely, abdominal discomfort, smaller stools than usual, and 
constant fatigue are symptoms of colorectal cancer5, symptoms that a GP might ask patients to in-
vestigate in a daily practice of self-monitoring.  

Tests like the Fecal Occult Blood Test (FOBT) are similar to breast palpation in the sense 
that the users are asked to interact with their body (or a product of it). However, these tests differ: 
while the subject of breast palpation can experience the problem herself by sensing a node under 
her fingertips, the subject of the FOBT does not have direct experience of the problem. Her interac-
tion with her body (or its product) ends with the act of collecting the sample. Subsequently, the re-
sponsibility of monitoring is transferred to the lab and eventually to the GP who communicates the 
result. In this practice of monitoring, the subject is detached from the experience of her health con-
dition.  

The Nanopil: Allocating tasks and re-distributing responsibilities  

The discourses about the Nanopil are underpinned by a rhetoric of ‘comfort’, emphasizing the de-
sirability of a test that is acceptable, easy and patient-friendly. By being able to test yourself in the 
comfort of your own home, whenever you want, and by freeing the user from being dependent on 
laboratories for results, the NP is expected to fulfill this promise. Furthermore, this device is pre-
sented as a clean modern test that saves the user from the unpleasant task of sampling her feces.  

In fact, these ideas are inscribed in the NP’s design. The miniaturization of the analyzing 
platform and its integration into a capsule allows the user to ingest it. The manual collection of 
samples becomes superfluous, since the pill gathers the sample and analyzes it from within. In this 
sense, the pill takes care of the whole monitoring process. The screenees are left with information 
on their mobile phones rather than having to involve themselves in an active and unpleasant prac-

                                                
5 See http://www.testsymptomsathome.com/mtl01_colon_facts.asp. 
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tice. The screenees do not have to move and touch their body as in breast or testicular cancer self-
screening; they are relieved from the task of peering at their skin to map new and abnormal moles; 
and they do not have to bend over the toilet to collect feces samples. The technology is expected 
to liberate people from the discomfort of monitoring, the distaste of dealing with their body, and the 
embarrassment of describing repugnant signs and symptoms to their GP. The pill liberates users 
from this awkward link with their diseased body.  

Indeed, the practice of self-monitoring requires the screenee to perform some tasks. In con-
trast to the FOBT, the Nanopil does not require the user to interact with her stool matter, to sample 
it and send it to the lab. However, the user is invited, or even directed to perform other tasks, like 
ingesting a laxative before taking the pill. This task is inscribed in an artifact, since one of the main 
conditions for the pill to work is the ingestion of a laxative to clear up the bowel and to allow the pill 
to traverse it. Moreover, depending on the interface chosen to communicate results to the user, the 
user is either required to put on a belt and receive a text on her mobile phone or to look at the color 
of the stool. Such a test requires strong self-discipline and clashes with some standards of well-
being and user-friendliness that the user might have.  

The Nanopil: Changing meanings and self-perception 

The NP also ‘mediates’ in the same way a thermometer would do. Reading off the pill is like read-
ing off a thermometer in the sense that the device tells something about ourselves without resulting 
in a direct sensation. The idea that the pill will be better than other available screening devices (ex-
cluding the colonoscopy) is grounded on the promise of molecular diagnostics. The developments 
of molecular biology in the last twenty years have shown that the presence of diseases can be best 
detected at a molecular level long before perceivable symptoms appear (Demidov 2003, Poste 
2001).  

Such scientific knowledge is mobilized by the Nanopil developers to justify why traditional 
self-monitoring, such as ‘peering into the toilet’, is not enough to detect early disease stages: there 
are some phenomena that cannot be observed by the naked-eye. A currently available screening 
device such as the FOBT detects the presence of blood in the feces that is hidden (‘occult’) to hu-
man beings, but visible when a sample of stool matter is analyzed in the lab. The NP brings this 
observation to a new level of molecular investigation. By detecting molecular markers in the intes-
tinal liquor, the NP seeks a different type of ‘sign’ than the FOBT does. The latter detects the pres-
ence of blood in the feces. This could be interpreted as a sign of the presence of a tumor that 
causes the intestinal walls to bleed. The FOBT provides information about a disease in a stage 
that might be already advanced. Furthermore, the presence of occult blood in the stool could also 
be a sign of something else, for example the inflammation of anal veins (hemorrhoids). Finally, the 
absence of blood does not necessarily indicate the absence of a tumor: indeed, the tumor might be 
growing but not bleeding.  

The NP provides information that differs from that of the FOBT; it provides information about 
a cancer that does not yet exist, but has the molecular triggering conditions that can lead to its de-
velopment. In fact, the pill detects an abnormal status before any (visible or occult) symptom oc-
curs. By analyzing the molecular mechanisms that underlie the disease, the pill enables detection 
of the disease at a much earlier stage, when it is still invisible. In this way, a therapeutic or surgical 
intervention can take place at an even earlier stage, increasing the chances of survival and reduc-
ing health care costs. 
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In the logic of these expectations and discourses, molecular knowledge is considered to be superi-
or, because it is more accurate than the behavioral knowledge; it offers a means of returning to the 
subcellular, molecular level6, a level that is expected to be more informative. Our visible body is 
less informative than our invisible cells according to molecular medicine. It contains less infor-
mation about ourselves, or it gives us information at a stage at which we cannot intervene with the 
same efficiency. It looks like the pill knows you best, better than you know yourself even. 

The Nanopil can be expected to contribute to a change in the way we self-monitor our health, 
in addition to the way in which we relate to our body. It has an impact on our practices of being ill, 
being healthy, and being concerned about our health. In this sense, the practice of self-monitoring 
introduced by the Nanopil affects several dimensions of our beliefs and perceptions on our person-
al identity and relations to others.  

Exploring the scripts: point-of-care devices mediating trust  

As in the case of the blood sugar measurer used by diabetic people, also we can expect that the 
NP will not simply improve a current practice, but will create a new practice. As we showed, the 
users have to perform some tasks like clearing their bowel with a laxative, wearing a belt to detect 
the NP signal, having their mobile phone or other receiving device at hand. Within these expecta-
tions about the easiness and lack of burden of point-of-care devices, the tasks that have to be per-
formed by the users are neglected. As Nelly Oudshoorn has remarked in the case of telemedicine, 
the users remain with some ‘invisible work’ to do (Star 1991; Oudshoorn 2011). With new tasks, 
new responsibilities also come. For example, adequate performance of the preparatory tasks prior 
to ingestion of the capsule becomes the user’s responsibility rather than the responsibility of the 
medical personnel or the device itself. Within this new practice, responsibilities are re-distributed 
among actors and technologies. Indeed the adequacy of the sample collection is a shared respon-
sibility of the pill manufacturer together with the pill user. While the screenee become more auton-
omous because free to perform the test at any location and time, more responsibilities for the good 
performance of such a test are allocated to them.  

Furthermore, in mediating the screening practice of checking what is wrong with our body, 
the Nanopil creates some distance with one’s body, or rather, it puts the un-hygienic body at dis-
tance, at bay. Following Martha Nussbaum’s considerations (Nussbaum 2004 and Nussbaum 
2010), we can say that there is a ‘rhetoric of disgust’ promoted by NP developers and inscribed in 
its design. The NP is expected to free screenees from the burden of interacting with their own dis-
eased body and free them from the unpleasant (‘medieval’) task of relating with its secretions and 
abnormalities. As such, this device not only relies on and conveys a very specific idea of the body, 
but also enacts it. The body conceived in the Nanopil’s script is hygienic, a whole entity that does 
not leak and whose boundaries stop at the skin. As Nussbaum remarks referring to the empirical 
work of psychologist Paul Rozin, the emotion of disgust ‘concerns the borders of the body’ and it is 
related to the idea of ‘contamination’: ‘the disgusted person feels defiled by the object, thinking that 
it has somehow entered the self’ (Nussbaum 2010, 14). The primary objects of disgusts are ‘feces, 
blood, semen, urine, nasal discharges, menstrual discharges, corpses, decaying meat’ (ibidem, 
15) are reminders of human animality, mortality and decay to which people express aversion. As 
                                                
6 A similar remark is made by Nordmann (2007)on the assumptions behind the idea of efficiency of nanomedicine. 
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Nussbaum points out, the identification of some actors – and practices, as we would add7 – as dis-
gusting implicitly contrasts them with those actors – and practices – that are ‘normal’ or ‘pure’. So, 
disgust is an emotion that underpins the stigmatization of some actors or practices and classifies 
them as less valuable and only worthy to be taken at distance. The rhetoric of disgust that charac-
terizes the expectations surrounding the NP stigmatizes the practice of collecting samples of feces 
and checking for blood in the stool. The bleeding body and its secretions are identified as disgust-
ing and therefore kept at a distance. When it enters into close proximity with the user – it is ingest-
ed – the NP simultaneously creates some distance, as the user gets detached from his or her 
body, or aspects thereof (e.g., feces). 

The Nanopil is presented as a more efficient way of self-monitoring that transcends our phys-
ical body; in this way, while still burdened by some practical responsibility towards ourselves, we 
are relieved of what we can refer to as ‘epistemic responsibility’ (Code 1987). We are not respon-
sible for the resulting information regarding our health condition because the device is responsible 
of the collection, processing, and understanding of information. The screenees’ responsibility lies in 
following the steps to make the pill work effectively, but they have no responsibility of materially 
collect and understand the signs in their body. The screenees’ capability of understanding their 
bodies is in fact undermined by the molecular knowledge provided by the pill. Thus, on one hand, 
the pill is presented as desirable within a ‘monitoring’ discourse in which health monitoring is pre-
sented as a moral responsibility towards ourselves and society at large. On the other hand, trust in 
the pill builds on a molecular trend that indirectly implies the incompetence of the user to effectively 
monitor her body. 

Within the framework of technical mediation, the notion of trust takes on a renewed meaning. 
As Asle Kiran and Peter-Paul Verbeek (2010) have argued, trust in relation to technology has gen-
erally been conceived as oscillating between reliance and suspicion. One relies upon a technologi-
cal artifact to achieve a certain task, e.g. the NP to detect the presence of the disease based on 
molecular information, and thereby trusts the technology, or else, one is wary of the risks the tech-
nological artifact generates and distrusts the technology, e.g. the fear of either a dysfunction in the 
NP that renders the screened information unreliable or the NP’s environmental impact once it is in-
gested and excreted from the body, into the toilet. Yet, such conceptions of trust are informed by 
an understanding of technology as being situated in an external relation to humans. In this external 
relation, technologies are viewed as neutral and transparent instruments used to reach pre-
determined (by humans) goals. However, as previously showed, technologies mediate our percep-
tions and actions. Technologies are not external to human beings, but constitute what it means to 
be human. That is, as technological artifacts mediate our existence, they constitute us. Therefore,  

[i]nstead of suspicion and reliance, here we encounter a third manifestation of trust, which could be indi-
cated as confidence. From this manifestation of trust, human beings deliberately and actively trust them-
selves to technology. Rather than being risky or useful, technology is approached here as trustworthy. … 
[I]t comes down to taking responsibility for the ways in which one’s existence is impacted by technology. 
         (Kiran and Verbeek 2010: 424).  

                                                
7
 Nussbaum’s argument aims at showing the roots and fallacies of ethical arguments justifying popular stigmatiza-

tion of some social groups (like homosexuals) and unequal policies towards them. We think that her reflection on 
the emotion of disgust can also be applied to the stigmatization of some social practices.  
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In fact, entering into a(n intimate) relation with a technology implies re-configuring oneself. If the 
NP is ingested and excreted, interacting with the device requires the users to engage in some in-
visible work. By performing such tasks, the body is put at a distance: users know if something is 
wrong because the device will show them, however they do not experience, perceive or feel any of 
that wrongness. As it enters into close proximity with the body, the NP is not a mere instrument 
screening for molecular makers, but rather mediates and constitutes one’s existence. As it puts the 
body at a distance, or more precisely, puts the fleshy, carnal body at a distance, it enacts a very 
hygienic body. Proximity and distance fold into one another. Trust is pivotal here. Trust, however, 
is not a matter of not, or no longer, being suspicious of the technological device and finally relying 
on it. Rather, as the NP enters into close proximity with one’s body, as the relation between oneself 
and the technology becomes intimate, trust in the NP becomes a matter of ‘trusting ourselves to’ 
the technology: ‘technologies help to constitute us as subjects, and…we can actively involved in 
these processes of mediation and subject constitution’ (Kiran and Verbeek 2010, 425). There, as 
the body becomes intimate with technology and the technology ‘enfleshed’ (made flesh), trusting 
oneself to technology implies entering into a renewed relation with one’s body, enacting, even, a 
different body. Trusting the NP is not a one-sided and exclusive relation, however. Trusting oneself 
to the NP does not mean handing over oneself to the technological device and dismissing or 
downplaying other ‘sources’ of trust. Rather, interacting with – and trusting – the technological de-
vice can be expected to give new meaning, as well as renewed actuality, to one’s gut feelings for 
instance. Indeed, by getting aware of the mediating role of the NP with respect to our practices of 
self-monitoring and to the way we conceive of ourselves and of our body, we can become active 
and get involved in these mediating instances. As the NP promotes a ‘rhetoric of disgust’ and en-
acts a hygienic body, we might become ever more sensitive – if only revolted – to our bleeding, se-
creting, decaying body and come to develop a renewed trust in our gut feelings. In their intimate in-
teraction, the NP and the body constitute each other, and trusting our gut feelings becomes inter-
twined with trusting ourselves to technology.  

Conclusions 

As we recomposed the fictive scripts embedded in the Nanopil, we were able to shed light on the 
mediating role of this point-of-care device. If point-of-care devices are expected to render health 
care cheaper and more effective through the increasing availability and generalization of early di-
agnostics, it can also be assumed that they will create new practices, involving new roles and re-
sponsibilities. The NP, and point-of-care devices in general, are not mere instruments but rather 
instances of technological mediation.  

By mediating our practices of self-monitoring, these technological devices can be expected to 
reconfigure the conceptions we have of ourselves. While it is promoted as simplifying self-
monitoring, the NP can also be expected to necessitate some invisible work. Furthermore, as it is 
informed by a rhetoric of disgust, when it enters in close proximity with one embodied self, the 
point-of-care device enacts a hygienic body while putting the leaking and decaying body at bay. 
Trust is also reconfigured. Trust is central when using a point-of-care device such as the NP. Trust 
is nevertheless not merely relying on the device and the information it provides, but rather trusting 
oneself to it. Point-of-care devices as they mediate our existence also constitute us as embodied 
subjects. Trusting ourselves to technologies does not mean passively abandoning ourselves to 
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them but becoming active agents in the ways in which point of care devices reshape ourselves. 
While trusting oneself to the NP might mean taking distance with one’s leaky, fleshy and decaying 
body and enacting a hygienic body, it might also mean entering into a renewed relation – proximity 
– with one’s ‘disgusting’ body and trusting one’s gut feeling.  

These aspects, which are generally neglected in the assessment of point-of-care devices, 
are pivotal if we are to understand what is at stake with these technologies. These aspects are im-
portant in the context of governance of the innovation process. Indeed, this type of reflection can 
guide technology developers in making design choices. In the case of the NP for example, tech-
nology developers are currently debating two alternative ways of conveying the results of the pill’s 
sample analysis outside the human body (Lucivero 2012). Currently NP developers believe that the 
most effective and efficient design choice is to send the test result by radiosignalling to an external 
receiver that could also communicate with the screenee’s doctor. The NP developers believe that 
the radiosignalling is a better technical solution than the one initially proposed by the NP inventors, 
that is the release of a colored dye within the intestine in the case of positive result. In this scenar-
io, if the screenees witnessed colored stool after the ingestion of the pill, they would know that 
something was wrong and should contact the doctor. Our considerations about the change in the 
trust relationship between the screenees, their bodies the device and their disease suggest that it 
is important for the screenee to remain “in touch” with their bodies and to be responsible of under-
standing symptoms. This brings the dye-coloring solution back to the table for discussion.  

When point-of-care devices are introduced, but also when their design changes, new practic-
es and relations of trust come to existence. These are hidden in the current rhetoric and discourses 
surrounding point of care devices. Yet, identifying them and accounting for them is necessary not 
only for the successful introduction and use of a technology, but also for the kinds of selves we are 
to become.  
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Abstract Many experts and policy makers in relevant fields consider health care technologies to be prom-
ising responses to the problems created by demographic changes – increasing demand because of ageing 
and decreasing supply because of diminishing labor potential. Technology might indeed offer promising 
solutions for sustaining health care systems at the current level of provisions. The ways in which technolo-
gies can change traditional care practices should, however, not be overlooked if they are to be used effec-
tively and efficiently. In this paper, I will focus on possible effects of e-health care applications on the or-
ganization of care, the care provider-patient relationship and the status and roles of the care providers and 
patients in general. Normative issues involved are related to privacy, (professional) autonomy and respon-
sibility of both patients and care providers. Dealing with these issues is a necessary condition for the adop-
tion of the technologies involved. 

Keywords care, technology adoption, legitimacy, trust, ethics. 

Introduction 

Experts in health economy and demography warn already for some time against the consequences 
of the demographic changes taking place in Western Europe for health care (Tjalsma 2007; 
Schillmeier, Domènech 2010). The gradually increasing demand for care due to ageing and the 
menace of decreasing supply of care solutions because of the simultaneously diminishing labor po-
tential is causing a lot of trouble to policy makers and governments. Technology might offer im-
portant instruments for sustaining health care systems at the current level of provisions. It would be 
wise, however, to anticipate the, sometimes, drastic ways in which technologies can change tradi-
tional care practices, if the new technologies are to be used effectively and with maximum efficien-
cy. In this chapter, I will focus on possible effects of e-health care applications on the care provid-
er-patient relationship and the status and roles of the care providers and patients in general that 
might easily raise normative issues related to privacy, (professional) autonomy and responsibility 
of both patients and care providers. Dealing with these issues either in their design or by providing 
additional regulatory arrangements is a necessary condition for the adoption of the technologies 
involved.  

Although the focus of this chapter will be on the aforementioned normative issues, it is none-
theless important to start with a general observation with regard to the discussion on sustainable 
health care. It is often unclear, from which perspective assessments about sustainability are made. 
Are they about quality improvement, cost reduction, reduction of labor? Since these criteria are rel-
ative by their very nature, what are the exact terms of comparison? Are they being compared to ex-
isting traditional modalities and practices of care, which they are to replace? Are they about rele-
vant ways of cutting costs for insurance companies? Or are they about reducing costs and labor in 
the overall care system? Getting clear about these questions is the number one priority in the de-
bate on the usefulness of new technologies in health care. At this point, it should be noted that ad-
vocates of the use of technology for raising the sustainability of health care usually refer to applica-
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tions that are used for not too complicated purposes of care, prevention and diagnostics, e.g., rela-
tively simple measurements and treatments in which the user-patient or someone close often plays 
an important role supported by the technology.1 Medical-technological highlights such as applica-
tions of neurotechnology, magnetic resonance imaging, telesurgery and genetic engineering are 
considered to be quality improvers, rather than cost savers. This, often latent, restriction to applica-
tions for relatively simple and basic purposes, should not make us think that quality enhancement 
is by its very nature always in the way of efficiency, let alone efficacy. As it will be elaborated be-
low, professionals and patients-users tend to adopt efficient and effective applications, when their 
use is an improvement in the perspectives of both parties. Such improvement should be visible 
when compared to the relevant traditional practice that the application should in the long run re-
place even if the application serves relatively simple purposes.  

Use of technology before care becomes necessary 

From the point of view of the sustainability of health care it is not only of importance to think about 
cost-saving and efficiency-enhancing technological alternatives to existing care practices. It is 
equally important to think about technologies that can help prevent or delay the demand for care. 
Games for memory training, e-coaching systems for fitness exercises, slimming or sleep training et 
cetera might all have beneficial effects on people’s mental and physical health and reduce or delay 
the consumption of care. The advantage of technological applications for well-being is that the 
technologies enable people to practice self-management for preventive purposes in a pleasant 
way. Technically supported games, sports coaching, diet help often are agreeable because they 
are easy to combine and to be associated with leisure activities. They also make it possible for 
people to take responsibility for their own health in a pleasant way, instead of being merely moti-
vated by moral obligations towards oneself and towards society or by threats of exclusion from 
services when not living up to the responsibilities. Technology can help people choose positively in 
favour of healthy resources and activities.  

Motivation of professionals  

In almost all e-health applications, medical and care professionals are involved, who will all have to 
be motivated, or at least not be discouraged, to continue working with the applications involved. 
Substantial motivation will be derived from the efficiency and effectiveness of the application, and 
in any case from the beneficial effects on the care for the patients and their health. Here a few as-
pects deserve special attention.  

Efficacy requires at least that the application is in all respects reliable. Most applications, 
however, will largely hinge on interactivity: the patient-user provides certain information (e.g., about 
his blood pressure, temperature, heart rate, results of an exercise) and then gets feedback, new 
instructions or action taken in their direction. The provision of such data and information is either 
done by the persons themselves, or gathered and passed on automatically by sensors and other 
measuring equipment. For the professional who receives the data and information, and ultimately 
decides on the basis of them, it is essential that such data and information are correct. The me-

                                                
1
 For a discussion of the delimitations of the scope of relevant health care technologies, compare (Pols 2012).  
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chanical and electronic acquisition and processing must in no respect be flawed. Where people en-
ter the data themselves, it is important that they do it correctly and that the data actually comes 
from and relates to the patient-user whom the professional envisages virtually. Although it may 
seem to be simple and obvious, in practice it takes quite a lot of effort both technically (in terms of 
security and authentication techniques) and motivation-wise with regard to the patient-users and 
their environment, to ensure that the professionals can rely on the data and the information provid-
ed to them.  

Another issue relevant for the motivation are their liabilities and responsibilities. Are these 
sufficiently mapped out and clearly and realistically distributed among the different actors involved? 
Can the professional make realistic estimations whether the risks of his or her involvement in the 
system are acceptable and whether he or she will take responsibilities for it? Of course, many pro-
fessionals are primarily interested in the effectiveness of an application for the well-being of the pa-
tient and far less eager to make all kinds of risk assessments with regard to themselves. However, 
there need not be many "medical errors" attributed to professionals that eventually derive for in-
stance from incorrect information or data, before a system will drop from grace. 

Motivation of patient-users  

Acceptance by the patient-users is quintessential when care technology is to repay the high expec-
tations. Acceptance by patient-users presupposes in turn different things.  

First of all, it is necessary that the professionals involved accept and support the application. 
Without their blessing, the patient-users will not trust the application. A further important prerequi-
site for trust in technology in general is that an application does what it should do: it must be effec-
tive. That also goes for healthcare applications. For applications for which there exists in fact a tra-
ditional alternative, there should be added value. People should at least in some way or another be 
seduced to use the new application instead of the traditional alternative. A radical way to accom-
plish this is simply shutting down the traditional supply. Often this will be practically impossible or 
undesirable. In these cases, the technology application should have additional benefits, e.g. a 
higher grade of effectiveness and ease of use or, for instance, options for the patient-user to partic-
ipate in a community of like-minded people or people with the same problem, or easier access to 
other facilities that the patient-user may also need sooner or later (for instance through an e-health 
portal).  

In addition to the additional effectiveness and attractiveness, the patient-user – just like the 
professional – will need to be surethat the facility will not carry with it any unexpected surprises. Al-
so for the patients-users there should be clarity about the responsibilities and the liabilities in-
volved, just as the distribution of the responsibilities and liabilities among the various stakeholders 
should be reasonable. But especially relevant for the patient-users are privacy issues. 

Many care technology applications have an impact on the privacy of the user-patients. Priva-
cy is nowadays often conceived of in terms of informational privacy and data protection. With re-
gard to e-health this notion of privacy is absolutely relevant. Privacy is however more than the right 
to protection of personal data. Privacy in this wider meaning is also relevant to e-health. Privacy al-
so has to do with the value we assign to being able to have discretionary power over the personal 
domain. This domain is partly spatially delineated - think of one’s own body and one’s own home - 
but also extends to less tangible things like personal correspondence, conversations, friendships, 
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intimate relationships and decisions about these matters. We could call this the personal autonomy 
dimension of privacy. Interestingly, many e-health applications can impact privacy both as to its 
meaning in terms of data protection as to its meaning in terms of autonomy in the personal sphere.  

New care technologies often rely heavily on the collection and processing of data and infor-
mation on the patients concerned. Therefore it is wise to include (informational) privacy protective 
measures already from the outset in the design of the relevant technologies and throughout the 
process. It should also be made clear to new users in what ways exactly personal data will be pro-
tected. This, however, is not completely certain as research has not conclusively shown that confi-
dence in a technological application really increases when the makers explicitly show and explain 
what they did on a technological level to protect user privacy. What research has nonetheless 
shown is that user confidence disappears as soon as privacy incidents occur. Preventing them 
from happening is therefore of utmost importance (Kool et al 2011).  

 At the same time many e-health applications affect the privacy of patients in the sense of 
personal autonomy. The applications have the advantage of enabling the patients to receive treat-
ment and care outside the institution, in the home. The patients can remain independent and stay 
in an environment that is familiar to them. This seems a gain from the perspective of privacy as au-
tonomy in the personal domain. At the same time, however, by doing exercises and receiving 
treatment, the medical institution enters the home in a way. The customary demarcations of the 
public and the private sphere run the risk of getting blurred. Of course one could say that the use of 
the application at home is always better than getting care or treatment or doing exercises in an in-
stitution or in the offices of a counselor. However, a risk of erosion of privacy from within is not 
completely to be excluded.  

Medicalization  

The idea of “healthcare at home” evokes memories of the debate that took place during the last 
decades of the twentieth century on the phenomenon then referred to as medicalization. Medicali-
zation is the exaggerated attention paid to (one’s own) health and a convulsive effort to stay 
healthy with whatever medical means, even if this would mean going against the deficiencies and 
limitations that naturally come along with life and the human predicament in general.  

Assigning an important role to technology in the struggle to keep the health care system sus-
tainable may, if no additional measures are taken, easily result in medicalization. People will grad-
ually receive more care and treatment facilities at home. Many of these presuppose an active role 
of the patient as well as discipline and new routines. More importantly, as already pointed out 
above, since technology will not only be used for treatment and care but also for well-being in 
combination with prevention purposes, people will be made aware of health risks and responsibili-
ties for their own health already from an early age in order to delay health care consumption as 
long as possible. The introduction of technology to make the health care system more robust, 
therefore, seems to carry with it all the ingredients to deliver a new medicalization. In addition to 
the question whether it is in all respects desirable that people can become preoccupied with their 
own fitness and health, this raises the question whether this might not even create additional de-
mand for care. Accompanying measures to counteract these possible effects are in any case re-
quired.  
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After all 

Not every technological innovation contributes automatically to the sustainability of the health care 
system at its current level of quality. Obviously it is difficult to establish specific criteria when it 
comes to assessing the degree to which a new technology will contribute to the sustainability of the 
healthcare system. Much depends on the exact perspective chosen: patient-consumers, workers, 
insurers, etc. In this chapter, we have in a sense complicated the issue of assessing the efficacy 
and efficiency of e-health technologies even further. We have explored the possible impact of the 
use of e-health applications on the respective roles of patients and care providers and on the care 
provider-patient relationship. We established that these changes may raise various normative 
problems that ought to be anticipated in a satisfactory manner or altogether avoided in order to 
pave the way to adoption of the technologies. Early onset observation and anticipation of these 
problems is thus an important precondition for the introduction of efficiency and efficacy raising 
new technologies in health care. The assessment of the degree to which e-health technologies 
contribute to the sustainability of healthcare should therefore not be confined to the individual and 
isolated technologies. Their possible impact on the traditional care practice and the degree to 
which possibly arising normative problems can be dealt with in the design or in accompanying reg-
ulation in a satisfying manner should be included in the assessment. 
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Abstract Access to websites by robots is a contentious issue.Access contributes to positive network ef-
fects. Innovators can build new innovative services on the data that can be made available through bot-
access to servers. But a site owner may also have legitimate interests in not allowing access by robots. 
These interests may focus on the hardware, such as use of bandwidth, the data stored thereon, such as 
time critical information, or on the relation of the proprietor and the aggregator (the former may be per-
ceived to endorse the latter’s activities). The proprietor can de facto regulate access by bots through ro-
bots.txt protocols. Should the law vindicate this protocol? Two legal actions to vindicate a prohibition of ac-
cess are described: the criminal act of unauthorised access as found in art. 2 Convention on Cybercrime of 
the Council of Europe and the U.S. civil action of trespass to chattels. Do these actions provide an ade-
quate framework to regulate these questions? Based on the characteristics of the problem at hand, a 
number of desirable characteristics for an ideal form of regulation are identified. It is found that both types 
of action are lacking. An action loosely based on the structure of the fair use exception in US copyright law 
is found to provide a better context for addressing these disputes.  

Keywordsrobots.txt protocol, unauthorised access, trespass to chattels, regulation 

Introduction 

Internet robots – also known as web crawlers, spiders or simply as (ro)bots - roam the net. They 
are the backbone of useful services such as search engines, auction aggregators, news aggrega-
tors, review aggregators or information gatherers for crime fighting or security. At the same time 
the proprietors of the computer systems visited by the Internet robots sometimes have an interest 
in refusing or limiting access to robots. Robots may take up too much bandwidth or they may col-
lect information that is too time-sensitive to be reused. Services offered on the basis of information 
collected by a robot, may compete with the website from which the data are gathered. Or an ag-
gregation site deprives the source site from visitors that otherwise would have spent time browsing 
on the source site. Or the owner of a source site may not want to be associated with or seen to be 
endorsing the activities of the aggregator. If conflicts arise about access by a robot, the visited 
website may have a strong claim for refusing robot access based on the possession or propriety of 
the computer. However, the party sending the robot offers services that are usually beneficial to 
society. A tension exists between the interests of those that offer primary services and the interests 
of those that build on the primary services. This raises the question how the law should deal with 
such tensions.More specifically, the central problem addressed in this article is: should the law vin-
dicate the exclusion of robots by proprietors of computers connected to the Internet? More specifi-
cally the article will examine the role of the robot exclusion protocol.  

In the US, proprietors of computers seeking legal vindication of the restrictions they impose 
on third parties have the action of trespass to chattels at their disposal. Courts have grappled with 
the question of what restrictions they want to allow proprietors to set. Similar questions arise in the 
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context of the Convention on Cybercrime (Wong 2007 127).1 In its second article, the Convention 
describes the offense of unauthorised access. Here, the question arises what constitutes access 
without right. Can the proprietor elaborate his own prohibitions, which then will be vindicated by 
criminal law? 

In order to answer these questions the following topics will be addressed. First, it will be in-
vestigated how robots seek access to a computer and how such behaviour can be prohibited by 
proprietors of the computers that are visited by robots. Secondly, it will be described how to deal 
with access by robots to a computer system. What constitutes access without right and could give 
rise to a criminal sanction? Thirdly, case law that has developed in the US about trespass to chat-
tels in the context of cyberspace will be described. Subsequently, it will be evaluated what prohibi-
tions by proprietors should be vindicated by the law, where it concerns access by robots. Finally, it 
is assessed how the approach could best be implemented in the law. In doing so both academic 
literature and the approaches found in both the US and the Cybercrime Convention will be com-
bined. 

Imposing restrictions in practice 

Most Internet sites and attached databases are freely accessible and searchable. Nonetheless, 
website owners sometimes do not want robots (also known as bots, spiders or webcrawlers) to ac-
cess (certain parts of) their website. A reason may be that the robot usurps too much computer 
time or that some information is not suitable for inclusion in a search-engine, e.g., because it is 
very temporal and transient. Other reasons may be related to diminished goodwill: inclusion of a 
harvested website in an aggregator site may be perceived as an implied endorsement of the ag-
gregator’s site by the owner of the harvested site. Yet other reasons may be that the harvested site 
may not compare favourably with other harvested websites mentioned or otherwise represented on 
the aggregator site. The owner of the harvested website may prefer that the visitors of his website 
have a unique experience, controlled by him. It may also be that the owner of a website for copy-
right reasons does not want to see the contents of his website replicated elsewhere. 

In brief, the owner of a website may have several reasons to deny access. These reasons 
may focus on the computer system (claim to capacity), the data on the system (copyright) or the 
relation between the proprietor and the party seeking robotic access (endorsement). 

There are a number of ways in which the proprietor of a system can prohibit access by ro-
bots: technical measures, notifications or use of the robot exclusion protocol. 

Technical measures and notification 

A proprietor of computer connected to the Internet can choose to create factual barriers for robots. 
The computer or parts of it may be protected with a username and a password. Access is only al-
lowed to those who have obtained a username and password. However, this is a very elaborate 
way to prohibit access if the only goal is to exclude robots. A simpler way of creating a technical 
barrier may be to block IP addresses of the computers from which the robots come that are known 
to access the system. The advantage of this way of creating a technical barrier is that it can be ap-
                                                
1
 Council of Europe – ETS no. 185 – Convention on Cybercrime, available at: 

http://conventions.coe.int/Treaty/en/Treaties/html/185.htm.  
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plied ad hoc: as soon as it is noticed that a robot lays too large a claim on the system’s resources it 
can be blocked. A drawback is that the barrier is relatively easy to evade. The robot only needs to 
be sent from another IP-address or through a proxy-server to have access again.  

Apart from these more technical means to prohibit access, a proprietor of a system may also 
send a notification to the natural or legal person using the robot indicating that he does not allow its 
robot to visit his system or website. The proprietor can even do so off line, for example with a letter 
addressed to such persons. In many cases, this may prove to be sufficient to stop robots being di-
rected at the system. A drawback is that a notification can only be sent if the user of the robot is 
known. The robot itself may not identify its ‘master’. 

The robots.txt protocol 

Perhaps the most harmonious way to exclude robots is use of the so-called robots exclusion proto-
col.2 This is a protocol attached to the root of a website, telling robots what pages should not be 
accessed. It could be likened to a sign saying “no trespass” or “no access” as used in the brick-
and-mortar world. But the robots protocol is more specific. The file containing the prohibitions (ro-
bots.txt) has two fields named ‘User-agent:’ and ‘Disallow:’. The latter indicates what pages are off-
bounds. Although this allows for some specification of what is accessible and what not, the method 
of indicating may be unwieldy if pages belong to different ‘owners’ (Berghel 1997, 21). Research 
has shown a significant number of incorrect uses of the Robots Exclusion Protocol (Sun, Zhuang & 
Lee Giles 2007, 1124). The former field (user-agent) specifies to what robots the prohibition ap-
plies. The specification of the addressees of the ‘sign’ is something not readily encountered in the 
real world. By the way, it is possible to specify that the prohibitions apply to any robot (viz. by spec-
ifying an ‘*’ behind ‘User-agent: ’). 

The robots exclusion protocol has no formal status; it is not explicitly recognised in statutes 
or international conventions as a binding instruction to (managers of) robots. It is also not a formal 
standard, i.e. a standard brought about by one of the formal standard setting institutes. The proto-
col is based on a consensus reached on 30 June 1994 on the robots mailing list (robots-
request@nexor.co.uk), between the majority of robot authors and other people with an interest in 
robots. The document specifying the protocol has been open for discussion on the Technical World 
Wide Web mailing list (www-talk@info.cern.ch). It mainly derives its value from the fact that the 
protocol is adhered to by large search engines, such as Google. Research has shown that about 
45% of government, newspaper and university websites use the protocol (Sun, Zhuang & Lee 
Giles 2007, 1124). 

Hereinafter, two regulations under which a robots.txt protocol may be relevant are intro-
duced. 

Robots and criminal law 

For the analysis under criminal law, the Convention on Cybercrime is taken as a starting point. It is 
an international convention brought about under supervision of the Council of Europe and all Mem-
ber States of the EU are also party to the Convention on Cybercrime (hereinafter: CoC). 

                                                
2
 http://www.robotstxt.org/orig.html 



Maurice Schellekens 

 176 

Article 2 Convention on Cybercrime – Illegal access 

Each Party shall adopt such legislative and other measures as may be necessary to establish as criminal 
offences under its domestic law, when committed intentionally, the access to the whole or any part of a 
computer system without right. A Party may require that the offence be committed by infringing security 
measures, with the intent of obtaining computer data or other dishonest intent, or in relation to a computer 
system that is connected to another computer system. 

This article raises a number of issues: 1. access to what?, 2. what is infringement of security 
measures? and 3. when does a robot enter ‘without right’? 

Access to what? 

Is art.2 CoC applicable to access to data, i.e. access to the file in which the data are contained? 
Art. 2 concerns access to a computer system or a part of it. A computer system is any device or a 
group of interconnected or related devices, one or more of which, pursuant to a program, performs 
automatic processing of data (art.1(a) CoC). Section 46 of the Explanatory Report mentions a 
number of examples:3 “Access” comprises the entering of the whole or any part of a computer sys-
tem (hardware, components, stored data of the system installed, directories, traffic and content-
related data). From the example ‘stored data of the system installed’, can be deduced that also 
content files stored on a computer can be seen as part of a computer; hence accessing them is 
covered by art. 2 CoC. In the ‘Disallow:’-field of robots.txt both a file or a directory may be inserted. 
A file would typically be a HTML-file. Also an exclusion of a file in robots.txt may give rise to a crim-
inal offense pursuant to art. 2 CoC, if a robot entered the excluded file. Provisions in national Crim-
inal codes sometimes do explicitly criminalise illegal access to data. This is the case in countries 
such as: Bulgaria (“access to the resources of a computer”), Croatia (“access to computer data or 
programs”) and the United Kingdom (“access to computer material”) (Picotti & Salvadori 2008, 11-
14). Other countries are true to art 2 CoC and criminalise illegal access to a system. These coun-
tries include Belgium (art. 550bis Penal Code) and The Netherlands (art. 138ab CC). Some coun-
tries do not criminalise access at all and only address the illegal use of data obtained after access-
ing a system. An example is the Czech Republic. 

Infringement of security measures 

From article 2 it can be derived that illegal access may be a crime, even if no security measures 
have been infringed; whether this is so, depends on the way in which this provision has been im-
plemented by the states that are party to the convention. In states where security measures are 
required, the mere ignoring of the robots.txt file does not give rise to illegal access in a criminal 
sense. The robots.txt file is a mere text file and does not physically prevent a robot from entering 
the site. The states requiring infringement of security measures include: Austria, Italy, Germany, 
Lithuania, Cyprus, Estonia and Rumania (Picotti & Salvadori 2008, 11-14). Other states do not re-
quire the infringement of a security measure. These states include: Belgium (Art. 550bis Penal 
Code), Bulgaria (Art. 319a New, SG 92/02), and The Netherlands (art. 138ab Sr). 
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 Explanatory report to the Convention on Cybercrime ETS 185, available at: 

http://conventions.coe.int/treaty/en/reports/html/185.htm . 
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Robot ‘without right’? 

Does access by a robot in spite of a robots exclusion protocol requesting not to do so constitute 
access without right? The explanatory memorandum of the convention states the following when 
discussing the term ‘without right’ in general (i.e. not specifically relating to art. 2 CoC): 

38. [ … ] The expression ‘without right’ derives its meaning from the context in which it is used. Thus, with-
out restricting how Parties may implement the concept in their domestic law, it may refer to conduct under-
taken without authority (whether legislative, executive, administrative, judicial, contractual or consensual) 
or conduct that is otherwise not covered by established legal defences, excuses, justifications or relevant 
principles under domestic law. [ … ] Furthermore, legitimate and common activities inherent in the design 
of networks, or legitimate and common operating or commercial practices should not be criminalised. [ … ] 

The explanatory memorandum at 47 and 48 discusses the meaning of without right in the specific 
context of art. 2 (illegal access): 

47. The act must also be committed ‘without right’. In addition to the explanation given above on this ex-
pression, it means that there is no criminalisation of the access authorised by the owner or other right 
holder of the system or part of it (such as for the purpose of authorised testing or protection of the comput-
er system concerned). Moreover, there is no criminalisation for accessing a computer system that permits 
free and open access by the public, as such access is “with right.” 

48. The application of specific technical tools may result in an access under Article 2, such as the access 
of a web page, directly or through hypertext links, including deep-links or the application of ‘cookies’ or 
‘bots’ to locate and retrieve information on behalf of communication. The application of such tools per se is 
not ‘without right’. The maintenance of a public web site implies consent by the web site-owner that it can 
be accessed by any other web-user. The application of standard tools provided for in the commonly ap-
plied communication protocols and programs, is not in itself ‘without right’, in particular where the 
rightholder of the accessed system can be considered to have accepted its application, e.g. in the case of 
‘cookies’ by not rejecting the initial instalment or not removing it.  

Whether access is without right is strongly dependent on the context. Access by a tool is without 
right if the rights holder cannot be considered to have accepted its application.4 A robots.txt file for-
bidding access to whole or part of the system is but one indication that the rights holder does not 
accept access to the specified areas by a robot. Somebody ‘manually’ visiting a website is not ad-
dressed by the robots.txt protocol and his access is not illegal.  

In the American case of Register.com Inc. v. Verio Inc.5 the use of a search robot was found 
to constitute unauthorized access because Register.com did not consent to Verio’s use of the robot 
and Verio was on notice of this fact. In the same vein, is the well-known decision in eBay Inc. v. 
Bidder’s Edge Inc. 100 F Supp 2d 1058, 1070 (ND Cal 2000). Hence, according to US law the 
owner of a computer system can legally withhold authorisation to (managers of) robots to enter 
their system, while allowing ‘manual access’ to the public. This does however not answer the ques-
tion whether robots.txt is an adequate means for conferring the declaration of the rights holder: is it 
sufficiently clear and conspicuous? With respect to clarity, the robots.txt file specifies what access 
the rights holder wants to forbid. An explanation of the instructions used is given on the robot-
stxt.org website. However the robots.txt protocol is somewhat limited in its vocabulary. The compli-

                                                
4
 Compare Clough 2010, 70. 

5
 126 F Supp 2d 238, 238-49 (SD NY 2000). 
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ance with a robots.txt file also raises questions. Respect for the instructions in the robots.txt file 
does require that the robot is programmed to look up the robots.txt file before entering a website 
and to act in conformity with the prohibitions specified in it. If a robot is not programmed to look for 
the file it simply enters the site or computer system without ever having seen the file. So basically, 
the user or programmer of a robot must anticipate that the robot can come across robots.txt files by 
inserting adequate code into the robot (viz. code that instructs the robot to look for possible ro-
bots.txt-files etc.). The question is whether every robot-programmer should take the robots.txt pro-
tocol in account when programming a robot. The robots-website has a list of 300+ robots that re-
spect the protocol.6 Large search engines, such as Google respect the protocol. Robots.txt has a 
certain de facto compliance with a large number of robots. As we saw above US law has accepted 
that the wishes of the proprietor should be complied with. However, the protocol lacks aformal sta-
tus. In the US cases, the proprietors next to using the protocol, also directly addressed the manag-
ers of the robots. 

Bots trespassing to chattels? 

In the US, owners of computers connected to the Internet finding the access and use by third par-
ties unacceptable have sued for trespass to chattels. The Second Restatement of Torts defines 
trespass to chattels as intentionally dispossessing another of the chattel or using or intermeddling 
with a chattel in the possession of another.7 A chattel is a movable property. Not each trespass is 
actionable. A trespass, even if not actionable, may be relevant for the relationship between the par-
ties. The possessor is for example allowed to use reasonable force to protect his chattel. Trespass 
to chattels is actionable under the following conditions:8 

One who commits a trespass to a chattel is subject to liability to the possessor of the chattel 
if, but only if, 

(a) he dispossesses the other of the chattel, or 
(b) the chattel is impaired as to its condition, quality, or value, or 
(c) the possessor is deprived of the use of the chattel for a substantial time, or 
(d) bodily harm is caused to the possessor, or harm is caused to some person or thing in 

which the possessor has a legally protected interest. 
An intermeddling with a chattel possessed by another is thus only actionable if it has caused dam-
age to the possessor. The action of trespass to chattels has led a quiet life for a long time. It has 
been given a new leash of life with its application to electronic communications and especially in 
the context of cyberspace. The key precedent case is Thrifty Tel. Inc v. Bezenek.910In this case, the 
                                                
6
 http://www.robotstxt.org/db.html. 

7
 Section 217 Restatement (2nd) of Torts. 

8
 Section 218 Restatement (2nd) of Torts. 

9
 Thrifty-Tel, Inc. v. Bezenek, 46 Cal.App.4th 1559. 

10
 A number of cases mention the ‘robots.txt’-protocol, but do not decide anything of interest to the topic of this arti-

cle. These cases include:  
� In Re Complaint of Judicial Misconduct, 575 F.3d 279 (2009), J.C. No. 03-08-90050, United States Court of 

Appeals, Third Circuit, June 5, 2009, available at: www.leagle.com . 
� In Re Hydroxycut Marketing and Sales Practices Litigation, United States District Court Southern District of 

California, CASE NO. 09md2087BTM (CAB),  
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California Appeals Court found that the use of a telephone service with the help of authorisation 
codes that were obtained by hacking constituted a trespass to chattels. This conclusion was 
reached in spite of the fact that there was no mechanical intermeddling with thrifty Tel’s telephone 
exchange system: mere electronic signals constituted the interference. This decision opened the 
road to apply the action in the context of cyberspace.A bot is nothing more than a program that is 
sent to a computerin the form of electronic signals. Application of trespass to chattels thus became 
likely after this ruling, as was later confirmed in eBay v. Bidder’s Edge (see below).  

In CompuServe v. Cyberpromotions, the latter party sent unsolicited e-mails to customers of 
ISP CompuServe. CompuServe notified Cyberpromotions that it forbade the latter’s use of its sys-
tem for bulk e-mail. Nevertheless, Cyberpromotions continued. The Ohio District Court found tres-
pass to chattels in that Cyberpromotions exceeded CompuServe’s consent to use its system for e-
mail purposes. It found damage in the following way:11 

To the extent that defendants’ multitudinous electronic mailings demand the disk space and 
drain the processing power of plaintiff's computer equipment, those resources are not available to 
serve CompuServe subscribers. Therefore, the value of that equipment to CompuServe is dimin-
ished even though it is not physically damaged by defendants' conduct. 

                                                                                                                                                            

� Netbula, LLC and Dongxiao Yue v. Chordiant Software, Inc., Steven R. Springsteel, and Derek P. Witte, No. 
C08-00019 JW (HRL), United States District Court for the Northern District of California, San Jose Division, 
available at: http://www.american-justice.org/upload/page/123/69/docket-187-order-on-IA-motion.pdf (order to 
disable a robot.txt [SIC] file in the context of discovery; the argument is no so much that access would be a 
breach, but more that access is easier with the file disabled).  

� Gordon Roy Parker v. YAHOO!, Inc., et al., No. 07-2757, United States District Court for the Eastern District 
of Pennsylvania, available at: http://docs.justia.com/cases/federal/district-
courts/pennsylvania/paedce/2:2007cv02757/231543/23/0.pdf?ts=1224870836 (not using a robots.txt protocol 
is instrumental in finding an implicit license barring a finding of direct copyright infringement). 

� Blake A. Field vs. GOOGLE Inc., NO. CV-S-04-0413-RCJ-LRL, United States District Court District of Neva-
da, available at: http://docs.justia.com/cases/federal/district-
courts/nevada/nvdce/2:2004cv00413/18321/64/0.pdf?ts=1187988878. The court finds inter alia: 

o The Internet industry has widely recognized the robots.txt file as a standard for controlling automat-
ed access to Web pages since 1994. 

o Estoppel: Second, Field remained silent regarding his unstated desire not to have “Cached” links 
provided to his Web site, and he intended for Google to rely on this silence. Field could have in-
formed Google not to provide “Cached” links by using a “no archive” meta-tag or by employing cer-
tain commands in robots.txt file. Instead, Field chose to remain silent knowing that Google would au-
tomatically interpret that silence as permission to display “Cached” links. 

o Second Fair Use Factor: Moreover, Field added a “robots.txt” file to his site to ensure that all search 
engines would include his Web site in their search listings. 

o Fourth Fair Use Factor: Notwithstanding Google’s long-standing display of “Cached” links and the 
well-known industry standard protocols for instructing search engines not to display them, the own-
ers of literally billions of Web pages choose to permit such links to be displayed. 

o Fifth Fair Use Factor: Google honors industry-standard protocols that site owners use to instruct 
search engines not to provide “Cached” links for the pages of their sites. See, e.g., Brougher Decl. 
18-22. Google also provides an explanation on its Web site of how to deploy these industry-
standard instructions, and provides an automated mechanism for promptly removing “Cached” links 
from Google’s search results if the links ever appear. 

� Kelly v. Arriba Soft Corp., Case No. SA CV 99-560 GLT[JW], United States District Court for the Central Dis-
trict of California, Southern Division 

o Only mentioned in a footnote: The parties argue at length about the possibility of blocking the Ditto 
crawler from a Web site by use of a "robots.txt" file or other methods. Defendant posted instructions 
on its Web site for blocking the Ditto crawler in March, after Plaintiff's images had already been in-
dexed. Plaintiff's Web sites have never used any of these blocking methods. 

11
 CompuServe, Inc. v. Cyber Promotions, Inc. 962 F. Supp. 1015 (S.D. Oh. 1997). 



Maurice Schellekens 

 180 

This case was not about bots, but in relevant aspects the case exhibits important similarities. From 
a distance, through electronic signals part of the capacity of a computer was claimed for a use that 
was more intensive than the computer proprietor may have catered for. This is alike those cases 
where a bot grazes through a website, absorbing relevant capacity of the system it is visiting. 
Whether the absorption of capacity is so intensive that the proprietor of the computer could claim 
damage as required for trespass to chattels may be a contentious issue, as we will see hereinafter 
in the eBay v. Bidder’s Edge case. Nevertheless, it is striking that in CompuServe v. Cyberpromo-
tions the value of the chattel is assessed as the value for the possessor, not as value on the mar-
ket. In the case of eBay v. Bidder’s Edge, the action of trespass to chattels has been applied to In-
ternet robots accessing the servers of online auctioneer eBay and consuming processor time.12 
Bidder’s Edge (hereinafter: BE) was an auction aggregation site that scraped the sites of online 
auctioneers in order to give a comprehensive overview of objects that were up for auction on the 
Internet. Bidder’s Edge’s bots also visited eBay’s website. eBay notified Bidder’s Edge that it for-
bade BE’s bots from entering its website and server and it tried to block the IP addresses from 
which BE operated. This did however not stop BE from having its bots enter eBay’s system, 
whereupon eBay sued for trespass to chattels. The most contentious issue proved to be the issue 
of damage. The court found as follows: 

Even if, as BE argues, its searches use only a small amount of eBay’s computer system capacity, BE has 
nonetheless deprived eBay of the ability to use that portion of its personal property for its own purposes. 
The law recognizes no such right to use another's personal property. Accordingly, BE’s actions appear to 
have caused injury to eBay and appear likely to continue to cause injury to eBay. If the court were to hold 
otherwise, it would likely encourage other auction aggregators to crawl the eBay site, potentially to the 
point of denying effective access to eBay’s customers. If preliminary injunctive relief were denied, and oth-
er aggregators began to crawl the eBay site, there appears to be little doubt that the load on eBay's com-
puter system would qualify as a substantial impairment of condition or value.  

The court apparently was not sure that BE’s actions in themselves were enough of an im-
pairment of the value or condition of eBay’s system to warrant a finding of trespass to chattels. 
Therefore, it saw itself forced into a slippery slope argumentation. In my view, it is not completely 
clear whether such a slippery slope in fact was a risk that eBay was exposed to. The court did not 
adduce any evidence for the likelihood of this slippery slope and later referred to it as a possibility. 
This does not take away that eventually, the court enjoined Biddder’s Edge from accessing eBay’s 
computer system or network using a bot. 

Another important limitation of trespass to chattels is that the damage should affect the pos-
session or value of the chattel. If the ‘trespass’ gives rise to other kinds of damage the action will 
fail. The issue of ‘other types of damage’ was reason to deny a finding of trespass to chattels in In-
tel v. Hamidi. In this case, a disgruntled ex-employee of Intel – Hamidi – approached current em-
ployees of Intel with his e-mails. Hamidi sent many mails and those e-mails distracted current em-
ployees of Intel to whom they were directed. Intel notified Hamidi to stop, but Hamidi disregarded 
the notification. Intel sued for trespass to chattels, but it did not prevail at the California Supreme 
Court: 13 

                                                
12

 eBay v. Bidder's Edge, 100 F.Supp.2d 1058 (N.D. Cal. 2000) 
13

 Intel Corp. v. Hamidi, 30 Cal. 4th 1342 (2003).  
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Intel's claim fails not because e-mail transmitted through the Internet enjoys unique immunity, but because 
the trespass to chattels tort … may not, in California, be proved without evidence of an injury to the plain-
tiff's personal property or legal interest therein. … In the present case, the claimed injury is located in the 
disruption or distraction caused to recipients by the contents of the e-mail message an injury entirely sepa-
rate from, and not directly affecting, the possession or value of personal property. 

Intel v. Hamidi was not a case concerning bots. But the requirement that damage concerns the 
chattel is a general requirement. Intel v. Hamidi does not give reason to believe that the way in 
which the damage was caused (by man or by machine?) would be material to the issue of the type 
of damage caused. The issue of what type of damage occurs is however relevant to the ability to 
act against bots on the basis of ‘trespass to chattels’. As indicated in the introduction, there are 
various reasons for disallowing bots access to a computer system. Some of them concern the 
computer itself (bandwidth), whereas other reasons do not relate to the computer at all (e.g. en-
dorsement). So the action of trespass to chattels would be useful only in a limited subset of cases. 
Trespass to chattels can be found where the chattel is a computer system and the trespass is 
committed electronically from a distance with the help of a network. The most contentious issue is 
the element of damage.14 Under what circumstances is there damage of a type and substantiality 
that is sufficient to warrant a finding of trespass to chattels? The claim that robots lay on the capac-
ity of the computer system may not be substantial enough to cause an impairment of the function-
ing of the system. The pain is often in other types of damage, such as distraction of employees or 
damage by free riding competitors. But that type of damage is not relevant under the action of 
trespass to chattels.  

Evaluation of access by Internet robots 

The paper deals with computer systems that – even though private property - are opened up for 
the public. Contents stored on the computer system are thus made accessible/available to the pub-
lic. The issue is under what conditions access, searching copying and downloading of content from 
such open sources should be allowed if it is performed by using a special technology: the (ro)bot. 
This question is not triggered because the mentioned actions are intrinsically objectionable if per-
formed by a robot. On the contrary, in themselves such robot actions are not morally reprehensible 
at all. Only under additional circumstances, there may be arguments to disallow such actions. The-
se arguments concern the proprietor and may be private arguments of the proprietor of the com-
puter or the arguments may relate to public policy. Above we saw that private arguments may have 
to do with the computer system that the robot enters, they may have to do with the data that are 
harvested or they may have to do with the relation between the proprietor and an aggregator. But 
there is also general interest in disallowing robot actions. The Internet is a network of computers. 
Connection of computers to the Internet gives rise to network effects. The same holds for the addi-
tion of new data or information to the internet. With every computer and website added to the In-
ternet the utility of the Internet rises for everybody already connected to the Internet. The person 
adding a new computer or website to the Internet thus provides society with a positive externality 

                                                
14

 There is a case in which a claim to trespass to chattels was denied because it was pre-empted by federal law. 
See Diokno (2007). 
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(Short 2004, 86). As classical economic theory predicts positive externalities run the risk of being 
underproduced (Liebowitz & Margolis 1994, 134). In the absence of property rights, the person de-
ciding to connect his computer to the Internet does not reap all the benefits of his decision to con-
nect. eBay would for example have been unable to capture the benefit Bidder’s Edge enjoyed from 
scraping its server. A property right in the computer system allows internalisation of the positive 
social effects. If the underproduction, predicted by this argumentation, becomes reality there are 
policy reasons to make connection of a computer to the network attractive, for example by giving 
the proprietor ample room to determine the conditions under which third parties are allowed to ac-
cess and use the networked computer. 

Obviously, questions about robotic activities as discussed here are not solely revolving 
around the interests of the proprietor. The aggregators may have respectable interests in gaining 
robotic access to the system as well. Private interests concern e.g. services that can be offered on 
the basis of data freely available on the internet. There are also public policy reasons to support 
the aggregator in this. Society as a whole may benefit from the new services. Moreover, it can be 
questioned to what extent the lesson from the classical economic theory about externalities should 
be determinative for the access we want to allow to networked computers (Liebowitz & Margolis 
1994, 140). At present, no company, organisation or even private person can afford to stay away 
from the Internet. Every company or organisation needs to have a website or other presence on 
the Internet. In other words, there is enough exogenous stimulation for connecting up to the Inter-
net. The expectation that connection of a computer to the Internet, being an externality, is under-
produced may not hold or only be true to a limited extent. If Internet presence is indeed ‘socially 
mandatory’ measures by which a proprietor restricts the access and use that third parties have of 
his computer may actually diminish network effects. Aggregators offer for example services for 
which a potential demand under consumers exists. Disallowing aggregators’ access may have the 
effect that desirable services cannot be offered because rights holders acting in their individual in-
terest block them. Hence, there could be a policy reason to be reticent with legal vindication of re-
strictions on the use that third parties can make of a connected computer or the data it contains.  

Intermediate conclusion: the law should cater for both the interests of the proprietor of a con-
nected system and the aggregator. The question is whether the law should give preference to one 
interest over the other at all. Hereinafter, the specification of a regulatory intervention is further cir-
cumscribed. 

This paper does not concern content that is behind lock and barrel, in the sense that it is 
physically impossible to access the content. After all, a robots.txt protocol can be ignored. This is a 
circumstance different from and to be distinguished from the fact that the computer system is 
opened up for the public. The latter concerns the abstract decision about who to allow into the 
computer. The former concerns the technology by which the abstract decision is enforced or to say 
it differently, how compliance is ensured. 

This paper is also not concerned with the situation in which the data available from the com-
puter system are protected by copyright. In such a situation, the resolution of the dispute tends to 
be dominated by copyright considerations and is the robots.txt protocol reduced to a minor circum-
stance under which a possible copyright infringement takes place. 
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The nature and the extent of the problem 

That the law should be receptive to interests of both sides, as stated above, does of course not 
take away that the interests are not identical and that their divergence may develop into a dispute. 
However, a difference of interest does not necessarily mean that there is a clash between the in-
terests and values of some party and those of another party. The difference in interest may merely 
amount to a coordination problem, i.e. there is a problem for which a solution exists that hurts none 
of the parties. Finding the solution only requires coordination between the parties. Sometimes a 
technical aid can help provide the needed coordination. This seems to be predominantly the case 
with problems relating to the computer system and those relating to information. Examples are ro-
bots.txt protocols specifying a measure of intensity with which robots may use the computer, e.g. 
there must a specified number of hours or minutes between consecutive robotic searches of a 
server. Another example is provided by metatags that specify on data (as opposed to server) level 
what information may be indexed or copied. In other cases coordination may require some sort of 
agreement between parties. An agreement could be reached between the parties for example on 
how the harvesting party will present the harvested data, with a view to avoid that the public makes 
an inference of endorsement by the ‘proprietor’ of the data. 

Intermediate conclusion 

In many instances, coordination may bring a solution that is acceptable for both parties. Regulation 
should give ample room for finding a solution through coordination. The law should set parties up 
to first try and see whether the conflict can be resolved by coordination. In fact, coordination may 
be the best way to resolve the majority of cases. The ideal solution is one that is self-establishing. 
If you have to resort to court the solution is too cumbersome  

Specification of an ideal legal regime 

So given a situation that is specified as above, what would be an ideal way to regulate robotic ac-
cess to connected computer systems?  

An approach whereby the property argument is decisive appears to be a bad fit. The cases 
that we discuss do not involve the object of property (the computer system) being taken away. It 
merely concerns the modalities of use of the property in a situation where the proprietor has made 
it – completely or partly - available for public use. Complete discretion on the basis of property also 
appears to make the positions of the parties uneven. The proprietor is in strong position and can 
enforce a simple solution that is favourable for him, without bothering too much about the interests 
of the weaker party. Why would he incur the transaction costs of negotiation for a more balanced 
solution? In other words, transaction costs prevent coordination from taking place. 

Specific legal rules governing undesirable uses of such public property could come some 
way. Such rules however do exhibit certain shortcomings when put to this use. Above we saw that 
the types of situation in which the need for such a rule is triggered are diverse. Relevant interests 
may concern the computer itself, the data stored on it or it may concern the relation between the 
proprietor and a third party. Devising specific rules for each and every situation may lead to a 
strong expansion of the body of rules. The question is whether such formalisation would be an ad-
equate answer to the issues at hand. The rules may be too rigid for many situations that can de-
velop in an online environment. Further formalisation may lead to less coordination and more en-
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trenchment of legal positions. If the rules were an exact fit for situations such may not be a prob-
lem, but given the dynamics of the internet, new situations would probably soon develop for which 
the rules are not an adequate fit.  

Given that proprietor has made the object available and that coordination is an important el-
ement in resolution, an approach based on specific rules appears to be inadequate. Also an ap-
proach whereby the property argument is decisive appears to be inadequate. 

There is a need for an open norm that is flexible, can be tailored to the situation at hand, 
does as little as possible create a presumption in favour of one party or the other, allows for legal 
development and has ample room for a balancing of interests.  

In this balancing exercise, a proportionality test and perhaps a subsidiarity test are relevant. 
A proportionality test basically compares the benefits and harms of the litigious non-compliance 
with robots.txt. It does not compare scenarios with each other but just concentrates on the merits 
of one scenario. Its individual steps comprise: 

- What are the benefits of the litigious non-compliance with robots.txt? What weight can 
be accorded to them?  

- What harm does non-compliance cause? What weight should be accorded to that?  
- What is the result of comparing the benefits and harms and their respective weights? 

In addition, a subsidiarity test may be needed. Even if the litigious non-compliance with robots.txt is 
proportional, this does not necessarily mean that the best or optimal solution has been found. It 
may for example be possible to coordinate as described above. Subsidiarity allows for a compari-
son of scenarios, including scenarios involving coordination. 

How do the described regimes fare? 

Given the outline of ideal regulation as described in the previous section, how do the two regimes 
described above fare? Compared to the benchmark set above, an action based on trespass to 
chattels exhibits some shortcomings. The action only allows taking the direct property interest in 
the computer into account, not (or only to a lesser extent) other interests of the proprietor, such as 
interests in the data stored on the computer or interests of the proprietor concerning the relation 
with third parties. In eBay v. Bidder’s Edge, this property interest is accorded much and perhaps 
too much weight. The benefits accrued by the aggregator and the public at large can hardly be 
taken into account. Taking these interests into account would require creative interpretation. For 
example, if there is a large benefit in allowing access a court may be more reticent in finding harm 
done to the proprietor. This may go some way in accommodating the interests of the aggregator or 
the public at large, but remains a somewhat twisted and forced solution, with its own limitations. A 
court is not completely at liberty in the determination of the harm done to the proprietor. It will have 
to come up with a reasonable assessment of the harm done.  

How does art. 2 CoC and the national criminal provisions based on it fare? The element 
‘without right’ allows for many circumstances to be taken into account. However, circumstances in-
dicating consent to or forbidding access probably play a greater role than other circumstances. On 
the one hand, the specifications of a robot.txt protocol may make clear that certain robots are not 
welcome. On the other hand, the robots.txt protocol may not be seen by a robot and it lacks an of-
ficial status. This may in combination with the fact that the server has been opened up to the public 
and access by robot is a fairly usual action in a computer network lead to the conclusion that there 
is no access ‘without right’. So circumstances relating to consent or a bar allow for different out-
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comes. Flexibility in deciding is however somewhat hampered, because in the long run, the case 
law will have to settle on the issue of the status of the robots.txt protocol. It is also not completely 
clear whether other circumstances (the aggregator offers a service of great value to society, while 
the proprietor is hardly affected in his interests) can overrule a robots.txt protocol clearly denying 
access to the robot of the aggregator. Also, it is not clear that art. 2 CoC or provisions based on it 
allow for coordination. It is rather likely that a criminal prosecution troubles the relation between 
parties so much that a coming together in order to coordinate is no longer very likely. 

Intermediate conclusion: both regimes described above exhibit important shortcomings when 
tested against the ideas we developed above about an ideal regime for regulating robotic access to 
open computers. 

What kind of regime would be ideal? 

The shortcomings of the existing regimes can be summarised by saying that they only to a limited 
extent allow taking all the relevant circumstances or factors into account. Also there seems to be 
bias in which some circumstances are more self-evident to consider than other circumstances. 
Those other circumstances only in a cumbersome way can be drawn into the equation. One may 
argue that a certain bias is inevitable because the property in the computer system places the pro-
prietor in a relatively strong position. That is the necessary consequence of the importance the law 
attaches to property. However, it seems to me that there is something to gain. A property based 
system that allows for adequate consideration of various circumstances has been seen before. 
More concretely, I think of the (formal structure of the) fair use exception in US copyright. Under 
the fair use exception somebody may use a copyrighted work in a way that is relevant under the 
exclusive rights of the holder of the pertinent copyright. Nevertheless, this use may take place 
without permission of the rightholder if it constitutes a fair use. In order to establish whether there is 
a fair use a number of specified factors is evaluated. The factors considered are: (1) the purpose 
and character of the use, including whether such use is of a commercial nature or is for non-profit 
educational purposes; (2) the nature of the copyrighted work; (3) the amount and substantiality of 
the portion used in relation to the copyrighted work as a whole; and (4) the effect of the use upon 
the potential market for or value of the copyrighted work. Of course, these very same factors can-
not be used for the issues discussed in this paper. But the first factor clearly shows that values and 
interests of others than the copyright holder are explicitly considered. The other three factors seem 
to focus on the harm done to the proprietor or the lack of it. Different aspects of the harm done are 
elicited and harm seems to be slightly more prominent present in the test than the benefits of the 
potential fair use. All in all, the fair use test appears to be a proportionality test that allows for all in-
terests to be taken into account. The subsidiarity element is not explicitly present. It is only the 
course of action of the party appealing to the fair use exception that is considered. An investigation 
in the presence of less burdening alternatives is not demanded by the fair use exception. 

Given the outline we made above for a regulation addressing robotic access disputes, a rule 
comparable to the fair use test would form a promising candidate. It would be flexible enough to al-
low for the different interests and values to be taken into account. However, it may be argued that 
this flexibility has a downside. There would be a certain risk that outcomes are not predictable at 
first: how will courts weigh the different factors? The question however is whether uncertainty 
about court decisions actually is a risk. The uncertainty has a positive effect in that it will force par-
ties to reflect upon the strength of their arguments instead of reflection on the strength of their 
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rights. The self-assessment may make parties willing to solve problems amicably and to look for al-
ternatives that by way of coordination are acceptable to both parties.  

Would it be possible to have a test based on factors for the disputes discussed in this article? 
Obviously, other factors are needed than those used for the fair use test. I wonder whether the 
steps identified above would do: What are the benefits of the litigious non-compliance with ro-
bots.txt? What weight can be accorded to them?  What harm does non-compliance cause? What 
weight should be accorded to that? What is the result of comparing the benefits and harms and 
their respective weights? These factors are superficially less specific than these used in the fair 
use test. The question however is whether the difference is that big in practice. Moreover, I think 
that the disputes addressed by them are also less uniform and therefore the factor should also be 
a little less specific.  

A second issue is the subsidiarity test. The fair use test does not include subsidiarity. I doubt 
whether subsidiarity should be included explicitly. The reason is that it is not up to a court or other 
arbiter to come up with alternatives. Where the possibility of an alternative seems real a court may 
have procedural means to invite parties to try and find an amicable compromise. If parties do not 
arrive at such a compromise and such result is attributable to the unreasonable attitude of one of 
the parties the court may find against this party, thus increasing the pressure on this party to revisit 
the possibility of coordination. As said above, the focus on real arguments anyway guides parties 
towards coordination, even before a court or arbiter is in sight. So, subsidiarity is important but may 
be difficult to incorporate explicitly in a test. Furthermore, there are other more implicit means to 
stimulate coordination. 
Finally, does such a test fit a legal system such as the US legal system? This is a question that will 
not be explored here in depth. What can be said is that the test is based on the fair use test that is 
long since part of US law; the pre-existing common law was codified in 1976. So the test is not an-
tithetical to US law. The only question would be where to put such a test in legalisation if at all. 
Perhaps such a test could start life as an instrument of common law and be incorporated in stat-
utes once it has matured. Such would be much the same way that the fair use test developed. This 
test also once started life as a construct of common law. 

Conclusion 

Access to websites by robots is a contentious issue. Access contributes to positive network effects. 
Innovators can build new innovative services on the data that can be made available through bot-
access to servers. But a site owner may also have legitimate interests in not allowing access by 
robots. These interests may focus on the hardware, such as use of bandwidth, the data stored 
thereon, such as time critical information, or on the relation of the proprietor and the aggregator 
(the former may be perceived to endorse the latter’s activities). The proprietor can de facto regu-
late access by bots through robots.txt protocols. Should the law vindicate this protocol? Two legal 
actions to vindicate a prohibition of access were described: the criminal act of unauthorised access 
as found in art. 2 Convention on Cybercrime of the Council of Europe and the US civil action of 
trespass to chattels. The question was asked whether these actions provided an adequate frame-
work to judge these questions. Based on the characteristics of the problem at hand, a number of 
desirable characteristics for an ideal form of regulation were identified. It was found that both types 
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of action were lacking. An action loosely based on the structure of the fair use exception in US 
copyright law was found to provide a better context for addressing these disputes.  
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Abstract Attribute-based credentials are cryptographically secured carriers of properties that hold 
for a particular individual. They are the basic building blocks of many upcoming privacy-enhancing 
technologies and user-centric identity management systems. There are a number of limitations and 
requirements besides security and privacy, such as usability and efficiency, that have to be taken 
into account when designing specific credentials in practice. This paper elaborates several realistic 
on-line and off-line use cases in attribute-based identity management; moreover, it identifies and 
analyses some of the design issues that require a decision or solution. It provides the most im-
portant credential design principles and also shows how setting up an attribute-based credential 
system formalises identity relationships in society. 
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Introduction 

Authorisation requires authentication: before letting someone do or use something, it must be 
clear that this person is actually allowed to do so. Traditionally, authentication is understood 
as proof of identity, for instance, by means of a password or an identity document. But pre-
cisely identifying people, using uniquely identifying numbers and names – such as a social 
security number (SSN), credit card or bank account number – is often overkill. In many situa-
tions it suffices to know some attribute (property) of a person in order to authorise a transac-
tion. If a hairdresser offers a cheap haircut to students, it is not necessary, or even desirable, 
that the hairdresser learns a (uniquely identifying) student number as part of the proof of 
‘studentship’. Similarly, buying an alcoholic drink only requires a proof that the buyer is above 
a certain age limit (16, 18, or 21). Attribute-based authentication aims to provide a mecha-
nism for precisely doing this: allowing transactions on the basis of those attributes, which are 
required for the transaction. The main advantages are: 

- it is privacy-friendly, in the sense that it is based on the idea of data minimisation 

and that it provides unlinkability among user transactions; 

- it offers protection against identity fraud: if one's identity is not involved in a 

transaction, it cannot be stolen; 

- it provides a new, more flexible approach in identity management and 

authentication, in particular, an approach that is based on attributes instead of 

unique identities. 

                                                
1
 Supported by the research program Sentinels as project ‘Mobile IDM’ (10522). 



Gergely Alpár & Bart Jacobs 

 190 

Attribute-based authentication is not new. Attribute certificates [10] were defined in the X.509 
stack over a decade ago. They enable authentication that does not require identification; e.g., 
role-based access or proof of membership. However, they are (1) linkable (each transaction 
is linked to the same public key) and (2) transferable (delegateable). Attributes in the context 
of attribute-based credentials and in this paper are different; they provide security, unlinkabil-
ity, and untransferability simultaneously (see details about security and privacy properties in 
the next section). Cryptographic techniques that enable secure and privacy-friendly attribute-
based authentication have also been around for more than a decade; see [4, 7, 8, 14]. But 
what is new is that the latest generation of smart cards is powerful enough to perform the re-
quired (non-trivial) cryptographic operations in an adequately efficient manner. Hence only 
now we see efforts to actually deploy attributes in practice. This paper is based on the expe-
riences in one such deployment in the course of a pilot project, namely the IRMA project2 in 
The Netherlands. It relies on the Idemix technology [13] and uses personal smart cards as 
carriers of credentials and attributes—see the next section for more details. Getting attribute 
technology up-and-running brings us into largely unexplored territory that poses a multitude 
of technical and organisational challenges. But it also leads to new (research) questions and 
forces us to think deeper and more systematically about the technology and its implications. 
As its main contribution, the current paper explores these matters. It concentrates on the is-
sues that arise regarding the organisation of multiple attributes and of the dependencies be-
tween them, and on the decisions that need to be made to make these cryptographic tech-
niques and their implementation practical while preserving their advanced properties. Many 
other interesting topics are out of scope, like the underlying cryptography [7, 8], the smart 
card technicalities, or a detailed security analysis. 

To the best of our knowledge, there are two other pilot projects in the context of attrib-
ute-based credentials. Both of them – a Swedish and a Greek pilot – are carried out by the 
EU-sponsored ABC4Trust project [6]. The Swedish pilot [3] gives anonymous access for el-
ementary school pupils to on-line resources (e.g., chat room), while the Greek pilot [1] ena-
bles university students to evaluate lectures anonymously. In both cases eligibility and priva-
cy are of primary importance. Although our pilot uses the same underlying technology, the 
objective of our research is more general as we investigate a broad variety of attributes and 
applications. The kinds of challenges investigated in this paper are absent in the ABC4Trust 
pilots since each of these focuses on a single context. 

One may view an individual’s identity as the collection of all attributes that hold for 
him/her. We can imagine that using a personal smart card, people manage dozens of attrib-
utes for various authentication goals, determined by the organisations that they interact with. 
Given that there are many dependencies between all these attributes, the question of how to 
organise them in a logical/coherent and intuitive manner is non-trivial and not free from poli-
tics (information is power). This is the main topic of this paper. We make the various issues 
explicit that we came across in the context of our pilot project and explain the choices we 
have made. This is certainly relevant beyond this particular project. 

                                                
2
 See http://irmacard.org, where IRMA is an abbreviation for: I Reveal My Attributes. 
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Technical Background 

Technically, digital credentials, containing attributes, form a coherent unit. In our discussion, 
however, attributes play a more important role conceptually. We can simplify it and say that 
credentials are issued and attributes are shown. In this section we describe some abstract 
technical details of the technology, the participants, and our implementation. 

Attributes – In the current context, an attribute is some property of or a piece of data about a 
person that some party (most often some authority) attested to. We briefly elaborate. 

Some attributes are identifying and some are non-identifying, i.e., some attributes hold 
for a single individual (in a particular context) whereas other attributes hold for many people. 
For instance, the attribute ‘male’ is in general not identifying, but the attribute ‘bank account 
is …’ identifies the (sole) holder of the account. The phrase ‘anonymous credential system’ is 
often used in the literature for systems like U-Prove and Idemix, but in the current context at-
tributes need not be anonymous (non-identifying).  

What is important is that for a particular individual, an attribute either holds or not, at a 
particular point in time. So, for instance, the attribute ‘under 18’ may hold now for my son, but 
may no longer hold next year: the validity of personal attributes is time-dependent. 

In this context it is assumed that there is some authority that can decide whether attrib-
ute A holds for person P at time t, and that this authority is willing to provide this attribute to P 
with its digital signature. For instance, my bank can digitally sign the statement what my bank 
account is at this moment, and provide the result in a credential to me. In some cases it is 
obvious for a given attribute which authority is in the best position to issue it in a credential: 
my bank is most authoritative when it comes to my bank account. But in other cases there 
may be multiple authorities. An example might be my address attribute, which can be provid-
ed either by the municipal authorities or, for example, by the postal service. We return to this 
matter later on. 

Part of such a digital signature on an attribute is usually an expiration date. The expira-
tion date may be necessary because the attribute may no longer hold after some time (like 
for ‘under 18’). But expiration may also be used to limit the usage period of an attribute. For 
instance, the signature on the attribute containing my home address may expire after a year 
in order to ensure that it is reasonably fresh (and thus accurate). 

Credentials – A credential, in the context of this paper, is a cryptographic container for at-
tributes. It is digitally signed by a trusted party, the issuer (see more details below). This digi-
tal signature provides certainty about the validity of the attributes within the credential and al-
so about the fact that they have not been changed since issuance. Furthermore, credentials 
hide the attributes; so, seeing a credential, one cannot deduce any information about the at-
tribute values in it. The structure of a credential (i.e. the semantics and types of attributes in 
it), unlike its content, is public. This enables a card-holder and a verifier to select the appro-
priate credential(s) for a certain scenario (see example scenarios in Section ‘use cases’). 

Anonymous credentials were already proposed over 25 years ago by David Chaum [9]. 
They enable individuals to authenticate without identification and to perform unlinkable ac-
tions. Stefan Brands [4] suggested practical and efficient cryptographic protocols for imple-
menting digital credentials that include multiple attributes. Recently, this notion was renamed 
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to attribute-based credentials (ABCs). An ABC may contain several attributes that can be 
shown independently of one another. Brands’ protocols belong now to Microsoft and is incor-
porated in their U-Prove technology [5, 12] and replace Microsoft’s earlier Windows Card-
Space approach. Jan Camenisch and Anna Lysyanskaya [7, 8] proposed another technology 
for attribute-based credentials, using zero-knowledge proofs. These schemes are now col-
lected in IBM’s Idemix [13]. ABC4Trust [6] aims to create a common architecture for these 
technologies.  

Our pilot project uses an efficient smart card implementation of Idemix; but conceptual-
ly it could also use the U-Prove technology. A smart card may contain dozens of credentials, 
each with multiple attributes. In a particular attribute-based authentication proof, any subset 
of attributes in a single credential may be revealed, without revealing the remaining attrib-
utes. This is called selective disclosure. Also, several attributes from different credentials 
may be revealed, like ‘over 21’ and ‘Student’. 

Within the context of this project at most four attributes are grouped together in a cre-
dential, see Figure 1. The number four is chosen pragmatically, mainly for implementation 
reasons, but other reasons turn out to support this choice. On the one hand, having many at-
tributes in one credential means that if only one attribute is revealed, all the others remain 
hidden. Hiding more attributes requires more time, and thus reduces the performance. On 
the other hand, the number four seems to be reasonable to form a coherent set of attributes, 
issued jointly by a single authority. 

All credentials are required to contain two additional basic attributes. First, an expiry 
date has to be determined at issuance, and it is included as an attribute applying to the 
whole credential. When the credential is verified, the expiry date can be revealed to confirm 
validity. Second, each user has a master secret key, stored in the smart card’s secure stor-
age, which is also incorporated – technically, like an attribute –, in all credentials. 

 

 
Figure 1: The structure of an attribute-based credential with two reserved and four ‘free’ attributes. 

Roles – In attribute-based identity management we distinguish the following roles.  
1. Users are people who own a smart card that holds valid attributes; validity means that 

the attributes on the card are valid for the card-holder (and are not expired). 

2. Issuers are the authorities that sign credentials with attributes and provide them to 

Users. For instance, citizen registration authorities are the obvious issuers of ‘over 18’ 
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attributes (and of many other attributes as well) and banks are authoritative issuers of 

bank account number attributes.  

3. Verifiers (also called relying parties) are the parties that verify a subset of the availa-

ble attributes on a card in order to authorise a transaction. An example verifier is a 

website that wants to verify the attribute ‘over 18’ before it allows me to view a certain 

video online. 

4. The scheme manager is an independent, non-profit organisation that sets the rules 

for the different parties (users, issuers and verifiers) and is responsible for the software 

and smart card management. Of course, these roles can be split up and assigned to 

different organisations, but that is not so relevant for the current discussion.  

Security and privacy properties – Attribute-based credentials are assumed to provide the 
following security properties. (1) The issuer’s digital signature ensures authenticity: the cre-
dential originates from the issuer, and this issuer assures that the attributes hold for the per-
son. (2) This signature also guarantees integrity: the attributes contained in the credential 
have not been changed since they have been issued. (3) A credential is non-transferable as 
it is bound to the card of the person involved in the issuing protocol.  

Furthermore, an attribute-based credential protects the privacy of its owner by the fol-
lowing cryptographic properties. (a) A credential hides its content, so it does not reveal the 
attributes that it contains. (b) Issuer unlinkability assures that any information gathered during 
issuing cannot be used to link the credential when it is shown. (c) Multi-show unlinkability 
guarantees that when a credential is shown multiple times, these sessions cannot be linked. 
The privacy of users is protected by both of these unlinkability properties even if the creden-
tial issuer and all verifiers collude. 

Implementation used in this pilot – In this paper we rely on technical assumptions from the 
pilot project that we are working on. We make these assumptions explicit.  

1. The smart cards are MULTOS cards3, because they provide relatively easy access to crypto-

graphic primitives. The cards communicate via a wireless interface. Preferably, card readers 

are used that have a (secure) PIN pad. In the (near) future, widely employed card readers will 

probably be NFC enabled smart phones and tablets. 

2. Attributes are stored on smart cards in credentials; each credential can store up to four attrib-

utes, which are collectively issued (and signed) by one issuer. Hence, one design criterion for 

the contents of credentials is that all the attributes involved should fall under the responsibility 

of a single issuer. 

3. Selective disclosure is an essential functionality. The verification of one or more attributes from 

the same credential can be done rather efficiently, taking on average in the order of one se-
                                                
3
 http://www.multos.com 
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cond4. Verification of multiple attributes from multiple credentials is also possible (within one 

session), but then the verification times add up, proportional to the number of credentials. 

4. Issuing takes place per credential (and not per attribute) and is rather slow: in the order of 3 to 

4 seconds. Typically, issuing is done either during a physical session (e.g., at the town hall) or 

online at a device that the user trusts (e.g., a personal tablet or a home PC). 

As a result, attributes are appropriate for rather static scenarios, and not for dynamic scenarios, 

such as an electronic purse, where the monetary value on the card is stored as an attribute: 

spending money would involve both verification (of the old amount, before paying) and re-

issuing (the new amount, after paying). This is simply too slow with the current smart card tech-

nology. 

5. Users have a ‘card management’ environment at their PC or other device, in which they have 

read/delete/update access to all the data on the card. Within this environment they can see de-

pendencies (in tree-form, like in Figure 2) and inspect access logs. Furthermore, users can de-

lete credentials or initiate to update them. 

6. The whole process in relation to attributes and credentials takes place using open standards 

(and to a large extent even via open source software). This means that, in principle, every or-

ganisation or individual can use the same card for their own purpose, by issuing and verifying 

their own attributes. However, the scheme manager controls access to the cards (see also in 

Section ‘Problems and decisions’). This happens by special certificates that terminals need to 

have before cards are willing to communicate with them. The role of the scheme manager en-

forces a certain level of consistency among issuers and verifiers and (thereby) protects the 

cardholders.  

Use Cases 

This section gives an informal description of some of the use cases that we foresee for at-
tribute-based authentication. As the current discussion considers attributes of a wide variety, 
we let attributes be non-identifying as well as identifying. We do not address however the 
problem of attribute semantics or anonymity sets in different scopes. While ABCs were origi-
nally devised for anonymous applications, we are convinced that they provide many more 
usage and application opportunities with (partly) identifying attributes. The use cases de-
scribed shortly below form the basis for some further discussion of issues analysed in Sec-
tion ‘Problems and decisions’. 

Age bounds –The attribute that is most needed now is probably the minimal-age attribute, 
like ‘over 18’. It will be useful for many online and offline transactions, such as buying/playing 
(violent) games, alcoholic drinks, cigarettes, (certain) movies or books, online gambling, etc. 
                                                
4
 This one second is good enough for verifications online or offline, say in a shop, but too slow for entrance 

control like in public transport; in such cases the required maximal transaction time is typically 0.3 second. 
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Analogously, one may form maximal-age attributes, like ‘under 15’. They may be used to 
regulate access to certain chat rooms, which are set up exclusively for minors. 

Within the Idemix context there are ‘interval proofs’ which make it possible to derive 
these minimal- and maximal-age attributes from the date of birth. Such proofs are computa-
tionally rather expensive and are (currently) not included in this project. Instead, minimal-age 
and maximal-age credentials are foreseen consisting of the form:  

 
The most authoritative issuers for such credentials are local or national authorities, using 
their citizen registration database. 

Citizen Identity  Your identity as citizen may be organised in three credentials:  

 
As before, public authorities are the most authoritative source to issue such credentials. Re-
call that each of these attributes can be used separately in authentication. But also combina-
tions of these (and other) attributes are possible. 

Loyalty Cards and Pseudonyms –Shops, or other commercial organisations such as air-
lines, like to build a relationship with their customers using loyalty cards, giving them selected 
benefits when they have accumulated enough loyalty points. Applying such cards, these 
shops can keep track of who purchases what and this allows 
them to build up detailed profiles of their customers. In prac-
tice, each chain of shops issues its own (virtual) loyalty card. 
This is no longer needed with an open card, since each chain 
can add its own loyalty credential to it. 

The customer number in the credential acts as a key for 
a database entry in the back office that contains the actual 
purchase history of the customer (cardholder). On the basis of this history, a customer may 
reach a certain status, like bronze/silver/gold. In each shopping situation the customer may 
be offered the option to buy anonymously, using only the status attribute to get certain bene-
fits, or to buy non-anonymously using also the customer number. Only in the latter case, the 
purchase is added to the personal history (in the back office) and contributes to the status 
build-up. The remaining two attributes, written as ‘…’, are left open and can be used for other 
customer relationship management (CRM) purposes. They can also be left empty (blank). 
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A cardholder may use his/her card with this credential offline, in a ‘brick and mortar’ shop. 
But it can also be used online, to purchase something, or to access an overview of the card-
holder’s purchase history and, possibly, to update the status attributes. For these purposes, 
the loyalty number attribute is sufficient as authentication. Of course name & gender are nice 
to have for communication purposes, but they need not be the real ones. An address creden-
tial may be required in case of delivery. It can be verified per transaction, and need not be 
stored centrally. 

Such customer numbers in credentials may thus be used as pseudonyms, one for each 
commercial relationship (with shops X, Y, Z, etc.). There is a potential privacy risk when 
many commercial organisations decide to cooperate and use one number for all of them. In 
this way they can profile customers across different organisations, a bit like it is done now via 
third party cookies or device fingerprinting. Such broad commercial use of a single pseudo-
nym, possibly at a national level, may be forbidden by the scheme manager and/or by the 
relevant data protection authority. 

Medical information – In a medical context one can envisage attributes for patients and for 
medical staff. Patients can carry for instance credentials with attributes containing essential 
personal medical information in a micro-dossier, see the first two credentials below. Medical 
staff can use credentials that describe their medical role and access rights to patient files, as 
suggested in:  

 
The first two credentials may be issued by health authorities (hospitals, or even general prac-
titioners). They are useful in medical emergency situations, like after an accident. The last 
credential falls under the responsibility of health staff registration authorities. The ‘position’ 
attribute typically determines access right to medical records, such as: doctors may both 
read and write, but nurses may only read. For accountability, the registration number should 
be used in each such transaction in order to monitor who accesses which file. 

At this stage, it becomes clear that designing the content of credentials is not entirely 
trivial, and requires knowledge of the relevant domain of use. Another thing to note is that the 
names of the cardholder are not included in these credentials. For now it suffices to say that 
the name occurs in a Name credential, so there is no need to repeat it. But this ‘overlap’ mat-
ter will be discussed further below. 

Access control and role/claim-based access control – Within one company/organisation 
X, a credential can be designed for specific access rights, roles, positions, etc., as suggested 
in:  
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Issuing a mobile phone number credential So far we have concentrated mostly on the 
contents of credentials. We now look at how the issuing of credentials might work. Suppose 
you wish to obtain a credential containing your mobile phone number. The obvious issuer is 
your mobile network operator (MNO). The issuing procedure might work via the following 
steps.  

1. You go to the website of the MNO, using https, and prove using your IRMA card your 

name and date of birth. 

2. The MNO looks in its database if there is a contract with this name and date of birth5; if 

not, it aborts; if so, it sends a one-time code over SMS to the (mobile) phone number 

associated with this contract. 

3. Upon receiving this one-time code, you feed it back into the website (within the same 

https session). 

4. The MNO now issues the credential containing your phone number, possibly together 

with some other attributes, to your card.  

What is interesting about this protocol is that it involves authentication that uses both existing 
credentials and an out-of-band channel. The use of existing credentials leads to dependen-
cies among credentials, as described in the next Section. 

Festival ticket – We conclude this list of use cases with a non-standard application of attrib-
utes, in order to suggest the great variety and breadth of possible usage scenarios. If you 
wish to get a ticket online for a pop concert or other festivals, you often need to fill out long 
forms requiring personal information. The main purpose – apart from profiling – seems to be 
to prevent transfer of tickets. One may also provide such a ticket in electronic form, after 
payment, as a credential for the festival at hand, containing for instance: the festival name & 
date, a ticket number, any additional pre-paid consumptions, etc. Upon entering the festival 
terrain, the presence of a valid ticket on a card can be checked (and consumption vouchers 
can be handed over). The next day the ticket/credential is unusable, and can be removed 
from the card (by the card owner). 

                                                
5
 In many countries, before obtaining a mobile phone subscription, a copy of an identity document must be 

handed over; this practice is assumed to be the case here. 
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An Example Credential Tree 

As we saw in Figure 1, credentials are containers of attributes signed by an authoritative is-
suer. An issuing procedure requires some sort of authentication to prove that a specific card 
is entitled to hold a credential. This authentication can include the verification of already ex-
isting credentials on the card. On the one hand, so-called root credentials do not rely on oth-
er credentials on the card. They require only out-of-band authentication. Dependent creden-
tials, on the other hand, are issued only after verifying at least one other existing credential 
on the card. Technically, it is essential that the verification and the issuance happen in the 
same secure session. 

Figure 2 shows a dependency graph, a possible arrangement of digital credentials logi-
cally residing on a card in the IRMA project. In this example, there are two root credentials. 
An Academia credential represents the cardholder’s identity in the national education sys-
tem. A Citizen root credential can be used by a broader audience in a broader context. These 
root credentials can be issued after a personal, face-to-face identification accompanied by a 
physical identity document authentication. 

A Student credential, for instance, relies only on the Academia root. After a student 
proves that he or she has such a root credential with the appropriate attributes of Organisa-
tion and unique student identifier (SID), the organisation can look up all relevant personal da-
ta in its database and issue the Student credential. Note that this issuing procedure requires 
identification since a Student credential is bound to a specific person. A university’s Library 
credential can be issued similarly relying on an already existing Student credential. It can de-
pend on policies, defined by the Scheme manager, which attributes a particular issuer is eli-
gible to verify in relation to issuing a particular type of credential. 

Issuance therefore often requires verification of credentials on the card, not only an out-
of-band authentication. The simplest case is when only one credential is verified. But authen-
tication can include multiple credentials residing in different parts of the dependency graph. 
Business scenarios, involving legal obligations, often require credentials from the citizen 
‘tree’—not only from the one that provides discount for the customer. A festival, for instance, 
may offer cheaper tickets for students (academia) while requiring certain minimum age (citi-
zen) to give a voucher for alcoholic drinks.  

We foresee that the scheme manager decides in a contract with each Issuer what the 
dependencies and (out-of-bound) authentication methods are (required for issuing). These 
matters will then be made public, so that others (esp. Verifiers) know what they can/cannot 
rely on. 
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Figure 2: An example for credentials and dependencies. 

Problems and Decisions 

This section discusses several issues that we came across in setting up the IRMA pilot pro-
ject. Although we recognise the importance of cost and liability in deploying a new technolo-
gy, these considerations are out of scope in this study. In the decisions we took the main mo-
tivations were: simplicity of the set-up, intuitiveness of usage, protection of privacy, and secu-
rity. 

Outside of a card – In online usage the outside of a card is irrelevant for the issuer or the 
verifier. The only practical requirement is that the card owner should recognise his/her own 
card (to prevent confusion). In offline scenarios, however, the verifier should be able to check 
that the person presenting a card is the cardholder. This is done via two mechanisms:  

- on the front of the card there is a picture of the cardholder—and nothing else;  

- the verification of many attributes is only possible after a PIN is entered; as a 

result, if someone else wishes to use your card, you should also give your PIN. 

This works as hindrance.  

At the back of a card there is (general) information about how lost cards can be returned. 
Additionally, there is a card-specific number. It can be used to look up the owner of a lost-
and-returned card. The card number is a dangerous addition that could make it possible to 
trace cards. Therefore, the card number is used only externally, and not internally, in the 
chip. 
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Restricting relying parties – One serious challenge is how to make sure that a verifier (re-
lying party) does what it promises: if a web shop says it only needs to see my ‘over 18’ at-
tribute, how do I know that it does not read all other attributes as well? There are several 
possible approaches.  

1. A purely legal one: let verifiers sign a contract with the scheme manager in which they 

commit themselves to behave as they promise. 

2. Add a posteriori monitoring: make sure that the card logs all transactions, and take 

(legal) action if a verifier reads too much. 

3. Add a priori technical restrictions: verifiers obtain a certificate from the scheme man-

ager that will be checked by the card and that contains the attributes that the verifier 

may read; the card is programmed in such a way that it only reveals the attributes that 

are listed in the certificate.  

The first two options provide no protection against rogue verifiers, operating outside the span 
of control of the scheme manager. The last solution is therefore the most secure one, but al-
so the most inflexible and complicated one, since it requires an elaborate certificate man-
agement policy. It is the preferred solution within the IRMA project (although it is not yet im-
plemented). 

With this third solution in place, protecting card reading by a PIN is less urgent – in-
creasing user convenience. For instance, it is not wise to protect medical emergency data by 
a PIN, since the cardholder may not be able to provide it when needed most. But by provid-
ing only to medical emergency services a certificate to read the medical data, the privacy 
risks are reduced. 

An alternative solution is to use designated proofs [2] in which the prover can control 
which verifier can receive particular attributes. Selective disclosure (see in Section ‘Technical 
background’) enables to restrict which attributes are revealed, while designation enables to 
restrict which verifiers can receive those attributes. When this technique is applied, verifiers 
are required to have secret keys for being able to compute those attributes. As this technolo-
gy entails an additional infrastructure for designation keys (or certificates) and is still in its in-
fancy, we do not use it at this stage of the IRMA project. 

PIN use and card management – In general, access to a card can be protected by a PIN. 
This is used to ensure:  

- confidentiality: to prevent unauthorised reading of private data, for instance, 

after a card loss; the use of certificates (as discussed above) restricts this risk to 

some extent, but does not remove it; 

- user consent: to make sure that a card is only used when the cardholder agrees; 

- authentication: the card is only usable by the card owner; in particular, someone 

else who obtains/finds a card cannot use it.  
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It is clear that the addition of new credentials to a card should be protected by a PIN, to 
guarantee consent & authentication. But when should revealing of attributes be protected by 
a PIN? You may think of the fairly innocuous ‘over 18’ attribute. But it should not be possibly 
that my little nephew temporarily borrows my card to do/obtain ‘over 18’ stuff online. Hence 
the age credential should be PIN-protected. Attributes that give access to a parking or open 
an entrance are typically not PIN-protected, except for high-security facilities. 

If some credentials require PIN-protection and others do not, the question arises: who 
decides about this? Of course it can be left to the card reader or the user to set PIN-
protection, but probably following some general policy is better. This policy should be set in 
general terms by the scheme manager, and elaborated in detail with each credential issuer. 

Card hand-over – A User obtains a card during a face-to-face protocol, called card hand-
over. It involves verification of the (external) photo, PIN setting by the new card owner, and 
issuance of a number of root credentials. In the database of the scheme manager an entry 
will be maintained involving the external card number, contact details of the card owner, and 
a timestamp recording the hand-over. 

Expiry and revocation – In the current stage of the pilot project revocation will not be im-
plemented although in a large-scale project this functionality is essential. Recent develop-
ments [11] show that privacy-friendly revocation techniques are reaching performance figures 
that make addition of revocation possible at some later stage in the project. Expiry data in 
credentials, see Figure 1, put some limit on the usability of credentials after a card loss. Addi-
tionally, some identifying attributes, containing for instance a registration number, can be 
blacklisted on the basis of their content. 

Attribute duplication in the tree? – In the credential examples in Section ‘Use cases’, we 
have seen that a cardholder’s name occurs in the Name credential (obviously!), but not in a 
medical staff or employee credential. This may look unexpected at first. In principle, there 
could be multiple name attributes, issued by different parties (like local authorities, or Face-
book; see below). Similarly, multiple accounts at different banks or different phone numbers 
can be issued in separate credentials. It is the role of the scheme manager to decide which 
organisations are authoritative about a type of credential. Verifiers can then decide which is-
suer they wish to trust for having attested to certain attributes. However, we propose as few 
attributes to be issued by multiple issuers as possible for simplicity and efficiency. In fact, so 
far we are excluding any duplication of attributes (same content, different issuers). 

Facebook – root credential or not? – In what follows, we take Facebook as example in 
considerations that apply to many other, similar organisations. If you sign up for Facebook, 
you choose the name that you like (within certain technical/decency limits). Facebook has a 
Real Name Policy, but it has no way of checking that the name you provide is your real one. 
Many people like to use a pseudonym on Facebook and currently this is possible. 

Now suppose Facebook wishes to join the project at hand and use smart card based 
credentials for authentication. The credential only needs to contain Facebook’s user ID. An 
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interesting question is: should this be a root credential or not?6 This technical question has 
wide societal relevance.  

1. Facebook probably does not want to have a root credential: it likes to first verify the 

(real) name on the card (and probably more attributes), before issuing its own creden-

tial. In this way Facebook can enforce its Real Name Policy. 

2. People who don’t wish to use their real name on Facebook expect Facebook’s creden-

tial to be root, not depending on any other.  

There will be many other organisations like Facebook who are interested in issuing and using 
their own credentials if they can be based on other (reliable) attributes: probably Skype, but 
possibly also your favourite book store chain. Should the scheme manager allow this, and on 
which grounds? These decisions are political in nature, and they involve the identity fabric of 
our society and also considerable commercial interest. For this reason, we firmly believe that 
the scheme manager should be set-up and run as an independent non-profit and potentially 
distributed organisation. 

Omitted functionalities – In this project, we deployed an efficient implementation of the ba-
sics of Idemix. This attribute-based credential technology provides several advanced fea-
tures that we did not include in this pilot for usability and/or for efficiency reasons. Neverthe-
less, future use cases and developments may require these functionalities. 

- Construction of logical AND / OR zero-knowledge proofs. Proofs about attributes, 

provided by the card for a verifier, can be combined into one proof by the 

conjunction (AND) and disjunction (OR) operations. 

- Combined proofs using users’ master keys. A master secret key must be 

generated and stored on a card and never leave it. This key, used in each 

credential, can then be used to construct a single proof about attributes in 

different credentials on that card. Applying a similar method, this key can be used 

to bind verification of existing credentials and issuing of a new one on the card. 

Although this feature provides high security assurance, we chose to use for the 

time being independent proofs within a previously established single secure 

session. 

- Inequality and interval proofs about attributes. Using inequality and interval 

proofs, a user can demonstrate properties of attributes (see an example at the 

Age credential in Section ‘use cases’). Furthermore, an identifier attribute can be 

demonstrated to be on a membership list without disclosing the identifier.  

                                                
6
 Within the pilot phase Facebook is not involved, but a similar issue has come up; we decided in favour of a 

root credential, thus preventing dependencies and verifications of other attributes. 
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In spite of these omitted functionalities all privacy and security properties (see in Sec-
tion ‘Technical background’) of the Idemix system are incorporated. 

Conclusion 

In this paper we described the relevance and challenges of credential design in attribute-
based identity management. Several use cases demonstrated the breadth of possible appli-
cations on a smart card that supports attribute-based credentials. The main reason for this 
diversity is that attributes, issued by the most authoritative organisations, can be disclosed 
independently. Therefore, verifiers learn all relevant information to authenticate and authorise 
users but nothing more, thus contributing to data minimisation. 

Recommendations We conclude the paper with six principles for credential design in the 
context of attribute-based credentials.  

1. Attributes in one credential form a coherent set.  

2. Each attribute in one credential falls under the responsibility of a single most authorita-

tive issuer.  

3. Attribute duplication (same content, multiple issuers) is avoided.  

4. Verifiers can read only a limited, predefined set of attributes.  

5. Credential dependencies are public.  

6. An independent non-profit scheme manager should decide about such dependencies. 
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