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PREFACE

If it wasn’t hard, everyone would do it.
It’s the hard that makes it great.

Tom Hanks

I would like to express my gratitude to the people and organization that made
it possible to write this thesis. In 2007 I was awarded a Ph.D. grant by the
Netherlands Scientific Organization for Research (NWO), which means that
this dissertation is supported by NWO (under project number 017.004.018).

I would like to thank Jan Magnus, one of my supervisors, for his contin-
uous effort, patience, and critical remarks that learned me to always check,
test, and carefully consider any output produced. I am also grateful to Arthur
van Soest, my other supervisor. Although he is a very modest person, his
knowledge of (applied) econometrics is phenomenal and I feel privileged that
I had the chance to benefit from this.

This is a natural moment to thank my committee members as well: Mar-
cel Das, Olivier Marie, Ben Vollaard, and Joachim Winter. I am privileged
to have them in my committee and I would like to thank them for their
extensive feedback during my pre-defense and for taking the time to read

the chapters. During my last year as a Ph.D. student I got the opportunity
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to work at CentERdata for several months, where I met the director and
member of my committee, Marcel. It was a pleasure to work together with
Jan Nelissen en Peter Fontein during these months. Since the topics of my
thesis are more related to the Economics department I joined their presen-
tations and workshops on several occasions. Here I met Olivier Marie and
Ben Vollaard, who are two of the few people that work on the economics
of crime. I was working on the basis of Chapter 3 and 4 in the period I
met Olivier and Ben and both have had an important influence on how to
approach and present the topics I was working on. In January 2011 I visited
the Ludwig-Maximilians-Universitdt in Munich for a month. [ would like to
thank my host and committee member, Joachim Winter, for his hospitality,
time, and great lunches we had in Munich.

The majority of the chapters in this thesis are the result of a survey con-
ducted by CentERdata. I am grateful to Corrie Vis for her time and effort
to answer my questions and provide me with some of the data that is used
in this thesis.

I can fairly say that [ spent most of my time as a Ph.D. student in room
K514, which I shared with John(ny). I would like to thank him for being a
good audience for my monologues, complaints, and bad jokes. Your apolo-
gies for humming, tapping, clapping, and singing along with the music (while
you were wearing ear plugs) are accepted. During my stay in Munich I had
Gregor Tannhof as my roommate, who made me feel at home. Gregor has
this list of 21 advices that apply for any occasion. Some examples are (in
German): Sich im Internet iiber Alternativen informieren; den Cache leeren;
keine Angst ziegen (konnen sie riechen!); in kreisende Bewegungen arbeiten.
Thanks Gregor, they proved to be very useful! Although Mohammed was
not officially my roommate he always seems to produce enough noise be con-
sidered one. Thank you for the funny anecdotes, your performances in the
corridor, and being a good friend.

When I was not too busy I always tried to join the subdepartmental

lunches in the mensa. Although the composition and the turnout of the
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lunch group differed quite a lot it was always nice to be part of this group
and sometimes be involved in discussions about nothing. Members of this
group include(d) a.o.: Edwin D., Edwin L., Elleke, Gerwald, Gijs, Hans,
Henk, Herbert, Jacob, John, Marloes, Marieke, Mirjam, Peter, René, Ruud,
Soesja, and Willem. I had the pleasure to work with Marieke, Henk, and
Hans on several courses that I have taught during my years in Tilburg. A
special thanks goes to Marieke for investing many hours in me to improve my
teaching skills. Marloes and Elleke made sporting an even more fun activity:
we have spent many hours at yoga and in the swimming pool, which helped
to relax a bit. Soesja and Mirjam were always there for me when I felt like
chatting, complaining, or just drinking tea. Once in a while Edwin L. loudly
joined /interfered in these conversations.

I learned that secretaries, especially those at the department of Econo-
metrics and Operations Research, can make life much easier. I would like to
thank Anja, Annemiek, Heidi, and Korine for their effort.

Some people with which I shared an occasional tea, cookie, chat, sports,
dinner, etc. are: Barig, Beatrice, Bettina, Chris, Cristian, Gaia, Jan S.,
Jarda, Jiehui, Marta, Martin K., Martin S., Michele, Miguel, Nathanael,
Patrick, Pedro, Ramon, Rasa, Renata, Romeo, Sara, Stefan, Ting, Tunga,
Unnati, Verena, the Vonkovi, and Ying. A special mention for the several
dinners and drinks I had with Peter O., Gerard, and Jenny. Thanks!

Nabil and Nasima, [ would like to thank you for agreeing to be my
paranymphs. It is comforting to know that a mechanical engineer /mathemati-
cian and an economist will be standing behind me during my official defense.
Special thanks go to my mother, Rachida, for being a great support. This
list is not complete without Adil, Karim, Gerda, and Robert. Finally, I am
greatly indebted to the support and stability my husband, Rob, offered me
during my life as a Ph.D. student.

Salima Douhou
Tilburg/Sint-Oedenrode, April 2012
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CHAPTER 1

INTRODUCTION

Let’s look at crime from an economic perspective. Crime is a good (or, a bad
as some may argue) and there exists a market for this good. On the supply
side are the producers of crime (called offenders) and on the demand side are
the consumers of illegal goods and services (see, for example, Freeman, 1999).
The activities of this market have strong spillover effects to the market for
anti-crime goods and services (or, protection) since a higher supply of crime
induces a higher demand for protection.

The supply side of the market is modeled in a path-breaking article of
Becker (1968). How much offenses an offender commits is a function of in-
centives that result from (implicit) pricing of punishment via severity and
probability of crime and ‘other activities’, which include income from legal
work. This approach assumes that ‘a person commits an offense if the ex-
pected utility to him exceeds the utility he could get by using his time and
other resources at other activities’ (Becker, 1968, p. 176). Ehrlich (1973)
refines this by explicitly modeling both costs and benefits from criminal and
non-criminal activities and analyzes the interaction between these types of
activities. This research has spurred more interest in the economic analysis
of crime. Further attempts to model the supply side of the market have
mainly focussed on dealing with heterogeneity across offenders in terms of

risk or earning opportunities with respect to legitimate and illegitimate ac-
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tivities. The relation between crime rate and different crime types and rates
of urbanization have also been important contributions in the post-Becker
era (see Glaeser et al., 1996; Sah, 1991).

The demand side of the market for anti-crime goods shows both a public
and private demand. Potential victims have an incentive to protect them-
selves against victimization or its consequences, for example by means of
locks, security systems, and market insurance. A government that repre-
sents the interest of the public protects her people via law enforcement. This
includes arresting, prosecuting, convicting offenders, and managing penal-
ties. Philipson and Posner (1996) show that potential victims take more
protective measures in response to higher crime rates and Becker discusses
a socially optimal level of enforcement by a government in his theoretical
model.

Empirical research on the economics of crime started out by estimating
the cost of crime. In the early days this was done by means of data from
government sources only (Czabanski, 2008). This restricted the estimation to
specific regions and crime categories and reported crimes. Nowadays, statis-
tics on criminal activities rely more on general surveys that include modules
of questions on crimes and victimization surveys. This is considered to give
more reliable data than registered crime records.! The empirical literature
on the (social) cost of crime aims at quantifying the size of the total mar-
ket (or, for submarkets if one considers studies on specific types of crime).
Empirical studies on the supply side of the market, in very general terms,
look at incentives for criminal behavior such as the effect of probability and
severity of punishment on crime and benefits and cost of legal versus illegal
activities. More specifically, incentives from the environment that influence
the decision making of potential offenders are important inputs for empirical
studies on the economics of crime. How preferences for criminal activities

may vary between groups seems to have less priority (Eide, 2001).

!The reliability of reported crime as a basis for criminal statistics is still a point of
discussion. Myers (1982), for example, does not find much difference between the use of
recorded crimes and victimization data.



Research on the demand for protection is mainly concerned with the effec-
tiveness of preventive actions by both the (local) government and individuals
in reducing (the likelihood of) victimization. Studies typically focus on a spe-
cific preventive action regarding (a specific type of) crime. However, research
on the economics of crime is not limited to the investigation of the market of
crime. A related issue concerns perception of seriousness of crime, which in-
cludes studies on the relation between crime and fear of crime, mental health,
and relative importance of different crime types. As Becker notes, crime is
a major business in terms of costs it puts on society. If we were able to get
a better understanding of this issue it would allow (local) governments to
better allocate resources for deterrence and punishment to those instruments
of deterrence and punishment that lead to less crime for less money. The
general understanding is that exposure to crime has a detrimental influence
on perception. Perception implies the perception on the probability of being
victimized (fear of crime) and perception on the seriousness of crimes. This,
in turn, may have important consequences for mental health and preventive
measures one may take. As a result, individuals may exert more pressure on
governmental bodies that have budgetary power to allocate more resources
to protecting citizens and they may take private action by spending more of
their disposable income to preventive measures.

This thesis consists of four chapters that deal with different topics within
the domain of crime. In broad terms, it deals with the following how’s: how to
prevent crime? (Chapter 2), how does one perceive crime? (Chapter 3), and
how does it influence decision making and well-being? (Chapters 4 and 5).
Hence, we will only look at the demand side of the anti-crime market. Part
of this thesis contributes to the discussion on the relevance of social norms
for economic issues (see chapters 3, 4, and 5). Normative concerns play
an important role in defining crime but also contribute to the understand-
ing of people’s preferences, which in turn guide their courses of action as
they serve as a ‘motivational mechanism’ (Elster, 1989, p. 102). Admittedly,

socio-demographic characteristics such as age and gender also measure dif-
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ferences in norms but there is a need to make social norms an integral part
of economic analysis, considering its great potential for the understanding of
(ir)rational decision making. The interested reader is referred to the article
by Jon Elster (1989) for a nice discussion on the relevance of social norms
in economics. Social norms are present but not widespread in the economic
literature. Some recent examples are studies on social capital (Bjornskov,
2006; Helliwell, 2006), conditional norms (Traxler and Winter, 2012), and

norm enforcement (Kube and Traxler, 2011).

Overview of the four essays

This thesis starts out in Chapter 2 with a study on the use of human typ-
ing behavior, called keystroke dynamics, as a means of authentication. The
underlying idea is that every human being has a unique pattern or rhythm
in which she types a known combination of letters or numbers, or both.
This idea has been around since World War II during which telegraph op-
erators could recognize a sending operator by means of her unique typing
behavior, called ‘fist’. Typing behavior is a branch of behavioral biomet-
rics, which entails that a person can be identified by means of characteristic
traits. Other examples of behavioral biometrics include handwriting, voice
recognition, and gestures. In essence, keystroke dynamics is a crime preven-
tion mechanism as it is an instrument to distinguish an authorized user from
a non-authorized user of, for example, an e-mail address. Although it is a
time-consuming operation to implement it has many advantages as a security
instrument for network access. Two advantages are mentioned. First, it is
user-friendly since no extra action is necessary than what a user is used to.
Second, measurements can be adapted to changing behavior, which allows
for constant refinement of keystroke dynamics related to a user. We use sta-
tistical analysis to see whether keystroke dynamics are sufficiently reliable as
a security measure. More specifically, we develop a statistical test and use
it to calculate the power —the probability that access to a non-authorized

user is denied— and the size —the probability that access to an authorized



user is denied— when we use keystroke dynamics as a security instrument.
We contribute to the literature on keystroke dynamics by proposing a new
statistical test and drawing on a dataset with more than 1000 participants,
while most studies base their results on a much smaller number of observa-
tions. This data come from an experiment conducted by a group of students
of the Systems and Network Engineering Group of the University of Ams-
terdam in 2007. We use two instruments to measure typing behavior: (i)
dwell time records the time a key is held pressed and (ii) flight time is the
time it takes a user to move between two consecutive keys. The experi-
mental design is such that every participant is asked to login twenty times
into a fictive network environment, using the same username and password.
We find that dwell times are more powerful in distinguishing a user from a
hacker but that typing behavior is only sufficient as a verification tool, not
for identification.The chapters 3, 4, and 5 are based on a survey —entitled
Incorrect behavior in everyday life— we have fielded in 2008 among par-
ticipants of CentERpanel, which is managed by CentERdata. The survey
participants form a representative sample of the Dutch population aged 16
years and older. As participants in CentERpanel typically take part in multi-
ple surveys we have access to detailed respondent characteristics. The survey
consists of three blocks. In the first block, respondents are asked to rate their
perceived severity and justifiability on an ordered scale of 24 activities that
may be considered to be more or less incorrect. Some examples are taking a
bundle of printing paper from the office for private use, littering in a public
place, and accepting a bribe. For the second block respondents were asked
to answer vignette questions on several incorrect behaviors —called small
crimes— that were selected from the first block. The respondents were asked
to rate their perceived justifiability of the crimes on an ordered scale. We
allowed for variation in offender (e.g., gender and age) and offense (e.g., be-
havior of superior and probability of getting caught) characteristics in the
vignettes. Additional respondent characteristics such as past victimization

were gathered in the last block of questions.
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A vignette is a short story about hypothetical characters in specified cir-
cumstances to which an individual is asked to respond (Finch, 1987). The
use of vignettes has the advantage that everyone can respond to it; a person
does not need to have been in a particular situation to be able to respond.
It also allows a researcher to extract information from a respondent for phe-
nomena for which it is very difficult to find the exact question wording such
as beliefs, norms, and perception. More generally, we make use of subjective
measures (e.g., self-assessed health and subjective well-being) to reveal indi-
vidual preferences.

In Chapter 3 we study whether and how a person’s perception of in-
correct behavior is influenced by offense and offender characteristics. Small
crimes are usually considered to have less impact on an individual or situ-
ation, however the frequency of occurrences is much higher than for more
serious crimes. This makes the topic very policy relevant in terms of possible
deterrence mechanisms and the seriousness of this crime type, which may
help to prioritize public action against it. We define ‘perception’ to measure
perception on severity or justifiability of an action. The criminology liter-
ature has a long history regarding the study of crime perception although
the focus has mainly been on more serious and property crimes. It is only
in the last decade that studies include white-collar crimes, which have less
serious direct consequences for victims. We even take a step further and
look at incorrect behaviors that are not necessarily considered criminal by
the judicial system. The apparent variation in the perception of the severity
of different crimes suggests that social norms appear to vary across crimes
and socio-economic groups. We analyze the perception of small crime using
ordered response models. Firstly, we consider a very brief description of an
incorrect behavior and secondly, we analyze the same incorrect behaviors
but now we add offender and offense information, which results in vignette
questions. The results show that a person’s judgement of an incorrect behav-
ior usually changes when more information about the offender and offense

is available and that socio-economic groups have different perceptions of the



justifiability of the small crimes under consideration. This implies that social
norms not only depend on the (small) crime but also on the context in which
it is committed.

In Chapter 4 we again look at respondents’ perceptions but now only for
a single small crime and in relation to the willingness to report this behavior
if a respondent were to witness such act. Since reporting in the current set
up occurs only within an organization —as it concerns incorrect behavior
at the workplace— it is referred to as peer reporting. We look at how fair-
ness perception interacts with decision making regarding reporting incorrect
behavior after controlling for social norms. We measure fairness perception
by means of the degree of justifiability regarding the situation of a fictive
person that takes a bundle of printing paper from the office for private use.
If an employee finds herself in a situation where a colleague displays incor-
rect behavior and considers this as unfair she can decide to report this (not
necessarily to her supervisor) or not. The relation between peer reporting
and fairness perception is, however, a more complex one as reporter charac-
teristics and characteristics of the ‘offense’ and ‘offender’ are related to both.
We find that internal attitude towards incorrect behavior is important for
the decision making: Is the act considered fair? Did she herself take material
from work home (self-justification)? Does she have a high social norm? Fur-
thermore, we link a new aspect to peer reporting namely victimization. We
conclude that past victimization, especially of incorrect behavior, increases
the probability of peer reporting. This paper highlights the relevance of so-
cial norms for decision making and offers firms more insight on triggers for
peer reporting. As employee theft can be very costly, firms benefit hugely
from a social norm to peer report.

In the last chapter we explain subjective well-being (or, ‘happiness’) with
a focus on attitude measures such as trust and social norms. We highlight
the complexity of the relation between crime and well-being. A substantial
part of the literature on well-being finds a negative effect from crime-related

measures for both victims and non-victims, which is bad news as it implies
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that the cost of crime is not limited to direct costs such as medical expenses
incurred by victims and loss of property. With this paper we add to this dis-
cussion by taking a broader view on the impact crime can have on our lives
by arguing that there are also interrelations between victimization on one
side and trust, health, and social norms on the other side. The implication
of this is that victimization may have a much broader impact on a person,
and hence is more costly (both financially and emotionally) than what is gen-
erally thought. Crime is measured locally (victimization and fear of crime
rate in the region) and individually (small and serious crime victimization).
We find evidence that personal victimization has a negative but weak rela-
tion with subjective well-being. In addition, local rates of victimization and
fear of crime tell us that living in an area with many victims is negatively
related to happiness but that fear of crime is positively related to well-being.
Furthermore, we find that bad health, low social norms, and low trust are
associated with lower subjective well-being. Furthermore, personal victim-
ization implies lower trust and lower perceived health, while the relation with
social norms is ambiguous. The empirical analysis relies on data that is a
combination of information from several surveys conducted in 2008 (amongst

others our survey on incorrect behavior).



CHAPTER 2

THE RELIABILITY OF USER
AUTHENTICATION
THROUGH KEYSTROKE DYNAMICS!

2.1 Introduction

People can be authenticated by something they know (password), something
they have (credit card), or by something they are (finger prints). When typ-
ing on a keyboard a user can be authenticated through what he/she types
(username, password), but also through how he/she types, that is, through
keystroke dynamics. The purpose of this chapter is to investigate whether au-
thentication through keystroke dynamics is sufficiently reliable as a security
instrument to be used together with the more standard instruments.

The study of personal typing behavior (keystroke dynamics) is part of
biometrics, where the underlying idea is that certain physical characteristics
are (almost) unique and can therefore be used for authentication. Well-known

examples are finger prints, voice recognition, and the iris scan.

! This chapter is based on Douhou and Magnus (2009).

9
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The fact that people can be identified through their typing behavior, al-
ready known in the early days of the telegraph (Bryan and Harter, 1899),
became important during the Second World War. Morse code is made up of
dots and dashes, each of which has its described length. But no one repli-
cates those prescribed lengths perfectly. The variation of spacing and the
stretching out of the dots and dashes defines a ‘rhythm’ specific to the op-
erator. This rhythm is called the operator’s fist. In the Second World War,
thousands of British so-called interceptors listened to German military radio
broadcasts. These broadcasts were in code, so they could not be understood,
but after a short while the interceptors could identify the fists of the Ger-
man operators, just by listening to the rhythm of the transmission. Since
the British were also able to locate the radio signals, they could follow the
German radio operators around Europe, a very useful piece of war informa-
tion (see Gladwell, 2005). The war experience has proved that a fist emerges
naturally and unconsciously, that it reveals itself in even the smallest sample
of Morse code, and that it is stable.

A sizable literature on keystroke dynamics has developed since Gaines
et al. (1980) reported on an experiment where seven professional typists were
each given a paragraph of prose to type, and the times between successive
keystrokes were recorded. Since then, various authors have proposed different

approaches, more specifically:

Statistical: Joyce and Gupta (1990), Bleha et al. (1990), Song et al. (1997)),
Monrose and Rubin (1997; 2000), Bergadano et al. (2002), Guven and
Sogukpinar (2003), Kacholia and Pandit (2003);

Data Mining: Brown and Rogers (1993), Obaidat and Sadoun (1997), Cho
et al. (2000), Gutiérrez et al. (2002), Yu and Cho (2004).

The basic idea of the statistical approach is to compare a reference set of
typing characteristics of a certain user with a test set of typing characteris-
tics of the same user or a test set of a hacker. The distance between these

two sets (reference and test) should be below a certain threshold or else the
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user is recognized as a hacker. Data mining is a collection of techniques from
the field of Artificial Intelligence and Machine Learning, and includes also
neural networks. A data mining process typically first builds a prediction
model from historical data, and then uses this model to predict the outcome
of a new trial (or to classify a new observation). In contrast to statistics,
data mining makes no assumption about the data. The key difference be-
tween the statistical method and the data mining method is therefore the
information that is used. For example, in a data mining approach, not only
the similarities between the patterns of the same user are considered but also
the differences of this pattern with all the other patterns observed in build-
ing the model. Thus, Lee and Cho (2007) develop a retraining framework by
employing not only the user’s but also hackers’ characteristics. Our approach
will be statistical.

Leggett et al. (1991) and Hoquet et al. (2005) propose dynamic authen-
tication, where the system continuously monitors a user’s typing pattern.
If the pattern doesn’t match the profile of the logged-on user the computer
shuts down or asks the user or hacker to type a password. With this method
one continuously updates and monitors a logged-on user’s profile.

An excellent review on statistics and fraud is given by Bolton and Hand
(2002). More specialized reviews on keystroke dynamics can be found, inter
alia, in Lipton and Wong (1985) and Peacock et al. (2004). Distinguishing
between real users and hackers can also be viewed as a one-class classifica-
tion problem where one tries to distinguish one class of objects (real users)
from all other possible objects (hackers) by learning from a training set con-
taining only the objects of that class; see Duin and Tax (2005), Loog and
Duin (2004), Zeng et al. (2006), and Kwak and Oh (2009) for discussion and

examples of one-class classification problems.

One problem with the empirical applications is the lack of data. Gaines
et al. (1980) have seven participants, and the studies by Umphress and
Williams (1985), Obaidat and Sadoun (1997), Gutiérrez et al. (2002), Mon-
rose et al. (2002), Hoquet et al. (2005), and Kang et al. (2008) employ
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between fifteen and twenty-five participants. Monrose and Rubin (1997)
and Clarke and Furnell (2007) — in a study on mobile devices — employ
around thirty participants. Somewhat larger are the studies by Schonlau
et al. (2001), Bergadano et al. (2002), and Bartlow and Cukic (2006) —
studying shift-key patterns — who employ around fifty participants.

In contrast, our data set consists of 1254 participants who typed the
same username and password, twenty times each. Of course, mistakes were
made and not all participants completed the full session of twenty logins.
Nevertheless, the data set is large enough to be informative. The fact that
each participant has the same username and password is important, because
this allows us to consider each as a possible hacker to the other.

In Section 2.2 we describe the data. In Section 2.3 we develop a test
statistic and obtain theoretical critical values for this test statistic. In Sec-
tion 2.4 we obtain empirical critical values, which lead to better sizes and
are therefore preferable in our study. In Section 2.5 we study the power of

the tests, and Section 2.6 concludes.

2.2 The data

The data were collected in May and June 2007 by three students of the Sys-
tems and Network Engineering Group of the Faculty of Science at the Uni-
versity of Amsterdam; see Van Abswoude, Tavenier, and Van der Schee (Van
Abswoude et al.). The students created a website (no longer in existence),
which they advertised through the website of the weekly magazine of the
University of Amsterdam (http://www.folia.nl), the principal Dutch website
read by those with an interest in security systems (http://www.security.nl),
and other channels.

When a potential participant hits the website, a ‘session’ is started. In
total, 3476 sessions were started in this way. The first step for the partic-
ipant is to click the relevant link and download a flash applet (developed
by the students) to his/her own computer. The purpose of the flash applet
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is to record the necessary timings during the session, based on the clock of
the participant’s computer. The main activity thus takes place on the par-
ticipant’s computer and not on the website’s server, and therefore technical
problems such as network latency or overloading the server are avoided. Un-
derstandably, many potential participants did not download the flash applet
or logged off immediately afterwards, without recording any timings. This
happened in 64% of the sessions. This leaves us with 1254 sessions where
timings have been recorded.

The participants were given a username (patrick) and a password (wa-
ter83), the same for all participants. They were then asked to type user-
name and password twenty times. For each of the twenty login attempts,
the press (P) and release (R) clock times of each of the fourteen characters
were recorded. This gives (P;, R;) for i = 1,...,14. From these data we can
calculate dwell times (D) and flight times (F) as

Di=R, - P, Fi:=D5-P.

Hence, the dwell time records the time that each key is held pressed, and the
flight time records the time between two consecutive press times. Clearly F}
has no meaning. We also disregard Fjg, because we attach no significance to
the time elapsed between the last letter of the username and the first letter
of the password. This gives us fourteen dwell times and twelve flight times
per login attempt.

It might seem more natural to define flight time as F* = P, — R;_4, so
that the login duration is broken up in ‘independent’ non-overlapping pieces.
This is not, however, a good idea, because F'* can be (and often is) negative.
While the flash applet records both press and release times, characters regis-
tered by the computer are controlled only by the moment the key is pressed,
not by the moment the key is released, and one may (and often will) press
the next key when the previous key is not yet released.

If all participants would complete their session (twenty logins) and would
make no typing errors, then we would have 26 x 20 x 1254 = 652,080 data

points. In fact, some participants quitted voluntarily (they closed their
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browser) or involuntarily (their computer crashed), so that they did not
complete all twenty logins. In addition, participants made typing errors.
If a typing error is made in a username (or password), then all dwell and
flight times for that attempted username (password) are deleted. Errors can
not be corrected using backspace, since this would confuse the interpretation
of the dwell and flight times. If an error is made in the username but not
in the password (or vice versa), then the correctly typed password (or user-
name) data are not deleted.

Some information about early exits and error rates is provided in Fig-
ure 2.1. Of the 1254 participants who started, 104 made a mistake in both

Figure 2.1: Number of ‘half-successful’ and cumulative ‘successful’ login at-
tempts

1200 \ T

—e— half-successful logins
—— cumulative successful logins |

1000

800

600

400

200

|
2 4 6 8 10 12 14 16 18 20
login attempt

username and password in the first login; 1150 participants ‘half-successfully’
completed the first login (by being error-free in either username or password
or both). This is the first point on the upper graph. Then, 995 participants
half-successfully completed the second login: the second point. Finally, 619
participants half-successfully completed the twentieth login: the last point.
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Hence, at least 619 participants completed the whole session — at least,
because some made an error in both username and password in the final
login. The curve is decreasing because some participants drop out during
the session. Of the 1150 participants who were half-successful (error-free in
either username or password or both) in their first login, 889 were ‘successful’
(error-free in both username and password). Of those, 627 were successful in
the first two logins, and only 64 were successful in all twenty logins. Hence,
in contrast to the upper graph, the lower graph in Figure 2.1 provides cumu-
lative information.

The participants are taken from a small group, consisting primarily of
Dutch students, university employees, and those interested in security sys-
tems. We do not claim that this is a representative sample. It is possible
that the typing behavior of the people in our sample differs from that of
individuals with less computer experience. If there is a difference, then the
people in our sample are expected to be more homogeneous than the aver-
age population, making it more difficult to detect differences in their typing
patterns. Hence if we find that we can detect differences in typing patterns
in our sample, then it should be easier in a less homogeneous group.

The username and password were chosen to reflect common practice.
Both username and password have seven characters. They are simple and
easy to remember. The addition of two digits (83) in the password is also
quite common (typically, year of birth). We note that there are no repeated
characters within username or password, which has practical importance in
our experiment because it means that difficult issues of identification are
avoided. All letters are lowercase symbols.

All participants were given the same username and password. As we shall
see, this is of great practical use in our analysis, because we can consider each
participant as a possible ‘hacker’ to everybody else.

To gain some insight into the dwell and flight times and their variation, we
consider all participants with at least six error-free username attempts (898

people) and all participants with at least six error-free password attempts
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(897 people). For each person we calculate the average dwell and flight
times: seven average dwell times and six average flight times per person for
username and password separately. These averages define an empirical dis-
tribution from which we can calculate quantiles. The 10%, 50% (median),

and 90% quantiles are given in Figures 2.2 and 2.3.  We see from Fig-

Figure 2.2: Median dwell times with 80% bounds for username (upper panel)
and password (lower panel)
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ure 2.2 that the median dwell times fluctuate around 90 ms for the username
and around 100 ms for the password, and that there is not much difference
between the fourteen characters.? The 10% and 90% quantile lines reveal,
however, considerable variation among participants.

Figure 2.3 shows that the median flight times fluctuate around 160 ms
for the username and around 219 ms for the password. The large difference
between average flight times in username and password can be contributed
to the time it takes to move from r to 8 in the password water83, namely

465 ms. Apart from this, there is not much difference between the average

20One millisecond (ms) is one thousandth of a second.
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Figure 2.3: Median flight times with 80% bounds for username (upper panel)
and password (lower panel)
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flight times. The first four flight times of the password (only letters) fluctuate
around 152 ms. Again, there is considerable variation among participants.
In fact, there is more variation in flight times than in dwell times, because
of individual differences in keyboard-control: a person who uses only two
fingers will have a larger flight time on average than a person who uses ten
fingers.

Finally we comment briefly on the within-person variance. We compare
participants from the group where the first login is deleted and exactly fif-
teen of the remaining nineteen logins are correct (96 participants, later called
group 15(1)) with the group of all participants who have at least six error-
free attempts. We then calculate for each of the 96 participants and for each
character the standard deviation of the dwell times and compare this with
the average over one thousand random draws of fifteen attempts on the same
character from the entire population. The within-person standard deviation

is about 47% for the username and 44% for the password compared to the
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standard deviation in the whole population. We repeat the experiment for
a second group where the first five logins are deleted, and all fifteen remain-
ing logins are correct (136 participants, later called group 15(5)). Then the
within-person standard deviation drops to about 42% for the username and
38% for the password compared to the standard deviation in the whole pop-
ulation. The percentages in the second experiment are lower because these
participants make fewer errors and are therefore likely to be more consistent
typists. A drop in standard deviation of 50-60% may not seem much to de-
velop a powerful test. Nevertheless we shall see that considerable power can

be achieved.

2.3 The test statistic and theoretical critical
values

For a given participant we have n observations on each of m characteristics,
for example n = 20 (number of logins) and m = 26 (number of characteristics:
14 dwell times and 12 flight times). Let z;; denote the i-th observation
on the j-th characteristic. If we assume that the z; := (x;1,...2:,)" are
independently and identically distributed as

x; ~ N(u, X)), Y = diag(o},...,02%), (2.1)

m

so that the characteristics are independent of each other, then the maximum

likelihood estimators of u; and 0]2- are given by

n n
ﬂ.-j.--lE Tis A2—l§ (x--—a_:»)2
- = ) P i .
J J n 4 7 7 n 4 J J
=1 =1

Note that the means p; and variances 0]2- are assumed to be individual-
specific.

We have made two strong independence assumptions: the characteristics
are independent of each other, and consecutive logins are independent. The

first assumption means that if, for example, within one login the first flight
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time is smaller than expected, this has no impact on the next flight time. This
is certainly not entirely true but it seems a reasonable simplification.? The
second assumption is more difficult to defend and to repair, and dependence
between consecutive logins could very well be the reason why the critical
values are unsatisfactory, as we shall see.

For the moment we adopt these two independence assumptions. Now
assume that, in addition to xq,...,z,, we have one other m x 1 vector y,
independent of the {z;}. Under the null hypothesis that y is generated by

the same distribution as the {z;}, we have

N

Zj NN(,U]H#% Y; NN(Mj>U]2')>

so that

- j— : Z (xj ;gyj) ~ X2(m)- (2.2)

Jj=1

As our test statistic we propose

n -3 —y)’
Tn = J I 2.3
’ m(n + 1) Z 52 (2:3)

=1

whose distribution depends only on m and n. Since

1 T —
tj = ”n -x]A Yi ~ Student(n — 1),
n+1 0j

we can write

n m
T = ———— 12, 2.4

For large n, the statistic 7}, , can be approximated by a x?(m)/m-distribution.
For large m, it can be approximated by a normal distribution using the exact
moments

n 2 n?(n — 2)

E(Tnn) = var(T,,.,) = . =3 —5)"

’ n—3’

3We discuss a possible extension to dependence in the Conclusion.
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However, for values like n = 20 and m = 26, the asymptotic behavior is of
little use, and we have to resort to simulation.
For given values of m and n and for given significance levels «, the dis-

tribution of 75, ,, can be simulated and quantiles %, satisfying
Pr(Tn > ko) = a

can be estimated. As shown in Shorack and Wellner (1986, Example 1,
p. 639), the sample quantiles k. are consistent and asymptotically normal,
and

. all —a) ’
r(felhka)’

provides a consistent estimate of the variance of ko, where f,(k,) denotes an

(2.5)

estimate of the density of T,,,,, at k, after r replications. Since we want our
estimates for k, to be accurate to two decimal places, we could use (2.5) to
determine the number of replications r. In practice, it is more efficient to take
N independent batches of 100,000 replications each for every combination
of m and n, and calculate the mean and variance over these N batches. For
N = 1000 we obtain a standard deviation of l%a of about 0.0003 for o« = 0.05

and 0.0004 for a« = 0.01, which secures the required accuracy. Thus we

Table 2.1: Theoretical critical values of the T}, ,, test

o 0.01 0.05 0.10
nom 12 14 26 12 14 26 12 14 26
13 3.29 311 255| 245 237 207 | 210 205 1.85
15 3.07 292 241) 233 225 197| 201 195 1.77
17 294 279 230) 225 216 190| 194 189 1.71
19 283 269 223] 218 210 18| 1.89 184 1.67
00 218 208 17| 1.v5 169 150 | 1.55 1.50 1.37

obtain Table 2.1 with the relevant quantiles (critical values) k, of the T, ,
test statistic for fifteen (m,n) combinations and three commonly used values

of a.
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2.4 Empirical critical values

We will see shortly that the critical values of Table 2.1, dictated by statistical
theory under the simplest assumptions, are not accurate enough to make
predictions about the power of the test.

Let us distinguish between the m; = 12 flight times and mq = 14 dwell

times in our sample, and consider two test statistics, using (2.3),

n (7 — yj) S
T = > T b= §
1 (n+1) A]z Y 2 — n—|—1 : A]2. )

=1

for flight times and dwell times separately, together with the combined statis-

tic
r="07 4 2,
m m

We shall consider four subsets of our data. Since the participants are unfa-
miliar with their username and password, they need some time to practice.

In the first three subsets we therefore delete the first of the logins, as follows:

Group 19(1): first login is deleted, all nineteen remaining logins are correct

(78 participants);

Group 17(1): first login is deleted, exactly seventeen of the remaining nine-

teen logins are correct (161 participants);

Group 15(1): first login is deleted, exactly fifteen of the remaining nineteen

logins are correct (96 participants).

These three groups are mutually exclusive. In addition, we consider one

further subset where the first five logins have been deleted.

Group 15(5): first five logins are deleted, all fifteen remaining logins are

correct (136 participants).
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Notice that Group 19(1) is a subset of Group 15(5), and that Groups 17(1)
and 15(1) intersect with Group 15(5), but are no subsets.

For each of these four groups we perform a small experiment, as follows.
Suppose our group is 19(1). For each of the 78 people in this group we select
two login attempts, labeled y(;y and y(), which can be done in (129) =171
ways. From the remaining n = 17 login attempts we calculate z; and &? for
each j. For both y) and y o) separately we then calculate T, 15, and T If
we do this for each of the 78 people in the group, we obtain 156 values for 77,
T,, and T'. Repeating the experiment for each person and each combination
provides us with 78 x 171 x 2 = 26,676 values for 7T}, T,, and T. Each test
outcome is then confronted with the appropriate theoretical critical value in
Table 2.1 for n = 17 and m; = 12 (11), me = 14 (T3), and m = 26 (7)),
respectively, and the proportion of times that the test rejects (the size) is

calculated. In Table 2.2 we report the empirical sizes for two of the four

Table 2.2: Size of the T, , test based on theoretical critical values

o 0.01 0.05 0.10
n G m 12 14 26 12 14 26 12 14 26
13 15(5) 0.15 0.04 0.15] 0.18 0.08 0.19| 0.21 0.12 0.22
17 19(1) 0.15 0.04 0.15] 0.18 0.09 0.19| 0.20 0.13 0.22

subsets, namely 15(5) and 19(1); the other two subsets behave similarly. We
see that the empirical sizes are about 15 (77) to 4 (73) times as large as
predicted when o = 0.01, about 3.6 (73) to 1.7 (7%) times as large when
a = 0.05, and about 2.1 (7}) to 1.3 (T3) times as large when o = 0.10. The
larger is «, the better the empirical size is approximated by the theoretical
size. Also, the approximation works better for 75 (dwell times) than for T3
(flight times).

Although the theoretical sizes are possibly acceptable for o = 0.10, they
are not for o < 0.05. Hence we shall obtain better results for the values
of interest when we use empirical critical values, instead of the theoretical

critical values of Table 2.1.
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The empirical critical values are obtained as follows. Suppose again that
the group of interest is 19(1). The calculations are the same as for Table 2.2
leading to 78 x 171 x 2 = 26,676 values for T}, T5, and 1. For a equal to
0.01, 0.05, and 0.10 we then estimate the critical value k, satisfying Pr(7™* >
ko) = «, where T* takes the values T7, Ts, and T, respectively. We repeat

these calculations for each of seven groups:
19(1): n =17, n =15, n = 13;
17(1): n =15, n = 13;
15(1): n = 13;
15(5): n = 13.

For example: group 17(1) contains all participants where, ignoring the first
login, precisely 17 of the remaining 19 logins are correct. From these 17
correct logins we select n (15 or 13) at random. The results are given in
Table 2.3, which confirms that these (empirical) critical values are quite

different from the theoretical values in Table 2.1. We notice that, within

Table 2.3: Empirical critical values: one draw

o 0.01 0.05 0.10
n G m 12 14 26 12 14 26 12 14 26
13 15(5) 86.44 5.53 57.66 | 14.82 2.81 835 |5.21 2.21 3.79
13 19(1) 103.35 5.99 54.41 | 17.58 2.93 988|581 2.27 3.97
13 17(1) TL77T 732 424211562 2.86 9.39|5.74 226 391
13 15(1) 90.06 6.58 54.36 | 18.27 2.70 10.68 | 6.38 2.20 4.35
15 19(1) 82.41 5.20 41.26 | 15.47 2.69 854|524 214 3.56
15 17(1) 66.22 5.36 34.49 | 14.51 2.72 825|538 2.15 3.65
17 19(1) 85.41 4.77 4217 | 1548 2.60 827|490 2.06 3.36

each group, we have selected two login attempts, y) and y2), and for each

separately we have calculated 77, T5, and T'. Let us denote these statistics
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as Tl(l), T2(1), and T for Y1), and T1(2), T2(2), and T® for Y2)- Defining
= min(7), 1), T3 = min(TY, 737),  T™" = min(TV, 7)),

we obtain 78 x 171 = 13,338 values for T/™", Ti"" and T™". For a equal
to 0.0001, 0.0025, and 0.0100 (the squares of the previous a-values), we then
estimate the critical values k., and we repeat these calculations for each of
seven groups. This leads to Table 2.4. Since

Table 2.4: Empirical critical values: two draws

o} 0.0001 0.0025 0.0100
n G m 12 14 26 12 14 26 12 14 26
13 15(5) 106.20 — — | 14.53 4.61 14.12 | 6.02 2.40 4.43
13 19(1) 137.90 131.66 92.99 | 25.99 3.57 18.93 | 7.49 2.52 4.81
13 17(1) 117.22 — — 1 19.95 5.51 17.77 | 6.21 2.52 4.75
13 15(1) — — — 12593 4.01 2088|826 242 5.35
15 19(1) 106.79  71.73 49.71 | 15.39 3.14 9.36 | 6.42 231 4.09
15 17(1) 120.13 — — | 17.27 3.48 10.25|5.79 231 3.92
17 19(1) 121.46  17.81 56.44 | 1559 2.90 8.29|6.07 224 3.75

Pr(TW > ky and T® > k) = Pr(min(TW, T7®) > k,) = Pr(T™" > k,),

we see that Table 2.4 contains the required critical values for two consecutive
draws. If these two draws were independent (which they might not be), then

we would have
Pr(TW > ky and T® > ky) = Pr(TW > k) Pr(T® > k)

for all £y and ko, and the numbers reported in Tables 2.3 and 2.4 would be
identical. The results in Tables 2.3 and 2.4 suggest that in fact

Pr(TW > ky and T® > ky) > Pr(TW > k) Pr(T® > k)
or, what amounts to the same, that

Pr(T® > ky | TW > k) > Pr(T® > ky),
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implying that T and T are ‘positively quadrant dependent’ (Lehmann,
1966). Although the two draws are clearly not independent, the deviation
from independence does not appear to be large.

It is already clear from Table 2.3 that the critical values for o = 0.01 are
less stable than those for &« = 0.05 and o = 0.10. This effect is even stronger
in Table 2.4: the critical values for o = 0.0001 are very unstable. In fact,
certain critical values become infinite, due to the fact that one or more of
the 67 in Equation (2.3) become zero. This can only happen if a participant
has n identical logins. If a critical value is infinitely large then we will find
an empirical power close to zero, and hence a hacker is always treated as an

authorized user. This requires further investigation. We find the following:

Group 19(1): No infinite values were found, but for n = 13 and n = 15 (not
for n = 17) some may in fact be there because not all possibilities have

been examined.

Group 17(1): two participants recorded fourteen (out of seventeen) identical
dwell times on the letter ¢ in the username patrick, and one recorded
fifteen identical dwell times on the letter a in patrick. It is possible that
there are more infinite values for n = 13 (but not for n = 15) because

not all possibilities have been examined.

Group 15(1): one participant recorded thirteen (out of fifteen) identical
dwell times on the letter ¢ in the password water83, while another
participant recorded thirteen identical dwell times on the letter w in
water83, and also thirteen identical flight times on the passage t—e in

water8s.

Group 15(5): one participant recorded fourteen (out of fifteen) identical
dwell times on the letter ¢ in patrick, and also thirteen identical dwell

times on the letter r in water83.

This is rather surprising, at least it was surprising to us. Apparently some

participants display a very high degree of regularity in typing behavior, which
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underlines the potential for using keystroke dynamics for user authentication.

2.5 Power of the test

Now that we have computed the empirical critical values for three given sizes
«, we can consider the power of our test, that is, the probability that a
‘hacker’ is recognized as a hacker. Suppose one of the other people in the
same group ‘breaks in’. What is the probability that he/she is found out?
Based on the empirical critical values of Tables 2.3 and 2.4, we perform
the following experiment. Choose one group, say 19(1) with n = 17. Choose
two people (ordered) in this group, say (4, j), where person i is the potential
victim and person j is the hacker. This can be done in 78 x 77 = 6006
ways. Draw randomly n observations from ¢ and two observations from j,
and calculate the test statistics. Thus we obtain 6006 x 2 = 12,012 values
for each of the three test statistics. We then confront these values with the
appropriate critical values in Table 2.3. This will give us the probability that
our tests will label a person as a hacker when the login was indeed performed

by a hacker, that is, the power of our tests. Table 2.5 shows that the power

Table 2.5: Empirical power of the T}, ,, test: one draw

Q 0.01 0.05 0.10
n G m 12 14 26 12 14 26 12 14 26
13 15(5) 0.07 061 0.07] 042 0.86 0.63| 0.76 0.92 0.90
13 19(1) 0.05 0.57 0.06| 0.31 0.84 0.53| 0.68 0.90 0.88
13 17(1) 0.06 046 0.07] 030 0.84 0.48| 0.64 0.90 0.86
13 15(1) 0.04 046 0.04] 022 0.82 0.38| 0.55 0.88 0.78
15 19(1) 0.06 0.62 0.09] 031 0.87 0.56| 0.68 0.92 0.90
15 17(1) 0.06 0.58 0.08 | 0.30 0.84 0.52| 0.64 0.90 0.86
17 19(1) 0.05 0.66 0.08| 031 087 0.57]0.69 0.92 0.91

for « = 0.01 is not good. But for a = 0.05 the test based on dwell times
(Ty) gives a power of about 85%, and for a = 0.10 the test based on dwell
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times (7%) gives a power of about 90% and the overall test (T") gives a power
of about 87%. This suggests that dwell times are more discriminatory and

therefore more powerful than flight times. For the dwell times (m = 14) we

Figure 2.4: Empirical power versus size, dwell times: one draw
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visualize the trade-off between size and power in Figure 2.4. All data sets
behave in the same way, but obviously more information (larger number of
successful logins) leads to higher power.

The results in Table 2.5 assume that a person is labeled as a hacker when
the test fails once. In many situations one is allowed a second chance, and a
person is only labeled as a hacker when he/she fails twice. The power of test
based on two attempts is similarly calculated, now using the critical values
in Table 2.4. The results in Table 2.6 confirm the results in Table 2.5. For
a = 0.0025 the test based on dwell times (73) gives a power of about 67%
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Table 2.6: Empirical power of the 75, ,, test: two draws

a 0.0001 0.0025 0.0100
n G m 12 14 26 12 14 26 12 14 26
13 15(5) 0.03 — — 1035 0.62 0.33] 0.64 0.86 0.82
13 19(1) 0.01 0.01 0.01]0.14 0.71 0.19| 0.50 0.83 0.76
13 17(1) 0.01 — — 1016 051 0.17] 0.52 0.82 0.73
13 15(1) — — — 1 0.08 0.60 0.10| 0.34 0.80 0.61
15 19(1) 0.02 0.02 0.04| 022 07 0.44] 0.52 086 0.81
15 17(1) 0.01 — — 1 0.17 0.69 0.33] 0.52 0.84 0.79
17 19(1) 0.01 0.14 0.03]0.22 0.78 0.48| 0.53 0.87 0.83

and for o = 0.01 the test based on dwell times (73) gives a power of about
84%. The overall test (T') gives a power of about 76%.

Recall that 19(1) denotes the group where the first login has been deleted
and all remaining nineteen logins are correct, and that 17(1) and 15(1) denote
the groups where again the first login has been deleted and where exactly
seventeen or fifteen of the remaining nineteen logins are correct. For n = 13
we see that the power increases when we move from 15(1) to 19(1), and for
n = 15 we see that the power increases when we move from 17(1) to 19(1).
This confirms that if a user exhibits more regularity, it will be easier to
establish his/her pattern, and it will be more difficult for a potential hacker

to break in.

2.6 Conclusion

Based on our experiments we conclude that keystroke dynamics can be a
reliable security instrument for authentication. It appears that dwell times
(how long a key is held pressed) are more discriminatory and therefore more
powerful than flight times (time between consecutive press times), confirming
a similar finding by Obaidat and Sadoun (1997). Our T-test based on dwell

times tells us that:
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if we reject a person if the Th-test fails once, then it will reject the true
owner 5% of the time and recognize a hacker 85% of the time (Table 2.5,
a = 0.05, power = 0.85);

if we reject a person if the T5-test fails twice, then it will reject the true
owner 1% of the time and recognize a hacker 84% of the time (Table 2.6,
a = 0.01, power = 0.84).

In practice, a biometric test will be used in combination with another test

or perhaps several other tests. In such, more realistic, cases we have:

Pr(hacker successful) = Pr(our test fails and current tests fail)

= Pr(our test fails | current tests fail) x Pr(current tests fail).

Suppose that the hacker is recognized with the current tests in about 99% of
the attempts, so that Pr(current tests fail) = 0.01. Suppose also that, if the
current tests do not recognize the hacker, our test does recognize the hacker
in about 85% of the attempts, so that Pr(our test fails| current tests fail) =
0.15. Then we find that Pr(hacker successful) = 0.0015, so that the hacker
will be unmasked in 99.85% of the attempts. The biometric test thus im-
proved the power from 99.00% to 99.85%, and the cost caused by hackers
will be reduced by 85% if the biometric test is added to the authentication
procedure.

It is difficult to compare our results to the literature, because every paper
has a different number of participants, a different set-up, and a different sta-
tistical method. As a tentative guide we summarize below the type-I errors

() and type-II errors (/3) as reported in the literature:

Umphress and Williams (1985): a = 0.12, § = 0.06;
Bleha et al. (1990): o = 0.08, 5 = 0.03;

Leggett et al. (1991): a = 0.06, 5 = 0.05;

Monrose and Rubin (1997): 0.09 < o < 0.37,;
Bergadano et al. (2002): 0.02 < a < 0.06, 5 < 0.01;
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Gutiérrez et al. (2002): a = 0.20, 8 = 0.04;
Kacholia and Pandit (2003): 0.01 < a < 0.08, 0.01 < 5 < 0.08;
Gunetti and Picardi (2005): o = 0.01, 5 = 0.05.

The high power (around 95%) obtained in these studies is a little puzzling
given the typically very small number of participants. We have more partic-
ipants and obtain lower power. Nevertheless, the main conclusion from our
analysis is that especially dwell times (how long a key is pressed) can be used
to create a powerful test. At a size of 1% the power of our best-performing
two-draw test is 84% (8 = 0.16).

Some caution is required in applying our results to different situations.
First, our data may not be representative. Mostly students and people in-
terested in security systems take part in our experiment. We do not know
whether this affects our analysis, but if it does then the people in our sample
are expected to be more homogeneous than the average population, making
it more difficult to detect differences in their typing patterns. Since we can
detect differences in typing patterns in our sample, it should be easier to de-
tect such differences in a less homogeneous group. The reported power can
thus be viewed as a lower bound. Second, we only consider the username-
password combination, which together contains fourteen characters. In an
environment where fewer (sometimes only four) characters are required from
the user, it is doubtful that the user can be authenticated with sufficient
accuracy. Third, the fact that our set-up has no repeated characters may
influence our results.

We have developed the test statistic under the assumption that the cha-
racteristics are independent. This is probably unrealistic and more power can
be obtained by allowing for some dependence, perhaps using Markov models
(Jiang et al., 2007). Suppose, as before, that for a given participant we have
n observations on each of m characteristics, and let z;; denote the i-th obser-

vation on the j-th characteristic. Assume again that the z; := (x;1, ... 2)
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are independently and identically distributed, but now as
x; ~ N(p, ), X .=X(0),

where 0 is a k x 1 vector of unknown parameters. In Equation (2.1) we
assumed that 0 = (02,...,02) and k = m, implying that the characteristics
are independent of each other. If we drop this assumption, then the maximum
likelihood estimator of p is again given by g = Z := (1/n) ), x;, and the

maximum likelihood estimator of € is obtained by

1 n
in | log |X(60 — i — )X 0) (i —7) ] .
m;ﬂ(Ogl ( )|+n;(l’ ) X (0)(x x))
More explicitly, letting

n

S = Z(a; — %) (z; — 7)),

the @’s are found by solving the k equations

tr (2—18—2) =tr <2—152—1§—92h) (h=1,...,k),

from which we see that the maximum likelihood estimator 0 depends on the

observations only through S. Instead of (2.2) we then have

n
n+1

(z —y) 2Nz —y) ~ x*(m),

and the test statistic becomes

n ~

T = ooy (=) 207 @ — )

Since we have to estimate more parameters, we would require more data in
this case. We recommend this extension only if the number of observations is
large, because otherwise the additional noise generated by having to estimate

more parameters might outweigh the additional power of the test.
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We have taken account of the fact that username and password are unfa-
miliar to our participants, by deleting either the first or the first five logins.
When comparing the power for n = 13 and G = 15(1) and 15(5), respec-
tively, we see in Table 2.5 at a = 0.05 that the power of the 75 statistic
increases from 0.82 when only the first login is deleted to 0.86 when the first
five observations are deleted. Similarly, in Table 2.6 at a = 0.01, the power
of the T5 statistic increases from 0.80 to 0.86.

We also note that in practice the number of observations on a specific
user (n in our analysis) will be larger than what we use in our experiment
(maximum 17) and hence will increase the power of our tests. For example,
in Table 2.5 at & = 0.05 and G = 19(1), the power of the T} statistic increases
from 0.84 when n = 13 to 0.87 when n = 17, and, similarly, in Table 2.6 at
a = 0.01 and G = 19(1), the power of the T5 statistic increases from 0.83
to 0.87. This confirms that a larger value of n will increase the power of our
test.

In practical applications, the user will be familiar with his/her username
and password, and also the number of observations will be larger than 17.
It seems therefore reasonable to believe that our power estimates are lower
bounds, and that the power of our tests will be higher in practice.

Finally, the balance between type-I error and type-II error can be con-
trolled by the company. In a period when many hackers are active, the
company may choose to increase «, thus increasing the power. Users may
be annoyed because they may be denied access to their own accounts, but
hackers will find it more difficult to break in.

In conclusion, keystroke dynamics can be a reliable and flexible security
instrument for authentication, if used in addition with other instruments. It

seems more suitable for authentication (verification) than for identification.



CHAPTER 3

THE PERCEPTION OF
SMALL CRIME!

3.1 Introduction

Living together in a society is guided by formal and informal rules. Viola-
tions of these rules can be costly to society and they are, in the case of large
crimes, followed by prosecution. Minor misbehaviors — small crimes — do
not usually result in legal proceedings, because the cost of enforcing compen-
sation of small crimes would be too high or because the law does not permit
prosecution. Although the economic consequences of a single small crime
will be low, such crimes are often quite common and can, in the aggregate,
generate substantial losses. For example, in the year 2000, surfing the Inter-
net at work for private use may have cost society worldwide $50 billion per
year and employee theft around $200 billion (Greenberg and Scott, 1996).
In standard economic models of criminal behavior Becker (1968), individ-
uals who undertake illegal actions evaluate the probabilities and consequences
of being punished, and commit a crime only if the expected value of doing

so exceeds the utility of the status quo. Thus, an individual would commit

1 This chapter is based on Douhou et al. (2011b).
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a (small) crime if the risk-sanction trade-off is favorable. The legal sanction
acts as a market price, and the individual treats the sanction as an exter-
nal constraint. Alternatively, the individual may internalize the obligation
associated with the sanction. When many people in a community do this,
it becomes a social norm (Cooter, 1998). Since the Becker model is at odds
with the data, an extension of this model with social norms seems appropri-
ate.

Balestrino (2008) uses the lack of social norms as an explanation why dig-
ital piracy (downloading and copying films or music illegally) is much more
common than other types of small crimes. Orviska and Hudson (2002) use
survey data on attitudes towards tax evasion and the tendency to evade to
show that social norms. Traxler (2010) introduces a formal model for tax
evasion in which the utility of evading taxes depends negatively on the social
norm, which in turn depends on how many others evade taxes. Kube and
Traxler (2011) emphasize the relevance of social norms for public policy on
legal enforcement, since higher penalties not only have a direct effect on the
expected gains of non-compliance, but also an indirect effect by changing
the social norm. The variation in the perception of the severity of small
crimes in society, rather than (or, in addition to) the (low) probability of
being caught or the punishment in case of being caught, shows how social
norms vary across crimes and across socio-economic groups. Social norms
are increasingly important in theoretical and empirical work in economics,
and the value of our study mainly relies on the link to and the relevance for
the social norms literature.

Measuring the perception of crime can be useful to evaluate how sentenc-
ing guidelines correspond to public sentiment and to the allocation of police
resources (Miethe, 1982). The perception of larger crimes has been studied
extensively in the criminology literature (see, e.g., the survey of Stylianou,
2003). The first to study the perceptions of ‘crime seriousness’ were Sellin and
Wolfgang (1964) who developed a new method to measure seriousness, thus

providing new insights on public consensus and relative ordering of criminal
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acts. The existing literature in criminology focuses on serious crimes or pro-
perty crimes (O’Connell and Whelan, 1996; Rosenmerkel, 2001; Rossi et al.,
1974), and white-collar crimes (Isenring, 2008; Piquero et al., 2008; Rosen-
merkel, 2001). This literature ranks crimes in terms of seriousness, and finds
that there is relative consensus in the sense that different groups usually
give the same ranking, but not absolute consensus in the sense that the seri-
ousness scores are approximately equal. Harmfulness and wrongfulness are
found to be the key dimensions driving perceived seriousness (Rosenmerkel,
2001; Warr, 1989). While harmfulness refers to the perceived consequences
for the victims, wrongfulness refers to morality and the social norms in society
or a socio-economic group. Differences were sometimes found between groups
of different gender, age, education, degree of urbanization, etc., but in many
cases the differences were statistically insignificant, so that no clear system-
atic picture emerges. There is also evidence that the perceived seriousness of
crimes may depend on characteristics (such as age or gender) of who commits
the crime (Rossi et al., 1997), on whether the crime is committed once or re-
peatedly (Herzog and Oreg, 2008), and on other circumstances under which
the crime is committed. For example, the justifiability of employee theft
depends on behavior of superiors and the peer group of co-workers (Jones
and Kavanagh, 1996). All this shows that the perceived seriousness not only
depends on the consequences for victims but also on social norms in society
or an organization. There is more variation in the perceived seriousness of
victimless crimes and less serious behaviors (Stylianou, 2003), probably be-
cause of larger differences in social norms towards such crimes than towards
more violent and more serious crimes. This makes it particularly interesting
to study less serious crimes.

Our study differs from the existing literature because we look at incor-
rect behaviors (‘small crimes’) that are not always condemned by the general
public. These small crimes go beyond white-collar crimes committed by in-
dividuals within an organization. Our analysis is related to Halman and

Luijkx (2008) who examined the public’s opinion on small crimes from a
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social values point of view. Some of our small crimes are the same as the
short descriptions used by Halman and Luijkx (2008), taken from the 1999
and 2008 waves of the European Values Study (EVS). Our approach is dif-
ferent in that it includes both short descriptions and hypothetical settings of
specific small crimes (vignettes). This allows us to investigate the influence
of offender and offense characteristics on a respondent’s perception in a sys-
tematic way.

In this chapter we measure perceptions of small crime and relate these to
information on crimes committed, based on a questionnaire developed by us
and administered to participants of the CentERpanel, a large representative
sample from the Dutch population. In the questionnaire we ask the respon-
dents to subjectively rate the severity or justifiability of a number of small
crimes. We also ask them to evaluate six small crimes presented in a set-
ting with more (hypothetical) context. In such ‘vignette’ questions, several
characteristics of a fictitious person committing the small crime and other
factors related to the situation are included in the description.

Using survey questions to measure perceived seriousness of crime is quite
common in the criminology literature (see, e.g., Rosenmerkel, 2001, or Herzog
and Oreg, 2008, and the references in these studies). In the literature on the
economics of crime, some studies use survey questions but many others use
actual data or experimental data. The use of survey data has both advantages
and disadvantages. The main advantages for our purpose are that our survey
is representative for a broad population and that many background variables
on the respondents are available, such as various indicators of socio-economic
status (education, income, wealth). A potential disadvantage is that the res-
pondents do not get any incentives to reveal their true opinions. On the other
hand, there is no reason why they would give strategically biased answers,
and the temptation to give socially desirable answers is likely to be small
since the interview is an Internet survey with no personal contacts with an
interviewer (see Chang and Krosnick, 2009). Moreover, there is evidence in

the experimental economics literature that for relatively simple questions,
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respondents do not need real incentives to reveal their true preferences (see,
e.g., Beattie and Loomes, 1997; Camerer and Hogarth, 1999).

The plan of the chapter is as follows. In Section 3.2 we describe the
set-up and framework of the questionnaire and present descriptive statistics,
including an ordering of the small crimes by their mean perceived severity.
The statistical analysis of the short questions and the vignette questions is
presented in Sections 3.3 and 3.4. Section 3.5 discusses some policy impli-
cations and concludes. Section 3.A provides more details on the vignette

questions.

3.2 Questionnaire and descriptive statistics

The results in this chapter are based on an survey conducted in the Summer
of 2008 through CentERdata at Tilburg University. CentERdata manages a
panel of over two thousand ‘respondents’ (the CentERpanel, hereafter CP),
forming a representative sample of the adult Dutch population. The sample
is based on a probability sample of the non-institutionalized Dutch popula-
tion of ages 16 years and older. Selected households without Internet access
or without a personal computer are provided with the necessary equipment
so that the sample also covers the non-Internet part of the population. Every
week a questionnaire is sent out (through the Internet) to all respondents,
each week on a different topic. The response rate is generally above 70%.
Since respondents have typically participated in previous surveys, detailed
background information is available, including gender, age, income, educa-
tion, role in the household, and area of residence.

Respondents who did not respond to the survey in the first weekend
were asked again a few weeks later. The combined response rate was 83%
(1932 respondents). The average completion time was about thirty minutes.
It seems reasonable to assume that participating and completing the ques-
tionnaire is independent of the variables of interest, conditional on several

background variables (gender, age, education) that are used to construct sur-
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vey weights. CentERdata constructs these weights by comparing the sample
with a larger household survey administered by Statistics Netherlands. These

weights will be used below in computing some of the descriptive statistics.

3.2.1 Short questions

Our survey consists of three parts. First, the respondents were asked to
rate the severity of 18 offenses and the justifiability of 6 other offenses. The
offenses range from taking a ballpoint from the office for private use to ac-

cepting a bribe. The wording of the questions for the first 18 offenses is:

Below we list examples of situations that might occur in daily
life. Please evaluate the severity of these actions as you perceive

them on a scale from 1 (very severe) to 10 (not severe).

The other six offenses are taken from EVS; their wording is comparable but
uses ‘justifiability’ instead of ‘severity’ (exactly as in EVS). Some of the types
of small crime included in the survey were also used by Traxler and Winter

(2012), but our list of small crimes is much longer.

Table 3.1: European Values Study (EVS) 1999 and 2008 versus CentERpanel
(CP) 2008

Offense EVS 1999 Ccp EVS 2008
mean (std) mean (std) mean (std)

Claiming government benefits to

which one is not entitled 1.52 (1.28) 1.44 (1.04) 1.52 (1.33)
Accepting a bribe at work 1.60 (1.31) 1.65 (1.26) 1.55 (1.23)
Throwing away litter in a public place 1.74 (1.30) 1.98 (1.42)

Avoiding a fare on public transport 2.79 (2.21) 2.47 (1.81) 2.58 (2.10)
Cheating on taxes if one has a chance 2.74 (2.22) 2.92 (2.14) 2.28 (1.96)
Smoking in a public building 3.81 (2.65) 2.98 (2.16)

Answers are on a scale from 1: never justifiable to 10: always justifiable.
All statistics are weighted. The number of observations N varies over
studies and also (slightly) over offenses. We have 1001-1003 observations
for the EVS 1999, 1929 for the CP, and 1542-1549 for the EVS 2008.
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In Table 3.1 we present the means and standard deviations for the an-
swers to the six short questions that appear in both the European Values
Study and our CentERpanel survey. Two questions from EVS 1999 were not
asked in EVS 2008. Applying for social benefits to which one is not entitled
is considered the least justifiable of all offenses considered, followed by ac-
cepting a bribe in the course of duty. Remarkably, throwing away litter in
public places also ranks quite high.

There seems to be general agreement between the CentERpanel and the
EVS data for most questions. An exception is smoking in a public place,
which is seen as less justifiable in the CentERpanel than in EVS 1999. This
is explained by the nine-year gap between the two data sets. The percep-
tion of smoking in The Netherlands has changed in those nine years, because
smoking was banned from governmental organizations in 1990 and from the
private sector (including restaurants and bars) in July 2008, just after the
first weekend that our survey was fielded. A widely publicized event like
the introduction of a smoking ban may well lead to a (possibly temporary)
change of the social norm (Ramchand et al., 2009). Comparing the two EVS
waves, it appears that people consider most offenses less justifiable in 2008
than in 1999. This particularly applies to cheating on taxes. Surprisingly,
the CentERpanel mean for the perceived justifiability of cheating on taxes is
much closer to EVS 1999 than to EVS 2008, even though EVS and CP were
conducted in the same year. Three of the six offenses in Table 3.1 (littering,
fare dodging, and evading taxes) were also considered by Traxler and Winter
(2012), and their ordering corresponds to what we find.

Table 3.2 describes the 18 short questions on small crimes which were not
included in EVS. They are ordered according to their mean severity, from
most severe to least severe. The two most severe offenses are harmful to
other individuals, stressing the importance of ‘harmfulness’ for another pri-
vate person (Rosenmerkel, 2001). Not cleaning up the dog’s pooh (ranked 3)
also ranks quite high, in line with the high ranking of throwing away litter in

public places, the offense related to polluting the environment in Table 3.1.
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Traffic violations like driving 170 km /h on a highway where the speed limit is
120 km/h, are not considered as very severe, suggesting perhaps that many

people see the maximum speed rules as unnecessarily strict.

Table 3.2: Ordering of small crimes in terms of perceived severity

Offense mean (std)
Damaging a car by accident and not informing the owner 2.10 (1.36)
Turning up the volume of music late in the evening 2.15 (1.40)
Walking the dog and not cleaning up the dog’s pooh 2.71 (1.73)
Pretending to be sick and staying at home for two days 2.84 (1.90)
Driving 170 km/h on a highway (maximum is 120 km/h) 3.09 (2.13)
Leaving a barking dog alone at home 3.19 (1.78)
Taking cutlery from a canteen 3.21 (1.91)
Taking a bundle of printing paper and 5 ballpoints from the office 3.30 (2.01)
Practicing the piano in an apartment building from 7:00-10:00 am 3.47 (1.96)
Taking software from the office to install it at home illegally 3.94 (2.31)
Taking a bundle of printing paper from the office 4.09 (2.28)
Breaking a coffee mug in a store and not informing the owner 4.13 (2.10)
Making daily private phone calls from the office 4.49 (2.33)
Working two evenings per week without paying income tax 4.51 (2.34)
Driving 60 km/h within town (maximum is 50 km /h) 5.19 (2.56)
Downloading music illegally from time to time 5.98 (2.53)
Taking a ballpoint from the office 6.27 (2.70)
Taking soap and shampoo from a posh hotel room 7.03 (2.66)

Answers are on a scale from 1: very severe to 10: not severe. All statistics
are weighted. The formulation of some offenses is shortened to fit the table.
The full survey is available upon request.

As expected, taking away soap and shampoo from a hotel room is con-
sidered the least severe of small crimes. Most respondents do not consider
this as a small crime at all, but see the soap and shampoo as a gift from the
hotel. Taking a ballpoint home from the office is also one of the least severe
small crimes. It is an example of ‘internal fraud’ and, according to Greenberg
(2002), this occurs more frequently when employees feel underpaid or when

employees consider the decision-making criteria as unfair. In general, offenses
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at the cost of the employer seem to be perceived as less severe than offenses
at the cost of another individual. Downloading music illegally also appears
in the bottom three of the ranking; downloading music is not illegal in The
Netherlands as long as it is for private use and from a legal source, but the
majority of music offered at peer-to-peer networks comes from illegal sources.
Apparently, there is no strong social condemnation of digital piracy as this
has no perceived social cost. This is in line with the theoretical arguments
of Balestrino (2008).

3.2.2 Vignettes

In the second part of the survey we asked our respondents in 12 questions
to rate the perceived justifiability of six offenses, this time described in short
stories (so-called ‘vignettes’) concerning hypothetical persons in a hypothet-
ical setting. The vignette questions were asked after the short questions to
avoid framing effects on the short questions, which would hamper comparing
the answers to the short questions with other studies. The six offenses are:
(a) not having a valid (train) ticket; (b) accepting a bribe; (c) reporting a
lower income than the actual income to the tax authorities; (d) breaking a
coffee mug and not reporting it; (e) taking a bundle of printing paper; and
(f) driving too fast on a highway.

Each of the six offenses was described in two vignettes with varying cha-
racteristics of the hypothetical person (the ‘vignette person’) committing
the offense and of the hypothetical setting. A typical example, concerning

offense (a), is:

[Jack| is [27] years old and earns [€2500] per month before tax,
a [low| wage for the type of work he does. Each day he takes the
train to work, a trip of about |5| minutes. Today he is in a hurry
since he does not want to arrive late at work. He jumps on the
train without a valid ticket. It has [not] happened before that
he knowingly did not have a valid ticket. The probability that

someone will check the tickets on this route is [very small|. Do
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you think [Jack]’s behavior is absolutely not justifiable (1),...,
always justifiable (10)7

The parts in square brackets vary across vignettes. For each situation and
each respondent the offender’s income is lower in the first variant than in the
second, guaranteeing that the two vignettes on the same offense are always
different.? The other parts in square brackets are randomized (independently
of each other). In the example, the name of the offender is either Jack or
Diana, both with probability 0.5; the offender’s age is randomly set to 27, 43,
or 55 years (with equal probabilities); and the absolute income level (€2500
or €3500) can be low or usual for the type of work the offender does (both
with probability 0.5). The other randomizations do not concern the offender
but the context in which the crime is committed: how long does the trip take
(5 or 15 minutes); is the offense committed repeatedly or only once; what
are the chances of getting caught (low or 50%)? Similar randomizations are
used for the other vignettes. A full description of the vignette questions
and the randomizations is provided in Section 3.A. The dummy variables
that capture the characteristics of the offender and the circumstances in the
vignettes are listed in Table 3.3. These are used as explanatory variables in
our models for the vignette justifiability evaluations.

In Table 3.4 we compare the means and standard deviations of the vi-
gnette evaluations for the six offenses with the answers to the corresponding
short questions. Accepting a bribe in the course of duty is considered least
justified, both in the short questions and in the vignette questions. Avoi-
ding a fare on public transport is considered less justifiable than cheating
on taxes in the short questions, but this reverses in the vignette questions,
where avoiding a fare is evaluated as the least serious offense of all. The
opposite difference between short questions and vignette questions is found
for the justifiability (severity) of breaking a coffee mug, taking a bundle of
printing paper, or driving too fast on a highway. There are substantial differ-

ences between the answers to the short questions and the vignette questions.

2In the example, €2500 in the first variant and €3500 in the second.
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Table 3.3: Binary vignette variables with explanation

vign wage
vign female
vign 27y

vign 43y

vign 55y

vign freq

vign catch
vign distance
vign boss
vign entrepr
vign wage hi
vign wage_us

1 if vignette person (vp) has a high wage

1 if vp is a woman

1 if vp is 27 years old

1 if vp is 43 years old

1 if vp is 55 years old

1 if small crime has been committed more often before

1 if the probability of getting caught is 50% (0 if very small)

1 if the travel distance is 20 minutes (0 if 5 minutes)

1 if the boss of the vp behaves correctly

1 if the vp is an independent entrepreneur

1 if vp receives substantial wage for type of work, given vign wage =1
1 if vp receives usual wage for type of work, given vign wage = 0

Table 3.4: Mean (standard deviation) of dependent variables

Short Vignette
EVS questions Justifiability — Justifiability
(a) Avoiding a fare 2.47 (1.81) 3.88 (2.33)
(b) Accepting a bribe 1.65 (1.26) 2.10 (1.59)
(¢) Cheating on taxes 2.92 (2.14) 2.81 (1.96)
Our own questions Severity Justifiability
(d) Breaking a coffee mug 4.13 (2.10) 3.47 (2.08)
(e) Taking a bundle of printing paper 4.09 (2.28) 3.19 (2.05)
(f) Driving too fast on a highway 3.09 (2.13) 2.73 (1.96)

Answers are on a scale from 1: very severe/never justifiable to 10:

not severe at all/always justifiable. All statistics are weighted.

N varies between 1929 and 1932 for short questions and between 3840
and 3846 for vignette questions.
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There may be several reasons for this. Since the vignette questions provide
more information about the context in which the offense is committed, one
explanation is that context matters. This is in line with Riedel (1975) who
asked respondents to rate the importance of offense and offender characte-
ristics for judging the seriousness of a described offense. He concluded that
respondents need external factors to make a judgement. On the other hand,
Rossi et al. (1997) found that the offender’s background only has a small
impact on sentencing preferences. How context matters will be studied in
detail in Section 3.4. An alternative explanation for differences between the
ratings of short questions and vignettes might be framing effects: there are
many small crimes in the short questions, and it is likely that respondents try
to rank these with their ratings. On the other hand, there are only six small
crimes in the vignettes. This may explain differences in the absolute ratings,
but it seems implausible that it explains the observed reversal of some of the
average ratings.

The sample standard deviations in the answers to the short questions and
the vignette questions are of similar size; two of the six standard deviations
are larger for the vignette questions; the other four are larger for the short
questions. Herzog (2003) argued that when judgements are based on less
information regarding the circumstances of the crime (e.g. offender characte-
ristics) respondents will make quick judgements based on shared norms in a
society, which would suggest that the dispersion in the answers to the short
questions would be smaller than for the vignette questions. We do not find
any such evidence in Table 3.4.

Figures 3.1 and 3.2 provide the complete distributions of the answers.
We have almost twice as many observations (3840) for the vignette questions
as for the short questions (1930), because the respondents evaluated two vi-
gnette questions for each type of offense. As explained above, the income of
the person committing each offense is always lower in the first vignette than

in the second vignette (while other characteristics are randomized).
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Figure 3.1: Answers to selected short questions (items (a)—(c) refer to justi-
fiability; items (d)—(f) to severity)
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Figure 3.2: Answers to vignette questions (all items refer to justifiability)
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Figure 3.2 shows separate histograms for the answers to these two ques-
tions, clearly illustrating that respondents tend to perceive an offense as more

severe if the income of the person committing the offense is higher.

3.2.3 Respondent characteristics

The respondent characteristics used as explanatory variables are presented in
Table 3.5 (definitions and descriptive statistics). Roughly 47% of the sample
is female. The age of the respondents ranges from 15 to 93 with a mean of
51. Highly-educated respondents are overrepresented: 36% completed higher
vocational school or has a university degree in our sample as compared to 25%
in the population in 2006 (Statistics Netherlands, 2008). This is because the
higher educated have a larger probability to participate in the CentERpanel.
We use sample weights to correct for this.

To capture the effect of how familiar respondents are with crime, we in-
clude crime_ rate (the number of registered crimes per capita) at the provin-
cial level, which varies from 4.6% to 9.0%. Within a given province, crimes
are more common in cities than in rural areas. Hence, we also include the
degree of urbanization. About 41% of our respondents live in cities, 20% in
larger towns, and 39% in small towns or villages.

It is likely that one’s occupational status influences one’s perception of
crime. For example, employees may be more sympathetic than others to
someone taking a bundle of printing paper from the office for private use,
because they are more familiar with this kind of situation. We distinguish
between four types of occupations. The largest group (48%) contains those
in paid employment (occup empl).

The majority of the respondents (62%) are head of a household. In about
67% of all cases, household heads live together with a partner (married or
unmarried). Being head of a household or the partner of the household head
may imply that one’s behavior is an example to the rest of the household,
which may lead to a different attitude to (small) crimes. About four out of

five respondents reported that they support a national political party; the
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Table 3.5: Respondent variables with explanation

Variable Mean (std) Explanation

Non-binary variables

age 50.7 (16.1) age of respondent (in years)

hh lincome 7.93 (1.43) log of gross monthly household income

crime rate 7.31 (1.22) % number of crimes in total population per province

Binary variables

female 0.47 (0.50
0.25
0.44
0.33
0.39
0.43
0.32
urban_low 0.39 (0.49
urban_high 0.41 (0.49

( ) 1if respondent is a woman
(0.25)
(0.44)
(0.33)
(0.39)
(0.43)
(0.32)
(0.49)
(0.49)
urban_middle 0.20 (0.40) 1 if — an intermediate urban character
(0.50)
(0.42)
(0.21)
(0.43)
(0.49)
(0.41)
(0.49)
(0.42)
(0.39)

edu_prim 0.07
edu_seconl 0.26
edu_secon2 0.12
edu_vocatl 0.19
edu_vocat2 0.24

1 if respondent’s highest education is primary school
1 if — lower general secondary school

1 if — higher general secondary school

1 if — intermediate vocational school

1 if — higher vocational school

edu_univer 0.12 1 if — university

1 if respondent lives in a less urbanized area

1 if — more urbanized area

0.50
0.42
0.21
0.43
0.49
0.41
0.49
0.42
0.39

occup_empl  0.48 1 is respondent has an (unpaid) job

occup _pension 0.23 1 if — is retired or > 65 years
occup _indep  0.05 1 if — works as independent entrepreneur or in a family firm
occup nowork 0.24
position _head 0.62

partner 0.79

1 if — has no occupation (incl. students)
1 if respondent is head of the household®
1 if head of household has a partner (married or unmarried)
party _nochr  0.59 1 if respondent votes for non-Christian national political party
party christ  0.22 1 if — Christian national political party

party other 0.19 1 if — local party or does not vote

®The ‘head’ is the person who owns the house or signed the rental contract; if this applies
to more than one person, then the one with the highest personal income is the head.
Statistics are not weighted. N varies between 1918 and 1931.

others support a local party or do not feel affiliated with any political party.
Of those supporting a national party, about one-quarter supports a Christian
party. We included a dummy for supporting a Christian party as a proxy for
ethical norms and values that may possibly affect attitudes towards (small)
crime.

Finally, we asked some questions about the respondent’s past victim-
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ization incidence and exposure to crimes in daily life. These questions are
not analyzed in the current chapter. The complete survey is available upon

request.

3.3 Models

We analyze the determinants of the perceived justifiability (and severity in
the case of some of the short questions) of small crimes using economet-
ric models. We focus on explaining the answers to the vignette questions,
from respondent characteristics, offender characteristics, and other variables
describing the context of the offense. In addition, we consider models ex-
plaining the answers to the six short questions on the same types of offenses
described in the vignettes from respondent characteristics only. This is in
order to investigate to which extent providing the context changes the con-
clusions about the association between perceived seriousness and respondent
characteristics. We model the answers to the short questions and the vignette
answers to each of the six offenses separately. Since the response scale is dis-
crete and ordered, ranging from 1: never justifiable to 10: always justifiable
— or from 1: very severe to 10: not severe at all — we use ordered probit
models: a standard ordered probit model for each of the short questions, and

a panel-data version of this model for the vignettes.

3.3.1 Model for short questions

The model for each of the short questions describes the reported evaluation as
the category containing the value of an unobserved (latent) continuous vari-
able y7, which is driven by a vector of explanatory variables x; (respondent

characteristics, in our case) and an error term ¢;:

y::$;5+€z’,
vi=g i ajq <y <a
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where

¢; ~ N(0,1) independent of z;,
and ¢ = 1,..., N denote the respondents, and 7 = 1,..., m are the possible
values that y; can have. We set m = 10 and let g = —o0 and «,,, = 0.

3.3.2 Model for vignette questions

The fact that each respondent answers two vignette questions on each offense
(with different values of the randomized vignette variables; see Section 3.2)
allows us to use a random-effects panel-data ordered probit model with T" = 2

‘time periods’:

v =x,04e, i=1,...,N, t=12,

yu=73 if o<y, <o j=1,...,m,
where

€it = U; + Vi,
Ui ~ N(O, O'?L), independent of i1, Li2, Vi1, Ui2,

Vit ~iid N(O, O'g), independent of Ti1, Li2.

Again, we set m = 10 and let oy = —o0 and a,, = oo. Without loss of

2

2 (= 024 0?) to 1. For the explanatory variables in

generality we normalize o
x;, we distinguish between respondent characteristics (income, age, gender,
education, occupational status), characteristics of the vignette person com-
mitting the crime, and variables describing the context in which the crime is
committed. This allows us to disentangle the effects of respondent charac-
teristics and characteristics of the offender on the perceived severity of each
offense. Note that vignette characteristics vary with ¢ and ¢, while respondent
characteristics vary with ¢ only.

The model is estimated by maximum likelihood, integrating out the ran-
dom effects. The random effects capture the correlation between the unob-

servable components in the two vignette questions for each individual, and
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this correlation is automatically taken into account in computing the stan-

dard errors (so that accounting for clustering is not needed).

3.4 Results

In the baseline model for the vignette questions, x; includes the respon-
dent characteristics that are also used for the short questions (gender, age,
household income, education, the crime rate in the province of residence,
and the urbanization rate), as well as the vignette characteristics. Because
of the design, there is some variation in vignette characteristics across the six
situations. An example is vign_ boss, capturing the effect on perceived justi-
fiability if the boss of the vignette person behaves correctly under the same
circumstances. This variable is only included in two of the six situations.

We also estimated models with interactions. For example, it might be
that the difference between perceived justifiability of a young and an older
person committing an offense varies with the age of the respondent, or it
could be the case that the effect of income of the offender on the seriousness
perception is different for respondents with lower or higher income. Such
interactions, however, were hardly ever significant and adding them did not
lead to additional insights. Since the interactions also make it harder to
interpret the results, we decided to only present the results of the models
without interactions.

The estimation results for the short questions are presented in Table 3.6,
and the results for the baseline model of the vignettes are in Tables 3.7a
and 3.7b. We focus on the results for the vignettes and the differences be-
tween the effects (of respondent characteristics) according to the vignette

evaluations and the short questions.

3.4.1 Respondent characteristics

We first consider the respondent characteristics. Some of the earlier studies

focus on measuring the degree of consensus between different demographic
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Table 3.6: Ordered probit on short questions

Situation
Variable 1 2 3 4 ) 6
female —0.1887*** —0.2170*** —0.1430*** —0.3282*** —0.1572*** —0.2653***
(0.0509) (0.0477) (0.0481) (0.0496) (0.0575) (0.0498)
age —0.0153*** —0.0111*** —0.0216*** —0.0192*** —0.0123*** —0.0012

(0.0017)  (0.0016)  (0.0016)  (0.0016)  (0.0018)  (0.0015)

hh_lincome  —0.0101  —0.0059  —0.0273*  —0.0034 00111  —0.0191
(0.0186)  (0.0185)  (0.0162)  (0.0167)  (0.0212)  (0.0184)

crime rate 0.0155 0.0254 0.0234 0.0242 0.0026 0.0557***
(0.0217) (0.0205) (0.0200) (0.0204) (0.0244) (0.0216)

edu_seconl  —0.0330  —0.0662  —0.0549 0.1592  —0.1906* —0.1030
(0.1085)  (0.1048)  (0.1063)  (0.1019)  (0.1120)  (0.1012)
edu_secon2  —0.0693  —0.0520  —0.1256 0.1782  —0.3303*"* —0.1198

(0.1198)  (0.1121)  (0.1179)  (0.1117)  (0.1243)  (0.1137)

edu_vocatl — —0.0718  —0.1210  —0.0518 0.3209*** —0.1598  —0.2684***
(0.1090)  (0.1070)  (0.1075)  (0.1025)  (0.1128)  (0.1041)

edu_vocat2  —0.2870*** —0.1863* —0.1638 0.1592  —0.6597*"* —0.4281***
(0.1074)  (0.1032)  (0.1054)  (0.0993)  (0.1133)  (0.1032)

edu_univer ~ —0.1151  —0.1348  —0.0707 0.2409"*  —0.5960*** —0.2650"
(0.1186)  (0.1115)  (0.1130)  (0.1130)  (0.1305)  (0.1112)

urban_high  0.0307 0.1348**  0.1006* —0.2780*** —0.1212*  —0.1982***
(0.0589)  (0.0546)  (0.0557)  (0.0582)  (0.0673)  (0.0583)

urban_middle  0.0133 0.0865 0.0788  —0.1731*** —0.0500 0.0248
(0.0703)  (0.0668)  (0.0658)  (0.0655)  (0.0758)  (0.0684)

N 1914 1917 1917 1917 1914 1914

* = {p<0.01}; ** ={0.01 <p<0.05}; * ={0.05 < p<0.10}

Standard errors in parentheses.

Situations: 1 = not having a valid (train) ticket; 2 = breaking a coffee mug;
3 = taking a bundle of printing paper; 4 = driving too fast on a highway;

5 = accepting a bribe; 6 = reporting a lower income to the tax authorities.

groups (Kwan et al., 2002; O’Connell and Whelan, 1996; Rossi et al., 1974;
Sellin and Wolfgang, 1964), since public consensus is required to develop

a generally supported seriousness scale of criminal activities. Differences



3.4. Results 53

Table 3.7: Random effects ordered probit

(a) Respondent characteristics

Situation
Variable 1 2 3 4 5 6
female —-0.1775 —0.4754*** —0.3359*** —1.4000*** —1.2307*** —0.9644"**
(0.1105)  (0.1142)  (0.1135)  (0.1350)  (0.1142)  (0.1259)
age —0.0087*** —0.0082** —0.0430*** —0.0509*** —0.0416*** —0.0237***
(0.0032) (0.0039) (0.0036) (0.0042) (0.0034) (0.0037)
hh lincome  —0.0067 —0.0476 —0.0272 —0.1745*** —0.0924*** —0.1762***
(0.0378) (0.0477) (0.0298) (0.0364) (0.0340) (0.0269)
crime rate 0.0880** 0.2405***  0.1691***  0.3897***  0.2232***  0.3639***
(0.0446) (0.0432) (0.0642) (0.0570) (0.0450) (0.0487)
edu_seconl —0.1647 —0.8979*** —0.1432 —0.0977 —0.6907*** —0.2853

(0.3054)  (0.2229)  (0.2766)  (0.2764)  (0.1839)  (0.2572)

edu_secon2  0.0167  —0.4125* —0.3468 04387  —1.3166"* —0.3959
(0.3286)  (0.2436)  (0.3007)  (0.2875)  (0.2252)  (0.2761)

edu_vocatl — —0.1069  —0.8834*** —0.0484 02829  —1.3366"* —0.8246***
(0.3065)  (0.2167)  (0.3069)  (0.2517)  (0.1862)  (0.2629)

edu_vocat2  —02527  —0.8612*** —04725* —0.6029%" —2.2039*** —1.3780***
(0.3208)  (0.2196)  (0.2762)  (0.2403)  (0.2173)  (0.2868)

edu_ univer 0.3684  —1.4330"* —0.2069  —0.1554  —2.6853*** —1.9023*"*
(0.3327)  (0.2530)  (0.2965)  (0.2738)  (0.2152)  (0.2703)

urban_high  —0.1307 0.0079 01733  —1.8075"* —0.0109  —0.8207***
(0.1227)  (0.1219)  (0.1274)  (0.1769)  (0.1156)  (0.1429)

urban_middle  0.2656* —0.0118 0.0984  —1.1946*"*  0.0501 0.1816
(0.1424)  (0.1356)  (0.2282)  (0.1780)  (0.1604)  (0.1557)

N 3816 3812 3810 3810 3810 3810
P 0.8382 0.8813 0.8564 0.9258 0.9166 0.9176

= {p<0.01}; ** = {0.01 <p <0.05}; * = {0.05 < p<0.10}

Standard errors in parentheses.

Situations: 1 = not having a valid (train) ticket; 2 = breaking a coffee mug;
3 = taking a bundle of printing paper; 4 = driving too fast on a highway;

5 = accepting a bribe; 6 = reporting a lower income to the tax authorities.
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Table 3.7: Random effects ordered probit (cont.)

(b) Vignette characteristics

Situation
Variable 1 2 3 4 5 6
vign wage —0.3496""* —0.5564"** —0.3154*** —0.2604*** —0.3403*** —0.3813"**
(0.0594) (0.0637) (0.0632) (0.0700) (0.0798) (0.0688)
vign female 0.0014 —0.0937* 0.0095 0.1205** —0.0878 —0.1146**
(0.0499) (0.0527) (0.0520) (0.0590) (0.0610) (0.0568)
vign 43y 0.0683 0.1153* 0.0875 0.1039 —0.0330 0.0030
(0.0594) (0.0631) (0.0625) (0.0717) (0.0759) (0.0733)
vign_ 55y 0.0937 0.1683***  0.0584 0.0176 —0.0189 0.0246
(0.0599) (0.0625) (0.0622) (0.0761) (0.0743) (0.0699)
vign freq —1.2838*** —0.4162*** —0.5922*** —0.3840*** —0.2644***
(0.0531) (0.0518) (0.0624) (0.0616) (0.0570)
vign catch —0.0390 —0.1340*** —0.2631***
(0.0484) (0.0508) (0.0556)
vign distance —0.0719
(0.0482)
vign boss —0.5716*** —0.3429***
(0.0519) (0.0608)
vign entrepr 0.0138
(0.0622)
vign _wage us —0.0941 —0.0117 —0.1123 —0.1171 —0.1473*  —0.1626**
(0.0684) (0.0726) (0.0730) (0.0879) (0.0873) (0.0787)
vign _wage hi —0.0520 —0.1416* —0.0974 —0.0830 0.0658 —0.1025

(0.0685)  (0.0728)  (0.0730)  (0.0878)  (0.0885)  (0.0798)

= {p<0.01}; ** = {0.01 <p<0.05}; * ={0.05 <p<0.10}

Standard errors in parentheses.

Situations: 1 = not having a valid (train) ticket; 2 = breaking a coffee mug;
3 = taking a bundle of printing paper; 4 = driving too fast on a highway;

5 = accepting a bribe; 6 = reporting a lower income to the tax authorities.

between groups were studied by Rosenmerkel (2001), who also looks at a
larger set of respondent characteristics, including detailed indexes of socio-

economic status. We interpret our results as follows.
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Gender: Women consider the offenses less justifiable than men, especially
regarding driving too fast on a highway. According to the short questions
as well as the vignette questions, women perceive all six small crimes as
more serious than men with the same characteristics (that is, the same age,
education, household income, urbanization rate, and provincial crime rate).
This is in line with the results reported by Herzog and Oreg (2008), O’Connell
and Whelan (1996), and Rossi et al. (1985), and may be due to the fact
that women are more vulnerable and have a stronger fear of being victimized
(Warr, 1984). On the other hand, Kwan et al. (2002) find a gender effect only
for crimes that disproportionately affect women, and Isenring (2008) finds no
gender effect on the perceived seriousness of white-collar crimes. Kwan et al.
(2002) find that bribery (similar to our situation 5) is rated as more serious
by men than by women. Orviska and Hudson (2002) find that women are
more likely to approve tax evasion (specifically, value-added tax), which is
in contrast to our result for situation 6 (reporting a lower income to the tax
authorities). The large differences in magnitude across offenses in Table 3.7a,
much larger than in Table 3.6, suggest a violation of relative consensus. For
example, speeding on the highway will be higher in the seriousness ranking

for women than for men.

Age: The signs and significance levels for the short and vignette ques-
tions largely correspond; older respondents always give significantly more
severe ratings in all situations. For tax evasion, the negative age effect is
significant and larger in magnitude than for some of the other small crimes
in the vignette questions, while it was insignificant in the short questions.
The negative age effects are in line with Orviska and Hudson (2002) and
O’Connell and Whelan (1996); older people may have stricter social norms

than younger people, perhaps due to different behavior of their peer group
(Traxler, 2010).

Income: In the short questions, we find no significant income effects. But
in the vignette questions, household income has a negative and significant

effect in three of the six situations: respondents with a higher household
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income perceive driving too fast, accepting a bribe, and tax evasion as more
serious than low-income respondents. This is in contrast to the findings of
Rossi et al. (1985), who report that higher income is associated with more tol-
erance towards white-collar crimes. On the other hand, Rosenmerkel (2001)
found no income effect on white-collar crime, and reports that respondents
with higher income considered violent crimes as less serious than lower in-
come respondents. Again, the most likely reason for the income effect seems

differences in social norms, probably in relation to differences in peer groups.

Education: In the vignette questions, educational dummies are jointly
significant in five of the six situations. More education leads to harsher
evaluations. These effects are quite different from those in the short ques-
tions, where no clear pattern can be found, although educational dummies
are jointly significant in four out of six cases. The strongest effect is found
for bribery followed by tax evasion, particularly according to the vignette
questions: higher-educated respondents rate tax evasion as much more se-
vere than the lower educated. This is in line with Orviska and Hudson
(2002), who also find that a higher education level increases disapproval of
tax evasion. This suggests that the social norm to disapprove tax evasion
is stronger for the higher educated. Our results for the short questions are
closer to Rossi et al. (1985), who also find an inconsistent pattern of the
effect of education on the perception of different types of crime. That a
higher education would lead to less harsh judgements is found by Rossi et al.
(1974), Isenring (2008), Payne et al. (2004), O’Connell and Whelan (1996),
and, for white-collar crime, Schrager and Short (1980). We find this only for

the short question on situation 4 (driving too fast).

Crime rate: Respondents in provinces with higher crime rates judge less
harshly than respondents in provinces with lower crime rates. The effect is
significant in all six situations for the vignette regressions, but only in one
situation for the short questions. The size of the effect varies. According to
the vignette questions, the effect is highest for driving too fast and for tax

evasion, and lowest for using public transport without a valid ticket. The
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significant effect of the crime rate may seem surprising. Respondents who live
in areas with a higher crime rate are expected to be more familiar with serious
crime, and this may, indirectly, also affect their social norm concerning small
crime. On the other hand, the provincial crime rate might also proxy other
differences in social norms across provinces, particularly between the more
densely populated North-West of the country (where the crime rate is higher)

and the rest of the country.

Urbanization: Living in an urbanized area may have an effect on the
perception of crime through social norms. Moreover, crime rates are higher
in large cities than in smaller towns or rural areas (Glaeser and Sacerdote,
1999). Since we include the crime rate by province but not by municipality
(since we do not have the data on the latter), this implies that the degree
of urbanization can be seen as a proxy for within-province variation in the
exposure to crime. Important is also that people in cities tend to more tol-
erant than people in the country, not only on crime but also on many other
issues. Offenses 4 and 6 (speeding and tax evasion, which are among the
more serious of the small crimes considered), are considered less serious by
respondents living in a (highly) urbanized area, both in the short and in the
vignette questions. This is in line with Rose and Prell (1955) who discuss the
effect of urbanization on ‘punitiveness’ and find that respondents who do not
live in an urban area think that punishments should be harsher than respon-
dents in urban areas. Stylianou (2003) also cites several studies that find an
effect of the degree of urbanization on other social norms, such as abortion.
On the other hand, no significant effects (at the 5% level) are found for the
other vignettes and in the short question on traveling without a ticket, we
even find an unexpected effect in the opposite direction. Apparently, if social
norms concerning small crime vary with degree of urbanization, this does not
apply to all small crimes in the same way.

We also considered extensions of the baseline model for the vignette eval-
uation with more respondent characteristics (respondent’s occupation, posi-

tion within a household, and preference for a Christian political party). The
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latter two were only included for the offenses where they played a significant
role. Adding these additional characteristics leaves the effects of the respon-
dent and vignette characteristics in the baseline model virtually unchanged,
and we therefore only present and discuss the effects of the additional re-

spondent characteristics in the extended model (Table 3.8).

Table 3.8: Random effects ordered probit: extended specification

Situation

Variable 1 2 3 4 5 6

occup_pension  0.0522 0.0410  0.1931 0.0990  0.4226** —0.2838
(0.1641)  (0.1724) (0.1947)  (0.1654)  (0.1989)  (0.1791)

occup_indep  0.7616***  0.8261 0.7554***  1.2896™* 1.6483***  0.9740***
(0.2042)  (0.5943) (0.2578)  (0.2014)  (0.2008)  (0.2355)

occup nowork —0.2611** —0.0872  0.0908 —0.6818*** 0.1566 0.6460***
(0.1328) (0.1608) (0.1726) (0.1613)  (0.1731) (0.1610)

position head 0.0537 0.1817
(0.2110) (0.1937)
partner 0.3436 0.8216***
(0.2175)  (0.2191)
party _christ —0.4256***
(0.1283)
party other 0.4221%**
(0.1288)
N 3816 3812 3810 3810 3810 3806
p 0.8406 0.8825 0.8559 0.9319 0.9139 0.9214

= = {p < 0.01}; ** = {0.01 < p < 0.05} Standard errors in parentheses.
The extended specifications include the same respondent and vignette
characteristics as in Tables 3.7a and 3.7b.

Situations: 1 = not having a valid (train) ticket; 2 = breaking a coffee mug;
3 = taking a bundle of printing paper; 4 = driving too fast on a highway;

5 = accepting a bribe; 6 = reporting a lower income to the tax authorities.

Occupational status: Self-employed respondents are significantly less harsh
on five types of small crime than employees, while pensioners are less harsh

in only one situation. The latter result is not in line with Herzog and Oreg
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(2008) who find that part-time employees consider crimes relatively less jus-
tifiable than full-timers. Wirneryd and Walerud (1982) find no effect of

self-employment or occupation on the attitude towards tax evasion.

Political party: The final additional variable is affiliation with a Christian
political party. The literature is ambiguous on this issue. Herzog and Oreg
(2008)) found that individuals who lead a conservative life also have more
conservative views towards crime. Similarly, Payne et al. (2004) reported
that conservativeness is positively related to the tendency to punish harder.
On the other hand, Isenring (2008) did not find a significant effect of political
preferences on crime seriousness ratings. We find no significant effect either,
with one exception: respondents who feel attached to a Christian party rate

tax fraud as a more serious offense than other respondents.

3.4.2 Vignette characteristics

In 1996 the Catholic Dutch Bishop Tiny Muskens declared that the poor
have a right to steal bread when they are hungry and see no other way to
survive. This statement caused some turmoil, especially in the bakery in-
dustry, but was also applauded, and some years later Bishop Muskens was
appointed Honorary Citizen of Breda. We find that the most salient effect of
the vignette characteristics is the effect of the vignette person’s earnings level
(vign_wage). For all situations, respondents consider the offense less justifi-
able if the person who commits it earns more. The explanation is probably
that the respondents feel that people with higher income can better afford to
be honest. The coefficients for this variable are of approximately the same
size, except for situation 2 (breaking a coffee mug in a shop), for which the
effect is by far the largest, and situation 4 (speeding) for which the effect is
lowest.

In addition to the absolute earnings level, each vignette situation also pro-
vides information on how earnings compare to those of others with a similar

job. This information depends on the earnings level: if the earnings level is
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high, then the vignette states either ‘this income is usual for this type of work’
or ‘this income is high for this type of work’ (vign_wage_hi = 1). If absolute
earnings are low, the vignette states either ‘this income is low for this type of
work’ or ‘this income is usual for this type of work’ (vign_wage us = 1). A
negative sign on both vign_wage wus and vign_wage_ hi implies that respon-
dents are harsher if earnings of the offender are relatively high, given the type
of work. It seems that relative income matters more if the offender’s absolute
income is low than if it is high: the coefficient of vign_wage_us is significant
in two situations; that of vign_wage_hi in only one situation. These effects
are much smaller than those of absolute earnings. Perhaps surprisingly, the
relative wage level plays no significant role for the only work-related situation
(taking a bundle of printing paper home).

As expected, if a vignette person has committed the same crime before
(vign_ freq = 1), it is considered less justifiable than if the crime is commit-
ted for the first time. The effect is significant in all five situations where this
information is provided. This finding that people are generally harsher if the
offense is repeated corresponds to the results of Herzog and Oreg (2008) and
Rossi et al. (1985).

Important is also the probability that the offender gets caught. A larger
probability to get caught (vign_catch = 1) leads to a harsher judgement, and
the effect is significant in two out of three cases. An explanation could be that
a small probability to get caught (for example in evading taxes) suggests that
the offense is taken less seriously by society, so that the respondent interprets
it as a proxy for the social norm. According to the theory of expressive law,
the expression of social values is an important, perhaps the most important,
function of the courts (Cooter, 1998). See also Kube and Traxler (2011) who
focus on the interaction of formal (legal) and informal (social) enforcement
of compliance with the law.

The behavior of the offender’s superior also matters. The superior sets an
example to the employees and influences the norms within the organization.

If the superior behaves correctly (e.g. does not take printing paper home for
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private use), then the respondents think it is less justifiable for the employees
to behave incorrectly and consider the offense significantly more severe. This
type of behavior is referred to as ‘parallel deviance’, where unethical behavior
on the part of a superior sends a message to an employee that deviant be-
havior is legitimate or even the standard within an organization (Greenberg
and Scott, 1996; Jones and Kavanagh, 1996). Jones and Kavanagh (1996)
find that unethical behavior of the superior significantly raises intentions to
behave unethically in one of their two experiments.

The effects of other vignette characteristics are specific to the situation.
Older offenders are judged significantly less harshly than others when break-
ing a coffee mug in a shop and not reporting it (situation 2). Differences
between ratings of small crimes committed by male and female offenders are
insignificant in four situations, and marginally significant with opposite signs
in the other two situations. These results are not in line with those of Rossi
et al. (1985) who find, in the case of property crimes, that older offenders
are judged more severely than young offenders, and females are judged more

mildly than males.

3.5 Concluding remarks

There are many studies on the perception of crime. The studies typically
consider serious crimes such as murder and armed robbery and sometimes
also white-collar crimes. The literature on the perceived justifiability of small
crime or incorrect behavior is, however, small. This chapter tries to fill this
gap. An analysis of the perception of small crime at the individual level is
of interest because it tells us something about the social norms held by dif-
ferent socio-economic groups in society, and social norms play a crucial role
in many recent models of economic and social behaviors.

In this chapter we have tried to disentangle the factors that drive per-
ceptions of small crime using data on subject, offender, and offense charac-

teristics. One of the strengths of the chapter is the quality and quantity of
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the data. We had access to an excellent panel, representative for a broad
population and with a high response rate, and we were able to ask almost
2000 respondents many questions on incorrect behavior of which some activ-
ities are forbidden by law while other activities are not forbidden but can be
perceived as morally wrong.

A methodological novelty of our approach is that we use vignette ques-
tions to incorporate characteristics of the offender and the context in which
the offense is committed. Our results comparing vignettes and short ques-
tions (Tables 3.6 and 3.7a) confirm that respondents evaluate a given (small)
crime differently if they know more about the offender and the circumstances.
From a methodological point of view, this means that the analysis through
vignettes is useful, even if we are only interested in how the social norms
vary across socio-economic groups.

We find interesting effects of the context variables, showing that social
norms concerning crime not only depend on the crime itself but also on
the context in which it is committed. The respondents judge a small crime
committed by an underprivileged person less harshly than the same offense
committed by a wealthy person. Not everyone would agree with Bishop
Muskens that a poor man is allowed to steal bread, but income does play a
role in people’s judgment. This is true even for non-financial crimes such as
speeding (see Table 3.7b, situation 4). If this is indeed the public’s sentiment,
then one may wonder why punishments are not income-dependent. It is not
unusual to make company fines dependent on the revenue earned in a cer-
tain period, for example when breaking competition laws. Income-dependent
fines for individuals are not common in The Netherlands, although they do
exist in some other European countries, such as Germany and Switzerland.
This study does not discuss the implications for deterrence. For example, if
lower sanctions were applied to less well-off individuals, this would send a
signal to other similarly placed individuals thinking about the offense. Our
findings do not necessarily allow conclusions about law enforcement, despite

the fact that some results (for example about repeat offenders) can be related
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to the law.

No doubt, one can learn much from the experiences in other countries.
The current study considers only The Netherlands. Evans and Scott (1984)
compared perception in two different cultures: United States and Kuwait.
While violent, property, and white-collar offenses were perceived similarly,
moral offenses (selling illegal drugs, prostitution, having an illegal abortion,
committing perjury) were perceived very differently. A new international
study involving more countries would be of great interest.

Various other extensions could also be of interest. It is likely that past
victims of a (small) crime judge more harshly than subjects who have never
been a victim; see the discussion on the effect of victimization on a sub-
ject’s judgment in Pease (1988). Hence, including a measure of victimization
may provide additional insight. In addition, a multivariate approach would
identify factors driving a subject’s judgment in general, hence not only in
a specific situation. Finally, it would be interesting to compare the survey
answers with actual behavior, for example in experiments. The fact that, for
example, older people perceive small crimes as more serious than younger
people, might reflect differences in interpreting the answering scales—older
people might more easily call something ‘severe’ instead of really having a
different attitude. This is an issue that has not been addressed in the survey
literature on crime perception, but is prominent in subjective evaluations of
aspects of well-being such as health or political efficacy (see, e.g., King et al.,
2004).
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3.A Vignette questions

In the vignette part of the questionnaire we consider six offenses. For each
offense we study two variants. Hence we ask twelve vignette questions. ® In
all cases we randomize over men and women (and adjust the name accord-
ingly), and over age (27, 43, or 55 years old). In the first variant, income
is either low or usual (randomized) for the type of work that the vignette
person does. In the second variant, income is set higher and is either usual or
high (randomized) for the type of work. This is the only difference between
the two variants. At the end of each question we ask whether the vignette
person’s behavior is absolutely not justifiable (1),..., always justifiable (10)
on a scale from 1 to 10. Below we give one example for each of the six of-
fenses, each time for the first variant (low income). Randomizations other

than those mentioned above are italicized and explained.

Not having a valid (train) ticket: Jack is 27 years old and earns €2500 per
month before tax, a low wage for the type of work he does. Each day he takes
the train to work, a trip of about 5 minutes. Today he is in a hurry since he
does not want to arrive late at work. He jumps on the train without a valid
ticket. It has not happened before that he knowingly did not have a valid
ticket. The probability that someone will check the tickets on this route is
very small. |There are three additional randomizations: travel time is either
5 or 20 minutes; it has not happened before or it has happened often; and

probability of detection is very small or 50%.]

Breaking a coffee mug and not reporting it: Anne is 27 years old and earns
€1335 per month before tax, a low wage for the type of work she does. While
shopping in a department store, she accidentally drops a coffee mug, priced
at €4. Anne puts the broken mug back and leaves the store without inform-

ing the owner about the accident. [No additional randomizations.|

3In fact, we ask fourteen questions, but two of these are not analyzed in this chapter.



3.A. Vignette questions 65

Taking a bundle of printing paper: John is 27 years old and works at an
office. He earns €1335 per month before tax, a low wage for the type of work
he does. John has noticed that his boss occasionally takes printing paper
home for private use. John takes a bundle of printing paper home for private
use. This is the first time that he does this. The probability that someone
will notice it is very small. |Three additional randomizations: ‘John has no-
ticed that his boss occasionally takes printing paper home for private use’ or
‘John’s boss is a principled man and never takes things home from work for
private use’; this is the first time or John does it often; and probability of

detection is very small or 50%.|

Driving too fast on a highway: Sandra is 27 years old and earns a living
by delivering packages in her own car. She earns €1750 per month before
tax, a low wage for the type of work she does. On her way to a client she
drives 170km/h on a highway where the maximum speed limit is 120km /h.
It has not happened before that Sandra drove so fast on a highway. [Two ad-
ditional randomizations: Sandra either has her own car or she works for a big

courier company; and it has not happened before or it often happened before. |

Accepting a bribe: Patrick is 27 years old and works as a civil servant in
a municipal department responsible for building permits. He earns €2000
per month before tax, a low wage for the type of work he does. Patrick’s boss
is known to occasionally accept gifts from building firms. Patrick accepts a
gift from someone applying for a building permit, in exchange for speeding
up the procedure. This is the first time that Patrick does this. [Two addi-
tional randomizations: Patrick’s boss is either known to occasionally accept
gifts from building firms or he is a principled man and does not accept gifts;

and this is the first time or Patrick often accepts gifts.|

Reporting a lower income to the tar authorities: Linda is 27 years old and
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works freelance. She earns €2500 per month before tax, a low wage for the
type of work she does. To the tax authorities she reports €2000 per month.
This is the first time that Linda does this. The probability that the tax
authorities check Linda’s tax return is very small. [Two additional random-
izations: This is the first time or Linda has been doing this for several years;

and probability of detection is very small or 50%.|



CHAPTER 4

PEER REPORTING AND THE
PERCEPTION OF FAIRNESS!

4.1 Introduction

A young boy goes to a supermarket and sees an expensive pen which he likes
a lot. He puts the pen in his pocket and walks out of the shop, but the shop
assistant has seen him, grabs him, and hands him over to the police. At the

police station, the boy’s father is called and appears.

Father: Son, why did you do this?

Boy: 1 liked the pen so much!

Father: But you know you should not steal.

Boy: 1 liked the pen so much!

Father: Why did you not tell me? T could have brought one for

you from the office.

It is the father, rather than the son, who is of interest in this story. Appar-
ently he finds taking a pen from the shop bad, but taking the same pen from
his work not. Why not?

!This chapter is based on Douhou et al. (2011a).

67
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Becker (1968) would explain this by saying that the expected monetary
loss caused by being caught is smaller than the gain obtained by having the
pen. This can be viewed as the traditional economic approach. But there are
many additional or alternative views. Maybe the father’s office lacks norma-
tive pressure (social norms). Normative pressure triggers guilt and shame,
and this may prevent criminal activities (Weibull and Villa, 2005). A recent
field study which relies on the morality of its customers is the honor-based
flower picking business in the Black Forest in Germany (Schliiter and Vollan,
2011). Classical economic theory would predict that this market would break
down, but it does not, even though serious money is involved. So, here is
a preference for honesty in a situation where it is difficult or impossible to
detect cheating. This is closely related to ‘conditional cooperation’: people
are more likely to comply when a larger population fraction adheres to the
norm (Traxler, 2010; Traxler and Winter, 2012; Weibull and Villa, 2005).

Maybe the father feels it is fair to take a pen from the office. Greenberg
(1990) and Houser et al. (2011) showed that if a situation (like a pay-cut) is
perceived as unfair, employees are more likely to cheat. Honesty is affected
by perceptions of fairness. Or perhaps, the father works in a disorderly
environment. This is the ‘broken windows theory’, which suggests that a
disorderly environment triggers petty crime. An experiment by Keizer et al.
(2008) showed that this may indeed be the case. The father may well work
in a large firm. Gneezy (2005) suggested that fraudulent behavior in a large
organization is considered less severe than against individuals, even if the
monetary damage is similar, because the consequences of the deception are
valued differently.

To take a pen from the office to give to your son is a small crime, a
misdemeanor, an example of incorrect behavior. In the current chapter we
study another small crime, namely to take home a bundle of printing paper
from the office for private use. Employing our 2008 “Incorrect behavior in
every day life” survey taken from a Dutch household panel with about 2000

respondents, two central questions drive our current study: how ‘justifiable’



4.1. Introduction 69

do you (the respondent) find the behavior of someone at the office taking
paper home?; and, if this person were your colleague, would you report this
behavior? If so, how? If not, why not?

The answers to these questions will depend on many things. They will
depend on who the person is taking printing paper home (the offender): age,
gender, income, and whether the offender does this often or not. They will
depend on the situation: does the offender’s boss also take paper home for
private use or not, is it likely that someone catches the offender or not. And
they will depend on who the respondent (the reporter) him/herself is: age,
gender, income, education, religion, living in town or not, his/her own history
as a ‘small criminal’, whether the respondent has been a victim of a small
or large crime, and some information on the respondent’s trust and social
norms. All these factors will play a role in our analysis.

In order to answer the question what determines whether the respondent
would peer report or not, a major modeling issue arises, namely the fact that
one of the explanatory variables (justifiability) may be endogenous, because
both peer reporting and justifiability are choices of the same individuals.
To solve this endogeneity issue, we propose an instrumental-variable-like ap-
proach (not exactly instrumental variables because the model is not linear).
We introduce ‘instruments’, show that these are valid, and estimate a four-
equation panel data probit model with random individual effects.

This modeling issue is one of the distinguishing features of the current
chapter. In addition, unlike most of the existing literature, we combine cha-
racteristics of the reporter, the offender, and the ‘small crime’ with justice
evaluation and information on a respondent’s past victimization. Finally, our
data set consists of a large representative sample of the Dutch population and
is not limited to students or employees of a specific organization.

Studies in the area of peer reporting and whistleblowing have investigated,
inter alia, factors related to the individual, the situation, the organization,
social context, justice evaluation, and ethical ideology and religion. Sims

and Keenan (1998) analyzed a sample of 248 full-time employees enrolled
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in an undergraduate or graduate business program and found that external
whistleblowing was significantly related to supervisor support, informal poli-
cies, gender, and ideal values. Victor et al. (1993) used a field survey in a
fast food restaurant to test the influences of social context (role responsibility
and interests of group members) and justice evaluations on the respondent’s
inclination to report theft and the actual theft-reporting behavior. Trevino
and Victor (1992) found support for a positive relation between the extent to
which the offender damages the interest of group members and the inclination
to peer report. King and Hermodson (2000) analyzed actual peer reporting
of unethical behavior by colleagues in a sample of 197 registered nurses and
found that the observer’s individual characteristics, situational factors such
as severity of the misdemeanor, as well as organizational issues like compli-
ance or non-compliance with policy and procedures played a significant role.
Barnett et al. (1996) analyzed peer reporting of academic cheating, focusing
on the role of religion and ethical ideology, and found a positive association
between peer reporting and religiosity among 267 American business stu-
dents.

The structure of the remainder of this chapter is as follows. In Section 4.2
we briefly describe the survey design and the elements of the survey relevant
for the current chapter. Some descriptive statistics are provided and dis-
cussed in Section 4.3. The econometric method is explained in Section 4.4.
Our main equation is an equation for peer reporting, in which justifiability
of the committed offense is one of the explanatory variables. To allow for
confounding unobserved factors correlated with justifiability as well as peer
reporting, we treat justifiability as endogenous and estimate an equation for
justifiability jointly with the equation for peer reporting. Estimation results
are discussed in Section 4.5. Section 4.6 concludes. Section 4.A gives details

on the definitions of respondent and vignette variables used in the analysis.
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4.2 Survey design

The CentERdata research institute at Tilburg University manages a panel
of over two thousand ‘respondents’ (the CentERpanel), who participate in
an online websurvey on a weekly basis, each week on a different topic. Res-
pondents are randomly selected from a population register. If they do not
have a computer with Internet access, they are provided with the necessary
equipment. Detailed background information on the respondents is available
from prior surveys and the response rate is generally high. Our ‘small crime’
survey was conducted in the Summer of 2008. A total of 1932 panel mem-
bers completed the survey, amounting to a response rate of about 83%. The
respondents form a representative sample of the Dutch population, aged 16
years and older.

We briefly describe the structure of the survey; a more detailed description
can be found in Douhou et al. (2011b) where the same data source is used.
The complete questionnaire (in Dutch) is available upon request from the
authors. Our survey was divided into three blocks of questions. The first
block consisted of a set of 24 small offenses, ranging from taking a ballpoint
from the office for private use to accepting a bribe. The respondents were
asked to rate the severity of 18 offenses and the justifiability of six other
offenses.

In the second block we concentrated on six offenses: (i) not having a valid
(train) ticket, (ii) breaking a coffee mug and not reporting it, (iii) taking a
bundle of printing paper for private use, (iv) driving too fast on a highway,
(v) accepting a bribe, and (vi) reporting a lower income than the actual in-
come to the tax authorities. This time the offenses were described in short
stories (‘vignettes’) concerning hypothetical persons in a hypothetical set-
ting. Each of the six offenses was described in two vignettes with varying
characteristics of the hypothetical person (the ‘vignette person’) committing
the offense, and of the hypothetical setting. Vignettes have often been used
in the social sciences. They were first introduced in economics by Van Beek

et al. (1997) in the context of employer evaluations of hypothetical job appli-



72 Chapter 4. Peer Reporting and the Perception of Fairness

cants. An advantage of vignettes is that the characteristics (of offenses and
offenders, in our case) are part of the design, making it possible to create
large exogenous variation within and across respondents. Moreover, using
hypothetical offenses rather than offenses actually experienced by the res-
pondents avoids endogeneity problems (which would arise if characteristics
of actually experienced offenses are correlated to unobserved respondent cha-
racteristics) as well as selection problems (possibly arising if a specific group
of respondents has never experienced the type of offense). The use of vi-
gnettes makes it therefore much easier to obtain consistent and relatively
efficient estimates of how justifiability and peer reporting vary with offense
and offender characteristics.

A typical example (concerning offense (iii)) is:

Anne is 27 years old and works at an office. She earns €1335
per month before tax, a low wage for the type of work she does.
Anne has noticed that her boss occasionally takes printing pa-
per home for private use. Anne takes a bundle of printing paper
home for private use. This is the first time that she does this.
The probability that someone will notice it is very small. Do you
think Anne’s behavior is never justifiable (1),..., always justifi-
able (10)7

In the first variant of this vignette question the vignette person (Anne) earns
€1335; in the second variant €2500. Both variants were put to the respon-
dents in the survey. Other items were randomized. In this case, the following

six aspects of the vignettes were randomized:

e (Gender: Anne or John;
o Age: 27, 43, or 55 years old;

e Boss: occasionally takes printing paper home for private use, or is a

principled man and never takes things home from work for private use;

e Frequency: this is the first time or Anne does it often;
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e Catch: probability of detection is very small or 50%;

e Wage: low or average if wage is €1335; average or high if wage is
€2500.

The associated randomized binary vignette variables are presented in more
detail in Section 4.A, Table A.1. Note that each respondent sees two vignettes
for each crime, and that in all of these pairs the first vignette always presents
a low-income person and the second vignette a high-income person. Since the
order of the income levels was not randomized, there might be a ‘demand
effect’: Respondents realize that income varies between vignettes and feel
that they should react by adjusting their responses. We cannot test the
existence of this effect, but speculate that the repetitive sequencing of the
income levels made the low versus high income treatment variation quite
salient to respondents.

In this chapter we concentrate on the above vignette question on taking
a bundle of printing paper from the office, because it was the only one that

was followed by a question on reporting behavior, phrased as follows:

Suppose Anne/John is your colleague, would you report this be-
havior?

The respondents could then choose from the following options:

e Yes,

I would talk with Anne/John about it (1)

— I would talk with my colleagues, but not with my boss (2)

I would immediately report this behavior to my boss (3)

I would report this to someone else (4);
e No,

— because I am worried about the reaction of my colleagues (5)
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— because I am worried about my position within the company (6)
— because I don’t know to whom to report this behavior (7)
— because this is too futile to worry about (8)

— for some other reason (9).

The third block was designed to provide more detailed background informa-
tion of the respondents. The following two questions about past victimization
are particularly relevant:

e Have you been a victim of a serious crime in the past five years (i.e.,

burglary, holdup, violence, or something similar)?
e Have you been a victim of ‘incorrect’ behavior in the past five years?

If either question is answered ‘yes’, then a follow-up question asks to rate the
severity of the most serious crime on a scale from 1: very severe to 10: not
severe. We used this information to construct an index of self-reported sever-
ity of past victimization. The reason that we only ask about the past five
years is to avoid a bias towards older respondents that have a higher prob-
ability of being victimized. Note that there is a subtle difference between
seriousness and severity of a crime. Seriousness reflects our judgment, while
severity reflects the judgment of the respondent. In the questionnaire, ‘in-
correct’ behavior is defined as an infringement or misdemeanor which carries
(almost) no punishment, but disadvantages others, such as the government,
the employer, co-users of the road, or the neighbors. Since ‘incorrect’ be-
havior ranges from stealing a pen to smoking in a public place, it is highly
unlikely that a respondent has never been a victim of this type of behav-
ior. Still, only about one quarter of the respondents reported being a victim
of incorrect behavior, suggesting that the answer reflects the respondent’s
attitude or sensitivity towards social norm violations.

Since peer reporting may be associated with trust in other people (Trevino
and Victor, 1992), we used a trust index as one of our explanatory variables.

Questions on trust were not included in our survey, but they were asked to
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the same panel of respondents in another CentERpanel survey, conducted
around the same time, entitled ‘Victims of (attempt to) fraud’ (Oudejans
and Vis, 2008). This survey was merged with our own data to obtain an

index for trust. Three questions were used to construct trust index:

e Would you say that most people can be trusted or that you cannot be
too careful in dealing with people? Please answer on a scale from 1:

you have to be careful to 11: most people can be trusted;

e Do you think that most people would try to take advantage of you if
they got the chance, or would they try to be honest? Please answer on
a scale from 1: most people would try to make advantage of me to 11:

most people would try to be honest; and

e Would you say that most of the time people try to be helpful or that
they are mostly looking out for themselves? Please answer on a scale

from 1: people look mostly of themselves to 11: people try to be helpful.

4.3 Descriptive statistics

Descriptive statistics of the respondent variables used in our analysis are pre-
sented in Table 4.1. Peer reporting and justifiability are the main variables
of interest (and the dependent variables in our econometric model); the other
variables are used as explanatory variables for peer reporting, justifiability,
or both. The corresponding variable definitions are listed in Section 4.A, Ta-
ble A.2. We mentioned in Section 4.2 that the response rate is high, namely
83%. Still, the non-respondents may have an effect on the estimates due to
selection bias. Upon further investigation we find that the average age of the
non-respondents is 44.9 (50.68 for the respondents), urban_middle is 0.25
(0.20 for the respondents), and hh_lincome 7.79 (7.93 for the respondents).
A probit regression of key respondent characteristics on the binary response
variable confirms these results. Older people, in particular, are overrepre-

sented in our sample.
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Table 4.1: Descriptive statistics — respondent characteristics

Binary Non-binary

Mean N Mean N
female 0.47 1931 age 50.68 1931
edu middle 0.39 1924 hh lincome 7.93 1931
edu_high 0.55 1924 vict index 1.87 1919

urban_high 0.41 1924 trust index 21.69 1635
urban middle 0.20 1924 social norm  7.01 1929
religion 0.58 1932 justifiability* 3.19 3840
victim _small  0.25 1919
victim _serious 0.12 1919
takematerial 0.33 1919
peer report®  0.66 3840

* Dependent variable

Figure 4.1: Peer reporting
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Our principal dependent variable is peer report. About 66% of the res-
pondents would report a colleague if this colleague would take a bundle of

printing paper from the office for private use. As explained in Section 4.2,
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labels 1-4 in Figure 4.1 refer to the situation where the respondent decides
to report, while labels 5-9 refer to the situation where the respondent does
not report. Most respondents, if they report, choose to talk to the offender
(label 1). If respondents choose not to report the offense, it is usually because
they find the offense too futile to worry about it (label 8).

Figure 4.2: Justifiability
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Our second variable of main interest (used both as a dependent vari-
able and as an explanatory variable for peer reporting) is justifiability, and
Figure 4.2 presents its empirical distribution. The mean and median are
around 3. Since a low value of justifiability means that the respondent does
not find the action justifiable, the figure shows that most respondents disap-
prove of taking a bundle of printing paper home. Some authors claim that it
is the perceived severity of a small crime rather than its justifiability which
should play a role in the analysis (King, 1997; King and Hermodson, 2000).
The relationship between justice evaluations and the severity of a small crime
was discussed by De Graaf (2010) based on interviews performed with em-

ployees of public organizations. He shows that the two concepts are closely
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related.

The explanatory variables include a set of basic socio-economic and de-
mographic characteristics. The age of the respondents ranges from 15 to 93
with a mean of 51 (Table 4.1). Median household income before tax was
about €2780 per month. A slight majority of the respondents is male and
has at least a degree from an intermediate vocational school (edu_ high=1).
About 41% live in more urbanized areas (cities, urban_ high—1).

The other explanatory variables are specific to the current analysis. There
are three variables relating to victimization. In our sample of 1932 respon-
dents, 488 (25%) reported that they had been victim to a ‘small’ crime (vic-
tim_ small) in the past five years, and 226 (12%) that they had been victim
to a ‘serious’ crime (victim_ serious) during the same period. The range of
‘incorrect’ actions is wide, and this makes it unlikely that someone has never
been a ‘victim’ of incorrect behavior. The fact that only one quarter of the
respondents reported being a victim of incorrect behavior therefore suggests
that the answer may not only reflect victimization, but also the respondent’s

susceptibility to harm or injustice.

Figure 4.3: Degree of victimization
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In Figure 4.3 we consider only respondents that have been a victim at
least once. The figure shows that people who have been a victim of a serious
crime in the past five years typically experienced a serious crime only once,
while the empirical distribution of the number of small crimes is more evenly

spread. If a respondent reported having been victim of a crime (small or

Figure 4.4: Severity of victimization
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serious) in the past five years, then the perceived severity of this crime (or
the worst of them, if they experienced more than one) was also asked (on
a ten-point scale: 1 is very severe, 10 is not severe). Figure 4.4 shows that
a few victims of a serious crime judge the crime to be very severe (1 or 2),
while most respondents find the crime rather severe (mode is 3), and only
a few do not find the crime severe at all. For small crimes the distribution
is more even, as one would expect. The average severity of a small crime
is 5.3 (median is 5), and of a serious crime 4.5 (median 4). We constructed
an index for the degree of severity of victimization from these two variables
(vict_index) ranging from 0 (not a victim of any crime) to 20 (victim of both
small and serious crime and both rated as very severe).

Respondents were also asked three questions relating to their own criminal
behavior. In particular, they were asked about shoplifting, taking materials

from work for private use, and claiming government benefits they were not
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entitled to. Few respondents reported that they had committed these crimes
(which may or may not be truthful), with the exception of taking work ma-
terial home for private use (the variable takematerial). One third of the
respondents admitted having done this at least once, and 26% at least twice.
This variable is of interest because it relates closely to the vignette question
used in our analysis, and it allows us to verify whether the respondents’ own
incorrect behavior in a similar situation is associated with their action in the
hypothetical situation.

Ethical judgements of a situation and the reaction to it can also be in-
fluenced by religious views, social norms, and trust. The literature on moral
attitudes suggests that religious people hold more traditional views on moral
issues than non-religious people (Barnett et al., 1996). There is reason to
believe that people with a religion may respond differently to an unethical
act (in this case: taking a bundle of printing paper from the office for private
use). About 58% of our respondents reported being religious (interpreted in
a broad sense). Regarding social norms, we constructed a social norms index
as the average of the responses on severity (on a scale from 1: not severe
to 10: very severe) of a list of 18 offenses that differ in the level of damage
caused; see Table 2 in Douhou et al. (2011b) for the 18 questions and the
mean answer to each of them. The overall mean (and the mean of our in-
dex) is 7.01. A low value of the index means that the respondent considers
small crimes as less severe, indicating a lower value placed on social norms.

Finally, a variable measuring how much trust the respondent has in other
people can be important for one’s actions and beliefs in general (Deutsch,
1958), and for peer reporting in particular (Trevino and Victor, 1992). The
variable trust_index is constructed as the sum of three variables, formulated
at the end of Section 4.2, that measure several aspects of a person’s trust,
each on a scale from 1 to 11 (a higher value means more trust), so that the
trust index ranges from 3: very low trust to 33: maximum trust level. Since
these questions come from a different CentERpanel survey, they were asked

in a different week, and therefore they were not answered by all respondents
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Figure 4.5: Trust
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who answered our peer reporting and justifiability questions. This explains
why for this variable we have fewer observations.? Figure 4.5 with a mode
of 24 and a mean of 21.7 shows that respondents on the whole seem to have

trust in others.

4.4 Models

Each respondent 7 answers questions on two vignettes describing taking home
a bundle of printing paper from work for private purposes. In the first vari-
ant (¢ = 1) the offender’s income is €1335; in the second variant (¢ = 2)
it is €2500. In addition, several other aspects of the vignettes differ in a
randomized way, as described in Section 4.2. Our main dependent variable is
peer reporting (peer report, y;;), and this is a binary variable: respondents
choose to report (y;; = 1) or not to report (y;; = 0) the offense for each of the

two vignettes. Observations on different respondents ¢ are all assumed to be

2Respondents who answered the trust questions but did not participate in our small
crime survey are not included.
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independent of each other, but it is very likely that there is a positive cor-
relation between the two answers of the same respondent (t =1 and t = 2),
and we shall take this correlation explicitly into account.

For this purpose, we use the following bivariate probit model (which is
similar to a panel data probit model with random individual effects, where

t =1 and ¢t = 2 are the (two) time periods):

yi = Bo + a8 + 0z + € (i=1,...,N; t=1,2);
yp=1ify}, >0, yyp =0 if o <O0. (4.1)

In our specification there are 21 regressors in the model: the constant term,
19 regressors {x;} (vignette characteristics and respondent characteristics
and attitudes), and the justifiability assessment z;, which plays a special

role (see below). Regarding the unobserved error terms €; we assume that

€i1 1 P1
i = ~ii N O, E 5 E - 5
‘ <€i2) a N2(0,%) (Pl 1 )

and also that ¢; is independent of z;;. The specification implies that var(e;;) =
var(e;2); the fact that both are equal to one is a harmless normalization. The
parameter p; is expected to be positive since ¢;; and €;5 contain a common
individual-specific component (a random individual effect in panel data mo-
deling terminology).

In our first model, given in Equation (4.1), we assume that justifiability
zi 1s exogenous. This exogeneity assumption may, however, be criticized,
since both justifiability and peer reporting are choices of the same individu-
als, and it seems plausible that there are unobserved confounding factors —
unobserved variables that have an influence on both justifiability and peer
reporting. This leads to a correlation between z;; and ¢;, making justifiabil-
ity potentially endogenous. In a linear model it would be natural to use an
instrumental variables approach to deal with the endogeneity problem. Our
approach is similar in terms of identifying assumptions, but because of the
nonlinear nature of the model, we do not use instrumental variable estima-

tion as such. Instead, we add equations for assessed justifiability of the two
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vignette offenses and estimate these equations jointly with the equations for
peer reporting (using maximum likelihood). By allowing for arbitrary cor-
relations between the error terms of the peer reporting and the justifiability
equations, we allow z; to be endogenous in the equation for y;.

To identify the model (other than through functional form assumptions),
we have to exclude at least one variable from the equation for y;, that appears
in the equation for z;. For this purpose, we include three vignette variables
(a vector wy, our ‘instruments’) in the justifiability equation that are not in-
cluded in Equation (4.1): two dummies describing the relative wage of the vi-
gnette person (vign_wage low and vign _wage_high) and the probability of
getting caught given in the vignette (vign_ catch). These instruments indeed
contribute to explaining justifiability of the offense described in the vignette
(see Section 4.5), giving them enough power to serve as instruments. The key
identifying assumption that makes these three variables suitable instruments
is that they do not to have a direct effect on peer reporting (keeping justifi-
ability constant). This seems a plausible assumption. There is no apparent
reason why there should be such a direct effect. Note that these variables
are part of the randomized design (they are vignette characteristics and not
respondent characteristics), so that they are by construction independent of
the unobserved confounding factors leading to correlation between z; and
€;+. This also applies to the other vignette variables, but these might have
a direct effect on peer reporting. For example, behavior of the supervisor
(vign_ boss) may matter since a respondent may decide not to peer report if
the behavior of the supervisor indicates that the incorrect behavior is appar-
ently common in the organization, even though justifiability does not change.
For the three variables in w;; no such argument applies.

The equation for justifiability is specified as follows:

Zikt:.]}‘;tO[—Fw;t’}/—ngt (7’:177]\[7 t:172)7

1

=7 ifN_a<z,<Ng (G=1,...,10; t=1,2), (4.2)

where
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(G (1 p
Cz - <g12) ind N2(0aQ)a Q - <p2 1) )

and (; is assumed to be independent of (z;,w;). Again, there is no loss of
generality in normalizing the {2 matrix. Like p;, we expect ps to be positive,
because of an individual-specific component in both justifiability assessments.
We allow (; to be correlated with €;. More precisely, we assume that the vector
(€i1, €i2, Gi1, Gi2)' is multivariate normal with variances normalized to one and
with unrestricted correlation coefficients pg; = corr(e;s, (;¢). Since unobserved
respondent characteristics that are associated with a stronger tendency of
peer reporting are likely to be also associated with harsher assessments of the
vignette offenses, that is, to lower scores on the justifiability scale (which runs
from never justifiable to always justifiable), we expect the four pg,; correlations
all to be negative.

The six correlations py, p2, and pg (s, = 1, 2) are auxiliary model param-
eters to be estimated, as well as the thresholds \;; (j =1,...,9; t = 1,2).
We set \g; — —oo and A\jp; — co. By means of normalization, there is no
constant term in (4.2). The four equations (4.1) and (4.2) are estimated
jointly by maximum likelihood using Roodman’s (2009) conditional mixed

process (CMP) routine.

4.5 Results

We present the estimation results in Tables 4.2 (for the equation with justi-
fiability as the dependent variable) and 4.3 (for the equation in which peer
reporting is the dependent variable). In the second and third columns of Ta-
ble 4.3, labeled ‘exogeneity’, we assume that justifiability is exogenous and
explain peer reporting from the bivariate probit model (4.1) with exogenous
zit- In the fourth and fifth columns, labeled ‘endogeneity’, we allow justi-
fiability to be endogenous and present the estimates of the peer reporting
equation in the complete model given by (4.1) and (4.2). Table 4.2 reports
the estimates of the justifiability equation in this complete model. Table 4.4
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presents the estimated correlation structure of the error terms in the complete
model.

The number of observations is always 1615, which is lower than the num-
ber of respondents to our survey because we also used data from another
survey (see Sections 4.2 and 4.3), and not all respondents of our small crime
survey participated in this other survey.

From the three tables, we can draw three broad conclusions. First, most
of the exogenous variables have both a direct and an indirect (via justifia-
bility) effect on peer reporting. Second, the correlations between the error
terms of (4.1) and (4.2) in Table 4.4 are negative and significant, confirming
our hypothesis that justifiability should be treated as an endogenous vari-
able. Third, in spite of this finding, the differences between the estimates
of the peer reporting equation allowing and not allowing for endogeneity of
justifiability are generally rather small. We also note that p; and p, are close
to one and that py =~ —0.2 in all four cases, irrespective of whether s =t or
not (Table 4.4). This suggests that the individual effects play a much larger

role than the vignette-specific idiosyncratic error terms.

4.5.1 Justifiability

Although our main interest is in the peer reporting estimates (the second
column in Table 4.3), let us briefly consider Table 4.2, which reports the
estimates when justifiability is the dependent variable.

The behavior of the boss is important: if the offender’s boss behaves
incorrectly according to the vignette, then the offense is considered more jus-
tified. First-time offenders are evaluated less harshly. When the probability
of getting caught is higher, the incorrect behavior is considered less justified.
If the offending employee in the vignette receives a relatively low wage for
the work he or she does, the offense is considered more justifiable than if
the employee receives a usual or high wage (keeping other variables constant,
including the absolute wage level). Both of these variables (two of the three

variables used as instruments in the peer reporting equation, see Section 4.4)
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Table 4.2: Regression results — justifiability

vign female 0.014  (0.024)
vign_43y 0.046  (0.029)
vign_ 55y 0.045  (0.029)
vign boss —0.253*** (0.024)
vign freq —0.188*** (0.024)
vign _catch —0.064*** (0.024)
vign wage low 0.073**  (0.034)
vign _wage high —0.022 (0.034)
female 0.032 (0.052)
age —0.001 (0.002)
hh_lincome 0.002  (0.019)
edu_middle ~0.036  (0.107)
edu_high ~0.116  (0.105)
urban_high 0.028 (0.057)
urban _middle —0.040 (0.068)
religion —0.001 (0.051)
vict _index —0.007  (0.016)
trust _index —0.015*** (0.005)
social norm —0.487*** (0.022)
victim small —0.121 (0.101)
victim _serious 0.020 (0.101)
takematerial 0.280*** (0.058)

= = {p<0.01}; * ={0.01<p<

0.05}; * ={0.05 < p < 0.10} Standard

errors in parentheses. Dependent

variable is justifiability.
are significant and the three instruments are also jointly significant, confirm-
ing that our instruments have sufficient predictive power (conditional on the
exogenous variables ;) for the justifiability variable that is instrumented.

Neither having been a victim of a serious or a small crime, nor the victim-

ization index are significant, so that victimization has no apparent influence
on the justifiability assessments (keeping other variables constant). As ex-
pected, own involvement in employee theft (takematerial) is associated with
judging the hypothetical offender more lightly. A lower score on the social
norm index implies that a respondent considers small crimes as relatively less
severe. Respondents with higher trust in others (a higher score on the vari-

able trust_inder) also tend to assess the offenses in the vignettes significantly
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more harshly.

4.5.2 Peer reporting

In discussing the estimates of the peer reporting equation in Table 4.3, we dis-
tinguish between three types of explanatory variables, following the analysis
of Mesmer-Magnus and Viswesvaran (2005) in the context of whistleblowing:
characteristics of the offense, context of the offense, and characteristics of the

reporter. Before we discuss these types, one by one, we comment briefly on

the validity of our ‘instruments’.

Table 4.3: Regression results — peer reporting

vign female
vign 43y

vign 55y

vign boss
vign freq
female

age

hh lincome
edu_middle
edu_high
urban_high
urban _middle
religion

vict _index
trust _index
social norm
victim _small
victim _serious
takematerial
justifiability

Exogeneity Endogeneity
—0.008 (0.028) —0.008 (0.029)
0.002 (0.033) —0.002 (0.034)
0.027 (0.033) 0.024 (0.033)
0.010 (0.028) 0.029 (0.030)
0.098*** (0.027) 0.116*** (0.029)
—0.160*** (0.051) —0.180*** (0.068)
0.003 (0.002) 0.003 (0.002)
0.000 (0.021) 0.001 (0.024)
0.156 (0.100) 0.108 (0.138)
0.229**  (0.098) 0.219 (0.136)
0.008 (0.055) 0.025 (0.075)
—0.105 (0.066) —0.118 (0.088)
0.023 (0.051) 0.028 (0.067)
—0.022 (0.016) —0.031 (0.021)
0.013**  (0.005) 0.015**  (0.007)
0.043*  (0.023) 0.092** (0.036)
0.337*** (0.101) 0.403*** (0.138)
0.226** (0.103) 0.283** (0.137)
—0.116*  (0.063) —0.160** (0.076)
—0.207*** (0.014) —0.161*** (0.032)

* ={p<0.01}; *={0.01 <p<0.05}; *={0.05<
p < 0.10} Standard errors in parentheses. Dependent
variable is peer_report.
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Table 4.4: Regression results — correlations

P1 P2 P11 P12 P21 P22

Exogeneity 0.97
Endogeneity 0.97 0.81 —0.15 —0.23 —0.16 —0.22

Dependent variable is peer report.

Characteristics of the offense

There is only one variable in this group, namely justifiability. We know
from Figure 4.2 that most respondents disapprove of taking a bundle of prin-
ting paper home. Justifiability has a significant negative effect on reporting:
respondents who disapprove more are more likely to report (keeping other
variables constant). This is not as trivial a result as it may appear, because
it shows that the potential respondent’s moral judgement is much involved
in the decision on whether or not to report. In our case, most respondents
find the ‘crime’ of taking a bundle of printing paper home too futile (see
Section 4.3), and would therefore not report it. Including justice evalua-
tion as a possible explanation for peer reporting was considered by Victor
et al. (1993), who distinguished between different forms of justice evaluations
(distributive, procedural, and retributive justice) and concluded that justice
evaluations matter for peer reporting. This is in line with our findings.

The magnitude of the estimated coefficient (—0.161) implies that, for a
benchmark respondent with average peer reporting probability, an increase
of 1 in the justifiability score leads to a reduction of 0.054 in the probability
of peer reporting, keeping x;; constant. Since the sample standard deviation
of the justifiability scores is 2.05, a one standard deviation increase would
lead to a fall in the probability of peer reporting of about 11 percentage
points. The effect is therefore not only statistically but also economically
significant. According to the estimates in the second column of Table 4.3,
the effect of justifiability would be even larger if we assume peer reporting

to be exogenous.
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Context of the offense

The context is captured by five vignette characteristics, relating peer report-
ing to the hypothetical situation (for example, behavior of the boss) and to
the hypothetical offender (for example, age and gender). Interestingly, we
find no evidence that peer reporting is influenced by the age of the offender,
nor by the fact whether the offender is a man or a woman. The behavior of
the boss does not matter, ceteris paribus. The only thing which does matter
is whether the offender has engaged in this type of incorrect behavior before

or not (vign_ freq).

Characteristics of the reporter

While we find no evidence that peer reporting is influenced by the age or gen-
der of the offender, the gender of the potential reporter does matter: Men
are significantly more likely to report than women (keeping other charac-
teristics constant, including justifiability and personal traits like trust and
social norms). This corresponds with other findings (Near and Miceli, 1985;
Sims and Keenan, 1998), although the reason for the different reporting be-
havior of men and women is not clear. We find no significant effect for age.
The literature is also ambiguous in this respect (Jones and Kavanagh, 1996;
Mesmer-Magnus and Viswesvaran, 2005; Sims and Keenan, 1998). Neither
do we find a significant effect of income. If we assume that justifiability is
exogenous then we find that higher-educated respondents are more likely to
report than respondents with less education (column 2 of Table 4.3), but if
we assume endogeneity then this effect is no longer significant. The literature
on the effect of education is mixed. Mesmer-Magnus and Viswesvaran (2005)
cite studies that find an education effect, but Sims and Keenan (1998) find
no significant effect. Whether the respondent lives in a city or in the country
does not matter either. We find no evidence that religious people are more
likely to report than non-religious people, possibly because religion has an
indirect effect on reporting, through ethical ideology (Barnett et al., 1996).

Trust is significantly associated with peer reporting: More trust in others
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significantly increases the likelihood of peer reporting, probably because a
violation of trust affects trusting people more than it affects suspicious peo-
ple. Important is also social _norm, which measures the perceived severity of
a wide range of situations of incorrect behavior. We find, as expected, that
someone who judges incorrect behavior mildly (low value of social norm)
is significantly less likely to report such behavior, keeping justifiability and
other variables constant. The size of the parameter estimate implies, for ex-
ample, that a one standard deviation decrease in social_norm reduces the
probability of peer reporting by about 6 percentage points for an average re-
spondent. The effect of social norms is much stronger in the model allowing
for endogeneity than in the model assuming that justifiability is exogenous.
While the existing literature emphasizes the importance of social context
(Victor et al., 1993), we are not aware of other studies on peer reporting that
incorporate social norms.

New in the literature on peer reporting is also to consider past victimiza-
tion of the potential reporter. We include a victimization index (vict index)
that measures the perceived severity of the different types of crime a respon-
dent has possibly been a victim of, and we also include the fact whether a
respondent has been a victim of a small or a serious crime or not. We find
that victims of serious crimes and victims of small crimes are more likely to
report. The marginal effect of having been a victim of a small crime (an
increase of about 13 percentage points in the probability of reporting, for
the average respondent) seems to be larger than the effect of victim_ serious
(an increase of about 9 percentage points). Regarding the impact on one’s
behavior regarding a small crime, this implies that victimization of a small
crime has a larger impact than victimization of a serious crime.

Finally, we included a variable takematerial which measures whether the
respondent him /herself has taken material from work for private use at home.
This allows us to see whether a person’s own past behavior in a similar sit-
uation is of influence on the reporting decision. Note that takematerial is

negative and significant, which means that respondents that have been in a
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similar situation as the offender in the vignette are less likely to report.

4.6 Concluding remarks

In this chapter we have considered one ‘small crime’, namely taking printing
paper home from work for private use, and asked whether or not a colleague
would report this crime. Peer reporting is viewed as a behavioral response
to the perception of fairness (i.e., justifiability) regarding employee theft, be-
cause it may be considered an additional task for the employee to help the
management or to do justice (see Victor et al., 1993). We learn about the
perception of fairness from the vignette question, where the CentERpanel
respondents were asked to rate the justifiability on a 10-point scale. We find
that situational characteristics, such as the behavior of the offender’s boss and
the probability of getting caught, influence fairness perception. This percep-
tion is also influenced by characteristics of the respondent him /herself, such
as the level of trust in others and whether or not the respondent committed
employee theft him /herself. Fairness perception and peer reporting are not
influenced by age, income or education, but they are influenced by gender:
women are less likely to report than men.

The most important aspect triggering peer reporting is the internal atti-
tude towards incorrect behavior. Other important aspects are fairness per-
ception, trust in others, and the potential reporter’s own behavior in a com-
parable situation of employee theft.New in the literature of peer reporting is
that we look at the reporter’s past victimization. We consider victimization
of incorrect behavior in general, and also victimization of a serious crime.
We find that the first type of victimization is mainly an attitude variable
towards misdemeanors in daily life. The range of misdemeanors a person
could possibly have been a victim of in the past five years is so wide that it
would seem impossible to find a person that never encountered such a situa-
tion. However, only one quarter of the respondents reported being a victim of

incorrect behavior, from which we conclude that this group contains people
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with a greater awareness or sensitivity to social norms. We also find evidence
that serious crime victimization changes a person’s willingness to report al-
though this effect is smaller than the effect of small crime victimization.

We also looked at reasons for people not to report a misdemeanor. The
most important reason for respondents not to report is that the misdemeanor
is not important enough to worry about. The loss to a company as a result
of stealing a bundle of printing paper is considered to be very small. This
is a well-known result: in general, people consider theft from a victim with
larger assets (in this case a company) easier to excuse (Greenberg and Scott,
1996).

We mention four possible extensions. First, one could consider group dy-
namics such as group norms and role responsibility. Such aspects have been
found to have an important impact on peer reporting (Victor et al., 1993), but
they are difficult to implement in the context of vignette questions, because
the description of the hypothetical situation would become too long and too
complex. Second, one could look at more serious types of employee theft (in
terms of monetary losses to the employer), and ask whether peer reporting
happens more often in large than in small organizations or vice versa. Third,
it may be the case that organizations with an established ethics program have
lower employee theft than organizations without such a program (Greenberg,
2002). Possibly, an ethics program stimulates awareness to social norms in
a company and creates a more open environment for allowing employees to
report. Fourth, while taking printing paper home for private use would gen-
erally be considered as a very minor crime, two-thirds of respondents would
report it on average. Our current questionnaire does not enable us to answer
the question how this behavior changes with the severity of offenses, since we
observe peer reporting behavior only for one situation. Still, this question is

of interest and it would also help in differentiating with justifiability.
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4.A Variables with explanation

Table A.1: Binary vignette variables with explanation

93

vign female
vign 27y

vign 43y

vign 35y

vign boss

vign freq

vign catch

vign wage

vign wage low
vign wage high

1 if vignette person (vp) is a woman

1 if vp is 27 years old

1 if vp is 43 years old

1 if vp is 55 years old

1 if the boss of the vp behaves correctly

1 if small crime has been committed more often before

1 if the probability of getting caught is 50% (0 if very small)

1 if vp has a high wage

1 if vp receives low wage for type of work, given vign wage =0
1 if vp receives high wage for type of work, given vign wage = 1




Table A.2: Respondent variables with explanation

Non-binary variables

age
hh lincome
vict _index
trust_index
social norm

justifiability

Binary variables
female

edu_middle
edu_high
urban_high
urban_middle
religion

victim small
victim _serious
takematerial
peer report

age of respondent (in years)

log of gross monthly household income

severity of crime respondent has been victim of (0 if no victim)
degree of trust in other people (0 if no trust)

average of answers to short questions on severity of 18 small
crimes on a scale from 1: not severe to 10: very severe

1 = crime is never justifiable, 10 = — always justifiable

1 if respondent is a woman

1 if respondent’s highest education is secondary school
1 if — at least vocational school

1 if respondent lives in an urbanized area

1 if — in an area with intermediate urban character

1 if respondent has a religion

1 if respondent was victim of incorrect behavior

1 if — of a serious crime

1 if respondent took material from the workplace

1 if respondent would peer report




CHAPTER 5

EXPLAINING SUBJECTIVE
WELL-BEING: THE ROLE OF
VICTIMIZATION, TRUST, HEALTH,
AND SOCIAL NORMS!

5.1 Introduction

No scholar would disagree with the statement that crime is costly. How costly
crime is has not led to an unambiguous answer, as different methodologies
and definitions of crime have led to different results. Scholars have relied
on three types of methodologies to estimate the cost of crime: (i) revealed
preference methods (mainly using the impact of crime on housing prices; see,
e.g., Gibbons, 2004) (ii) stated preference methods (leading to ‘willingness-
to-pay’ estimates for avoiding crime; see, e.g., Dolan et al., 2005), and (iii)
subjective well-being surveys (see, e.g., Di Tella and MacCulloch, 2008). The
costs of crime can be classified as either direct, as a result of law enforcement

and deterrence, or indirect, by means of, for example, lower housing prices

!This chapter is based on joint work with Arthur van Soest.
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96 Chapter 5. Explaining Subjective Well-Being

or costs of medical care to fearful non-victims. Dolan and Moore (2007),
for example, distinguish between tangible and intangible victim costs in this
respect, while Cornaglia and Leigh (2011) call this economic and social costs
of crime, which essentially means the same. Research on the costs of crime is
important as it provides insight in where losses from crime are highest and,
therefore, helps to analyze policy measures to reduce the economic and social
burden that crime puts on society.

This chapter uses the third method to analyze the importance of crime.
Our goal is to rethink and estimate the relation between crime measures
and well-being (or, happiness), thereby also considering other variables that
affect happiness. We will use a cross-sectional survey data to analyze the
association between crime and subjective well-being. Since there is no single
measure of crime that captures all concepts related to a criminal action, we
will look at different types of measures of crime. We will use data on personal
victimization where we distinguish different types of crime, but we will also
consider the effects of the frequency of crimes and the fear for crimes in the
region.

Victimization is of a complex nature as it influences well-being in many
ways: in terms of physical and mental health, but also economically and
through the individuals’ perception of their surroundings. It is a misconcep-
tion that this only holds for victims: non-victims suffer from fear of crime
in their neighborhood and as a result display lower mental health (see, e.g.,
Cornaglia and Leigh, 2011) and take precautionary measures against victim-
ization. We find that victimization is not only related to the usual variables
that capture personal victimization and fear in the area of residence but that
it is also associated with health and social capital. The cross-sectional nature
of our data and limited information available for our survey respondents do
not allow us to determine whether such associations are causal. This makes
our analysis less ambitious than, for example, Cornaglia and Leigh (2011)
who use panel data to identify the causal effect of crime on mental health.

A second aim of this chapter is to look at the well-known victimization—
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fear paradox: a general finding in crime surveys is the large gap between fear
of crime and actual victimization. We find that indeed women and elderly
are the least victimized, and estimate how men and women and younger and
older respondents differ in terms of the association of victimization with fear
in their area of residence on their well-being. The results show that the re-
lations are different for the subgroups under investigation.

The data we use in this chapter come from several sources. We matched
survey responses from a survey on incorrect behavior (see Douhou et al.,
2011b) with other surveys that have been set out in the same pool of respon-
dents (the CentERpanel) in the same year (2008). Furthermore, we matched
these data to administrative data on victimization and fear of crime figures in
their region of residence. Other than existing studies, we use broad measures
of personal victimization and distinguish between two crime types: serious
(assault, robbery, etc.) and small (breaking a mug, littering, etc.). In addi-
tion, we also consider the roles of health, trust, and social norms in driving
well-being and investigate whether controlling for these factors changes the
relation between victimization and subjective well-being.

We try to contribute to three strands of the existing literature. First, stu-
dies that look at the association between crime and individuals’ subjective
well-being (see, e.g., Di Tella and MacCulloch, 2008; Michalos and Zumbo,
2000; Mpoller, 2005). Second, the literature on the effect of social capital,
which is assumed to be a combination of trust, social norms, and associa-
tional activity, on well-being (see, e.g., Bjgrnskov, 2003; Helliwell, 2003). The
analysis of the relation between (self-reported) health and personal victim-
ization is the third literature stream: some references are Koss et al. (1991,
1990) and Britt (2001). Section 5.2 briefly discusses the main mechanisms
that lead to an association between crime, well-being, social norms, trust,
and health. In Section 5.3 we provide more details of the literature we try
to connect our research to. Section 5.4 describes the data and provides some
summary statistics. The empirical methodology and the empirical results are

presented in Section 5.5. Section 5.6 concludes.
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5.2 Crime, fear of crime, trust, health, social
norms, and well-being

It is impossible to capture the consequences of crime to which a person is
exposed to in one measure. We use personal victimization experience and
victimization and fear of crime rates in the respondent’s area of residence
as direct measures of crime. The latter two variables are also relevant to
non-victims as frequent crimes in the neighborhood may lead to a drop in
subjective well-being. In addition to creating feelings of fear and anxiety,
frequent crime may make people feel less free in their daily routine and may
make them take precautionary measures to deter future victimization. On
the other hand, it might also be the case that people avoid living in certain
areas because they are concerned about crime, leading to a sorting effect
of an individual’s attitude towards crimes on the crime rate in the area.
Denkers and Winkel (1998) find that people with lower well-being are more
likely to be victimized and people with lower happiness are living in areas
with higher crime. In this chapter we will distinguish between two types of
crime a respondent can be a victim of: (i) serious crime (e.g., assault and
robbery) and (ii) incorrect behavior (or, small crime) (e.g., damaging a car
and fare dodging). We expect the association between well-being and serious
crime victimization to be stronger than the association between well-being
and small crimes. The latter are more widespread and we expect their effect
on well-being to be more of a transitory kind.

Happiness is about how we think and feel about our lives and is therefore
related to perception of safety and security, norms and values, and (self-
reported) health. We will consider indexes measuring these concepts and
their association with subjective well-being, controlling for individual cha-
racteristics such as age and income. Someone who has been the victim of a
crime may experience lower mental health, and perhaps also lower physical
health. Moreover, a person’s perception of life may change — changing trust

in others or the person’s social norms.
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5.3 Background

Long before economists started to get interested in ‘happiness’, researchers in
the field of psychology were already working on this topic; see, for example,
the review articles of Diener et al. (1999) and Frey and Stutzer (2002). The
paradox that is revealed in Easterlin (1974) regarding the relation between
income and happiness triggered the interest of economists, starting with In-
glehart (1996) and Blanchflower and Oswald (2004). Economists have not
only looked at the link between happiness and income, but also at the relation
between happiness and, to name a few, unemployment (Clark and Oswald,
1994; Winkelmann and Winkelmann, 1998), macroeconomic volatility (Di
Tella et al., 2003), airport noise (Van Praag and Baarsma, 2005), social cap-
ital (Bjgrnskov, 2003, 2006; Helliwell, 2003, 2006), and inequality (Alesina
et al., 2004). Other studies look at alternative measures of well-being such
as indicators of mental health problems. A recent example is Cornaglia and
Leigh (2011) who look at the crime-mental health interaction. In this chapter
we will focus on happiness as the measure of well-being and we will focus
on several determinants of happiness: crime victimization, trust, (physical)
health, and social norms.

The analysis of the link between well-being and crime also has its roots
in psychology and sociology. The focus has mainly been on the psychological
effects of having been a victim of a crime on well-being, e.g. through anxi-
ety and fear; see the studies cited in Powdthavee (2005) and Di Tella et al.
(2008). Some studies have also analyzed the effects of crime on (subjectively
measured physical) health (see Britt, 2001; Koss et al., 1991, 1990). Their
main conclusion is that the expected negative association between victim-
ization and health exists: people have significantly worse health after they
have been the victim of a crime and more severe crimes are associated with
health problems. Other studies have focussed on crime victimization and
well-being: Michalos and Zumbo (2000) look at the relation between quality
of life and crime-related issues such as fear and actual cases of victimization,

neighborhood safety, and beliefs about increases in local crime. They find
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that victims and non-victims differ in their satisfaction with life but not in a
convincing way. With regards to neighborhood satisfaction, the reported dif-
ference between victims and non-victims is much higher. Furthermore, these
authors find that crime-related issues account for only 7% of the variation in
satisfaction with life while explaining 38% of the variation in neighborhood
satisfaction. Mgller (2005) conducts a similar study using South African data
and finds that actual victimization is not as good a predictor of well-being
as fear of victimization or personal safety.

Powdthavee (2005) analyzed South African survey data among heads of
households regarding the perceived quality of life of the household as a whole.
The author relates subjective well-being to information on victimization in
the past 12 months of one of the household members in a multiple regression
analysis, controlling also for socio-economic characteristics of the household
head. Victimized households report significantly lower well-being and if a
household lives in a region with a high crime rate this also appears to have a
negative effect on well-being. A similar study by Kingdon and Knight (2003),
also using South African data, confirmed that household victimization has
a significant and negative effect on well-being. In a similar vein, Davies
and Hinks (2010) use Malawian survey data and include victimization of the
household head and the regional crime rate, but also whether the respondent
feels unsafe. As expected, feelings of insecurity and victimization (personal
and regional) have a detrimental impact on happiness.

Denkers and Winkel (1998) focus on the influence of victimization on
well-being and fear using a sample from the Dutch population.? They found
no difference between the well-being of victims of violent crime and property
crime, but a significant difference between victims and non-victims. More-
over, they found that victims of a crime already appear to be more fearful
before they become the victim of a crime and their fear does not seem to

change after the crime.

2This survey was carried out in the Telepanel, a predecessor of the CentERpanel which
was used to collect our data; see section 5.4.
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Di Tella and MacCulloch (2008) use happiness responses from a ran-
dom sample of Europeans (Euro-Barometer Survey Series) and Americans
(General Social Survey) for the period 1975-1997. They include aggregate
measures as they want to investigate the effect of macroeconomic indicators
such as income, unemployment, inflation, and the (violent) crime rate on
happiness. The effect of the crime rate is negative in the combined European
and American sample but not significant in the regression that includes only
European respondents. Cohen (2008, p. 3) notes that due to the nature of
this crime rate and since no other crime-related variables are included, this
result does not necessarily prove that violent crime has a negative impact;
it rather suggests that ‘crime and social disarray in general’ have a negative
impact on well-being. Alesina et al. (2004) include the crime rate as a control
variable (since it is correlated with their main variable of interest: inequality)
and find no significant effect on happiness.

The paper by Di Tella et al. (2008) has a more specific focus on crime
and well-being, investigating correlations between crime-related variables and
well-being and different measures of positive and negative emotions (e.g.,
anger, worry, smiling) for a sample from the Gallup World Poll in 2006 and
2007 covering a large number of countries. Results (excluding Latin Ameri-
can countries) show that victimization is negatively related to well-being.

A study by Cohen (2008) combines previous research by looking at the
regional crime rate, perceived neighborhood safety, and personal victimiza-
tion in the U.S. over the period 1993-2004 (using the General Social Survey).
The author concludes that crime rate and neighborhood safety have little
impact on well-being. Victimization is only negative and significant for the
specific case of victims of burglary, while the more general measure, victim
of a violent crime, is not significant. Taking all these studies in consideration
we can conclude that the relation between victimization and well-being is not
straightforward. The literature agrees that the effect of victimization should
be negative but the relation is not always significant and crime-related mea-

sures in general are not the most important contributors to explaining the
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variation in happiness.

Putnam (1993, p. 167) provides an appealing and intuitive definition of
social capital: ‘features of social organization, such as trust, norms, and
networks, that can improve the efficiency of society by facilitating coordi-
nated actions’. Social capital is hypothesized to improve life satisfaction as
it makes life easier to have more trust in others and more social interac-
tion. A study by Stutzer and Lalive (2004), on the other hand, showed that
social norms are not always a blessing: social work norms put pressure on
the unemployed, reducing their life satisfaction. Bjornskov (2003) looked at
cross-country differences in social capital and their association with happi-
ness. He used a social norm index that captures the three elements of social
capital and found that it is positively related to happiness. To identify micro
and macro measures that influence well-being at the individual and the na-
tional level, Helliwell (2003, 2006) included three separate measures of social
capital and found that all three are significant and have a positive influence
on well-being. Bjgrnskov (2006) found, however, that only trust contributes
significantly to subjective well-being: adding the other social capital indexes
did not lead to significant improvement compared to a model including trust
as the only social capital measure.

The association between health and subjective well-being is not obvious
since health consists of different dimensions. Dolan et al. (2008) argues that
physical health and well-being are positively associated and the causality is
most likely to be from health to well-being. As health is considered to be one
of the domains of well-being, many studies include a (self-assessed) health
measure in happiness regressions, for example, Ravallion and Lokshin (2001)
and Cohen (2008). Both find a positive relation between health and subjec-
tive well-being. Clark and Oswald (1994) use mental well-being as a measure
of happiness in relation to unemployment.

The studies discussed above typically use cross-section data and analyze the
association between well-being and crime victimization and other variables,

without considering potential causality or endogeneity issues. More recent
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work by Dustmann and Fasani (2011) and Cornaglia and Leigh (2011) is
more ambitious and tries to isolate causal from non-causal effects. These
studies use mental well-being/health instead of happiness but now in rela-
tion to crime measures. They argue that damage of crime can also be inflicted
by non-victims, which may add significantly to the costs of crime. Cornaglia
and Leigh (2011, p. 20) acknowledge endogeneity of the crime variable(s)
—coined as a sorting problem— as people ‘with mental distress symptoms
are at the same time more likely to react more strongly to crime, or live in
areas with higher crime rates’. They account for this by estimating panel
data models with fixed effects. They find that sorting is indeed a problem
but nevertheless the impact of (area) crime on mental well-being remains sig-
nificantly negative when sorting is taken into account. Our data do not allow
us to use this identification strategy so that we cannot account for potential

endogeneity of crime or other variables in our happiness regressions.

5.4 Data and descriptives

5.4.1 Data design

Our data set is based upon several surveys conducted in the Netherlands
in June/July 2008 through CentERpanel (CP). CP consists of about 2000
households —representative of the Dutch population— aged 16 years and
older, that are repeatedly invited to participate in web-based surveys.®> The
main source of information is a survey entitled “Incorrect Behavior in Every-
day Life”. See Douhou et al. (2011a) and Douhou et al. (2011b) for a detailed
description of the complete survey. In this chapter, one of our main interests
is personal victimization experiences of our respondents, which are asked as

follows:

e Have you been a victim of a serious crime in the past five years (i.e.,

burglary, holdup, violence, or something similar)?

3Households that have no access to the Internet are provided the necessary means to
participate in surveys.
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e Have you been a victim of ‘incorrect’ behavior in the past five years?

If either question is answered ‘yes’, then a follow-up question asks to rate
the severity of the most serious crime on a scale from 1: very severe to 10:
not severe. We use this information to construct four dummy variables that
distinguish crime types (serious and small) and severity of the crime (severe
if the score is 4 or lower and not severe if it is 5 or higher). The reason
that we only ask about the past five years is to avoid a bias towards older
respondents that have a higher probability of having been a victim in the
past.

Most respondents in our small crime survey also participated in several
other surveys in the same year. We exploit this to get more detailed back-
ground information. Questions on social trust and perceived norms of reci-
procity, which we use to construct a trust index, are taken from the CP
survey “Victims of (attempt to) Fraud” (Oudejans and Vis, 2008). These

questions were phrased as follows:

e trustl: Would you say that most people can be trusted or that you
cannot be too careful in dealing with people? Please answer on a scale

from 1: you have to be careful to 11: most people can be trusted;

e trust2: Do you think that most people would try to take advantage
of you if they got the chance, or would they try to be honest? Please
answer on a scale from 1: most people would try to make advantage of

me to 11: most people would try to be honest; and

o trust3: Would you say that most of the time people try to be helpful
or that they are mostly looking out for themselves? Please answer on

a scale from 1: people look mostly of themselves to 11: people try to
be helpful.

Health is one of the domains of (satisfaction with) life and is frequently in-
cluded as a control variable in happiness regressions. From the DNB House-

hold Survey (DHS), an annual survey also administered to respondents in
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the CP, we use a question on self-assessed health: ‘What is the general sta-
tus of your health?” Our health index simply codes the five answers from 1:
poor to 5: excellent, so that higher values indicate better self-assessed health.
This survey is conducted between February and September 2008, with most
questionnaires completed in April 2008.

The impact of crime-related issues consists not only of actual victimiza-
tion but also of neighborhood problems, fear of victimization, etcetera (see
Michalos and Zumbo, 2000). Since we do not have this information at the
individual level, we use data on feelings of fear and the rate of victimiza-
tion at a regional level. The aggregation is at the level of police regions;
the Netherlands is divided into 25 police regions. A police region usually
consists of one big city with its surrounding areas.? These data come from
“Veiligheidsmonitor Rijk” 2008 (VMR), obtained from Statistics Netherlands
and conducted mid-2008.

The measure of perceived well-being comes from a CP survey conducted
in November/December 2008 entitled “World Perceptions, Technology, and
Environment” and is based upon the question: ‘Generally speaking, would
you say that you are ... 1: very unhappy ... 10: very happy? The respon-
dents were shown a table with a ten point scale but only the extreme values 1
and 10 are provided with verbal labels.> All survey data have been collected
in the same year. Since all surveys except the World Perceptions Survey are
conducted within a period of just a few weeks, we assume that these time
differences will not influence our conclusions: it seems highly unlikely that
in the few weeks in between these surveys important shocks have taken place
that may have affected response behavior. The World Perceptions survey
was administered near the end of 2008. This time difference has the advan-
tage that the concern that potential feedback mechanisms from subjective

well-being to some of the explanatory variables would be mitigated. It does

“These regions are based on population density and crime rate; that is, higher crime
rate and/or higher population density lead to a geographically smaller police region. Un-
fortunately, figures at a more detailed regional level were not available.

5The respondents did not have the possibility to answer ‘don’t know’ or ‘no answer’.
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not, however, take away the concern that common unobserved factors drive
well-being as well as, for example, victimization, so that endogeneity is still

a potential problem (cf. Section 5.3).

5.4.2 Descriptive statistics

Descriptive statistics are shown in Table 5.1. This tells us that the majority
of the respondents are male, the majority finished at least a vocational edu-
cation, have a partner, and do paid work. Not all respondents from the small
crime survey participated in the other CP surveys, resulting in missing values
for several measures gathered from other surveys, as can be seen in the third
column of the table. The means in the table are very similar to those for the
subsample without any missing values, suggesting that non-participation in
one of the surveys does not lead to selection problems.

Figure 5.1 shows the empirical distribution of our subjective well-being or
‘happiness’ variable (Sumner, 1996). The average score is 7.51 (Table 5.1),
which says that respondents are fairly happy on average. About 3.3% of the
respondents report a happiness level of 3 or lower while the majority of the
respondents are at the higher end of the scale: 58.9% reports a happiness
level of 7 or higher.%

Figure 5.2 shows that people who have been a victim of a serious crime in
the past five years typically experienced a serious crime only once, while the
empirical distribution of the number of small crimes is more evenly spread.
This means that multiple victimization is a more common phenomenon for
small crimes than for serious crimes, as expected. The number of unique
victims (whether of a serious or of a small crime) is 618 and there are 96
respondents who report that they have been a victim of both a serious crime
and a small crime in the past five years. If a respondent reported having
been a victim of a crime (small or serious) in the past five years, then the

perceived severity of this crime (or the worst of them in the case of multiple

6The empirical results presented below did not change when combining the lowest
categories.
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Table 5.1: Descriptive statistics

mean std N

Non-binary

age 51.33 15.84 1735
health 3.85 0.72 1441
hh lincome 790 141 1735
size_hh 2.60 1.27 1735
social norm 7.02 133 1734
trustl 7.34 2.06 1536
trust2 7.41 1.83 1520
trust3 6.94 1.93 1529
trust index 21.69 5.04 1516
fear rate 0.20 0.04 1736
vict_rate 0.25 0.04 1734
well-being 7.51 1.35 1736
Binary

female 0.47 1735
edu middle 0.39 1730
edu_high 0.54 1730
occup _pension 0.24 1735
occup _indep 0.04 1735
occup _nowork 0.24 1735
partner 0.78 1736
urban_high 0.41 1729
urban _middle 0.20 1729
victsmall _sev 0.11 1725
victsmall notsev ~ 0.15 1725
victserious_ sev 0.06 1725
victserious_notsev  0.06 1725

victimization) was asked using a ten-point scale (1: very severe, 10: not

severe). The distribution of the reported answers is presented in Figure 5.3.

It shows that some victims of a serious crime judge the crime to be very
severe (1 or 2), while most respondents find the crime rather severe (the
modal answer is 3), and only a few do not find the crime severe at all. For
small crimes the distribution is more even, as one would expect. The average
severity of a small crime is 5.3 (the median is 5), compared to 4.5 (median

4) for a serious crime. For our empirical analysis, we constructed four binary
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Figure 5.1: Subjective well-being
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Figure 5.3: Severity of victimization
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variables to distinguish between types of crime and severity of a crime type.
A (serious or small) crime is considered severe if the perceived severity (of
the worst serious or small crime in the past five years) is rated 4 or lower
and not severe if the severity is rated 5 or higher. The reference category
are respondents who were not a victim of any serious or small crime. For
example, the variable victsmall sev is 1 if a victim of a small crime gives
the crime a rating of 4 or lower and 0 otherwise.

In order to provide more insight into the raw data, we present the number
of victimized respondents for different groups in Table 5.2. Men and younger
people (aged below 55) are more likely to be a crime victim. This is a
common result in the empirical literature on crime victimization: the most
fearful groups of society (women and elderly) are the least victimized. When
we only look at victimization of a small crime the difference between men
and women is very small. Furthermore, the elderly are much less likely to

report that they have been the victim of a small crime.

In Table 5.3 we present mean scores for well-being of victims and non-
victims by gender. Consistent with other studies we find that non-victims
report a higher subjective well-being than victims. In addition, well-being

for victims of a serious crime is lower than for victims of small crime. The
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Table 5.2: Victims of crime by gender and age*

female male <55 years 557 years

victim _small | 24.9 25.6 27.8 21.9
victim _serious| 10.9 12.4 12.3 11.0
victim 31.0 329 34.5 28.7

* Values are percentage of victims within
a subgroup.

difference in mean scores for women is less obvious: it looks like it does not
matter much whether women have been victimized or not. The male group
is not the same in this respect: male victims report clearly a lower well-being
than male non-victims. Despite the absolute differences in well-being we
find that none of the mean differences are significant. This shows us that
the victimization—subjective well-being relation is not expected to be strong.
This does not discard our main interest as the focal point of our research is

not on victimization.

Table 5.3: Victim and subjective well-being mean scores

mean std N

victim 7.46 1.34 556
non-victim 7.53 1.36 1169

victim _serious 7.41 147 207
non-victim_ serious |7.52 1.34 1518

victim _small 745 1.29 441
non-victim small [7.53 1.38 1284
female victim 7.52 1.34 250
female non-victim [7.53 1.30 556
male victim 742 1.34 306

male non-victim 7.55 1.41 612

How much trust the respondent has in other people can be important for
actions and beliefs in general (Deutsch, 1958) as well as for subjective well-
being, since more intense social linkages are expected to make people happier
(see Bjornskov, 2003, 2006; Helliwell, 2003, 2006). The variable trust index
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is constructed as the sum of three variables that measure several aspects of
a person’s trust, each on a scale from 1 to 11 (a higher value means more
trust in others), so that trust index ranges from 3: very low trust to 33:
maximum trust level. Figure 5.4, with a mode of 24 and a mean of 21.7,

shows that respondents in general tend to have trust in others.

Figure 5.4: Trust _index
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See Table A.1b in Section 5.A for details on the three questions. We
present the distribution of these three separate trust measures in Figure 5.5,
which shows that there are no large differences between the three distribu-
tions (see also Table 5.1).

We constructed a social norm index as the average of the responses on
severity (on a scale from 1: very severe to 10: not severe) of a list of 18
offenses that differ in the level of damage caused (from stealing a pen to
damaging a car and not informing the owner); see Table 2 in Douhou et al.
(2011b) for the 18 questions and the mean answers to all of them. To simplify
interpretation, our index is defined as 11 minus the mean of the 18 answers,

so that a higher value reflects a higher social norm; in the sense of finding



112

Chapter 5. Explaining Subjective Well-Being

crimes less justifiable or more severe. The overall mean of our index is 7.02.
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Figure 5.5: Histograms of trust variables
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5.5 Regression results

5.5.1 Model

11
honest

Standard economic theory assumes that individual preferences can be de-

scribed with a utility function. Following Powdthavee (2005) we assume

there exists a utility function for each respondent that describes subjective
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well-being and has as inputs socio-economic and demographic characteristics,
including age, gender, household size, marital status, trust, and past victim-
ization. We will also interact some characteristics to study the effect of
victimization for socio-demographic subgroups (defined by age and gender).
We obviously cannot observe true well-being, only reported well-being. The
literature on psychology shows convincing evidence that reported well-being
is correlated with physical reactions that are in turn related to true well-being
(see Di Tella and MacCulloch, 2008). According to Frey and Stutzer (2002,
p. 405) ‘it is a sensible tradition in economics to rely on the judgement of
the persons involved’. Hence, we assume that respondents can communicate
a level of well-being that is close to their true well-being.

Since the response scale of subjective well-being is discrete and ordered
(ranging from 1: very unhappy to 10: very happy), we use an ordered probit
model.” This model describes the reported evaluation as the category con-
taining the value of an unobserved (latent) continuous variable ¥, which is

driven by a vector of explanatory variables z; and an error term ¢;:

v, = wf+e
¢, ~ N(0,1), independent of z; (5.1)
yi = J it o <yi <q

where 7 = 1,..., N denotes the respondent, and j = 1,..., 10 are the possible
values that y; can have. In the next subsections we will discuss, in turn, the

main variables we have in mind for the mechanism discussed in Section 5.2.

5.5.2 Victimization

To show how victimization varies with individual characteristics, Table 5.4
presents regression results with the four personal victimization dummies as
dependent variables and some basic respondent and area characteristics as

regressors.® Not many variables are statistically significant. Living in a

"An ordered logit model leads to very similar results.
8We also ran a multivariate probit regression and found hardly any differences with the
results in Table 5.4.



114 Chapter 5. Explaining Subjective Well-Being

highly urbanized area significantly increases the probability of being victim-
ized compared to living in a non-urbanized area in three out of four cases.
People living in an area with an intermediate urbanization are more likely
to be the victim of a severe serious crime but less likely to be the victim of
another type of crime than those living in big cities. Respondents with their
own (small) business (occup indep = 1) are significantly more likely to be
the victim of a severe (small or serious) crime than employees. This may be
because small businesses are vulnerable to burglaries and incorrect behavior
by customers. Non-workers less often than employees report to be the victim
of a non-severe small crime. We find no relation between living in an area
that has a high rate of victimization and/or fear of crime and actual victim-
ization at the individual level. This is not so surprising considering that the
local crime-related measures are defined for a relatively broad region, which

makes it difficult to find a direct link with personal victimization.

5.5.3 Trust, health, and social norms

Socio-economic variables like gender and income are widely considered as
control variables in the well-being literature. We introduce trust, health,
and social norms as additional controls, but first analyze whether they are
related to crime-related measures. This is important since if they are, crime
may affect well-being through these measures or directly. Personal victimiza-
tion might have an effect on a person’s trust in others and their judgement
of other crimes. Existing studies show, in addition, that victimization has a
negative influence on one’s perceived physical health (see Britt, 2001; Koss
et al., 1991, 1990). Research on the relation between mental health and
victimization (see Cornaglia and Leigh, 2011; Dustmann and Fasani, 2011)
comes to the same conclusion: victimization is detrimental to one’s (mental)

health.” This suggests that personal victimization can have an indirect rela-

9 Admittedly, the meaning of mental health is ambiguous as it can be related to physical
health (people that are physically ill are more likely to be depressed and vice versa) and
subjective well-being (feeling bad is expected to make less happy and vice versa).



Table 5.4: Probit regression of personal victimization

hh linc

age

age?

female
edu_middle
edu_high
urban_high
urban middle
occup _pension
occup _indep
occup _nowork
size_hh
partner

vict _rate

fear rate
constant

N
pseudo R?

victsmall victserious

severe not severe severe not severe
0.136 (0.091) 0.066 (0.082) —0.145 (0.097) 0.087 (0.112)
0.061*** (0.019) —0.004 (0.016) 0.021 (0.020) 0.006 (0.021)
—0.001*** (0.000) 0.000  (0.000) 0.000 (0.000) 0.000  (0.000)
—0.063 (0.085) 0.045 (0.078) —0.085 (0.100) —0.141 (0.107)
—0.067 (0.181) —0.230 (0.162) —0.037 (0.204) —0.435** (0.196)
0.032 (0.179) —0.072  (0.159) —0.026 (0.204) —0.254 (0.192)
0.194**  (0.098) 0.202** (0.091) 0.251**% (0.119) 0.023  (0.125)
0.126 (0.110) 0.075  (0.104) 0.301**  (0.130) 0.184  (0.135)
—0.023 (0.166) —0.195 (0.159) —0.275 (0.201) —0.264 (0.216)
0.283* (0.169) —0.027 (0.173) 0.503*** (0.183) —0.018 (0.231)
0.040 (0.115) —0.249** (0.110) 0.057 (0.133) 0.083  (0.143)
—0.008 (0.040) —0.046  (0.037) 0.024 (0.048) —0.050  (0.050)
—0.136 (0.114) 0.088 (0.107) —0.224* (0.130) 0.000  (0.140)
0.165 (1.798) 1.574  (1.695) 0.677 (2.108) 3.439  (2.144)
—0.536 (1.802) —2.110 (1.681) 0.029 (2.136) —0.721 (2.180)
—3.619*** (0.881) —1.203 (0.787) —1.115 (0.960) —2.665** (1.074)

1820 1820 1820 1820

0.025 0.026 0.038 0.032

= = {p<0.01}; *={0.01 <p<0.05}; *={0.05<p<0.10} Standard errors in parentheses.
We included a dummy for zero income.
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tion with happiness via self-assessed health, trust, and social norms.

In Table 5.5 we present regression results with trust, health, and social
norms as dependent variables. We find that females, older persons, higher ed-
ucated respondents, and people with a high income have more trust in others
compared to their counterparts (males, younger persons, etcetera). Females
and older age groups are also found to have higher social norms, in the
sense that they find small crimes less justifiable than males and younger age
groups. The gender difference is consistent with a fair part of the literature
on ethical decision-making, but the results for age in the existing literature
are ambiguous (O'Fallon and Butterfield, 2005). As expected, richer, higher
educated, and younger people give themselves a better health rating, while
people without full-time work (occup nowork = 1) have lower self-assessed
health.

The last column of Table 5.5 shows that social trust and health are pos-
itively associated at the individual level, controlling for socio-economic vari-
ables. This is in line with the existing literature (Barefoot et al., 1998;
Poortinga, 2006; Rose, 2000). As emphasized before, we cannot claim that
this reflects a causal effect in a given direction: Poortinga (2006, p. 301)
notes that poor health may lead to social exclusion and lower trust, but
Rose (2000) finds an effect of social trust on health.

Being the victim of a severe small or serious crime is negatively related
to trust in others and health, while a positive association with social norms,
i.e., victimization seems to make the respondent more dismissive of crimes.
On the other hand, being the victim of a not so severe small crime makes
one’s judgement of small crimes milder or, in other words, it lowers social
norms. Being a victim of a serious crime has no significant effect on health,

while a not severe crime victimization is negatively related to social norms.



Table 5.5: Regressions with trust, social norms, and health as dependent variables

trust_index social_norm health health
hh_linc 1319 (0.286)  0.015  (0.063)  0.278"** (0.068)  0.250"** (0.068)
age 0.127** (0.051) 0.034*** (0.012) —0.023* (0.012) —0.030** (0.012)
age? —0.001*  (0.001) 0.000 (0.000) —0.000 (0.000) 0.000 (0.000)
female 1.249% (0.264)  0.324*** (0.061) —0.076  (0.064) —0.132"* (0.065)
edu_middle 0722 (0.543)  0.111  (0.124)  0.324** (0.123)  0.291** (0.123)
edu_high 1677 (0.541)  0.141  (0.124)  0.356*** (0.123)  0.291** (0.124)
urban_high 0.211 (0.304) —0.063 (0.071) —0.057  (0.073) —0.050 (0.074)
urban _middle —0.664** (0.335) —0.071 (0.079) —0.041 (0.081) —0.013 (0.081)
occup _pension 0.912*  (0.500) 0.032 (0.116) —0.076 (0.118) —0.108 (0.119)
occup_indep 0.669  (0.631) —0.428* (0.139) —0.101  (0.149) —0.077  (0.151)
occup_nowork —0.387  (0.352)  0.028  (0.083) —0.368°* (0.085) —0.362*** (0.086)
size_hh 0.168 (0.123) 0.075** (0.029) 0.060** (0.030) 0.052*  (0.030)
victsmall _sev —0.879** (0.411) 0.202** (0.095) —0.223** (0.099) —0.231** (0.100)
victsmall notsev 0.238 (0.356) —0.251*** (0.083) —0.081 (0.086) —0.077  (0.087)
victserious_sev —0.963* (0.529)  0.047  (0.122) —0.156  (0.125) —0.133  (0.126)
victserious _notsev  0.195  (0.539) —0.216* (0.127)  0.136  (0.132)  0.163  (0.133)
partner —0.709"*  (0.351) —0.196™ (0.082)  0.025  (0.084)  0.057  (0.084)
vict_rate 0.070 (5.651) 0.564  (1.315) —0.038 (1.374) 0.021 (1.380)
fear _rate ~1.957  (5.540) -1.369  (1.302) —0.194  (1.364) —0.219  (1.369)
trust _index 0.032*** (0.006)
social norm 0.067*** (0.024)
constant 6.178 (2.702)  5.041*** (0.603)
N 1576 1820 1510 1510
(pseudo) R2 0.074 0.176 0.051 0.062

= ={p<0.01}; *={0.01 <p<0.05}; *={0.05<p<0.10} Standard errors in parentheses.
We included a dummy for zero income. Ordered probit is used for health and OLS for trust and

social norms.
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118 Chapter 5. Explaining Subjective Well-Being

5.5.4 Happiness

We distinguish two models for subjective well-being: a baseline model and an
extended specification.!’ The results are presented in Table 5.6. The baseline
model shows a marginally significant negative association between subjective
well-being and being the victim of a not severe small crime. The other three
victimization dummies are insignificant. The control variables that have a
significant relationship with subjective well-being are similar to what is found
in the happiness literature: women are in general happier than men with
the same socio-economic characteristics and having a partner increases one’s
happiness. Additional household members are also significantly associated
with more happiness but this effect is much smaller than that of having a
partner. Higher household income is also associated with more happiness.!!
Retired people have more time for leisure which can explain why they are
happier: the effect of occup pension is positive and significant (the reference
group consists of people on a payroll).

The second specification extends the basic model with indexes for trust,
social norms, self-assessed health, and regional crime-related measures. In
the extended specification the explained variance (pseudo R?) increases from
roughly 0.03 to 0.07, which is close to the results found in related studies.
The results for the socio-demographic characteristics in the extended model

are generally comparable to those in the basic model, though gender and

0Dolan et al. (2008) criticize studies on subjective well-being for including a single
specification only and not showing what the impact is when other or more controls are
added. With this set-up we try to meet this criticism.

UEasterlin (1974) showed that happiness and income are positively correlated but that
over time, as average income levels increased, happiness did not increase accordingly. This
result, referred to as the Easterlin paradox, stirred a lot of research on how to measure
income to capture an income effect in a well-being regression. Since our data are of cross
sectional nature we will keep matters simple and include the (log of) absolute income level
to account for the fact that people with higher income have more means to satisfy their
needs and are therefore expected to be happier. In addition, gross monthly income is
censored at 10,000 euros to account for outliers; since zero incomes may be misreported
(and thus reflect missing values) we also include a dummy variable for zero reported income
(not reported in the table).
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urbanization that were significant in the basic model are no longer significant.
Health and happiness are found to be strongly positively related, which is in

line with expectations and the existing literature.

Table 5.6: Ordered probit regression: basic and extended model for total
sample

Basic Extended

hh_linc 0.249* (0.055)  0.153"** (0.056)
age —0.015  (0.011) —0.013  (0.011)
age? 0.000  (0.000)  0.000  (0.000)
female 0.108** (0.054)  0.057  (0.055)
edu_middle 0.071  (0.109) —0.059  (0.110)
edu_ high 0076 (0.109) —0.099  (0.111)
urban_ high —0.006  (0.058)  0.018  (0.063)
urban_ middle ~0.118*  (0.069) —0.091  (0.070)
occup_pension 0.212** (0.102) 0.231** (0.103)
occup_indep 0.101 (0.125) 0.099  (0.126)
occup_nowork ~0.109  (0.072)  0.003  (0.073)
size_hh 0.061** (0.026)  0.046*  (0.026)
victsmall _sev —0.065 (0.084) 0.025 (0.085)
victsmall notsev ~ —0.136* (0.073) —0.127*  (0.074)
victserious _sev 0.060 (0.107) 0.130 (0.108)
victserious mnotsev —0.018  (0.110) —0.046  (0.111)
partner 0439 (0.073)  0.491*** (0.074)
vict_rate —3.276*** (1.170)
fear_rate 3.145*** (1.164)
health 0.483*** (0.041)
trust _index 0.046*** (0.006)
social norm 0.044**  (0.021)
N 1713 1711

pseudo R2 0.026 0.068

* = {p<0.01}; *={0.01 <p<0.05}; *={0.05<p<0.10}
Standard errors in parentheses. We included dummies for
missing observations for health and trust_indexr and a dummy
for zero income.

We also find a strong and significant positive link between our broad

index of trust and subjective well-being.'? Another component of social cap-

12We also looked at a specification where we included the three trust-type of variables
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ital, the social norms index, also positively and significantly contributes to
well-being. This is consistent with the empirical literature on social capital.

We use the regional rate of victimization'® and the rate of fear of crime
in the respondent’s region of residence to capture area-specific relations be-
tween crime and well-being. The rate of victimization is significant and has
the expected sign: respondents living in an area with a high victimization
rate are less happy than others, ceteris paribus. On the other hand, we find a
strong and positive relation between fear rate and well-being. This result
seems counterintuitive. Cohen (2008) offers an explanation for this result:
people who live in unsafe areas are compensated for the higher risk of victim-
ization via lower costs of living or adapt their behavior, which might result
in a higher well-being compared to people who live in areas considered safer.

Regarding actual victimization we find similar results as for the base-
line model: victims of a not so severe small crime have a lower well-being,
although this association is only significant at a 10% level. The other vic-
timization dummies remain insignificant. The coefficients of victimization in
the extended model reflect the direct relation between personal victimization
and well-being only (keeping trust, social norms, and health constant), while
victimization in the basic model measures the sum of the direct and indirect
relation between victimization and well-being. As trust, health, and social
norms are associated with victimization (see Table 5.5) and well-being (see
Table 5.6), we expected an indirect relation to exist. Apparently, this is not
strong enough to lead to a substantial difference between the coefficients on

victimization in the two models.'*

separately (instead of combining them into one index) and found that the effect of trust2
(honesty by others) is slightly larger than that of ¢trust! and trusts. However, a likelihood
ratio test did not reject the assumption that the three trust variables have the same
coefficient, which is what we assumed in the model presented here.

13This measure includes victimization from violent and property crimes and from van-
dalism; we did a similar analysis including separate victimization rates for each crime type
and find no significant results.

1Since victimization is not correlated with fear rate and vict rate (see Table 5.4)
we can safely say that the changes to the coefficients of victimization in Table 5.6 when
moving from the basic to the extended model reflect possible indirect relations.
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The relations we find between personal victimization and well-being are
not as strong as we expected. This is in line with Hanson et al. (2010, p. 193)
who conclude in a literature review on the (functional) impact of victimiza-
tion on subjective well-being that the findings are ‘not robust’. There can
be several explanations for this. First, endogeneity as a result of unobserved
individual characteristics influence the results. Second, the way personal vic-
timization is measured: the victimization window in the survey is five years,
which may be considered too long to capture a (robust) association with
subjective well-being. Moreover, other measurement errors, such as the defi-
nition of the crime types and telescoping, may be at work here. Despite this
we find very convincing results for the association of happiness with health,

trust, and social norms.

5.5.5 Results by age and gender

The majority of the victims in our sample are males younger than 55. Female
and elderly groups are known for displaying the highest fear of victimization
although crime statistics show that they have the lowest probability of being
victimized. This suggests that the role of victimization may differ for men and
women and for younger and older respondents. We therefore also estimated
the models separately by gender and age group (younger than 55 versus 55
years or older). The results are presented in Tables 5.7 and 5.8. Again
we distinguish a baseline and an extended specification. The results by age
group in Table 5.7 show that victimization is negatively related to subjective
well-being for older respondent in both specifications. In addition, retired
people are more satisfied than people (of the same age) who did not retire
yet. Looking at Table 5.8 it is interesting to see that the positive association
between income and the happiness only applies to men. The effect of severe
small crimes is positive and marginally significant for women in the extended
model while it is negative for men. Could this indicate adaptive behavior
after a negative experience by women and not by men? The association

between not working (which includes students, unemployed, incapacitated



Table 5.7: Ordered probit regression: basic and extended model by age
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Basic Extended
<55 years 55T years <55 years 55T years

hh_linc 0.270** (0.082)  0.237*** (0.077)  0.163* (0.084)  0.147* (0.079
age —0.031  (0.029) —0.005  (0.090) —0.020  (0.029) —0.020  (0.091
age? 0.000  (0.000) 0000  (0.001)  0.00  (0.000)  0.000  (0.001
female 0.197** (0.072) —0.026  (0.086)  0.178"* (0.074) —0.155* (0.089
edu_middle 0.198  (0.163) —0.068  (0.152)  0.049  (0.165) —0.219  (0.154
edu_ high 0.183  (0.167) —0.022  (0.154)  0.015  (0.169) —0.281* (0.157
urban_ high 0.017  (0.082) 0007  (0.085) —0.006  (0.087)  0.064  (0.093
urban_ middle —0.177*  (0.095) —0.030  (0.104) —0.182* (0.095)  0.026  (0.105
occup_pension 0.166  (0.136) 0.228*  (0.138
occup_indep 0.084  (0.154)  0.088  (0.220)  0.046  (0.157)  0.200  (0.222
occup_nowork —0.232"  (0.098) —0.052  (0.126) —0.076  (0.101)  0.140  (0.128
size_hh 0.113 ** (0.030) —0.078  (0.070)  0.076** (0.031)  0.011  (0.071
victsmall _sev —0.132  (0.115) —0.024  (0.126) —0.060  (0.116)  0.097  (0.127
victsmall_notsev  —0.086  (0.092) —0.206* (0.122) —0.090  (0.093) —0.217* (0.124
victserious sev 0.054 (0.141) 0.106  (0.167) 0.102  (0.142) 0.184  (0.168
victserious notsev  0.073 (0.145) —0.122  (0.170) 0.048  (0.146) —0.155  (0.174
partner 0.455** (0.103)  0.505*** (0.120)  0.575"* (0.106)  0.389*** (0.122
vict_rate ~3.099* (1.630) —3.369* (L.717
fear rate 4.428*** (1.576) 1.820 (1.765
health 0.507** (0.058)  0.471** (0.061
trust_index 0.039*** (0.008)  0.056"* (0.008
social_norm 0.038  (0.028)  0.043  (0.032
N 936 T 936 775

pseudo R? 0.038 0.022 0.076 0.072

122

= = {p<0.01}; * ={0.01 <p<0.05}; *={0.05<p<0.10} Standard errors in parentheses.
We included dummies for missing observations for health and trust inder and a dummy for zero
income.



Table 5.8:

Ordered probit regression: basic and extended model by gender

hh linc

age

age?

female
edu_middle
edu_high
urban_high
urban _middle
occup__pension
occup _indep
occup _nowork
size_hh
victsmall _sev

victsmall notsev

victserious _sev

victserious _notsev

partner

vict _rate
fear rate
health
trust__index
social norm

N
pseudo R?

Basic Extended

women men women men
0.109 (0.078) 0.370*** (0.079) 0.029 (0.079) 0.262*** (0.080)
—0.025 (0.016) —0.006 (0.015) —0.021 (0.016) —0.003 (0.015)
0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000)
0.013 (0.157) 0.108 (0.155) —0.255 (0.160) 0.098 (0.156)
—0.018 (0.161) 0.126 (0.153) —0.279*  (0.164) 0.012 (0.155)
—0.018 (0.085) 0.003 (0.081) 0.053 (0.091) —0.018 (0.087)
—0.096 (0.101) —0.147 (0.097) —0.090 (0.101) —0.099 (0.098)
-0.017 (0.158) 0.322** (0.139) 0.082 (0.160) 0.274*  (0.141)
0.149 (0.197) 0.065 (0.162) 0.130 (0.200) 0.056 (0.164)
—0.193** (0.095) —0.096 (0.129) —0.070 (0.097) 0.101 (0.132)
0.097*** (0.037) 0.037 (0.037) 0.076** (0.038) 0.025 (0.037)
0.123  (0.128) —0.209* (0.113)  0.246* (0.129) —0.130  (0.115)
—0.142 (0.107) —0.111 (0.101) -0.171 (0.108) —0.071 (0.102)
0.135 (0.159) 0.038 (0.146) 0.303*  (0.160) 0.020 (0.148)
—0.041 (0.167) —0.024 (0.147)  —0.069 (0.171) —0.036 (0.148)
0.507*** (0.102) 0.368*** (0.109) 0.553*** (0.103) 0.434*** (0.110)
—4.295** (1.784) —2.590* (1.566)
3.626** (1.780) 2.974*  (1.556)
0.507*** (0.063) 0.490*** (0.057)
0.045*** (0.009) 0.049*** (0.008)
0.020 (0.030) 0.070**  (0.029)

801 912 800 911

0.030 0.028 0.072 0.073

= {p<0.01}; " ={0.01 <p<0.05}; *={0.05<p<0.10} Standard errors in parentheses.
We included dummies for missing observations for health and trust inder and a dummy for zero

income.
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for work, or otherwise) and happiness is negative for women in the basic
specification. This effect is comparable to the well-known negative effect of
unemployment (see Clark and Oswald, 1994; Winkelmann and Winkelmann,
1998), although our measure of non-employment is broader than (involun-
tary) unemployment.!® Higher social norms are significantly positively re-
lated to the well-being of men but insignificant for women.

It can be concluded that the relation between personal victimization and
well-being is weak for all groups. In the extended specification, we find
some negative effects that are marginally significant, but almost as many
marginally significant counterintuitive positive effects. Living in a region
with a high rate of victimization is significantly negatively associated with
subjective well-being for all subgroups, and the association is particularly
strong for women. On the other hand, we find a positive effect of the re-
gional fear of crime rate which is particularly strong for younger individuals.

The effects of trust and health are significantly positive for all groups.

5.5.6 Some sensitivity checks

Up to now we modeled our respondents as independent from each other while
they are actually part of a household where interdependencies regarding well-
being may exist (Winkelmann, 2005). A first attempt to correct for this is
presented in Table 5.9 by means of clustered standard errors within a house-
hold. We see that this slightly elevates standard errors but no real differences
appear when we compare the results with Table 5.6.

Another way to correct for household interdependencies is to explicitly
model it by using an ordered probit model with household specific random
effects. The results in Table 5.10 show that the personal victimization vari-
ables are not significant anymore while all other results are similar to what

we have found before.

15Occupational status and students or others in the ‘non-employment’ group can have
a small job. Still, Bardasi and Francesconi (2004) show that seasonal or casual work has
a negative effect on well-being.
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Table 5.9: Ordered probit regression: basic and extended model using clus-
tered errors

Basic Extended

hh_linc 0.249"** (0.055)  0.153"* (0.056)
age —0.015  (0.011) —0.013  (0.011)
age? 0.000  (0.000)  0.000  (0.000)
female 0.108* (0.049)  0.057  (0.051)
edu_middle 0071  (0.123) —0.059  (0.122)
edu_high 0076  (0.122) —0.099  (0.120)
urban_ high ~0.006  (0.066)  0.018  (0.070)
urban _middle —0.118 (0.080) —0.091 (0.078)
occup_pension 0.212*  (0.109) 0.231** (0.109)
occup_indep 0101  (0.113)  0.099  (0.117)
occup_nowork ~0.109  (0.074)  0.003  (0.073)
size_hh 0.061** (0.029)  0.046  (0.029)
victsmall _sev —0.065 (0.087) 0.025 (0.091)
victsmall notsev ~ —0.136* (0.071) —0.127*  (0.070)
victserious _sev 0.060  (0.121) 0.130  (0.121)
victserious notsev —0.018  (0.126) —0.046  (0.123)
partner 0.439°** (0.074)  0.491** (0.077)
vict _rate —3.276** (1.323)
fear rate 3.145**  (1.337)
health 0.483* (0.049)
trust _index 0.046*** (0.007)
social norm 0.044*  (0.024)
N 1713 1711

pseudo R2 0.026 0.068

* = {p<0.01}; *={0.01 <p<0.05} *={0.05<p<0.10}
Standard errors in parentheses. We included dummies for
missing observations for health and trust_indexr and a dummy
for zero income.
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Table 5.10: Random effects ordered probit regression: basic and extended
model

Basic Extended

hh_linc 0.335** (0.081)  0.186** (0.078)
age —0.027*  (0.014) —0.021  (0.013)
age? 0.000  (0.000)  0.000  (0.000)
female 0.161* (0.065)  0.084  (0.065)
edu_middle 0.022  (0.138) —0.125  (0.136)
edu_high 0.020  (0.139) —0.174  (0.137)
urban_ high ~0.020  (0.086)  0.015  (0.088)
urban_ middle ~0.136  (0.103) —0.098  (0.099)
occup_pension 0.285** (0.133) 0.284** (0.130)
occup_indep 0.159  (0.162)  0.158  (0.159)
occup_nowork —0.122  (0.092) —0.004  (0.091)
size_hh 0.084** (0.038)  0.067*  (0.037)
victsmall _sev —0.034 (0.111) 0.049 (0.108)
victsmall notsev ~ —0.136 (0.095) —0.136 (0.093)
victserious _sev 0.026 (0.141) 0.097  (0.138)
victserious notsev ~ 0.043  (0.146) —0.010  (0.142)
partner 0.580** (0.101)  0.626*** (0.099)
vict _rate —4.003** (1.636)
fear_rate 3.547  (1.642)
health 0.562°** (0.053)
trust _index 0.062*** (0.008)
social norm 0.057** (0.027)
N 1713 1711

p 0.450 0.400

= {p<0.01}; **={0.01 <p<0.05}; *={0.05<p<0.10}
Standard errors in parentheses. We included dummies for
missing observations for health and trust_indexr and a dummy
for zero income.

In Table 5.11 we include measures of victimization that discriminate be-
tween single and multiple victimization (using the information on the number
of small or serious crimes that respondents were a victim of in the last five
years; see Figure 5.2). Higher values indicate that a person has been more
often a victim of a certain type of crime. Multiple victimization of a not

so severe small crime has a negative but not very strong and marginally
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significant relation with well-being; the other variables are insignificant.

Table 5.11: Ordered probit regression: basic and extended model including
multiple victimization

Basic Extended

hh_linc 0.250%* (0.055)  0.152"** (0.056)
age —0.015  (0.011) —0.013  (0.011)
age? 0.000  (0.000)  0.000  (0.000)
female 0.108** (0.054)  0.056  (0.055)
edu_middle 0.076  (0.109) —0.053  (0.110)
edu_high 0.081  (0.109) —0.094  (0.111)
urban_ high ~0.004  (0.058)  0.019  (0.063)
urban_ middle —0.116*  (0.069) —0.089  (0.070)
occup _pension 0.211**  (0.102) 0.232** (0.103)
occup_indep 0.104  (0.125) 0.099  (0.126)
occup _nowork —0.108 (0.072) 0.005 (0.073)
size_hh 0.062 (0.026)  0.046*  (0.026)
mvictsmall _sev —0.031 (0.041) 0.015  (0.042)
mvictsmall notsev ~ —0.065*  (0.034) —0.057* (0.034)
mvictserious _sev 0.013 (0.082) 0.071 (0.082)
mvictserious notsev 0.010 (0.078) —0.004 (0.079)
partner 0.436*** (0.073) 0.488*** (0.074)
vict_rate —3.280"** (1.169)
fear rate 3.155*** (1.164)
health 0.481* (0.041)
trust _index 0.046*** (0.006)
social _norm 0.044** (0.021)
N 1713 1711

pseudo R? 0.026 0.068

= {p<0.01}; ** = {0.01 <p<0.05}; *={0.05<p<0.10}
Standard errors in parentheses. We included dummies for
missing observations for health and trust_index and a dummy
for zero income.

Finally, we consider some dynamic effects. Due to the cross-section nature
of our data, we cannot consider changes in all(left hand side or right hand
side) variables and follow a fixed effects approach like Cornaglia and Leigh
(2011). But we are able to use values of the regional variables two years

earlier. Moreover, we also know whether people still live at the same ad-
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dress as two years earlier. In our sample, about 8% of the respondents have
moved between 2006 and 2008. First, in order to see whether for movers
the association with the regional crime rate is different than for non-movers,
we included a dummy for movers as well as an interaction term between a
dummy for moving in the last two years and the rate of victimization in the
area of residence. Both variables are insignificant, and including them hardly

changes the other coefficients — see the left hand columns in Table 5.12.

Table 5.12: Ordered probit regression: robustness checks with dynamics

hh_linc 0.154*** (0.056)  0.169"* (0.057)
age —0.012  (0.011) -0.017  (0.011)
age? 0.000  (0.000)  0.000  (0.000)
female 0.055  (0.055)  0.057  (0.058)
edu_ middle —0.060  (0.110) —0.059  (0.112)
edu_high ~0.103  (0.111) —0.084  (0.113)
urban_ high 0.019  (0.063)  0.050  (0.061)
urban_middle 0092 (0.070) —0.090  (0.072)
occup _pension 0.091 (0.127) 0.126 (0.139)
occup_nowork 0.007  (0.073)  0.012  (0.076)
size_hh 0.048*  (0.026)  0.053*  (0.028)
victsmall _sev 0.025  (0.085)  0.054  (0.090)
victsmall notsev —0.126*  (0.074) —0.152** (0.077)
victserious _sev 0.129 (0.108) 0.053 (0.114)
victserious notsev  —0.044 (0.111) —0.055 (0.116)
partner 0.486*** (0.074)  0.474* (0.076)
vict_rate —3.189*** (1.194)

d_mover 0.377  (0.569)
d_mover*vict_rate —1.049  (2.188)

delta_ victrate —0.438 (0.351)
fear rate 3.118*** (1.166)

delta_ fearrate 0.091 (0.311)
health 0.484*** (0.041)  0.503°* (0.044)
trust_index 0.046*** (0.006)  0.042"** (0.006)
social norm 0.045**  (0.021) 0.045**  (0.021)
N 1711 1589
pseudo R? 0.068 0.068

= {p<0.01};* ={0.01 <p<0.05};* ={0.05 < p<0.10}
Standard errors in parentheses. We included dummies for
missing observations for health and trust_index and a dummy
for zero income. d_mover — 1 if moved between 2006 and 2008.
Delta means % change in respective rate between 2006 and 2008.
Dependent variable is well-being.
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Second, we investigate whether well-being is associated with changes in
an individual’s regional victimization and fear indexes rather than the levels.
The right hand columns of Table 5.12 present the results for the non-movers
only. We find no significant effect of the changes in the regional variables.
Of course it is possible that this is due to the fact that we only distinguish
25 regions, which gives too large regions to capture the probability of victim-

ization and fear of crime in the neighborhood.

5.6 Conclusion

This chapter studies subjective well-being by means of a survey of about 2000
Dutch respondents in 2008, focusing on its association with crime-related
measures as well as health, trust, and social norms. The analysis allows
us to distinguish a direct association between victimization of crime or the
regional crime or fear of crime rate from indirect relations through trust,
health, and social norms, which are related to crime-related measures as well
as subjective well-being. This approach is different from the usual empirical
strategy in the literature on well-being.

Victims in our sample are, as expected, more likely to be male and
younger than 55 years. We find that victims have a lower mean score for
subjective well-being than non-victims but this difference is not significant.
This is confirmed in the regression results: when we control for basic cha-
racteristics (age, income, gender, urbanization etcetera), we only find a weak
effect of not severe small crimes and no significant effect of more serious
crimes. This does not change if we extend the specification with trust, social
norms, perceived health, the regional victimization rate, and the regional fear
of crime rate. On the other hand, we do find a significantly negative associ-
ation between well-being and the regional rate of crime but also a somewhat
unexpected positive association with an index for fear of crime at the same
regional level. Moreover, we find that people who are healthy, have more

trust in others, or have higher social norms are significantly happier.
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That the relation between victimization and well-being is not a clear or
strong one is not new: Mpller (2005), Michalos and Zumbo (2000) and Co-
hen (2008) concluded that crime-related issues (including victimization of
violent and property crimes) have very little impact on well-being. They
find a significant negative impact but the results in studies that use regres-
sion analysis are not robust. There are some limitations regarding how we
measured personal victimization that may explain the weak result for per-
sonal victimization. First, the personal victimization question may be prone
to measurement errors. We use a five year window, which may be too long
to capture a strong effect. A shock, typically, mainly affects a person’s life
immediately after the fact and most psychological problems disappear after
a few months (Denkers and Winkel, 1998). Another source of measurement
error may come from telescoping as a result of misplacing the timing of vic-
timization. Second, we define two crime types, serious and small crimes,
which may be defined too broadly so that our respondents have problems
understanding which crimes belong to each category. Third, sorting or en-
dogeneity as a result of unobserved individual characteristics that influence
both victimization and well-being might play a role (see Cornaglia and Leigh,
2011). In contrast, the results of Helliwell (2006) and Ravallion and Lokshin
(2001) suggest that accounting for potential endogeneity would not change

the results significantly.
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5.A Variables with explanation

Table A.1: Variables with explanation

(a) binary variables

female 1 if respondent is a woman

edu_middle 1 if respondent’s highest education is secondary school
edu_high 1 if — at least vocational school

occup _pension 1 if — is retired or > 65 years

occup _indep 1 if — works as independent entrepreneur or in a family firm
occup _nowork 1 if — has no occupation (incl. students)

partner 1 if — lives together with a partner (married or unmarried)
urban_high 1 if — lives in an urbanized area

urban_middle 1 if — in an area with intermediate urban character

victim _small 1 if — was victim of incorrect behavior in the past 5 years
victim _serious 1 if — of a serious crime in the past 5 years

victsmall sev 1 if — was victim of a small crime in the past 5 years that is

perceived severe.

victsmall notsev 1 if — was victim of a small crime in the past 5 years that is
perceived not severe.

victserious _sev 1 if — was victim of a serious crime in the past 5 years that is
perceived severe.

victserious _notsev 1 if — was victim of a serious crime in the past 5 years that is
perceived not severe.




Table A.1: Variables with explanation (cont.)

(b) non-binary variables

age
health

hh lincome
mvictsmall _sev

mvictsmall notsev

mvictserious _sev

mvictserious _notsev

social norm

size_hh
trustl

trust2
trust3
trust__index
fear rate

vict _index

vict _rate
well-being

age of respondent (in years)

self-assessed health on a scale from 1: poor to 5: excellent
log of gross monthly household income

0 if no victim, 1 if — was once victim, 2 if — was 2-5 times
a victim, and 3 if more than 5 times victim of a small crime
in the past 5 years that is perceived severe.

0 if no victim, 1 if — was once victim, 2 if — was 2-5 times
a victim, and 3 if more than 5 times victim of a small crime
in the past 5 years that is perceived not severe.

0 if no victim, 1 if — was once victim, 2 if — was 2-5 times
a victim, and 3 if more than 5 times victim of a serious crime
in the past 5 years that is perceived severe.

0 if no victim, 1 if — was once victim, 2 if — was 2-5 times
a victim, and 3 if more than 5 times victim of a serious crime
in the past 5 years that is perceived not severe.

average of answers to short questions on severity of 18 small
crimes on a scale from 1: not severe at all to 10: very severe
number of members in a household

trust in others on a scale from 1: one cannot be very careful
enough to 11: most people can be trusted

honesty of others on scale from 1: most people try to take
advantage of others to 11: most people try to be honest.
helpfulness of others on a scale from 1: people are selfish to
11: people try to be helpful.

degree of trust in other people (from 3: no trust to 33: maxi-
mum trust)

rate of people within a region that feel unsafe in 2008
severity of crime(s) respondent has been victim of (from

0: not a victim to 20: victim of small and serious crime and
both considered very severe)

rate of victimization within a region in 2008

subjective well-being on a scale from 1: very unhappy to

10: very happy
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