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1 INTRODUCTION OF THE THESIS

A number of financial crises started as an idiosytic shock to local banks, local securities or
local markets, but the impacts eventually spreachankets with no direct economic linkage to
the initial shock (e.g., the Mexican crisis in 19&2d 1994, the East Asian crisis in 1997, the
Russian crisis in 1998, and the Brazilian crisisl®99). Similarly, the financial turmoil that
started in the summer of 2007 and intensified iA&8@s a local problem to the US-mortgage
market has become a global concern for financeikty. These concerns are shared equally
among policy makers in developed as well as in gmgrmarket economies. Financial crises
have also attracted the interest of researcherseniprically and theoretically study how local
turmoil may spill over to international markets aingdestigate what the consequences are on

regional financial fragility.

Banks are important because the instability oftiteking sector may have severe financial costs
to the economy. Hoggarth, Reis and Saporta (2af¥2Xample estimate fiscal costs incurred in
the resolution of 24 banking crisis in the last tdecades and find that the cumulative output
losses incurred during crisis periods are 15-20@baverage, of annual GDP. Further, banking
system fragility impairs the functioning of the pagnt system that may ultimately lead to
economic stagnation (Demirgti¢c-Kunt and Detragigdl®®7)). A fragile banking system affects
neighboring countries in the region through crossdbr linkages and raises concerns for
regional banking system fragility. Banks providguidity to the whole economy just like blood
circulating in veins of the whole human body. Thisis in a banking sector has serious effects
on other sectors of the domestic economy and pgsaiso for other economies in the same
region and other regions. Therefore, it is impdrt@anstudy regional banking system fragility

from an intra-industry and inter-industry contagpmrspective.

Further, the integration of financial markets asrosgions has resulted into a higher degree of
co-movements in financial stock indices. This pheapon persuades researchers to study
contagion not only through direct exposures (foaregle, Degryse, Elahi and Penas (2010) or
the third chapter of this dissertation), but alkootigh the co-movements of financial stock
indices (for example, Bae, Karolyi and Stulz (2003jopp, Duca and Vesala (2009)). These

studies limit their analysis either to general fic@l indices or to the same industry (i.e. intra-



industry contagion). But there is very little euide on the effects of shocks that are transmitted
from one industry to another (i.e. inter-industigntagion) or from one part of an industry to
another part of an industry. Inter-industry comdagwithin the broader financial sector is
important because financial liberalization has tadrthe distinction between various types of
financial activities. Resultantly, the emergencdirdncial conglomerates may induce contagion

from one industry to another.

The thesis provides an insight of the regionalifitggf the banking systems and the potential of
cross-border contagion. After this brief introdoatiof the thesis as chapter 1, chapter 2 give a
short review of literature on financial contagitimaugh cross-border banking exposures, chapter
3 explores the possibility of cross-border contagibrough direct exposures of the banking
systems on other economies, chapter 4 investigiadedeterminants of regional banking system
fragility and chapter 5 provides evidence on therimdustry contagion within and across

regions.

More specifically, in chapter 2, titled “Short Litdure Review on Financial Contagion through
Cross-Border Exposures” | provide a short reviewhef literature on financial contagion, and in
particular of the role and impact of cross-bordguasures. The issue of cross-border contagion
is highlighted in particular. The importance of ssdborder contagion stems from different
forces. First, in recent years, foreign claims hélgd the banking system have increased
substantially. Second, the US-subprime crisis tiineo a worldwide financial crisis, suggesting
that cross-border linkages are important as they page a serious threat to financial stability.
Third, recent advances in empirical methods anda datailability allow for a deeper

investigation of this question.

In chapter 3, titled “Cross-border Exposures anthicial Contagion”, | explore cross-border
contagion using foreign claims from the BIS Corgated Banking Statistics. | analyze cross-
border contagion over the time period from 1999-&tcheck the evolution of contagion risk
over time. | also attempt to identify the size ofystemically important shock for cross-border
contagion. And finally, |1 study the economic impacot cross-border contagion besides
identifying highly vulnerable banking systems.

10



In chapter 4, titled “Determinants of Financial ®ys Fragility — A Regional Perspective” |
analyze the determinants of regional banking systemility while controlling for common
economic shocks and explore the extent of bankystem contagion within region and across
regions. Therefore, this chapter contributes toeimpirical literature on cross-border contagion
by evaluating contagion across regions. A regioddaBned as a continent containing several
banking systems. There are four different regiamduding 10 banking systems in Asia, 7
banking systems in Latin America, the US and Eurogech as one entity. | follow the
methodology of Bae, Karolyi and Stulz (2003) todstuegional banking system fragility through
joint occurrences of negative extreme returns imkbrag system indices of multiple countries in a
region. This chapter of my thesis analyzes whetbgional banking system characteristics can
explain regional banking system fragility (i.e. thember of banking systems having joint
occurrences of extreme negative returns on a péaticday) after controlling for common
variables in a multinomial logistics settings. Toentribution of this chapter in the existing
literature includes: 1) an evaluation of bankingsteyn fragility through co-movements in
banking stock indices that are measured on dailisband provide a yardstick for instant
evaluation of systemic crisis; 2) an assessmenthef role of banking system liquidity,
diversification of banking activities, banking coetipion, and the capitalization of the banking
system for regional banking system fragility; 3) iamestigation on whether specific banking
system characteristics in the host region help dducing the probability of cross-border
contagion (by interacting them with the number a&gative coexceedances in triggering
regions); 4) an analysis on whether regional anthtty level banking characteristics play a role

for an individual banking system to be in the teith other countries in the region.

The last Chapter titled “An investigation of Intedustry Contagion: Banking and Financial
Services Institutions” focuses on intra-industryptagion and inter-industry contagion within the
financial sector in all regions. The intuition fstudying inter-industry contagion follows Lang
and Stulz (1992) who argue that firms using simigout to produce similar output are affected
by same shock irrespective of their industrial sifésation (SIC codes). More specifically, all
financial institutions including banks are compagtiior the financial liquidity and sell similar
financial products with different brands. Therefdrger-industry contagion may be as prevalent

and important as intra-industry contagion and nemilar treatment to limit their adverse
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consequences. Inter-industry contagion has beeasses before when studying the significance
of spillovers from life insurance to the bankingt®m in an extant literature [see e.g. Brewer
and Jackson (2002) for the US and Stringa and M@2887) for the UK]. This contribution is
unique in terms of using a different set of finahdnstitutions. It includes assets managers,
consumer finance, specialty finance, investmentices, mortgage finance, equity investment
services and non-equity investment services. Maeat uses an explicit multinomial logistic
framework to gauge the degree of intra-inquseand inter-industry contagion through
equity price co-movements while previous work mlos an event study methodology.

12



2 SHORT LITERATURE REVIEW ON FINANCIAL CONTAGION
THROUGH CROSS-BORDER EXPOSURES

2.1 INTRODUCTION

A number of financial crises started as an idiasgtic shock to local securities or local
markets, but the dominos eventually spread to nisiikéh no obvious economic linkage to the
initial shock (e.g., the Mexican crisis in 1982 ah@94, the East Asian crisis in 1997, the
Russian crisis in 1998, and the Brazilian crisisl®#99). Similarly, the financial turmoil that
started in the summer of 2007 and intensified i68€@s a local problem to the US-mortgage
market has become a global concern for financeikty. These concerns are shared equally

among policy makers in developed as well as in gmgmarket economies.

These financial crises have also attracted reseatehest in cross-border contagion and in
empirical studies that investigate how a local titrmay spill over to international markets with
little or no economic linkages. Though there isstendard definition of cross-border contagion,
we refer to it as a phenomenon where the finamcisis in one country increases the probability
of crisis in other countries. We follow Calvo anctifhart (1996) who distinguish between
fundamentals-based contagion (which arises whenirtii@l shock propagates through real
linkages including trade relationships and intaomatl business cycles) and “pure” or “true”
financial contagion (which arises in the absenceamwy potential economic interconnection

among economies but mainly due to the herding beha¥international investors).

2.1.1 Fundamentals-based contagion

According to the fundamentals-based contagionhitje correlations in asset prices during crisis
periods are dependent upon the state of macroegonotarlinkages (e.g. Cole and Obstfeld,
1991; Backus et al., 1992; Baxter and Crucini, 1998ss and Pavlova, 2004; Pavlova and
Rigobon, 2007). These papers use correlations ah @eonomic variables like consumption,
output, national savings, investment and exchaatge (terms of trade) and find some evidence
of international transmission of local shocks. léger, Kaminsky and Reinhart (2000) and van
Rijckeghem and Weder (2001), among others, argatthiese models have shortcomings in
explaining cross-border contagion in regions wibhv leconomic integration like East Asia,
Eastern Europe, and Latin America. Furthermoresghmodels also fail to explain the absence of

cross-border contagion in other cases (such asctimency devaluations in Turkey and
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Argentina in 2001) where the neighboring counttese significant real economic linkages.
They argue that financial linkages may be more irgm, mainly due to the common bank
lender effect. Peek and Rosengren (1997) suppatatigument by empirically investigating

Japanese bank lending in the United States dunmd@rancial crisis in Japan in the early 1990s.
They found that declines in the Nikkei index unetated with movements in stock markets
elsewhere may nonetheless be transmitted to otbenties via the lending responses of

Japanese banks.

2.1.2 Purefinancial contagion

Pure financial contagion refers to domino effecisoag economies that are unrelated to
economic fundamentals but mainly due to the invsstshifting appetite for risk. Moreover,
information asymmetry among market players in feiahmarkets may also lead to financial
contagion as local traders replicating internatigr@tfolio composition may import a foreign
idiosyncratic shock. The situation is more critiza emerging markets, where the process of
generation, acquisition, and disclosure of infolioratis not as standardized as in developed
financial markets. The literature on cross-bordearicial contagion mainly exploits this
heterogeneity in information and provides evidettlcat ‘excess’ price co-movement is a
pervasive feature of many capital markets duringediin times. See e.g. King and Wadhwani
(1990); Fleming et al. (1998); Calvo (1999); KyledaXiong (2001); Kodres and Pritsker (2002);
Yuan (2005) and Pasquariello (2007).

2.2 THEORETICAL FOUNDATIONS OF FINANCIAL CONTAGION

We restrict the review here to channels of intekbeantagion. Bryant (1980) and Diamond and
Dybvig (1983) are the founding fathers of the tlyeon individual bank runs. Bank runs are a
potential equilibrium when banks invest in illiquitbng term assets. Later on, a number of
papers have extended these theories to incorppos&ble contagion effects. Allen and Gale
(2000), for example, theoretically considered tlsgibility of financial contagion propagating

through interbank exposures among banks in difteregions. Their model exploits linkages

between regions through correlation in liquidityeds of depositors and highlights the possibility
of contagion when aggregate liquidity is not suéfit to absorb the idiosyncratic shock.

Bhattacharya and Gale (1987) explain domino effdaitsugh banks’ preference for long-term,

high yielding, relatively illiquid assets, wherebgnks typically liquidate their interbank claims
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first in order to meet the unanticipated depostflows instead of liquidating their investments
in long-term assets. Thus, the idiosyncratic finaingroblem in one bank or region may transmit

through banking exposures in that region or otbgrans leading to financial contagion.

Allen and Gale (2000) also provide microeconomianidations for interbank contagion by
incorporating the structure of the interbank marRétey emphasize that the scope of contagion
not only depends on the size of interbank exposwaiasive to capital but also on the pattern of
their linkages. Their major findings include thamntagion is less likely for “complete market
structure” (i.e., every bank has symmetric exposaorall other banks) than “incomplete market
structure” (i.e., banks are exposed only to maggmboring institutions). Freixas et al. (2000)
introduce a money centre structure in the moded. Mloney centre is symmetrically linked to all
the other banks, which are themselves not linkgetter. They show that, in some cases, the
failure of a bank linked to the money center wolk trigger the failure of the money center, but
the failure of the money centre itself may trigd@itures of the linked banks. Pritsker (2001)
studies at least five separate channels througlthvteal shocks are transmitted from one
country to another, including the interbank chanig finds that banks/financial institutions
play a critical role in transmitting shocks becaaséneir linkages to the real sector. Cifuentes et
al. (2005) investigate the theoretical basis fartagious failures when a liquidity shock affects
the banking system. They suggest that distress séldiquid assets depress their market value
and that the regulatory requirement of “mark to ke#r further aggravates the situation of
distressed institutions. lori et al. (2006) uséneotetical model to discuss the insurance role of
the interbank market and conclude that when bankshamogeneous in liquidity or size, the
insurance role of interbank lending prevails amdthis situation, higher reserve requirements
can lead to a higher incidence of bank failuresti@nother hand, when banks are heterogeneous
in average liquidity or average size, contagioe&t may arise. Recently, Sachs (2010) provide
an assessment of the impact of a the structuretefbiank exposures on the stability of a
stylized financial system.

2.3 EMPIRICAL STUDIES ON FINANCIAL CONTAGION
We can distinguish two different approaches to eicgdly investigate financial contagion. First,
some papers have focused on the interbank marketmsmitting financial shocks. Second,

other papers have employed asset and equity pocgauge the importance of contagion. We
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first describe the results of the interbank papeis the different methods employed. Afterwards,

we briefly touch upon the equity prices measures.

2.3.1 Interbank markets

Research papers have mainly focused on the rdleeadomestic banking system in transmitting
financial shocks. Recently, however, some papeve lstarted to explore the scope for cross-
border contagion via interbank and other exposofdise banking system. We first discuss some

papers on domestic interbank contagion and thefoeues on cross-border contagion.

2.3.1.1Domestic Interbank Contagion

There is a voluminous literature on domestic caotagtudying various European interbank
markets and the US interbank market. Degryse ef24l09) provide a table with an overview on
the empirical work on interbank market contagione Véproduce that information with some

updates in Table 2.1.

These studies use various measures of interbanésesg including interbank loans, payment
and settlement obligations; OTC derivatives expeswand interbank credit lines. Most of the
time they rely on supervisory reports or creditistggs for such information. For example,
Muller (2006) includes credit lines in the analyaisl finds that they put an additional constraint
on solvent banks’ ability to pass excess liquidityer to banks, resulting in lack of liquidity
during times of financial distress. Wells (2004} &flsinger et al. (2006b) are distinct in terms of
including off-balance sheet instruments in ordesttaly interbank contagion. Liedorp, Medema,
Koetter, Koning and Lelyveld (2010) test if intenceectedness in the interbank market is a
channel through which banks affect each otherkiness using quarterly bilateral exposures of
all banks active in the Dutch interbank market le=tw1998 and 2008.

In these studies researchers mostly rely on cdiacteal simulations to study the scope for
contagion while using maximum available informatidimis artificially simulated data captures
core characteristics of the actual phenomenon.niédod of counterfactual simulation, though
less accurate, provides the opportunity to conasémion the relevant type of interbank exposure
and the systemically important financial instituifs). Upper (2007) provide a detailed critical
assessment of this methodology. Research studsesi lman counterfactual simulation include the
seminal contribution by Sheldon and Maurer (1998)0 estimate a matrix of interbank loans by

16



maximizing entropy using balance sheet data. Thesgfit simulates the propagation of an
individual bank failure to the system through domtgpe effects. Upper and Worms (2004) also
apply a similar methodology to German banks’ dataich is highly disaggregated both in terms
of bilateral credit exposure and loan maturity.

In terms of findings, Upper and Worms (2004) codeluhat the financial safety net (i.e.,
institutional guarantees for saving banks and cadpe banks) considerably reduces, but does
not eliminate, the danger of contagion. Wells (2004 the other hand, finds that a single bank
failure has the potential to weaken substantidlly ¢apital holdings of the UK banking system.
In the case of the Netherlands, Van Lelyveld aretlbrp (2006) find that the bankruptcy of one
of the large banks will put a considerable burdentlte other banks, but will not lead to a

complete collapse of the interbank market.

Elsinger et al. (2006a) use the matrix of interbangdit relationships of Austrian banks in a
more generalized risk management model. They explwe effects of macroeconomic shocks
while simulating the impact of both credit riskdanarket risks on interbank payment flows and
the value of bank capital. In this setting, the vedtie of banks is also affected by non-interbank
activities (i.e. changes in monetary policy, exgemate policy, and stock market or business
cycle shocks). They find that correlation in banksset portfolios (as opposed to financial
linkages) dominates contagion as the main sourcgystemic risk. Contagion is rare but can
nonetheless wipe out a major part of the bankirsgesy.

Also, Degryse and Nguyen (2007) investigate thdutm and determinants of contagion risk
for the Belgian banking system. They report thatave from a complete structure to a multiple-
money-centre structure reduces the risk and impaatontagion, supporting the theoretical

predictions in Freixas et al. (2000).

2.3.1.2 Cross-border contagion

Degryse and Nguyen (2007) do not only focus onekiim contagion, but they also investigate
contagion stemming from interbank linkages of Batgbanks with foreign banks, and provide
some estimate of cross-border contagion risk. UdiegBIS data, Van Rijckeghem and Weder
(2001 and 2003) find the common-bank-lending chatmée the pathway of contagion in the
Mexican, Asian, and Russian crises. They also taleestep forward in examining cross-border

17



exposures, and find that though cross-border expeseduce local contagion risk, they increase
the contagion risk stemming from foreign banks.vBtg and Nimander (2002) also extend their
analysis to include cross-border default on FX expe. Cihak and Ong (2007) explore cross-
border contagion at the bank level within Europbermeas Derviz and Podpiera (2007) analyze
cross-border contagion using the largest banksdmaale. Recently, de Haas and van Lelyveld
(2010) use new panel data on the intra-group oviaesgructure and the balance sheets of 45 of
the largest multinational bank holdings to analydeat determines the credit growth of their
subsidiaries. A similar analysis by Cetorelli andldberg (2010) explore whether the
consequences of shocks originating in home and imaskets have likewise evolved. Global
banks played a significant role in the transmisgibthe 2007 to 2009 crisis to emerging market
economies. They examine the relationships betwdeerse liquidity shocks on main developed-
country banking systems to emerging markets adfasspe, Asia, and Latin America, isolating
lending supply from lending demand shocks. Naviar&alzolari, Pozzolo and Levi (2010)
examines whether multinational banks have a stafgior destabilizing role during times of

financial distress using evidence from EU.

2.3.2 Equity prices

Other studies focus on equity prices to study far@rcontagion’. Among them, Bae et al. (2003)
evaluate contagion in financial markets throughncimience of extreme return shocks across
countries within a region and across regions. Bugidon the approach by Bae et al. (2003),
Gropp and Moerman (2004) and Gropp et al. (2008)h kexamine cross-border contagion
through equity price coexceedances of major Eumopeaks. They show that there may be tight
links among banks within countries, as well as dimonnecting the major banking systems in
Europe. They do not detect a major difference betwie strength of links among euro area
versus non-euro area countries. Also, Hartmanh €2@05) assess cross-border contagion in the
euro region and compare it with domestic contagiotS. They conclude that systemic risk
though larger on both sides of the Atlantic durirf8P0s, is relatively higher in the US mainly

due to ‘mild’ cross-border risks in Europe. FurthBautista, Rous and Tarazi (2007) explore

! De Bandt and Hartmann (2001) provide a surveyasious studies using asset price (equity)

co-movements for measuring the impact of contagion.
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determinants of domestic and cross-border contagsinn Southeast Asia — the only study we

are aware of that investigates bank contagion deitikie US and Europe.

2.4 CONCLUDING REMARKS

This chapter has provided a short review of tlegdiiure on financial contagion, and in particular
the role and impact of cross-border exposures. i$be of cross-border contagion has only
recently been highlighted. This stems from différfemces. First, in recent years, foreign claims
held by the banking system have increased subsligntsecond, the US-subprime crisis turned
into a worldwide financial crisis, suggesting tbetss-border linkages are important as they may
pose a serious threat to financial stability. Thietent advances in empirical methods and data

availability allow for an investigation of this gsteon.
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Table 2.1: Literature on Interbank Contagion

Paper Country /Region

Time Period Interbank Bxp® Main Findings

Angelini,Maresca and Russo (1996) Italy

21 businegd-of-day bilateral net balanced% of 288 participants has the
days in Jan for the 288 participants in the  potential of triggering sytemic
1992 Italian netting system banking crises

4

Amundsen and Arnt (2005) Denmark 2004 Overnight loans between dome: 1-4% of Dannish Banking Assets
counterparties with maturity less
than 1 year
Blavarg and Nimander (2002) Sweden Sep 199Deposits, securities, and 16 of 108 cases with potential of
Sep 2001  derivative; FX settlement contagion
exposures
Degryse and Nguyen (2007) Belgium Dec 1992All on balance exposures 3 - 85% of total bankirsgptss
Dec 2002 (depends on time and market
structure)
Elsinger, Lehar and Summer (2006a)  Austria Sep 2001oans to domestic banks 70% of all banks when L&D o
100%
Elsinger, Lehar and Summer (2006b)  United Kingdom' 030 Large exposures include oft-  Probability of contagion default is

Furfine (2003) United States
Lubloy (2005) Hungary

Mistrulli (2005) Italy

Muller (2006) Switzerland
Sheldon and Maurer (1998) Switzerland
Upper and Worms (2004) Germany

Van Lelyveld and Liedorp (2006) Netherlands
Wells (2004) United Kingdom

balance sheet instruments Fedecidse to zero
funds transactions
Feb 1998 Uncollateralized Less than 3.5% of total assets
Mar 1998

50 days in All on-balance sheet exposures Limited
2003 excluding equity

Dec 1990 - All exposures including credit ines About 16% at&l banking
Dec 2003 assets

Dec 2003 Loans to demdstioks About 3% (20%) of total assets
become insolvent (iliquid)

Loans to dtierieanks Limited first round effects

Dec 1998 On-bakimeet exposures,  Up to 85% of total assets
foreign banks grouped by region

Dec200 Large exposures include of-  Up to 96% of total assets
balance sheet instruments

Dec 2000 Up to 26%total assets

Source: updated version of Table 7.1in Degryse, Kim and Ongena (2009) (see also Upper (2006))
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3 CROSS-BORDER EXPOSURES AND FINANCIAL CONTAGION

Integrated financial markets provide opportunifi@sexpansion and improved risk sharing, but

also pose threats of contagion risk through crasddy exposures. This chapter examines cross-
border contagion risk over the period 1999-20061thH&t purpose we use aggregate cross-border
exposures of seventeen countries as reported BISi€onsolidated Banking Statistics. We find
that a shock which affects the liabilities of ormietry may undermine the stability of the entire
financial system. Particularly, a shock wiping @686 (35%) of US (UK) cross-border liabilities
against non-US (non-UK) banks could lead to barkagion eroding at least 94% (45%) of the
recipient countries’ banking assets. We also final tsince 2006 a shock to Eastern Europe,
Turkey and Russia affects most countries. Our sfiars also reveal that the “speed of
propagation of contagion” has increased in receatrg/ resulting in a higher number of directly
exposed banking systems. Finally we find that agiotais more widespread in geographical

proximities.

3.1 INTRODUCTION

The recent financial crisis, while having its rootghe US, spread globally in a very short span
of time. The higher delinquencies in the mortgagek®et quickly ripple through, not only other
financial markets in the US, but also abroad. Agslt, the US subprime crisis turned into a
global macroeconomic shock leading the US, alortg thie Euro zone and Japan, into recession.
Though the governments and international financredtitutions have announced bailout
packages of trillions of dollars, the crisis idlsinfolding. The deteriorating conditions, despite
all coordinated interventions worldwide, exposedamental weaknesses in the international
financial system. The ongoing banking problemsstliate that monitoring financial stability is
important locally as well as globally. Thereforeisiworth studying the transmission channels to

be able to identify the vulnerabilities in the imational banking system.

Banks are important because the instability ofltaeking sector in a country may have severe
effects on other sectors of the economy. Moreabver banking sector has a large penetration in

the international markétTherefore, a shock can be easily transmitted advosders due to an

2 The reasons for international presence of bankisiem include: financial sector liberalization idgrthe late
1990s has provided opportunities for internatioaatl cross-state (cross-border) banking. Secondwthes of
mergers and acquisitions in the banking sectorh beithin and outside the United States, led to bamk
conglomerates at the international level that haveater financial needs and therefore establishkibgn
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unsustainable loss on bank lending to foreign canpairties. In this chapter we study cross-
border financial contagion, defined as the situatichen an idiosyncratic shock that hits the
foreign counterparty of a banking system result®iam-payment of its foreign claims. If the

banking system’s aggregate equity is not enoughbsorb this shock, the affected banking
system will not fulfill its foreign obligations ithe next round. This starts a domino effect that
impacts other banking systems worldwide. Our fasusen on contagion due to non-repayment

of cross-border credit exposures.

Foreign claims have increased both in absolutegesnwell as relative to aggregate measures of
real economic activity. The Bank for Internatior@ttlements (BIS) reported an increase in
international claims on banks (in absolute terfiejn $584 billion at end-1977 to $21 trillion in
the second quarter of 200Bimilarly, in relative terms, cross border expestincreased from
10% of world GDP in 1980 to 48% of world GDP in #exond quarter of 2006.

Despite increasing foreign claims, only a few papdeal with this topic even though the
ongoing credit crisis shows that cross-border apotahas become more important. The papers
that deal with cross-border contagion can be sudbelivin two groups, depending upon their
approach. The first group employs equity pricesngasure cross-border contagion (Hartmann,
Straetmans and de Vries (2005), Gropp and Moerra@@5), Gropp, Duca and Vesala (2006)
and Bautista, Rous and Tarazi (20070)hese papers mostly study within country contagion
contagion within continents. The second group gbeps uses data on bank exposures. In
particular, they employ cross-border exposuresfdmits on the effects on a single country (Van
Lelyveld and Liedorp (2006) study interbank contagfor the Netherlands, while Degryse and
Nguyen (2007) focus on Belgium), or they study egmn originating from the failure of
emerging countries (McGuire and Tarashev (2007Jhese papers highlight the increasing

relationships across the world. Third, the integrabf European countries into one monetary uniso ancreased
significantly the cross-border relationships. Fhuttanks have developed risk management systeowimd them
to price and manage international assets more atkdgu

% The increase may partially be attributed to a widg of the reporting area as data for the Cayrstantls, Hong
Kong SAR, Singapore and other offshore financialtiees are only available from end-1983. WhereastrAlis,

Bermuda, Greece, Guernsey, the Isle of Man andualrstart reporting in or after 1998. However, ksalocated in
these countries accounted for less than 5% of ¢tdéths of BIS reporting banks in 2006.

* De Bandt and Hartmann (2001) provide a surveyasfous studies using asset price (equity) co-movesnir

measuring the impact of contagion.

® Recently, a series of papers have studied bardéngagion stemming from within country interbankpesures
(see e.g. Angelini et al. (1996) and Mistrulli (ZQGor Italy; Blavarg and Nimander (2002) for Swagdé&urfine
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importance of cross-border exposures. We contribmutthis literature by focusing on foreign
claims of a sample of developed and developing ttmanto investigate empirically the potential
for contagion risk through cross-border bank expeswacross a more diverse set of countries
and continents. We use the BIS Consolidated BanBitagistics for this purpose. We discuss
several scenarios where we assume that an exogeaden and idiosyncratic shock hits the
foreign liabilities (entirely or partly) of a cougt Following the initial failure, the shock
propagates through cross-border exposures to bardther countries and results into domino-
type effects potentially causing systemic crisise Tontagion risk is gauged through the number
of banking systems in other countries that poténtidefault following the non-payment of

foreign claims against the failing country (ies).

This chapter therefore aims to contribute in sdveeapects. First, it studies cross-border
contagion for the first time using foreign claimerh the BIS database. Second, while most
papers focus on domestic interbank contagion at mwat in time, our study provides an
extension by looking at the evolution of cross-@ordontagion over the period 1999 and 2006.
Third, we attempt to identify the size of a systealy important shock for cross-border
contagion. Fourth, our analysis shows the econompact of cross-border contagion besides
indentifying highly vulnerable banking systems.

In this chapter we find that contagion risk and #peed of contagion through cross-border
exposures have increased during 1999-2006. Wetfiada shock which affects partially the
liabilities of one country may undermine the stépibf the entire financial system. Particularly,
a shock wiping out 25% (35%) of US (UK) cross-bertiabilities against non-US (non-UK)
banks could lead to bank contagion eroding at 1848 (45%) of the recipient countries’
banking assets, assuming 100% loss given defaGDJL We also find that since 2006 a shock
to Eastern Europe, Turkey and Russia affects mmshtdes. Our simulations also reveal that
contagion is often more confined to geographicalxnities (i.e. regional, if not global), and
that the US is the only country immune to crossdborshocks and contagion stemming from

other countries.

(2003) for the US; Wells (2004) for the UK; UppardawWorms (2004) for Germany; Lubloy (2005) for Hang
Elsinger, Lehar and Summer (2006) for Austria; Bhdler (2006) for Switzerland).
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The remaining of this chapter is organized as wdloSection 2 introduces the dataset while
Section 3 elaborates on methodological details. résalts are analyzed in Section 4. Section 5

concludes this chapter.

3.2 DatA

We usebank creditto foreign countries as the source of cross-boesgosures. These foreign
claims include the exposure of a country’s banlapstem to all sectors (i.e. bank, non-bank and
public) of other countries. BIS provides informati@mn such foreign claims of reporting
countries to the rest of the world in ti@nsolidated Banking Statistiést covers data on
(national) contractual lending by the headquartebeshks and all of their branches and
subsidiaries worldwide to borrowers residing owtstle country of origin (where the bank’s
headquarter is stationed) on a consolidated besisgt of inter-office account). It is one of the
two broad categories in which BIS compiles dataulgh the central banks of the reporting
countries” Further, we use foreign claims on immediate boeoWasis, i.e. the allocation of
foreign claims of reporting banks to the countryopkrations of the contractual counterparty. It
means that, for example, we employ the foreignntsaiof British banks onall financial

institutions operating in the US (irrespective loéit nationality).

The reporting institutions in each country inclualé institutions that are allowed teeceive

deposits and/or close substitutes for deposits gnaaht credits or invest in securities on their
account Therefore, the reporting institutions include ecoercial banks, savings banks, savings
and loan associations, credit unions or cooperstivailding societies, and post office savings

banks or other government-controlled savings bamkisnot central banks.
<please insert figure 3.1 here>

Our sample includes foreign claims outstandindhateénd of each year for the banking systems
of 14 European countries, Canada, Japan and U foreign claims of these countries’

banking systems are available for a long time pefi®99-2006) allowing us to study contagion

e ‘Reporting countries’ include all participating ctnirs in the BIS consolidated banking statistidsede countries
report foreign claims vis-a-vis each other as wasllagainst all non-participating countries. These-participating
countries are hereby called the non-reporting a@esit

" BIS also reportdocational banking statistics.e. international financial claims of all bankeated in reporting
countries to borrowers outside the geographicahtaty on a gross (unconsolidated) basis.

8 Included European countries are Austria, BelgiuBenmark, Finland, France, Germany, Ireland, Italy,
Netherlands, Portugal, Spain, Sweden, Switzerland,United Kingdom.
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risk over time. These foreign claims differ acrossintries, not only in absolute terms, but also
in relation to the size of the banking system’sraggte equity. Figure 3.1 shows the ratio of
foreign claims to a banking system’s aggregatetgavieraged over time for each country, both
for the total foreign claims (sum over all coundji@nd the largest foreign claim (the country
with the largest liability). The solid horizontahé at ratio=1 represents a situation where the
foreign claims would be equal to a banking systeaggregate equity. If the ratio of a country is
below the solid line, then the country has completeunity against cross-border contagion.
The reason is that the domestic banking systengseagte equity is large enough to absorb a
foreign shock due to non-payment of even all fareidpims. We find that the ratio of total
foreign claims to bank aggregate equity is 0.AmWS, which makes the US immune against to
any cross-border contagion. While Italy and Japarela low total foreign claims to bank capital
ratio, it is still greater than 1, implying thaefe banking systems may default in later rounds of
contagion. Other banking systems have a very hagjb so that even the largest foreign claim
exceeds aggregate equity (i.e. a ratio larger tha). In some cases, these banking systems

default already in the first round of contagion.
<please insert table 3.1 here>

Table 3.1 provides another set of summary stadisiic foreign claims. We find that foreign
claims are clustered in geographical regions. kample, Austria has 28 percent of its foreign
claims on Germany; Belgium has 32 percent on Fraru Netherlands; Denmark has 41
percent on Germany and Sweden; Finland has 62mgesoeDenmark and Sweden; Italy has 28
percent on France and Germany; Portugal has 3@meon France and Spain; Sweden has 64
percent on Denmark, Finland and Germany; and Cahasi&@2 percent of foreign claims on the
US only. The exceptions to the geographical proxésirule are the US and UK. Many
countries (especially Japan and Switzerland) hagle proportion of foreign claims on the US

and UK irrespective of their location.

The dataset we use has several advantages. Thelidatesd banking statistics assigns foreign
offices to their country of origin. This may be atter representation if foreign offices are
affected more by an adverse shock in the countgrigfn as compared to a similar shock in the
country of operations (in the latter case they ddaé rescued by the headquarters). Moreover,

the consolidated banking statistics though are thet interbank data; it connects domestic
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banking system to foreign economies thus providinghannel to gauge the impact of external
shock. On the other side, the non-availabilityraérbank data is due to the fact that the BIS do
not report the sectoral classification (i.e. bankn-bank and public) of foreign claims of
reporting countries vis-a-vis each counterparBurther, the consolidated banking statistics on
immediate borrower basis does not take into accthenbationality of contractual counterparties
(i.e. for example, it reports foreign claims of & banks on all financial institutions in the US,
but not on all American financial institutions). 8BIS has managed this issue by reporting
foreign claims on the ultimate risk basis, i.e. #Hilcation of claims of banks of reporting
countries to the country of origin of the ultimateligor. However, the data on ultimate risk basis

are only available since March 2005, preventinfas evaluating contagion risk over time.

Data on bank equity for the financial institution each reporting country are taken from
BankscopeWe sum up ordinary equity of all financial ingtibns except the Central banks to
get the aggregate bank equity at country levelefmch year. We preferably use consolidated
accounting statements of all reporting financiatitaitions in Bankscope in these calculations. If
the consolidated statement is not available, theruse the unconsolidated/aggregate accounting
statement, whatever is available. Similarly, if @aoating statements are available on both IFRS
and Local GAAP reporting conventions, then we tgeformer convention.

3.3 METHODOLOGY

We use the methodology of Upper and Worms (2004) dior contagion exercises. This

methodology simulates a mechanical chain of donaffiects caused by an exogenous initial
shock. Our exogenous shock is the default of eéngg country (i.e. its bank, non-bank and
public sector) on its foreign liabilities. As a vdts the banking system of the recipient country
suffers from non-payment of its foreign claims e triggering country. The banking system of
the recipient country defaults in the first rountlem its foreign claims against the bank, non-
bank and public sector of the triggering countrgesd its aggregate bank equity. The failing
recipient countries in each round may affect ottmuntries in successive rounds due to their
combined effects. The contagion process stops \iere is no new country that defaults in that

round (i.e. combined foreign liabilities of bothethrigger and failed recipients of previous

°BIS reports sectoral classification at aggregatellenly. For example, it reports foreign claimsByitish banks
on banks of the rest of the world, but not foreitpims of British banks on banks in the US.
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rounds are less than the bank equity of each nimdfaecipient country). We employ this
methodology over our entire sample period 1999-200évaluate the impact of contagion over

time.

We can represent the countries’ foreign claimslemlities as follows:

[ ReportingCountries  Non-Re porting Countries |

X1,1"'X1,j "'X1,N X],N+1"'X1,N+M

N+M

X = XX Xn Xne X Nem with inj =3 andzxij :Ij
T s = =

XN,1"'XN,j"'XN,N Xnons XN Nm

where x; are the consolidated foreign claims of the banlaggtem of country on the bank,

non-bank and public sector of counjryN is the number of reporting countries (N=17 ur o

N+M
case) and M is the number of non-reporting cousitiléne summationz X, =@ represents the
=1

N
total foreign claims of country on the rest of the world. Similarlyz x; =1, represents the
i=1

total foreign liabilities of country towards the rest of the reporting countries. Thegrix also

shows the foreign claims on the M non-reportingrtaas.

The aggregate bank equity has an initial vallieequal to the ordinary equity directly observed

from the balance sheets of financial institutiomsountryi. It is reduced by the amount of the
foreign claims of countryi against the triggering country in the first roumehd then by the
cumulative amount of the foreign claims of coumtagainst all failing recipient countries in

each round of contagion. Therefore, the couitdgfaults when:

N+M

C - Z/lj gx, <0
j=1

where C, represents aggregate bank equity of country; is a dummy variable whose value is

1 if the country j defaults, and O otherwisé&] shows the percentage of loss given default
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(LGD), whereasy; is obtained from the previous matrix representhmg consolidated foreign

claims of countryi on countryj .

<please insert figure 3.2 here>

Figure 3.2 depicts the same procedure in a grapmaaner. The domino effect starts when the
triggering country defaults on its foreign liabh#$. Depending upon our assumptions on LGD,
the loss on foreign claims to the triggering coungr fully or partially ascertained by recipient
countries. If aggregate bank equity of a recipmmintry is larger than the shock, the banking
system survives with partial damage to the aggeegatiity. On the other hand, if the aggregate
bank equity of the recipient country is not sufidily high to absorb the shock, the banking
system defaults. Here we assume that the bankstgrais default would lead to the default of
all sectors of the country through domestic spédiey therefore the foreign claims on this
country add to the shock for the next round of agittn® In each successive round, all non-
defaulting countries have lower chances of surviked to combined losses on foreign claims to
defaulting countries in the preceding round. Theteay becomes stable when no country

defaults in the current round or all countries défa

There are some caveats to this simulation progdlisisough aggregate foreign claims at the
country level are directly observable, the disttitmu of foreign claims among financial
institutions within each country is not known. Thisplies that we need to make some
assumptions on the distribution of foreign clairs.a first step, we assume tladit banks share
foreign claims on other countries proportional heit assets. Furthermore, we assume aliat
banks’ equity is employed as a cushion to absalstiock. Therefore the failure of a triggering
country on its foreign liabilities affects all bantogether. In later exercises; however, we assume
that foreign claims are distributed amdarge banks only.

Further we assume an exogenously determined LGDghept constant over time, and during
all rounds of contagion and across all countriekil®this may seem a very strong assumption,

19 Unfortunately we do not have data on a countbgaking systerexposure to another countrydanking system
We only have data on the claims of a counthasmking systemagainstall other sectorgi.e., bank, non-bank and
public) of each of the other countries. So, unlgsassume that the banking system’s default woedd o the
default of bank, non-bank and public sectors, weno& see the contagion in later rounds. To the bésiur
knowledge, there is still no available cross-courtataset that would allow doing the simulationghwactual
interbank cross-border exposures.
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we find however that all included countries havsirailar and stable sovereign credit rating
throughout the sample period. Therefore we deduaedll countries may have similar standing
to deal with a crisis and hence a similar LGD foeit respective debtors. In relation to the
percentage of the LGD, we analyze several scenajivsn that there is no consensus in existing
estimations about the recovery ratedastly it is also assumed that no netting of expes

occurs in the event of defadft.

3.4 RESULTS

We analyze the impact of a country’s default onfatgign liabilities. The non-payment of the
foreign claims of the banking systems of recipieatintries vis-a-vis this triggering country
erodes the bank capital of the recipient countfié® magnitude of the final shock is the LGD
times the initial shock. In our examination we wseous levels of LGD (i.e. 20%, 40%, 60%,
80%, and 100%); however, we find a significant ohecin contagion when LGD is below 60%.
Therefore we report simulation results for 100% L@rst case) and 60% LGD (intermediate
case) only. We present simulation results for twieient cases: 1all banks are internationally

exposed; 2) onljarge banks are internationally exposed. In each caseswaluate the possible

contagion stemming from exposures to reporting @oatreporting countries, identify the most
vulnerable banking systems, examine contagion dskr time, and report the economic

significance of potential contagion.

3.4.1 Casel: All banksareinternationally exposed

In case 1, we investigate cross-border contagiom @éfault of the triggering country on all its
foreign liabilities, under the assumption that fgreclaims towards a recipient country are
distributed among all banks in that country. Crbesder contagion occurs when the banking
system in at least one of the recipient countigesat able to absorb the shock triggered by the

non-payment of its foreign claims at the given L@E. the banking system’s aggregate equity

M For example, James (1991) estimates losses fdydd failures for the period 1985-1988, and firfut the loss
is on average 30 percent of the failed bank's sisf@ir the UK, abank study of recoveries by the UK Deposit
Protection Fund in the early 1990s reports a meltias-given-default of 35% for failed UK banks (skkson
1996). However the sample contains only 14 bankschvare small and the LGD has a large varianoen 0% to
100%. One important issue to keep in mind is thasé are ex-post loss rates. It is possible thz¢cted losses at
the moment of the shock are higher and therefonkdanay not be able to continue to operate iftalcapital is
perceivedo be at risk.

12t is important to assess contagion risk undefediht netting assumptions, given that it is pdesthat some
netting would occur. However we are prevented fidoing this exercise, given that our data does totvaus to
calculate a country’s banking system net exposiarasiother country’ banking system.
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is less than the foreign claims on the triggeringrary). In this exercise, the national banking
system acts as one unit, i.e. all banks hypotHhstipaol their equity to compensate the losses
incurred on foreign claims to defaulting countridgée have 17 reporting countries that may be a
trigger. We label these asporting triggers.We also have the claims of the banking systems of
the different reporting countries on 20 non-repatcountries, which we label asn-reporting
triggers. These non-reporting countries include countniesfEastern Europe (plus Russia and

Turkey), Latin America and Asia.
<please insert figure 3.3 here>

Figure 3.3 displays the results of our simulatiorereise. It shows that contagion risk has
increased over time particularly in terms of anr@asing number of triggering countries that
may lead to contagion, as well as more failing pieeit countries to each trigger. The upper
panels show the results for reporting triggers &/kolwer panels elucidate contagion from non-
reporting triggers. Each scenario is evaluated@fd LGD and 60% LGD. Panel (a) shows that
the number of reporting triggers increased to eigh2006 (i.e. the US, UK, Germany, ltaly,

Netherlands, Denmark, Sweden and Finland), as cadga only four countries in 1999 (i.e.

the US, UK, Germany and the Netherlands). The U§,add Germany would have triggered
cross-border contagion over the entire sample @gefiibe contagion triggered by the US is the
most severe, and spreads to almost all reportingtdes in many years. The default of UK also
affects a majority of other reporting countries (2 15 countries). The US and UK have
triggering potential even at low percentages of LGBe impact of cross-border contagion from
Germany has particularly increased over time, #ffgcl3 countries in 2006. The Netherlands
almost always affects Belgium, while default of aBgandinavian country affects the whole
neighboring region. Japan triggers cross-bordertagpon in 2002 only affecting Ireland.

Similarly Italy triggers cross-border contagion2@06 only; however it would affect 14 out of

16 recipient countries. Panel (b) depicts a sinplttern for 60% LGD: cross-border contagion

is triggered by the US, UK, Germany, and Scanderagountries.
<please insert figure 3.4 here>

Similarly, panel (a) of figure 3.4 reports contagimiggered by non-reporting countries/regions

at 100% LGD. Norway causes cross-border contagmnneighboring countries in the
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Scandinavian region. Moreover, the default of Lafimerican countries has cross-border
implications for Spain throughout. Distinctivelyet default of Eastern Europe (plus Russia and
Turkey) affects 15 recipient countries. Though Aasis the only country that is directly
exposed to the shock, the combined effect in latiends cause Scandinavian countries to default
and then the contagion spread to Ireland and attegor European countries in later rounds.
Panel (b) of figure 3.4, that reports results f0%6LGD, shows a low contagion potential from

non-reporting countries.
<please insert table 3.2 and table 3.3 here>

Another interesting question is which banking systeare more vulnerable to contagion, and
thus often appear as failing recipient countriee IMd that the number of directly exposed
banking systems (that default in first round) reschts highest level in 2006, when 12 banking
systems default immediately after the triggeringrddes experience the shock. Table 3.2 and
3.3 provide the direct and total cross-border agiota risk in 2006, respectively. The rows
indicate the triggering countries that initiate tagion whereas the columns represent the
recipient countries. Sweden and lIreland are thet mdwectly exposed banking systems that
default 5 times and 4 times respectively (see talle On the other hand, Italy and the US are
completely immune to cross-border shocks taking axtcount ‘all-round’ contagion effects as

shown in table 3.3.

Our results show that the US banking system is ydwasilient to cross-border contagion risk.
Also, in recent years, the Italian banking systexa hecome resilient to contagion risk from any
of the triggering countries. This may stem from ldrge number of small banks in Italy that are
not exposed heavily. Therefore the result here beagriven by our strong assumption that all
banks, including small banks, are internationakpased. We relax this assumption in the next
exercise. Other recipient countries including Aiastbenmark and Finland are not completely
resilient to contagion risk but default occasiopalhly in the last rounds. Therefore, we classify
them as less vulnerable recipient countries. Lagtypan, France and Portugal have moderate

level of contagion risk as they default in internag¢e rounds.

<please insert figure 3.5 here>
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We also find that the number of banking systemg thedault in the first two rounds has

increased for each triggering country in recentryed@he increase is more profound when the
triggers are the US and UK as shown in figure Sgecially, the US affects 13 or more countries
in just two rounds (see figure 3.5, panel (a)). ifairty, the default of UK leads to a cross-border
contagion affecting 9 or more countries in firstotwounds throughout the sample period as

shown in panel (b) of figure 3.5.
<please insert figure 3.6 here>

The economic impact of possible contagion is shawfigure 3.6. We measure the economic
impact of contagion as the percentage of total tesst the defaulting banking system(s)
compared to total assets of all banking systemiscinald potentially be affected (excluding the
triggering country). We find that the failure ofethUS has the largest economic impact
throughout the time period. Its failure would pdtalty affect more than 90 percent of the global
banking assets. Next to the US, the impact of #iere of UK is the most severe as it would
affect around 50 percent of the banking assetsanynyears. The impact of Germany'’s failure is
increasing over time and would potentially affesiuand 50 percent of banking assets in 2006

(similar to the UK). Other countries’ cross-borégposures generate a much lower impact.

3.4.2 Case?2: Only large banks are internationally exposed

In case 2, we assume the same initial shock ags@e t; however, foreign claims are assumed to
be distributed among large banks only. We are tbereconsidering that the international
banking market presents a two tier structure, wioelg large banks operate across borders in
the interbank market and act as money centersnfiafler domestic banks. Evidence consistent
with this structure is found for example by Gropuca & Vesala (2006), who show that small
banks neither cause nor suffer from cross-bordatagpon, even though all banks are equally
likely to experience domestic contagion. We defim@e banks as banks with at least $127
billion in assets, this is the maximum possiblekbasset size such that we include at least one
bank from each country (this cut-off is close te $170 billion cut-off used in Gropp, Duca and
Vesala (2006)). There are 193 banks of the tot@R@#anks that report to Bankscope, that have
$127 billion or more total assets. Moreover, weunss that the selected large banks in each
country act as one unit and hypothetically poolrtequity to safeguard against contagion risk.

Here we investigate whether the aggregate bankyeglithe large banks is sufficient to absorb
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the shock. In this case, our assumption about diienggillovers is more stringent (i.e., the

failure of large banks leads to the default ofsaittors of the recipient country). In general, we
expect more contagion to take place compared te tagss we only include banks’ equity of

large banks as a cushion for default on foreigma

For brevity, we only discuss the main findings afhifierences compared to case 1. We find
more intense contagion as expected. At 100 pelddit, all countries except Switzerland and
Canada, trigger in at least one year contagiondfiiatts at least 15 countries. More specifically,
France, Germany, ltaly, Japan, Netherlands, UK thedUS trigger contagion throughout the
sample period, while other countries trigger commagnly occasionally. The US again turns out

to be a trigger that affects all other countriekilevother countries affect all but the US.

We find that the Italian banking system that is iom@a to any cross-border shock in case 1, not
only triggers contagion but is also affected byeottriggers. The default of the Italian banking
system has severe implications for neighboring ge@o countries including Portugal, Austria
and Germany. Once any of these European coungifasilts, then a chain of bank failures starts
that ultimately leads to the default of all banksygtems except the US. However, the speed of

contagion is low, as it takes several rounds topleta the contagion process.

With 60 percent LGD, we find that the US affectiscaluntries during each year in the sample
period. The UK, Italy, Japan, Netherlands, Franeen@any and Spain also trigger significant
contagion even at 60 percent LGD. Other countriesgaining contagion momentum in recent
years, especially after 2002. Scandinavian coustrigger contagion, but only on a limited scale

at the regional level.

Regarding the effects of the non-reporting coustméth 100% LGD, Eastern Europe (plus
Russia and Turkey) and Latin America affect alnadlstountries throughout our sample period,
whereas Norway’s contagion impact is limited to 8wndinavian region except for 2003-2005.
Asia and off-shore centers cause contagion maialyng 1999-2002. With an LGD of 60%,

Eastern Europe, Latin America and off-shore centarsse global contagion whereas Norway

causes regional contagion.

<please insert table 3.4 and table 3.5 here>
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In terms of direct exposure (recipient countriegcolvfail in the first-round), we find a similar

pattern as the one we observe in case 1. Tableefotts direct cross-border contagion in 2006
and reveals that the banking systems that are dfitectly exposed are Portugal (13 times),
Ireland (6 times), Netherlands (5 times), Swedertirftes) and Switzerland (5 times). The
recurrence of Portugal is expected because obthedpresentation of large banks. We find that
Italy and the US are not directly exposed to aiggering countries. On the other side, UK and
the US affect most countries in the first roundnalty, table 3.5 shows that the total contagion
effect. US affects all other countries and Frar@@ermany, Italy, Netherlands, Spain and UK
affect all countries but the US. Again we obserearfflinavian countries affect other countries

in their region.

It is important to note that the US remains conghetesilient to contagion risk in case 2 as
well. Moreover, Italy as well as Austria, Finlandhda Portugal may be classified as less

vulnerable countries.

3.4.3 Systemically important country shock/bank

The recent subprime crisis also raises questioretheh a single large bank or a group of banks
can trigger a chain of dominos that potentiallyded&o cross-border contagion. We investigate
this possibility by considering a shock to a fraotiof a country’s cross-border exposure only.
We simulate initial shocks ranging from 5 percen1®0 percent, in steps of 5 percent each. This
allows us to check the critical magnitude of thdiah shock that would potentially cause a
significant loss of banking assets of recipientrtgas through cross-border contagion, and
compare it with the concentration of the triggeromuntries banking system. There is no clear
definition of a systemically important bank/shoé&lar our analysis, we consider a systemically

important bank/shock to be one affecting 20 peroéother banking systems assets.
<please insert figure 3.7 here>

Figure 3.7 panels, (a), (b), and (c), display #sults for our three most important triggers, US,
UK and Germany, respectively. Figure 3.7 panels@ws that, in 2006, an initial shock of as
low as 25 percent of the US’s foreign exposure wdwdve triggered cross-border contagion,
eroding 95 percent of the banking assets at 100%, Ldd which 80 percent of banking assets
are lost in the first round. Whereas the sameainsinock would erode only 3 percent of banking
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assets at 60% LGD. However, an increased initiatlstof 60 percent shock could lead to a

massive erosion of 72 percent of the banking assets

A similar analysis for the UK is reported in parfe) of figure 3.7, again assuming a LGD of
100%. It reveals that an initial shock of 35 petcehits cross-border exposures lead to an
erosion of 45 percent of the banking assets akalpient countries. Compared to this 35 percent
shock, a 100 percent default of UK would lead ®ehosion of 49 percent of the banking assets,
of which 33 percent would happen in the first rou@uh the other hand, assuming 60 percent
LGD, a 75 percent initial shock would have resultadcross-border contagion eroding 45
percent of the banking system. Lastly, panel (ppres the results for Germany: an initial shock
wiping out 60 percent of Germany’s cross-bordebilides affects 50 percent of the banking
assets assuming 100 percent LGD. However, Germamyidwnot trigger any significant

contagion assuming 60 percent LGD during our sapet®d:>

In sum, based on an LGD of 100% and for 2006, we fhat a 25%, 35%, and 60% shock to
respectively the US, UK and Germany, can be claskds a systemically important shock. This
compares to three-bank concentration ratios of 28480 and 25% for the US, UK and
Germany, respectively. This shows that a shock wwaild affect the liabilities of the three
largest banks (and an equal fraction of the norklzena public sector) in the US and the UK has
the potential to lead to a systemically importardck. In unreported exercises, we also find that
over time a smaller shock might become a systetgicaportant one. For example, the size of a
systemically important bank/shock dropped for tHe fitcbom 45% in 1999 to 25% in 2006, and
for the UK from 50% to 35%.

3.4.4 Iscontagion aresult of high exposuresor limited capital?

Our results show that contagion risk exhibits cdesable heterogeneity among countries as well
as important time variation. We now investigate heemsitive contagion risk is to high cross-

border exposures and to insufficient bank capitalindy our sample period. We do this by

employing a probit model where the dependent vbriad a binary number that equals one

whenever a country is a failing recipient afteriggering country fails, and zero otherwise. The

independent variables employed in the regressicnde the ratio of capital to total assets of the

* We have also checked the systemically importantisifior the US, UK and Germany during initial yeafsthe
sample period. Our findings are similar to whathase found in 2006 as reported above.
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recipient, the ratio of foreign claims to total etssof the recipient and the ratio of foreign claim

against the triggering country. We also controlyfear fixed effects in a separate model.
<please insert table 3.6 and table 3.7 here>

We report the summary statistics of the capitadset ratio and the foreign claims to asset ratio
in table 3.6. We find that financial institutions kinland, the US, Belgium and Switzerland, on
average, have 10 percent or more equity capitativel to their total assets. Whereas Canada,
Japan and Germany are on the lower side of thayecgpital ratio, financial institutions around
the globe have a capital ratio of 8 percent onayerWith respect to the foreign claims to assets
ratio, we find that Japanese institutions are nghlii exposed (only 6 percent foreign claims
relative to total assets), while European institosi have around 40 percent foreign claims
relative to total assets. The standard deviatiothefentire sample is 4% for the capital to asset
ratio and 16% for the foreign claims to asset rafiable 3.7 reports that the variables in the
probit model (1) explain 38 percent of the variatim the probability of being a recipient
country. With the addition of year fixed effecthetfit improves to 39 percent. The likelihood
ratio test rejects the null hypothesis that thetj@ffect of all independent variables is equal to
zero. We find that both the foreign claims to tcdgkets ratio and ratio of foreign claims to
trigger are statistically significant at 1 percemhereas the capital to asset ratio is signifiedri
percent. The marginal effects show that a one atandeviation increase in capital to asset ratio
decreases the probability of the default of recipmountry by 2.2 percentage points. Similarly,
one standard deviation increase in foreign clamn®tal assets ratio increases the probability of
the default of a recipient country by 4.5 perceatpgints. Moreover, all signs are robust to year

fixed effects whereas marginal effects slightlylohesc

3.5 ROBUSTNESS
<please insert figure 3.8 here>

We investigate the robustness of our results tetaokextensions. The contagion potential is
evaluated with different loss given default on shemmd long term liabilities. We also use an
alternative classification of foreign claims, ulaite risk basis, for robustness check. Finally, we

consider the European Union and the Euro area tonleebanking system. This allows us to
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study contagion interaction with the other coustues consider (i.e. Canada, Japan, Switzerland
and the US).

In case 1 and case 2 we assumed that the idiosgnsteock affects all exposures equally
whether short-term or long-term. We understandtthatmay be a strong assumption, given that
it is likely that recovery rates will be higher flamg-term exposures. Therefore we next assume
that countries default only on their short-ternbilidies (i.e., we assume 100 percent LGD for the
short-term foreign claims and 0 percent LGD for libyeg-term). This exercise can be seen as a
scenario in which a country faces a shortage ofdity and therefore the shock is mainly due to

a refinancing problem.

We refer to short-term liabilities as foreign claimof less than one-year maturity. This presents
an extreme scenario when short-term claims haveafiateral whereas long-term loans are
completely secured. The results are shown in Figu8e Panel (a) reveals that the UK is the
most important triggering country while the US ndwas very low triggering potential. For
example, Figure 3.8 panel (a) shows that UK cageca® recipient countries while the US affects
only one country in 2006. The main reason coulthlkedominance of European countries in our
sample. Since London is the financial hub for in&tional banking, UK owes relative more
short-term claims than long-term claims. Furthesjt&rland and Ireland emerge as the most
directly exposed countries in our sample periodti®darly, in 2006, UK directly affects Ireland
and Switzerland while the US affects Switzerlanty @s shown in table 3.8. However, in later

rounds, UK affects 7 more countries as shown ifetal®.
<please insert table 3.8 and table 3.9 here>

Second, our analysis up to now employed foreigimdaon immediate borrower basis (i.e.
allocation of foreign claims to the country of ogigons of the contractual counterparty). The
BIS has started compiling data of foreign claimsutiimate risk basis (i.e. allocation of foreign
claims to the nationality of the contractual coup#ety) in March 2005, but only for eleven
countries in our sample. These countries are BelgiDanada, France, Germany, Italy, Japan,
Netherlands, Portugal, Switzerland, UK and the W8.replicate case 1, where we assumed that
all banks are internationally exposed, but now Wiakeign claims on ultimate risk basis for

December 2006 for these 11 countries only.

37



Assuming 100 percent LGD, we find contagion ressitsilar to case 1. The US again is the
most devastating triggering country and may leaddotagion that affects all other reporting
countries except Italy. Similarly, the default oKUboses contagion threat to 7 other countries,
Germany is important for 3 other countries, andNleéherlands only affects Belgium. The speed

of contagion increases in this exercise as alj&img contagion takes at most two rounds.

The economic impact is also similar to our findirgsdiscussed for case 1: an exogenous default
to the US may affect 94 percent of total assetstluér banking systems. Similarly, the contagion
triggered by the UK, Germany and Netherlands a#€c® percent, 12.8 percent and 3.6 percent
of total assets of other banking systems respdygtiV@nally, we observe that the pattern of
direct exposure is also exactly the same in bosle<é.e. comparing directly exposed contagion
from ultimate risk basis with immediate borrowersisa of the corresponding reporting

countries).

The results on direct exposure are also robust:U8ecauses five recipient countries to fail
immediately due to cross-border contagion. Sinylathe UK affects three recipient countries,
while the Netherlands and Germany affect one reoipcountry each. Further, using cross-
border claims on ultimate risk basis we find theHgdands to be the most vulnerable recipient
country for cross-border contagion. This is in limi¢h earlier findings using cross-border claims

on immediate borrower basis.

Next, we consider the European Union (EU) or theéoEArea as one banking system, and
include also Canada, Japan, Switzerland and theaNéSassume 100% LGD and all banks to be
internationally exposed. We find that the US i stimune to contagion. Moreover, the US has
an impact on Europe, and on all other countriess Tbntagion pattern is consistent throughout
all the sample period. These results reflect tloe ttaat the US is less exposed to Europe than
Europe is to the US. The ratio of US claims agaihstEU over its domestic banking assets is
3.7%, less than half the ratio of EU claims agathst US over EU’s banking assets (which

average 8.5% over our sample period). Therefomresatdantic contagion is still important for

Europe as a whole. Moreover, the financial integraprocess that Europe has experienced in
the last decades should lead to larger cross-barposures among all member countries,

leading to higher within Europe contagion potenti@his process actually increases the

38



probability that a US shock that may initially affeonly a few countries will end up affecting

most of the member countries.

Finally, we also wanted to check the possibility dontagion with risk-weighted capital instead
to total ordinary equity capital as reported indoale sheets on financial institutions. However,
we find that financial institutions in many couesido not report risk-weighted capital in a
consistent manner. Therefore, the results woulliglely biased towards the countries reporting

the risk-weighted capital only.

3.6 CONCLUDING REMARKS

The risk of contagion through the banking systemoislimited to domestic boundaries. In recent
years, foreign claims held by the banking systewehiacreased substantially suggesting that
cross-border contagion needs further considera®it may pose serious threats to financial
stability. We find for 2006 that a shock wiping oR5% (35%) of US (UK) cross-border
liabilities against non-US (non-UK) banks couldde® bank contagion eroding at least 94%
(45%) of the recipient countries’ banking assetg. 8o find that since 2006 a shock to Eastern
Europe, Turkey and Russia affects most countriesrebVver, our simulations reveal that
contagion risk and the “speed of propagation otagion” have increased over time during the
period 1999 to 2006. Finally, we find that contagis more widespread in geographical

proximities.
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Figure 3.1: The Ratio of Foreign Claims to Bank Aggregate Equit
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Figure 3.1 shows the ratio of foreign claims to lbaggregate equity averaged over time for each
country. A solid horizontal line at ratio=1 repretea situation when foreign claims is equal tokban

aggregate equity.

40



Figure 3.2: The Contagion Proces
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Figure 3.2 shows the contagion process. The reteain the left represents an initial shock triggeby
the default of a reporting country. The shock ientimultiplied by the Loss Given Default (LGD) to
determine the effective burden on recipient coestrif that burden is less than the aggregate bapial
then the country survives to the next round thoitgloses bank capital partially. Such country is
represented by a green circle and the partiallydapital is represented by the red circle ins@e.the
other hand, if the burden is greater than aggrelpaté capital then the recipient country would also
default as represented by the red circle on the.ri@ontagion would continue to the next rounchére

is at least one additional country defaulting ie tlurrent round.
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Figure 3.3: Contagion Triggered by Reporting Counties - All Banks are

Internationally Exposed
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Figure 3.3 illustrates the number of countries ¢eaxis) that default due to cross-border
contagion from reporting countries. Each columnresents a triggering country during 1999-
2006. Panel (a) is based on 100 percent Loss Gredault (LGD) whereas panel (b) is based on
60 percent LGD.



Figure 3.4: Contagion Triggered by Non-Reporting Cantries - All

Banks are Internationally Exposed
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Figure 3.4 illustrates the number of countries yeaxis) that default due to cross-border contagion
from non-reporting countries. Each column representrigger during 1999-2006. Panel (a) is
based on 100 percent Loss Given Default (LGD) wdepmnel (b) is based on 60 percent LGD.



Figure 3.5: Speed of Contagior All Banks are Internationally Exposec
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Figure 3.5 shows the number of recipient couniriesach round. Segments in columns represent
the number of countries that default in each rolahel (a) depicts the contagion effect due to
the US whereas panel (b) reflects contagion thaidgered from UK. The analysis is based on

100% LGD during 1999 and 2006.



Figure 3.6: Economic Impact of Contagion - All Bals are Internationally

Exposed
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Figure 3.6 shows the economic impact of contaghan is triggered by the US, UK and Germany
during 1999 and 2006. It is measured as the pergerdf total assets of banking systems recipient
countries relative to total assets of all bankigstems (excluding triggering country). The analysis

is based on 100% LGD
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Figure 3.7: Systemically Important Shock
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Figure 3.7 shows results for the exercise on asyisally important shock, for the US, UK and

Germany at 100 percent and 60 percent LGD. Thammuushow the number of rounds, measured
on the y-axis (right side). The lines show the petage of total assets of defaulting banking
systems relative to total assets of all bankingesys (excluding triggering country), measured on

the y-axis (left side).
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Figure 3.8: Contagion Results Considering Only ShafTerm Claims
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Figure 3.8 shows the contagion results due to dfeutt of triggering country assuming different
LGD on short-term liabilities and long-term liakigis. Each column depicts the number of
recipient countries for the triggering country agril999 and 2006. Panel (a) evaluates the effect
with 100 percent LGD on short-term liabilities afdpercent LGD on long-term liabilities.
Whereas panel (b) evaluates the similar affecttd@ percent LGD on short-term liabilities and
0 percent LGD on long-term liabilities.
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Table 3.1:Foreign Claims of Reporting Banks to all 17 Countrie

AT BE CA DK Fl FR DE IE IT JP NL PT ES SE CH GB us

Austria 1% 1% 0% 1% 1% 5% 2% 1% 0% 1% 1% 1% 0% 1% 1% 1%
Belgium 2% 1% 2% 1% 4% 2% 1% 8% 1% % 2% 3% 1% 1% 2% 3%
Canada 1% 0% 0% 1% 1% 1% 1% 1% 2% 2% 1% 0% 0% 1% 2% 8%
Denmark 1% 1% 0% 28% 0% 1% 1% 0% 0% 1% 2% 0% 23% 0% 1% 2%
Finland 1% 0% 0% 3% 0% 1% 1% 0% 0% 0% 0% 0% 17% 0% 0% 0%
France 5% 11% 2% 2% 2% % 5% 14% 6% 6% 16% 8% 2% 3% 9% %
Germany 28% 8% 3% 12% 6% 10% 24% 14% 10% 14% 7% 10% 24% 4% %  16%
Ireland 5% 6% 2% 4% 1% 2% 4% 5% 2% 2% 4% 3% 1% 1% 6% 2%
Italy 10% 9% 1% 1% 2%  11% % 8% 3% % 6% 7% 1% 2% 4% 5%
Japan 1% 1% 2% 0% 0% 10% 5% 3% 2% 3% 0% 0% 0% % 5%  12%
Netherlands 7%  21% 1% 2% 2% 5% 5% 2% 3% 3% 5% 4% 2% 2% 4% ™%
Portugal 1% 1% 0% 0% 0% 1% 1% 0% 3% 0% 1% 11% 0% 0% 1% 0%
Spain 2% 3% 0% 1% 1% 6% 5% 5% 5% 2% 5%  20% 1% 1% 4% 3%
Sweden 1% 0% 0% 29% 34% 1% 1% 1% 1% 1% 1% 1% 0% 0% 1% 1%
Switzerland 5% 1% 0% 2% 0% 3% 3% 1% 2% 1% 1% 2% 1% 1% 1% 3%
UK 16% 20% 14% 32% 9% 17% 26% 35% 25% 12% 18% 18% 38% 13% 20% 30%
us 15%  14% 72% 9%  14% 28% 25% 10% 16% 56% 30% 14% 14% 13% 56%  52%

Table 3.1 provides the distribution of foreign oiai of reporting countries. Each column gives thegrgage of

foreign claims of a reporting country vis-a-vis @theporting countries averaged over time.

Table 3.2: Directly Exposed Banking Systems when PBanks are Internationally Exposed

Year 2006 Recipient Countries
(First Round)

LGD=100% DK FI SE AT BE FR DE IE IT NL PT ES CH GB JP CA US Total
Denmark (DK) 1
Finland (FI)

Sweden (SE) -

Italy (IT) [ |
Netherlands (NL) -

Germany (DE)

UK (GB)

us

Total 2 050212 402 0121110 24

Table 3.2 shows the details of directly exposedkivansystems in 2006. For each triggering coungft (I

Triggering Countries

O©ONR R R R

column), the (defaulting) recipient countries ararked with a red box. The total on the right catugives total
number of recipient countries for each triggeriogritry. Whereas the total number of times a coutfaults in
the first round is mentioned at the bottom.



Table 3.3: Contagion Effect when all Banks are Intenationally Exposed

Year 2006
(All Rounds)
LGD=100%
Denmark (DK)
Finland (FI)
Sweden (SE)

Italy (IT) _ -

Netherlands (NL)
Germany (DE)

UK (GB)
us
Total 6 6 6 4 5 4 3 4 0 4 4 4 4 3 1 4 0 62

Table 3.3 shows the extent of contagion in 2006ntaknto account all round effects when all banks a

Recipient Countries

DK FI SE AT BE FR DE IE IT NL PT ES CH GB JP CA US Total

Triggering Countries

internationally exposed. For each triggering coufift column), the (defaulting) recipient couesiare marked
with a red box. The total on the right column gitetal number of recipient countries for eachgeigng country.
Whereas the total number of times a country defasiimentioned at the bottom.

Table 3.4: Directly Exposed Banking Systems when @nLarge Banks (more than $127 bn

Assets) are Internationally Exposed

Year 2006 (First Round) Recipient Countries
LGD=100% DK FI SE AT BE FR DE IE IT NL PT ES CH GB JP CA US Total

w

Austria (AT)
Belgium (BE)
France (FR)
Germany (DE)
Ireland (IE)

Italy (IT)
Netherlands (NL)

|
Spain (ES)
Switzerland (CH)
Il I W

Denmark (DK)
Finland (FI)
Sweden (SE)

Triggering Countries

P NN WRE OV, RPN

United Kingdom (GB)
Japan (JP)
United States (US)

Total 3 2 5 2 4 1 2 6 0 5 13 1 5 1 1 2 0 53

Table 3.4 shows the details of directly exposedimansystems in 2006 when only large banks arenat®nally exposed.
For each triggering country (left column), the @léfing) recipient countries are marked with albbed. The black boxes
represent additional contagion effect compared rewipus case. The total on the right column givasltnumber of

recipient countries for each triggering country. &#as the total number of times a country defanlthe first round is
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Table 3.5: Contagion Effect when Only Large Banksrfiore than $127 bn Assets)

are Internationally Exposec

Year 2006 (All Rounds) Recipient Countries
LGD=100% DK FI SE AT BE FR DE IE IT NL PT ES CH GB JP CA US Total

Denmark (DK)
Finland (FI)
Sweden (SE)
Austria (AT)
Belgium (BE)
France (FR)
Germany (DE)
Ireland (IE)

Italy (IT)
Netherlands (NL)
Spain (ES)
Switzerland (CH)
United Kingdom (GB)
Japan (JP)

United States (US)

Triggering Countries

Total 9 9 9 7 7 6 6 7 6 6 15 6 8 6 7 7 0 121

Table 3.5 shows the extent of contagion in 2006ntaknto account all round effects when only lafganks are
internationally exposed. For each triggering copfeft column), the (defaulting) recipient couesiare marked with a
red box. The black boxes represent additionalagpan effect compared to previous case. The tatahe right column
gives total number of recipient countries for eiayjgering country. Whereas the total number ofsna country defaults

is mentioned at the botton

Table 3.6: Summary Statistics

Capital to Asset Ratio Foreign Claims to Asset Ratio
Mean Median St. Dev Mean Median St. Dev
Austria 0.06 0.05 0.02 0.35 0.36 0.06
Belgium 0.11 0.11 0.01 0.38 0.38 0.04
Canada 0.04 0.04 0.01 0.21 0.20 0.03
Denmark 0.08 0.07 0.03 0.34 0.33 0.07
Finland 0.17 0.19 0.06 0.76 0.82 0.19
France 0.08 0.07 0.02 0.25 0.24 0.03
Germany 0.05 0.05 0.01 0.22 0.22 0.03
Ireland 0.06 0.05 0.01 0.53 0.53 0.17
Italy 0.09 0.09 0.02 0.39 0.38 0.04
Japan 0.05 0.04 0.02 0.06 0.06 0.01
Netherlands 0.09 0.09 0.02 0.41 0.40 0.04
Portugal 0.06 0.06 0.01 0.44 0.45 0.06
Spain 0.08 0.08 0.02 0.25 0.24 0.04
Sweden 0.07 0.07 0.02 0.38 0.36 0.07
Switzerland 0.10 0.09 0.02 0.38 0.38 0.05
UK 0.09 0.09 0.02 0.44 0.41 0.07
uUsS 0.12 0.12 0.01 0.33 0.32 0.06
Total Sample 0.08 0.07 0.04 0.36 0.36 0.16

Table 3.6 reports descriptive statistics of capgdasset ratio and foreign claims to asset ratwaged over time.



Table 3.7: Regression Resul

Model 1 Model 2

Number of obs 2312 2312
LR chi2(3) 759.94 785.59
Pseudo R2 0.3768 0.3896
Log likelihood -628.35 -615.53
PROBIT REGRESSION Coef. Std. Err.  Coef. Std. Err.
Constant -2.120 ¥+ 0.111 -2.179 ***  0.158
Capital to Asset Ratio -2.961 ** 1.253 -2.752 ** 1.287
Foreign Claims to Asset Ratio 1.498 ***  0.288  1.267 ***  0.297
Exposure to Trigger 10.127 ***  0.462 10.354 ***  0.470
Year Fixed Effect YES

MARGINAL EFFECTS dF/dx Std. Err.  dF/dx Std. Err.
Capital to Asset Ratio -0.557 ** 0.236 -0.504 ** 0.236
Foreign Claims to Asset Ratio 0.282 ***  0.054 0.232 ***  0.054
Exposure to Trigger 1.906 ** 0.113 1.898 *** 0.113
Year Fixed Effect YES

Table 3.7 reports probit regression results. Thpeddent variable is a binary number being 1 if égudefaults and 0

otherwise.
** Significant at 5 percent
*** Significant at 1 percent

Table 3.8: Directly Exposed Banking Systems when@ountry Defaults Only on

Short-term Liabilities

Year 2006
(First Round)

Recipient Countries

LGD=100%

DK _FI SE AT BE FR DE IE

IT NL PT ES CH GB JP _CA US Total

Denmark (DK)
Finland (FI)
Sweden (SE)
Italy (IT)

Japan (JP)
Netherlands (NL)
Germany (DE)
UK (GB)

Us

Triggering Countries

0

Total 0 0 0 0 0 0 0 1 0 0 0 0 2 0 O0 0 O

Wk NOOOO OO

Table 3.8 shows the details of directly exposedimansystems in 2006 when a country defaults onlysloort-

term liabilities. We use the same set of triggerogntries (left column) though only UK and the Wigger

contagion in this case. The (defaulting) recipientintries are marked with a red box. The totattenright

column gives total number of recipient countriesdach triggering country. Whereas the total nunadb¢imes
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Table 3.9: Contagion Effect when a Country Default©nly on Short-Term Liabilities

Year 2006
(All Rounds)
LGD=100% DK FI SE AT BE FR DE IE IT NL PT ES CH GB JP CA US Total
Denmark (DK) 0
Finland (FI)

Sweden (SE)

Italy (IT)

Japan (JP)

Netherlands (NL)

Germany (DE)

UK (GB) Il B N N
us

Total 101 01 1 11 01 01 2 00 0 0 10

Recipient Countries

Triggering Countries

P O©OOO0OO0OO0OO0o

Table 3.9 shows the extent of contagion in 20061taknto account all round effects when a coungfadlts only
on short-term liabilities. We use the same setigfjéring counties (left column), though only UKdathe US
trigger contagion in this case. The (defaultingjpnt countries are marked with a red box. Thalton the right
column gives total number of recipient countriesdach triggering country. Whereas the total nunabeimes a

country defaults is mentioned at the bottom.
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4 DETERMINANTS OF BANKING SYSTEM FRAGILITY - A
REGIONAL PERSPECTIVE

This chapter focuses on regional banking systewgjilifraand determines how common factors

and banking system characteristics influence it. A¢e investigate the possibility of contagion
within and across regions, and analyze whetheribgrdystem characteristics in the host region
influence the magnitude of cross-regional contagidfe further investigate which banking
system characteristics at the country level areomant for an individual banking system to be in
the lower tail when other banking systems in thgga® have joint occurrence of extreme low
returns. We find that regional banking system ctiaréstics play a significant role in explaining
regional banking system fragility. We also findrsfgcant evidence for within region contagion
in all regions but its effect is stronger in Lathmerica than in Asia. For cross-regional
contagion, we find that the contagion effects ofdpe and the US on Asia and Latin America
are significantly higher compared to the effecAsfa and Latin America among themselves. We
find that aggregate liquidity significantly reducttge contagion-effect from Latin America in
Asia and from the US in Latin America. Concentratgagnificantly reduces the contagion-effect
from Europe in Asia, but it increases the contagatiact from the US in Latin America. Asset
diversity reduces the contagion-effect from Eurapéisia only. A better capitalized banking
system in Latin America helps in reducing the cgia impact from the US. Lastly, we find
that aggregate liquidity and banking system cap##bn significantly reduce the probability of
an individual country to be in the lower tail whether countries coexceed, both in Asia and

Latin America.

4.1 [INTRODUCTION

Banking system fragility significantly affects thew of credit to economic agents, and possibly
forces viable firms into bankruptcy across regidagither, banking system fragility impairs the
functioning of the payment system that may ultiryatead to economic stagnation (Demirguc-
Kunt and Detragiache (1997)). A fragile bankingteys affects neighboring countries in the
region through cross-border linkages and raiseseros for regional banking system fragility.
We refer to regional banking system fragility asit@ation when a number of banking stock
indices have jointly very low returns in the regidrhe recent financial crisis stresses the need
for strict evaluation of regional banking systenagitity from both policy makers and

researchers. The focus of policy makers is to féateupolicy recommendations to avoid such a
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crisis in the future, whereas researchers are nmegested in the determinants of regional

banking system fragility.

Prudently regulating the banking system is undadlipte major objective for financial regulators
because of the enormous cost of banking systerahitsy. Hoggarth, Reis and Saporta (2002)
estimate fiscal costs incurred in the resolutiorRéfbanking crisis in the last two decades and
find that the cumulative output losses incurredrdycrisis periods are 15-20%, on average, of
annual GDP. Therefore, a thorough understandinth®fmechanism that can cause systemic
banking crisis is a foremost challenge for a pradi@ancial regulator. In the extant literature on
banking crisis, there are various reasons for iaruzs that lead to banking crisis (see De Bandt
and Hartmann (2000) for a comprehensive surveyystesiic risk). Admittedly, each banking
crisis is unique; but at the core they share shitigs in the behavior of a number of economic
variables and banking system characteristics #aat to crisis like situations. To address the core
issues we need to focus on the behavior of theibgrdystem as a whole because what may
appear sound at the micro level may be quite feagild flawed at the macro level (Hellwig
(1994)). Acharya (2009) endogenously modeled syisteisk with correlation of returns on
assets held by banks. He argues that the limigdulity of banks and the presence of a negative
externality of one bank's failure on the healtlotifer banks give rise to a systemic risk-shifting
incentive where all banks undertake correlated stmaents, thereby increasing economy-wide
aggregate risk. Regulatory mechanisms such as bhl#ure policy and capital adequacy
requirements that are commonly based only on a'®awkn risk fail to mitigate aggregate risk-
shifting incentives, and can, in fact, accentugtgesnic risk.

In this regard, there have been concerted effartgdéntify and measure the variables that
determine regional banking system fragility. Tlisery challenging due to many reasons: 1) the
extent of damages in the banking system is itséficdlt to observe directly because the
dividing lines between banks and other financiaérnmediaries have become blurred; 2) the
spillovers between the banking systems abroad ledamestic economy are hard to assess but
these spillovers are consistently affecting banlsiypgtem stability in a region; 3) the strong inter-
linkages of other sectors in the economy with tAeking system can easily transmit imbalances
in other sectors of the economy into the bankingtesy and threaten its stability.

Notwithstanding these difficulties, a number ofe@shers have made an attempt to assess the
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fragility of banking system through ‘stress testimgperiments. Their analysis is based on
autocorrelation and survival time tests using his&b data on bank failures and controlling
macroeconomic conditions. The stress testing exyaati at individual banks level (called micro
stress tests) typically assesses a bank’s pogli@ance sheet/profit) against a given exogenous
change in a macroeconomic variable, e.g. a sudibenim domestic interest rates. For an
assessment of the banking system fragility, theegggion of individual bank responses takes
place without assessing the behavior of the bankystem as a whole. Such an aggregation of
individual responses is unable to incorporate swtircontagion effects due to interlinkages
among economic agents within the whole economyréfbee, it is vital to do macro stress test

that relate to the entire system next to microssttests of individual banks (Goodhart (2006)).

Our approach analyzes the determinants of regibamaking system fragility while controlling
for common economic shocks. We are also interdstélge extent of banking system contagion
within region and across regions. Therefore, thapter contributes to the empirical literature on
cross-border contagion by evaluating contagionsscregions. We define a region as a block of
dominant banking systems in a continent. We condioler different regions in this chapter:
these include 10 banking systems in Asia, 7 bankysgjems in Latin America, the US and
Europe, each as one entity. It is important to merere that we are interested in analyzing the
regional banking system fragility in emerging markegions (i.e. Asia and Latin America). We
use the US and Europe as triggering regions touatalcross-regional contagion from these
regions on regional banking system fragility in &sand Latin America. This is important
because the recent financial crisis shows thatbdmeking crisis in the developed world has
severe implications for developed economies andgngemarkets alike; however, the effect on

developing countries is far from being thoroughtylgzed in existing literature.

We are mainly interested in evaluating the deteamis of banking system fragility in a region;
therefore, we do not explore the underlying trassion channels and focus on factors that
determine the incidence of joint extreme negatatems of more than one banking systems in
the region. More specifically, we follow Bae, Kbfioand Stulz (2003) to study regional
banking system fragility through joint occurrencésiegative extreme returns in banking system
indices of multiple countries in the region. Thejooccurrences of negative extreme returns are

also called ‘coexceedances’; hence both terminetogire used interchangeably. We analyze
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whether regional banking system characteristics exgrlain regional banking system fragility
(i.e. the number of banking systems having joirtunences of extreme negative returns on a
particular day) after controlling for common vailied in a multinomial logistics settings. We
focus on negative coexceedances because of iteanele for banking system fragility. Thus we
evaluate the effect of a common shock within a aegihrough the number of negative
coexceedances and then extend this analysis faagion from a shock in one region to other
regions. A higher number of coexceedances in oalyais reflects the existence of systemic risk
in the region. For example, in figure 4.1, we shamecdotal evidence that the number of
coexceedances has significantly increased durimgjscperiods (i.e. Asian crisis 1997 and
subprime crisis 2008). This indicates that our mess of daily coexeedances are also capturing
the most important crisis periods. This is reasguas it suggests that our fragility measure (i.e.
the number of coexceedances) proxies for periotigioking system stress.

<please insert figure 4.1 here>

This chapter contributes to the existing literatureghe following dimensions: 1) we evaluate
banking system fragility through co-movements imkbag stock indices that are measured on
daily basis and provide a yardstick for instantleaon of systemic crisis; 2) we assess the role
of banking system liquidity, diversification of Hang activities, banking competition, and the
capitalization of the banking system; 3) we alseestigate whether specific banking system
characteristics in the host region help in reduc¢hmy probability of cross-border contagion (by
interacting them with the number of negative coexlemces in triggering regions); 4) we
explore another but related issue: under what ¢i@mdi an individual banking system is in the
tail with other countries and which regional andimoy level banking characteristics help to

explain this event.

We find that banking system characteristics playgaificant role in predicting banking system
fragility next to the effects of common macro fastcAmong the banking system characteristics,
liquidity of banking system is the most importardactor to reduce the probability of
coexceedances in all regions, but the effect deese&n magnitude for the higher number of
coexceedances in Asia and Latin America. The dgatson of the regional banking system also
plays a significant role in reducing the probabilif coexceedances in the region. Its effect is

more profound in Latin America as compared to Adtegarding the impact of banking
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competition, our findings are supportive of the patition-stability view in Asia and Latin

America. We find that an increase in competitiorthie banking industry significantly reduces
the probability of joint occurrences of extreme &g returns in both regions. Finally, we find
that a focus on traditional loan making activitinereases the likelihood of a single country in
the bottom tail, but there is no significant impact joint occurrences of extreme negative

returns in the region.

We also find evidence for contagion in all regiols effect is stronger in Latin America than in
Asia. Moreover, we find that contagion within regits higher in emerging market regions, in
general, compared to developed regions. For cexgisfial contagion, we find that the contagion
effects of Europe and the US on Asia and Latin Acaeare significantly higher compared to the
effect of Asia and Latin America among themselWdsre specifically, in Asia, the marginal

effect is higher for cross-regional contagion fr&urope, whereas in Latin America, the effect
from Europe and the US is almost identical. Furtinex find that the higher level of aggregate

liquidity in the host region significantly reduciie cross-regional contagion.

We also explore whether a region’s banking systéraracteristics help in reducing cross-
regional contagion. We find that aggregate ligyid{in a narrow sense, i.e. cash) and
capitalization in Asia reduce the impact of crosgional contagion from Latin America.
Moreover, diversity and concentration significantigduce the magnitude of cross-regional
contagion effect from Europe. For Latin America, Wad that a higher liquidity (cash) and

capitalization significantly reduce the magnitudemss-regional contagion from the US.

Lastly, we investigate what banking system charesties and/or common macro variables
influence the likelihood of an individual country toexceed when other countries in the region
have joint occurrences of extreme negative retdMes find that aggregate liquidity and banking
system capitalization significantly reduce the p@ioibty of that country’s coexceedances in both

Asia and Latin America.

The remainder of the chapter is organized as falow the next Subsection, we discuss our
empirical hypotheses. Subsection 3 describes thee alad variables used in the chapter and

provide descriptive statistics. Subsection 4 exglanethodology and the use of multinomial
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logistic model. Subsection 5 presents our resBltdsection 6 discusses a few robustness tests.

Finally, Subsection 7 concludes the chapter.

4.2 MOTIVATION FOR CONTROL VARIABLES AND REGIONAL CONTAGION

This chapter focuses on the fragility of the bagksystem in an entire region. We assess
regional banking system fragility stemming from eomic fundamentals and characteristics of
the banking system. Following Bae, Karolyi and 5t{?003), we include three common
variables as a proxy for economic fundamentalgitmal conditional volatility”, changes in the
exchange rate, and interest rates. As regionalibgrsiystem characteristics, we include banking
system liquidity, diversification of banking actirgs, banking competition, and the capitalization
of the banking system. Finally, we discuss the ictgpaf cross-regional contagion. We motivate

each of these variables in the following sub-sutises.

4.2.1 Common shocks and regional banking fragility

There is an extensive literature that exploregetetionship between stock markets and common
variables. These variables include economic growtHation, interest rate level, financial
leverage, stock trading activity and aggregate dislrsification. Kaminsky and Reinhart (1999)
while analyzing the connection between bankingicrad balance of payment crisis (twin
crises) reports that the loss of foreign excharegemes, high real interest rates, low output
growth and decline in stock prices are leadingaattirs of twin crises. Stock price volatility is
closely associated with overall stock market penfmmce. A number of recent studies assert that
stock market volatility should be negatively coatedd with stock returns (Whitelaw (2000),
Bekaert and Wu (2000), Wu (2001) and Brandt andgk@®04) theoretically and empirically
argue that increases in stock market volatilityréase risk and decrease stock returns).
According to this strand of literature, the higlwenditional volatility corresponds to a higher
probability of a declining market that has a negatmpact on portfolio returns in general. In our
analysis, we expect that an increase in regionadlitonal stock market volatility will result in
higher number of joint occurrences of extreme riegateturns of banking indices. The effect
comes through two possible channels; first, it ra#igct returns on banking stocks because of
the negative relationship between stock markettWityaand stock returns as stated earlier; and
second, it may affect bank profitability througle timcreased likelihood of non-performing loans

because of the higher leverage during volatilekstoarkets (see Ho-Mou (2009) for details on
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the relationship between financial leverage andketavolatility; and Ghosh (2005) for the
relationship between financial leverage and bamia-performing loans). To evaluate the
impact of stock market volatility we incorporategi@al conditional stock market volatility as

an explanatory variable in our model.

Due to globalization, banks often are present intiplea regions along with exposures in
different currencies. Therefore a sudden sharp edégtion of the domestic currency adds
vulnerability to regional banking systems. Evenuilo banks are often regulated to limit open
positions in foreign currencies, sometimes it ig¢ possible or desirable to hedge all open
positions taking into account the cost of hedgibgrge multinational banks that raise funds
abroad and issue domestic loans denominated irgfooeirrencies, are often at high risk owing
to an unexpected sharp movement in exchange rate.ndtion has been extensively debated in
the financial literature and there is significaMidence that exchange rate risk exacerbates
banking system fragility during crises (Kaminsk999), (Kaufman (2000), Hutchison and Glick
(2000)). We incorporate the average of daily exglearate changes of all countries in the region
as an independent variable in our model to checkffect on the probability of coexceedances

of negative return on banking stock indices.

Banks mainly borrow funds for short-term and previdans for long-term. If the maturity
mismatch is not properly managed, it may signifigamcrease bank risk. Particularly, an
increase in interest rates would deteriorate bab&kince sheets when they are unable to match
a higher interest rate to depositors in the shortwith fixed interest earned on long-term loan
agreements. Even when banks pass on the higheeshiate to borrowers, their balance sheet
may be affected because of higher occurrences ofpedorming loans. Therefore, ceteris
paribus, an increase in interest rates is likelyjntoease banking fragility. The interest rate leve
generally also controls for the effect of businegsle variables including domestic inflationary
pressures, increase in foreign interest ratest sbiards tight monetary policy and lax
regulatory framework owing to financial liberalimat (Galbis (1995)). We introduce the interest

rate as a control variable in our model.
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4.2.2 Banking system characteristics and regional banking fragility
The structural characteristics of the banking seatso could play a role in systemic banking
sector problems. We now motivate why the followiclgaracteristics of banking system are

important:

4.2.2.1Aggregate banking system liquidity

Banks provide liquidity on demand to both depositand lenders. Banks exist as they are the
most efficient liquidity providers in the econongeé e.g. Kashyap, Rajan and Stein (2002) or
Gatev and Strahan (2006)). Individual banks mamliguidity in order to withstand “normal”
liquidity withdrawals from their customers. Wheneith individual liquidity holdings are
insufficient, banks turn to the interbank marketttoe central bank to obtain liquidity. Banking
system liquidity in the interbank market theref@erves as a first line of defense against
liquidity shocks. From a macro perspective, bartiaukl maintain adequate levels of liquidity
such that they are able to absorb any shock toibguslystem as a whole under different market
conditions (Cifuentes, Shin and Ferrucci (2005))e Tack of aggregate liquidity at the banking
system level may lead to a channel of contagionsscbanks and regions (see Allen and Gale
(2000)). Further, aggregate liquidity effectivelytigmtes coordination failures in the interbank
market and ensures financial stability (Karas, $ch@nd Lanine (2008)). We therefore include
aggregate banking system liquidity in our analysiad investigate its impact on regional

banking system fragility.

4.2.2.2Diversification of banking activities

The lowered costs of information, advancement lectammunications and deregulation of
financial firms (the Second Banking Directive of889 and the Gramm-Leach-Bliley Act of
1999) gave rise to financial conglomeration in istdalized countries. The perceived benefits of
conglomeration include revenue enhancement thrpuoggiuct diversification; the ability to offer
one-stop shopping to corporate clients and ecoromiescope in the production of financial
services. De Nicol6, Bartholomew, Zaman and Zephi2004) provide evidence that financial
conglomeration has increased globally between Hp@52000 both in terms of the proportion of
conglomerate firms and of the proportion of asketd by financial conglomerates. Further, the
financial conglomeration allows banks to move aweym traditional commercial banking
activities and offer a range of financial instrurteeaccording to their customers’ needs. Whether
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financial conglomeration that allows for diversétmon in banking activities create or destroy
shareholders’ value and leads to financial stgbdit not is an intriguing question addressed in
many research studies (Laeven and Levine (2007),Ledyveld and Knot (2009), Schmid and
Walter (2009) Stiroh (2006); Baele, De Jonghe aaddér Vennet (2007)). Laeven and Levine
(2007) find evidence for ‘diversification discourthat financial conglomerates have lower
market value than if those conglomerates were bral@vn into financial intermediaries that
specialize in the individual activities. More retdgnDe Jonghe (2010) finds that banking system
fragility, measured through an increase in ban&d’ldeta, aggravates when banks engage in
non-traditional activities in addition to their eocommercial banking activities. Since interest
income is less risky than other revenue streamis, #rgued that specialization in traditional
activities result in lower systemic banking risk.that sense, financial conglomeration is unable
to reduce systemic risk. Wagner (2006) and WagB@ei() theoretically argue that multiple
activities of commercial banks though reduce riskdividual bank level, but from the financial
system’s point of view it raises the likelihoodsyfstemic crisis because a shock that previously
affect only a small part of the financial systerownaffects a large portion of the system and
possibly results in failure of the whole financsgistem. Thus the increase in similarities due to
diversification facilitates contagion because thi&ife of one institution increases difficulties fo
other institutions with similar portfolios. The fuieffect can be even bigger than the sum of
individual effects. Given all the arguments abowe, test whether diversification in banking
activities increases or decreases regional barfkagyglity.

4.2.2.3Competition in banking industry

The relationship between banking competition andrifcial stability is rather complex. Though
the existing theory is about the competition ardivildual bank stability, but what we are doing
here is not drastically different. We aggregateaviadial bank behavior at country level so that
banking systems at regional level behave like iwdial banks at country level. For example,
Allen and Gale (2004) argue that competition peisseot bad, sometimes it decreases stability
and sometimes perfect competition is compatibléh vilite socially optimal level of stability.
Carletti and Hartmann (2003) have surveyed the ebitigmn-stability nexus in banking to report
that the trade-off between competition and stabitibes not generally hold. The theoretical
literature is also inconclusive on the relationdgween competition and stability.
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The “Competition-Fragility” theories - based on thiea of ‘charter/franchise value’ of the
institutions, argue that more bank competition esocharket power and results in lower loan rate
that decreases profit margins. Consequently lovesenues from performing loans, which
provide a buffer against loan losses, make bank® msky and reduce their charter/franchise
value. A higher franchise value deters bank rigkngas owners believe that their ownership of
the bank is at risk in the event of insolvency. rEfi@re a lower franchise value reduces the value
of ownership at stake and encourages banks tootakeore risk for higher returns. This attitude
of bank owners increases fragility of the bankingtem (Marcus (1984); Keeley (1990);
Demsetz, Saidenberg and Strahan (1996)).

Alternatively, the “Competition-Stability” view sggsts that more market power in the loan
market may result in higher bank risk. The reaspisrnthat when banks charge higher loan rates
to borrowers, it becomes harder for them to repagns$. This exacerbates moral hazard
incentives of borrowers to engage in riskier prigeand also result in a riskier set of borrowers
due to adverse selection considerations (e.g. BoygblDe Nicolo (2005)). Competition is good

for financial stability because more competitioadeo lower interest rates, which in turn lead to
lower probability of loan default, and hence sdianks. Furthermore, concentration results in
few large financial institutions that are possibhygaged in high risk taking activities because of
the believe that they are too-big-to-fail and dweréfore more likely to be explicitly or implicitly

protected by the government safety nets.

While presenting the above two views, Berger, Kapgnd Turk-Ariss (2009) argue that the two
strands of the literature are based on differenbfsassumptions. They need not necessarily yield
opposing predictions regarding the effect of contipet and market power on stability in
banking. Even if market power in the loan marketutes in riskier loan portfolios, the overall
risks of banks need not increase if banks protest franchise values by increasing their equity
capital or engaging in other risk-mitigating teaues. Similarly, adequate policies — such as
risk-adjusted deposit insurance premiums — coultigate any trade-off between competition
and bank stability. Recently, Martinez-Miera ancp&&® (2010) contribute to this literature and
argue that there is a U-shaped relationship betweerpetition and the risk of bank failure. In
particular, they argue that the competition-stapilriew identified by Boyd and De Nicolo
(2005) tends to dominate in monopolistic marketsergas competition-fragility view dominates
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in competitive markets. In other words, in very cemntrated markets a new entry reduces the
probability of bank failure, whereas in very conifpe¢ markets further entry increases the

probability of failure.

On the empirical side, a recent contribution byéhee, Lopez and Saurina (2010) supports the
‘charter-value’ hypothesis using Lerner indexess@ah on bank specific interest rates) to
measure market power in the Spanish banking systkey find a negative relationship between
market power due to concentration and bank risklow market power (competitive market)
lead to high bank risk (banking system fragilitfdeck, Demirguc-Kunt and Levine (2003)
provide evidence for competition-fragility view tdugh a dataset from 79 countries and assert
that crises are less likely in more concentratetwkivg systems. Other studies provide evidence
for the competition-stability view that bank riskcrease with market power using different
methodologies. Boyd, De Nicol6 and Jalal (2007) BedNicolo and Loukoianova (2007) both
find that the Z-score, an inverse measure of bask, rdecreases with banking market
concentration (measured using the Herfindahl-Himsah index or HHI). Whereas Cihak,
Schaeck and Wolfe (2006) use logistic model andatthmr analysis to prove that more
competitive banking systems (measured using thed?aand Rosse H-statistic) have lower
likelihoods of bank failure and a longer time task, and hence are more stable than
monopolistic systems. To provide support to contipetistability view through comparison
across countries, Uhde and Heimeshoff (2009) eogliyi investigate the impact of national
banking market concentration on financial stabifity the 25 Member States of the European
Union over the period from 1997 to 2005. Using Zhecore, they report that Eastern European
banking markets exhibiting a lower level of compedi pressure, fewer diversification
opportunities and a higher fraction of governmentied banks are more prone to financial
fragility whereas capital regulations have suppbfieancial stability across the entire European

Union.

4.2.2.4Capitalization of the banking system

Ceteris paribus, a more capitalized banking sysséould be more stable because a higher
capital base provides a cushion against insolvemtgwever, the prudential regulations
regarding capital adequacy fail to ensure finangtbility in an unambiguous manner

(Eichberger and Summer (2005)). Although capitafjlureement regulations limit credit
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exposures of a single bank with a weak equity bpast regulations did not deal with capital
adequacy to control for systemic risk of the bagksiystem as a whole. Since capital adequacy
regulations have a focus on a single bank for imglatation of law, they fail to incorporate the
systemic risk on account of correlated portfolicsifons in the banking system and domino
effects in consequence of interbank exposures.abd Mello (2008) argue that fulfilling the
capital requirements at individual bank level ig saofficient to prevent systemic crisis. They
provide evidence from the recent subprime cristlgmfinancial institutions like Northern Rock,
Bear Stearns and Lehman Brothers collapsed evemhhthese institutions had capital buffers
that appeared adequate before collapsing. Nevestelve expect that a larger capital base
reduces the likelihood of contagion. We use thetabpase of the banking system as a whole
instead of focusing on bank capital for each banlour case, we evaluate whether the capital
base of the banking system provide a cushion agag®nal banking system fragility.

4.2.3 Crossregional contagion?

The re-emergence of crises during the 1990s (MaxRaso Devaluation of 1994, 1997 Asian
Crisis and 1998 Russian Crisis) already establishedneed for a critical evaluation of cross-
border contagion that spread financial crisis frone country to another (Claessens and Forbes
(2001)). The recent sub-prime crisis further esdsrthat cross-border contagion is a
phenomenon that include not only neighboring caestin the region but also countries across
regions (i.e. cross-regional contagion). The cantagan be fundamental-based (i.e. via trade or
finance links) or ‘pure’ contagion, which arises emhcommon shocks and all channels for
potential interconnection are either not presentantrolled for (Calvo and Reinhart (1996)).
The argument in favor of fundamental-based contagisserts that a higher degree of trade
provides a transmission channel for contagion. Ghowe did not test regional integration
directly in this chapter, it is true that higheveé of coexceedances indirectly reflects regional
integration. Actually the increase in regional gregion provides one of the motivations for this
chapter. We explore this using the bilateral tradeng countries within a region (only exports
are reported to avoid double counting) from UN Qmui¢ database. In appendix 4, we report
that the trade value of total exports to individgaluntries has increased during our sample
period except for the year 2008 due to global ecoaoneltdown. We may take this anecdotal

evidence to argue that the higher degree of ecanartegration within region in recent years
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does incorporate synergies among regional bankmtems on one hand, but it also increased

the risk of regional cross-border contagion.

In literature we find evidence on the cross-bom®rtagion that transmits an idiosyncratic shock
in one national banking system to all banking systen the region and threatens regional
banking system stability. A shock can be transmittéa direct balance sheet interlinkages
between financial systems. For example, DegrysshiEnd Penas (2010) investigate contagion
through direct cross-border linkages. They find tihe failure of a banking system (hit by an
exogenous default on foreign claims that are ineegoof aggregate bank equity) can trigger
domino effects in other countries that raise seriooncerns for global financial stability. Bae,
Karolyi and Stulz (2003) explore cross-regional tegion with focus on Asia and Latin
America. They find significant evidence for the jpagation of large negative returns across
regions. More specifically, they find that contagis more important in Latin America than in
Asia; Latin America triggers more significant crasgional contagion than Asia; and the US is

largely insulated from contagion from Asia.

We also focus on regional cross-border contagider afontrolling for common shocks and
banking characteristics at regional level. Them empirical studies that explore cross-border
contagion through co-movement of asset prices astl whether a change in asset prices in
country A has some effect on asset prices in cguBtr using a number of econometric
techniques (Baig and Goldfajn (1999); Forbes angoBon (2002); Bae, Karolyi and Stulz
(2003); Corsetti, Pericoli and Sbracia (2005)). 8aetent studies that concentrate on bank level
data, also find evidence for cross-border contagfonugh co-movement of banking stocks
(Gropp, Duca and Vesala (2009)). We also use coemewt of asset prices and follow the
methodology of Bae, Karolyi and Stulz (2003) toesxt the previous work on cross-border

banking contagion towards cross-regional contagion.

In this chapter, we investigate contagion both wwithegion and across region. We define
contagion within region as the portion of regiobhahking system fragility (joint occurrences of
extreme negative returns) that is not explainedhay banking system characteristics and the
regional common variables. For contagion acrossonsg we include indicators of regional
banking system fragility in another region as apliek independent variable in our model,

whose marginal change reflects the extent of creg®nal contagion in banking systems.
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4.3 DATA, DEFINITION OF VARIABLES AND DESCRIPTIVE STATISTICS

Since stock market valuations reflect future ecoicoactivity, a simultaneous decline in the

value of stock indices in many countries in a ragieflects an increase in financial fragility.

Banks represent a major sector of the stock mattketefore, a simultaneous decline in banking

stocks is a huge setback to regional financialititgg™*

The existing literature has complemented or someigven substituted traditional accounting
data with stock market prices in assessing bardililna(see e.g. Bongini, Laeven and Majnoni
(2002), Gropp, Vesala and Vulpes (2004), Gropp,aléeesnd Vulpes (2006), Yu-Fu, Michael
and Kadri (2006)). In our analysis we use seveaaintries’ banking indices from Datastream
starting from July 1, 1994 to December 31, 2008343daily observations). Datastream uses
Industry Classification Benchmarks (ICB) for thenstruction of these indices. We include 10
Asian and 7 Latin American countries, following B&earolyi and Stulz (2003). Moreover, we
include the United States and Europe (as one gmityur analysis to study the extent to which

banking crisis in these regions affect bankingesystragility in Asia and Latin America.
<please insert table 4.1 here>

Table 4.1 shows the number of banks included irbreing indices from each country. It also

provides sample statistics including correlatioos the full sample period. We find that the

marginal daily return on banking indices variesoasrcountries. The marginal daily return in the
US is 0.041% and 0.035% in Europe. In Asia, Chiaa the highest average daily return

(0.089%), followed by Pakistan (0.073%) and Indi@®72%). On the other hand, Indonesia has
been the most volatile market in Asia with the leighdaily return standard deviation i.e.

3.322%. In Latin America, Mexico led with 0.095%eaage daily return followed by Venezuela

(0.085%) and Brazil (0.081%). Mexico and Argentar& among the most volatile markets in

Latin America with standard deviations of 2.342% @371% respectively.

Correlations among banking indices daily returresfagher within regions than across regions.
For example, banking index daily return in Asianumimies has 0.10 correlation among
themselves compared to 0.05 against Latin Amef@c@3 against the US and 0.13 against

Europe. Moreover, we find that correlations arehhagnong neighboring countries and more

4 Banks included in the indices represent 20-35 prototal market capitalization in our sample.
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open economies in Asia. For example, Thailand,ifhiles and Malaysia have high correlations
in Asia that averaged around 14%. On the other jhangentina, Brazil, Chile and Mexico
within Latin America have higher correlations thaeraged around 27%. Moreover, because on
a given day trading starts in Asia and ends in Araerthe information available in America at
noon is not available to Asia on the same day. ffoeg, in line with Bae, Karolyi and Stulz
(2003), the previous trading day behavior in L&merica and the US is more relevant for Asia.
This is evident from high correlation of daily retuin Asian markets with the previous day’s
daily return in Americas. This is particularly sifigant for Asia and the US, for which, the
correlation coefficient has increased from 0.091itb4. For Latin America there is an increase
from 0.05 to 0.06.

4.3.1 Exceedances and coexceedances

We follow the view that extremely low (negative) mkat returns on banking indices reflect
fragility of the banking sector. To put things imgaantitative framework, we define an extreme
event when the banking index return on that day lielow the 5th percentile of daily return
distribution and refer to this as an exceedancehef return on the banking index. The
distribution of the daily banking index return igettly observed from our dataset (3784 daily
observations). From the distribution of 3784 dabservations of return on banking indices, we
calculate 5th percentile value for each country @gion and then use this value as a standard to
decide whether a country or region on a particdy exceed or not. Moreover, we refer to
coexceedances as a phenomenon when the bankigsnoh more than 1 country in the same
region exceed on the same day. In table 4.2(ayep@rt the number of days for 0, 1, 2, 3, and 4
or more joint occurrences of extreme return (coegdeaces) within a region on a particular day.

We also indentify which countries “participate”timse extreme events and how often.
<please insert table 4.2(a) here>

As we are interested in banking system fragility; fmcus is on joint occurrences of low extreme
return (negative coexceedances). We neverthelasskst reporting joint occurrences of both
low extreme returns (negative coexceedances) antl gacurrences of high extreme returns
(positive coexceedances) separately. We have famdasymmetry between negative and
positive extreme returns distribution in Asia aratih America. In our sample, we find that there

are 2497 trading days when there is no negativere return compared to 2451 trading days
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when there is no positive extreme return in Asiailarly, there are 908 and 943 trading days
when only one country witness extreme negative @ugitive returns in Asia respectively. In
Latin America, there are 2832 and 2744 trading adyso negative and positive coexceedance
respectively, whereas there are 719 and 829 tradays with one country in negative and
positive tail respectively. The asymmetry in thstaibution of extreme return is evident with 55
trading days when 4 or more countries in Asia arbattom tail compared to 41 trading days
when 4 or more countries in top tail. The asymmetrgven more in Latin America where 40
trading days when 4 or more countries in bottorndampared to 21 trading days in top tail.
Thailand has been the most recurring participath@fgroup of 4 or more countries in bottom as
well as top tail. In Latin America, Argentina andaBil are the most recurring countries in the
group of 4 or more countries in the bottom or t@ip Beside Argentina and Brazil, Mexico often
included in extreme events. On the other hand, Seakiappears least number of times in
negative extreme events within Asia. Venezuelddsléast recurring country in extreme events
in Latin America. We also report the daily return the day of extreme event (4 or more
countries coexceed) for all countries in our sample find that, In Asia, Indonesia, Korea,
Pakistan, Thailand and India have above averagatinegeturn during negative extreme events.
In Latin America, Argentina and Mexico have highgatve returns during negative extreme
events. We have also found that the absolute detilyn is higher in top tail compared to bottom
tail both in Asia and Latin America. Moreover, wavk found clustering of coexceedances in
1998 and 2008 for Asia, whereas 1995, 1998 and ROD8&tin America as shown in figure 4.1.

<please insert table 4.2(b) here>

Further, we investigate the distribution of coextaaees using Monte Carlo simulations in order
to understand whether the existence of coexceedaarebe explained by conditioning on large
absolute value returns. To perform this task, wsuae that the covariance matrix of returns is
stationary over the sample period and that themsttollow a multivariate normal distribution.

Using the observed covariance matrix, we simul@@0lrandom realizations of the time series
of 3784 daily returns for Asian and Latin Americaountries. For each realization we identify
the extreme events in the same non-parametric cowamner and then take average of all
realizations. Results are shown in table 4.2(b)er@im we provide the actual and simulated

mean of the number of occurrences for each coeroeed level (0, 1, 2, 3, and >=4). We find
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that the actual values of extreme events are gréea simulated mean, which indicates the fat-

tail behavior of extreme events.
<please insert table 4.2(c) here>

In this discussion, another relevant question wdagddvhether banks have higher interlinkages
than stock markets in general. As banks are mdegconnected in international markets and
therefore return on country banking indices shdaddmore interdependent than the rest of the
market, and therefore, we expect that banks hdagwely more coexceedances than the market
as a whole. In order to investigate whether thexceedances in banking indices are in excess of
the coexceedances in total market indices, we atibthe number of coexceedances in total
market indices from the number of coexceedancelsamking system indices for each daily
observation in both Asia and Latin America as rggubiin table 4.2(c). We find that, in Asia,
there are 520 days when the number of coexceedamdetal market indices is greater than
coexceedances in banking system indices; wheréagd®% when the number of coexceedances
in banking indices is greater than coexceedanceastal market indices. Similarly, in Latin
America, 459 days when coexceedances in total marttiees are higher; compared to 524 days
when coexceedances in banking indices are higher.irS general, we find that there are
relatively more number of days when coexceedanoebanking indices are higher than
coexceedances in total market indices in both Asid Latin America. This evidence is
consistent with our conjecture that banks are nmisgconnected in the international market and
hence returns on banking stocks tend to coexceed than other stocks. Moreover, we have
included the BIS data related to European and USkddoreign exposure on developing
countries (that are included in our sample) to stimvinkages of banking systems in developed
and developing world. Please see appendix 2 faleende on banks’ foreign claims on regional

countries.

4.3.2 Common variables

As we discussed in section 2, stock market vobati expected to have an influence on regional
banking system fragility. To investigate this ecartrically, we estimate regional stock market
volatility through indices that are representativiethe capitalization of stocks that foreign

investors can hold. More specifically, we use thternational Finance Corporation (IFC) indices

from Asia and Latin America, and the S&P 500 index the United States and Datastream
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International Europe Index for Europe in order i@rmaine stock market volatility in each of
these regions. For each region, we estimate thditommal volatility of the respective stock
indices using a GARCH (1, 1) model of the form:

O2¢ =+ Brgii g + B205i 4 (1)

using maximum likelihood, whereZ, represents the conditional variance of the stoekkst
index in country c in period t, and represents stock market returns in that markefirgh
column of table 4.3, we report the mean and stahdawiation of conditional volatility of all
countries in the region as well as regional conddl volatility over the entire sample period.
Individual countries conditional volatility is callated through their respective total market
stock indices, whereas the regional conditionaatiitly is computer through IFC indices, S&P
500 and Datastream International Europe Index jagrted earlier. We find that Korea has the
highest and Sri Lanka has the lowest condition&titity in Asia. In Latin America, Venezuela
has the highest and Chile the lowest conditiondhtiay. At regional level, we find that the
stock market in Latin America is more volatile witonditional volatility of 23.39 percent
compared to 21.19 percent in Asia, 15.84 percetitarlJS and 15.03 percent in Europe.

<please insert table 4.3 here>

The second common factor that affects regional ingn&ystem fragility is the daily change in
exchange rate. We calculate the daily change ihange rate against US dollar for each country
in Asia and Latin America. In case of the US, we asasket of four currencies (i.e. GBP, JPY,
CHF and EUR) to evaluate exchange rate change€uope, since EUR and GBP are the two
major currencies, we take equal-weighted averageUWR and GBP exchange rates changes
against USD.15 We find that all currencies excepin€se Yuan in Asia and Latin America
depreciated in our sample period. The most degesgtiaurrency in Asia is Pakistani Rupee
(0.026% daily) and Venezuelan Bolivar is the highpreciated currency (0.080% daily) in
Latin America. We use equal-weighted average ofda#y changes in exchange rate of all
countries in the region to get the regional changechange rate on that particular day. We find

that Asian currencies, on average, depreciateddesgpared to currencies in Latin America,

'* Since our sample starts from June 1994; therefveeuse country-weighted average of exchange rasty
USD of euro currencies for daily observations ptaothe introduction of EUR.
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whereas, the US dollar and European currenciea@eeciated, on average, during the sample

period.

Finally, we explore the impact of the interest rate regional banking system fragility. For
regional interest rate, we compute equal-weighteztagge of 1l-year interbank interest rate in
countries within each regidfi.We find a high degree of heterogeneity in interasts across

countries in Asia and Latin America. In Asia, tlwvest interest rate is observed in Taiwan
(3.938% on average) and highest in Indonesia (18436n average). In Latin America, the
interest rate is 0.498% in Chile and 21.488% ineltgna. At regional level, we find that interest

rate is higher in Latin America than in Asia.
<please insert figure 4.2 here>

Figure 4.2 compares the trend of common factorshen sample period for Asia and Latin
America. We find that conditional volatility increas significantly in both regions during the last
two years, which is expected on account of turbzéen stock markets after the sub-prime crisis.
The average change in exchange rate remains ungdercent for most of time in our sample
except for the crisis period (Asian crisis 1997 #wdentina crisis 2002). Lastly, we witness a
general decline in interest rates in both regidh2@04 and then a slight increase during the last

two years.

4.3.3 Banking system characteristics

Banking system fragility may hinge upon various Wag characteristics including aggregate
banking system liquidity, diversity in banking adfiies, competition in the banking sector and
the capitalization of the banking system. We eueluhe effect of these banking characteristics
on regional banking system fragility using annualBbce sheet data for banks in each individual
country from Bankscop¥. We use consolidated banking statements becaugeatieenet of
inter-office transaction between head-office antssdiaries (inter-office transactions are not
relevant for solvency of banks). Moreover, in cleap® of this thesis we use consolidated

'® There exist high correlation between 1-year intekbaarket rate and policy rates (mainly discoune fait for
some countries discount rate is not available sm thse treasury bills rate as policy rates). Theetation
coefficient is close to 0.9 for all economies exdehile and Venezuela with correlation coefficienaround 0.7.

" From Bankscopewe retrieve data for all banks from 1994 to 2@608each region. We find that some banks
report both consolidated and unconsolidated aceoimthe bank scope. Therefore, in order to eliteirdouble
entries, we use consolidated accounts when avajlabilerwise unconsolidated accounts.
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accounting statements of all reporting financiatimtions in Bankscope. If the consolidated
statement is not available, then we use the undidased/aggregate accounting statement,
whatever is available. Similarly, if accountingtstaents are available on both IFRS and Local
GAAP reporting conventions, then we use the foromvention. In order to remain consistent
we use the same approach in our calculation foreggde equity in subsequent chapters. These
variables are available on annual basis; therefeeeyuse the annual value of the preceding year
for all daily observations of the current year. Eaver, the regional values are calculated by
averaging individual country level data. For regibhanking system characteristics we use the
ratio of total banking assets of a country to thtaltbanking assets of the region as weight. This
captures the relative size and strength of a cgignbanking system in the region, therefore, the
bigger the banking system of a country the morki@mfce it should have at the banking regional
level. Also, the large banking systems in the regibould be more critical for the resilience of
the regional banking system. On the other handassgyn equal weights to macro shocks within
a region, given that for country macro shocks,ristauntry linkages can amplify or moderate the
impact on the other countries real economy ancetbex banking systems. Therefore we do not

make any specific assumption.

In order to gauge the effect of banking systemidiijy we use a narrow definition of liquidity,
which is the ratio of cash and cash equivalent taste total assets. We call this variable
‘liquidity’ hereafter. We find that banking systeim India and Pakistan are holding high cash
reserve relative to total assets. The cash holdifigadia and Pakistan are 12.55 percent and
11.56 percent of the total assets respectively emetpto 2.8 percent on average in Asia.
Similarly, in Latin America, Venezuela holds 10.6rgent of the total asset as cash or cash
equivalent compared to regional average of 2.88gmtr Secondly, we evaluate whether banking
systems that are primarily involved in traditioh@n-making activities are more or less prone to
regional banking system stability. In order to mgaghe extent to which banks are involved in
traditional loan-making activities compared to ricaditional activities, we calculate net loans to
total earning assets for each country and lakes ftoans’ in our results. We find that net loans
are about half of the total earning assets in almtiscountries; however, the focus on loan-
making activities is slightly higher in Asia (53%% compared to Latin America (44.40%). In
order to measure competition in banking industrg,use the ratio of total assets of biggest five

banks to total assets of all banks (i.e. C5 meadaresach country in the region. We label it as
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‘concentration’ in our analysis. The regional measaf concentration is the weighted average of
individual country’s concentration measure in tlegion using banking system total assets as
relative weights. We find that banking systems isiaAare, on average, relatively more
concentrated than the ones in Latin America. Snkiaa China and Pakistan are among most
concentrated banking systems in Asia, whereas P¥amezuela and Chile are highly
concentrated banking systems in Latin America. lia#te ability of banking systems to absorb
foreign shocks depends on the degree of capitaizatf the banking system. Our measure of
capital is the total equity that includes commoarsk and premium; retained earnings; reserves
for general banking risks and statutory resenass Absorbing minority interests; net revaluation
of AFS securities; FX reserves included in equity aevaluations other than securities deemed
to be equity capital. We find that banking system#sia, on average, maintain low capital to
total asset ratio compared to Latin America.

<please insert table 4.4 here>

Table 4.4 shows the mean and standard deviatiobaioking characteristics for each country as
well as at regional level during the whole sampeiqul. We find that Latin America has more
liquid asset as percentage of total assets comparesia. Moreover, Asia focus more on
traditional banking activities (loan business), Ha@g concentration in banking activities and
relatively lower capital ratio compared to Latin Anca at regional level. As far as the time
dimension is concerned, figure 4.3 shows that tieeea increasing trend in liquid asset to total
asset ratio in both Asia and Latin America. We adbserve a decline in traditional banking
activities (loan business) in both regions overetimhere is no particular trend in concentration
of the banking industry. Lastly, capital ratio hasreased from around 8 percent to 10 percent in

Latin America and hovered around 5 percent in Asia.

<please insert figure 4.3 here>

4.4 METHODOLOGY

The central question in the financial contagioerature is whether financial markets become
more interdependent during a financial crisis. Fatynfinancial contagion occurs when a shock
to one country (or a group of countries) resultpliapagation of the shock to a wide range of

markets and countries in a way that is hard to ampbnly on the basis of changes in
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fundamentals. During the nineties, researchers aoifyninvestigated whether cross-market
correlation increased significantly during finanaaisis (Bertero and Mayer (1990), King and
Wadhwani (1990), Calvo and Reinhart (1996), Baid &oldfajn (1999)). Boyer, Gibson and
Loretan (1999) and Forbes and Rigobon (2002) amgdlehe approach of contagion based on
structural shifts in correlation. They argue tha estimated correlation coefficient between the
realized extreme values of two random variableslikgly suggest structural change, even if the
true data generation process has constant coomlathey also point out the biases in tests of
changes in correlation that do not take into actotmnditional heteroskedasticity. This
motivates researchers to study contagion as a nearliphenomenon and introduce new
techniques as for example, markov switching mo@@mmchand and Susmel (1998) and Ang
and Bekaert (2002)); extreme value theory (Longid Solnik (2001) and Hartmann, Straetmans
and Vries (2004)); and multinomial logistics mo@Bke, Karolyi and Stulz (2003)). Markov
switching models provide a consistent model to awoodate structural breaks in variance
without any ad-hoc determination of the crisis peribut these models fail to converge when a
number of explanatory variables are included (A{2@D3)). On the other hand, extreme value
models study the asymptotic distribution of coraiil tail correlation that is characterized by
very few parameters regardless of actual distrdioutBut to be asymptotically dependent, the
random variables must be associated in the vely ¢dithe distribution. Poon, Rockinger and
Tawn (2004) could not find evidence of asymptogpendence in daily stock market returns for
the US, Japan, Germany and France after filtehegseries from GARCH effects. An important
conclusion of this work is that assuming asymptotiependence can lead to serious
overestimation of financial risks. Further, extrewadue models do not allow control variables
that are conditional on attributes and charactesistf the extreme events. On the other hand, the
multinomial logistics models allow for the contnariables that are measured with information
available up to the previous day. These contrabbées are fundamental in analyzing contagion

while conditioning the attributes and charactersstif the extreme events.

We use multinomial logistics models to assess hamnous banking systems are affected
simultaneously following an external shock. Thistmoeglology has some advantages over
correlation based methodology. It is focused onxceedances that basically capture the
comovement in extreme events (or in other wordeefilects the correlation in volatility of

banking indices). On the other hand, correlatiosebastudies suffer from presumption that
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contagion is based on linear measures of assati&iomacroeconomic or financial markets
events. There is ample evidence that crises inerbath correlation and volatility (see Forbes
and Rigobon (2002) for references), but correlaton linear measure of dependence. In fact,
extreme bad event leads to irrational outcomesesxwolatility and even panics; therefore,
correlations based on linear association failsajature these effects. Moreover, correlation gives
equal weights to small and large returns; howeaeecdotal evidences suggest that investors in
panic like situation tend to behave irrationally ilwhignoring economic fundamentals and
blindly following the market trends (i.e. large ia#ige returns are more contagious than small
negative returns). In short, correlation that gisame weight to large and small negative returns
does not reflect the true market phenomenon. I fh@xtreme bad event lead to irrational
outcomes, excess volatility and even panics; caticels based on linear association fail to
capture these effects. Our study overcomes thiblgma It focuses on coexceedances that

basically capture the comovement in extreme events.

We are mainly interested in evaluating the deteami® of banking system fragility in a region.
We define fragility as the number of coexceedaniceshat region. A higher number of
coexceedances (i.e. joint occurrences of extrengative returns in banking indices) reflect
more banking system fragility. Therefore, the defsen variable in our model is the number of
coexceedances of banking systems in a region awea gay, which is a count variable. Given
the evidence and arguments in Bae, Karolyi andzS2003) and Gropp and Moerman (2004),
we use a multinomial logistics model to explain tluenber of coexceedances in one region (the
number of banking systems simultaneously in thé) @s a function of banking system
characteristics while controlling for macro shoc&e also use the number of coexceedances in
other regions (to capture cross-regional contagféect) in our models. The general multinomial
logistics can be illustrated as:

P = % (2)
where x is the vector of covariates ang the vector of coefficients associated with the
covariates(z (B;x) is a logistic distribution angh is the number of categories in the multinomial
model. The model is estimated using maximum loghlilood function for a sample ot

observations as follows:
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logL = Yi-1 Xt LijlogPy 3)

where [;; is an indicator variable whose value is equal t&f the i** observation fallsj‘"
category and O otherwise. In our case, we have dategories i.e. 0, 1, 2, 3, and 4 or more
banking systems coexceed in a region. Followingcthrevention we define category O (i.e. no
banking system exceed on a given day) as the lmegary and all coefficients are estimated
relative to this base category. For the simplestecaf constants only, we estimate four
parameters. We introduce additional variable likaditional volatility, exchange rate changes,
interest rate level, bank liquidity, diversity, @amtration and capital ratio etc. in various models
But for each additional variable introduced in thedel, we need to estimate four additional
parameters. Moreover, the coefficients from digcretoice models are difficult to interpret,
therefore, we report marginal effect that are atgdiby differentiated the probability for each
outcome with respect to unit change in independenariate on a given day being evaluated at
unconditional mean value of the independent vagmbBbince marginal effects in non-linear
models are different for each set of data pointexiplanatory, we need to be careful in making
inferences based on single set of observations Ked&sinski and Siegel (2010) for recent
discussion on this issue). The marginal effect ametimes even change signs; therefore, we
compute the response of probability measures tofulerange on values of independent
variables. The sum of probabilities of all five egdries must equal to 1 and we show the
responses of probabilities across whole range aépgandent variables through “coexceedances

response curve”.

In order to evaluate the cross-border contagiomsacregions, we introduce the number of
coexceedances in other region as an independeiaiblarAfter controlling for the common
shocks, a positive impact of coexceedances in otkgion would signal cross-regional
contagion. We further investigate whether bankih@racteristics in the host region help in
alleviating cross-regional contagion. We do thisrotigh interaction of the banking

characteristics with the coexeedances in otheonsgi

4.5 RESULTS
We evaluate the state of banking system fragilty a region through the number of

coexceedances in that region. A higher number exoeedances (i.e. joint occurrences of
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extreme negative returns in banking indices) réfieore banking system fragility. In section 3
we reported the number of coexceedances in Asialatid America. We now assess how
banking system characteristics and macro factdextathe occurrence of such coexceedances.
We also explore the extent of contagion within oagand across regions. Lastly, we investigate
what makes it more likely that an individual coynwill experience extreme negative returns

together with other countries.
<please insert table 4.5 here>

Table 4.5 provides estimation results of the nunab@oexceedances within a region with macro
control covariates using a multinomial logistic rbdlhe left panel provides estimates for Asia
and the right panel shows results for Latin Amerloathe first column we report the number of
negative coexceedances and relative frequenciese Shere are no covariates, the relative
frequencies represent the probabilities of the getbpe outcomes. We find that during our
sample time period there is a probability of 65.99f4t no Asian country has extreme negative
return on a given day, whereas the extreme eveenwhor more countries coexceed has a
probability of 1.45%. Latin America, where negatigxtreme returns are relatively low, has
slightly higher probability of no exceedances (¥4.84%) and relatively lower probability of 4
or more coexceedances (i.e. 1.06%). We should b@oca with comparing the number of
coexceedances in Asia and Latin America as the puwibcountries included in our analysis is
different for the two regions (i.e., we have 10 minies from Asia and 7 countries from Latin
America). Moreover, we find that the joint occurcea of extreme negative returns are clustered

in the period of financial crisis (i.e. Asia cri$is1998 and sub-prime crisis in 2008).

45.1 Effect of common factorson regional banking system fragility

A higher number of coexceedances reflect bankisgesy fragility, but in this section we try to
explain banking system fragility through changes@mmon covariates. In relation to whether
volatility drives coexceedances, our regressiontale 4.5, show that conditional volatility is
one of the determinants of coexceedances. We adtitmmal volatility at the regional level as a
common covariate. The results are shown as ‘Modrleach region in table 4.5. We find that
an increase in the conditional volatility signifitey increases the probability of all exceedances
in all regions and the effect decreases for higluenber of joint occurrences. Moreover, we find

that the economic magnitude is higher comparedai®, Barolyi and Stulz (2003), which is due
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to the fact that we are focusing on banking inditeg are more volatile compared to general
stock market indices. We find that a 1 standardatfien increase in conditional volatility (see
table 4.3 for the magnitude of standard deviatioojeases the probability of 1 exceedance by
0.046% and the probability of four or more coex@eees by 0.009% in Asia. All the partial
derivatives are significant at 1% level and pseR@ois 4.37%. Similarly, in Latin America, 1
standard deviation increase in conditional volgtiincrease the probability of 1 exceedance by
0.028% and the probability of four or more coexegaes by 0.004%. All marginal probabilities
are significant at 1% level and pseudo-R2 is 4.08%hows that the economic significance of
the effect of conditional volatility on joint oca@nces of extreme negative returns is much

higher in Asia compared to other regions.

The exchange rate mechanism and monetary policgitiams (being translated through interest
rate level) are crucial elements for banking sysstability. We include the average exchange
rate change in the region and the average inteatstevel in the region as independent variables
to check the significance of these variables orkiognsystem fragility. More specifically, we
test the hypothesis that the fall in domestic cqwies and higher interest rate level, on average,
indeed lead to more coexeedances in the regione$timates are shown as ‘Model 2’ in table
4.5. We find that currency depreciation aggravdiaesking system fragility in all regions;
however, the economic magnitude of currency deatieci is much higher in emerging regions
(Asia and Latin America). We find that 1 standaelidtion fall in domestic currency value
would increase the probability of 1 exceedance WA&% and 0.025% in Asia and Latin
America. Similarly, for the extreme event of fourroore coexceedances, a 1 standard deviation
increase in average exchange rate in the regiondwoarease the probability by 0.003% and
0.001% in Asia and Latin America respectively. Alight monetary policy in the region tends
to deteriorate banks’ balance sheets. Therefoeeywauld expect that higher level of interest
rates increases the probability of joint occurrenoé negative extreme returns in banking
indices. Our results are in line with our expectasi in Asia and Latin America. In terms of
economic magnitude, we find that 1 standard deonaiincrease in interest rate level increases
the probability of 1 exceedance by 0.032% and @®2Y Asia and Latin America respectively.

It increases the probability of four or more coeedances by 0.004% and 0.001% in Asia and
Latin America respectively. The inclusion of averaghange in exchange rate and average
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interest rate level increases the pseudo-R2 fr@w%.and 4.08% to 6.58% and 5.55% in Asia

and Latin America respectively.

In sum, we find that an increase in regional coodél stock market volatility, a fall in
currencies and a rise in interest rate levels 8aamtly increase banking system fragility in Asia
and Latin America. In terms of economic significanwe find that banking system fragility in
Asia has been affected most by these covariatesedwer, we find that the common variables
collectively explain very little variation of joimbccurrences of extreme negative return in less
developed regions (pseudo-R2: 6.58% and 5.55% ia Asd Latin America respectively).
Moreover, we find that the effect of common shockgegional banking system fragility has the
same directions as we find in Bae at al (2003); énaw, the magnitude of the marginal effects
are different for banking coexceedances and totaket coexceedances. More specifically, by
comparing our results with Bae et al (2003) resthist use coexceedances in total market
indices, we find that the marginal effects of cdiodial volatility and exchange rate are higher
for total market indices (Bae et al (2003)); wherdhe marginal effect of interest rate is higher

on banking system fragility compared to total markeices.

45.2 Effect of banking system characteristics on regional banking system fragility

The central question of this chapter is whetherdggonal banking system characteristics matter
in safeguarding banking system stability. In patc, we assess the role of banking system
liquidity, diversification in banking activities, ompetition in the banking industry and
capitalization of the banking system. These charestics are obtained from banks’ balance
sheets on an annual basis and we repeat the \@lties preceding year in all daily observations
in the current year. We include these regional ankystem characteristics in our multinomial
logistic regressions and also control for the éftdccommon macro factors. We use the number
of coexceedances in the region as dependent wariabd introduce banking system
characteristics one by one in successive modelewbntrolling for common macro factors. For
reasons mentioned earlier, we are more interestéldei analysis of banking system fragility in
emerging markets of Asia and Latin America. In ¢alll6é we report our estimation results,

wherein panel (a) provides estimates for Asia aatep(b) shows results for Latin America.

<please insert table 4.6 here>
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4.5.2.1Aggregate Banking System Liquidity

In Subsection 2.2., we have argued that bankingesydiquidity serves as a buffer against
liquidity shocks. A reasonable level of aggregastaKing system liquidity is important for
individual banks to get funds from the market withpaying extraordinary premiums. This also
discourages parking of funds for short-term besefitd improves market-participants resilience
on interbank activities. Resultantly, this improvke efficiency of interbank market at country
and regional level, thus reduces the chances okceeeglances. We test this hypothesis by
investigating whether the banking system liquiditgnificantly affects the probability of joint
occurrences of extreme negative returns. We usarr@w definition of liquidity that includes
cash and cash equivalent as percentage of totalsa@se label it as ‘narrow liquidity’ in our
analysis). In model 1 of table 4.6, we report thHeeat of the narrow liquidity on joint
occurrences of extreme negative return while cdimtgpfor all common macro factors. We find
that a higher liquidity significantly reduces thelpability of coexceedances in all regions. But
the effect decreases in magnitude for a higher mmmobcoexceedances. Moreover, the effect in
Latin America, in comparison to Asia, is higher fbrexceedance but is lower for 2 or more
coexceedances. Our results are in line with Kagafoors and Lanine (2008) argument that
availability of liquid assets at aggregate level effectively mitigate coordination failures in the
interbank market and ensure financial stability. rMspecifically, we find that 1 standard
deviation increase in liquidity of banking systemcrease the probability of 1 exceedance by
1.713% and 3.221% in Asia and Latin America respelst The same change decreases the
probability of 4 or more coexceedances by 0.443% @276% in Asia and Latin America
respectively. With the inclusion of liquidity of bking system, the pseudo-R2 has increased to
from 6.5% and 5.5% to 8% and 7% in Asia and Latmehica respectively. We also check the
robustness of our results employing a broader diefmof liquid assets (that includes cash and
cash equivalents, listed securities, treasury,billser bills, bonds and equity investments). We
label it as ‘broader liquidity’. We find that bamig systems in Latin America, on average, are
more liquid compared to banking systems in Asiajuid assets represent 32 percent of total
assets in Latin America and 21 percent in Asia. €ffect of broader liquidity on regional
banking system fragility is significant for up to Gexceedances in Asia and up to 2

coexceedances in Latin America (model 1A, tablg.4l&e effect is more significant in Asia
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because Asian banking systems have relatively Beggturities investments that are volatile

during period of market turbulences and raise tiodability of extreme low returns.

4.5.2.2Diversification in Banking Activities

Prior research provides significant evidence fodigersification discount’, which means that
financial conglomerates have lower market valua théhose conglomerates were broken down
into financial intermediaries that specialize ire tmdividual activities (Laeven and Levine
(2007)). Moreover, banking system stability redugdsen banks engage in non-traditional
activities in addition to their core commercial keng activities (De Jonghe (2010)). Noninterest
income, particularly trading, is quite volatilexca the correlation between net interest ineom
and noninterest income is rising as product libks and banks increasingly substitute
nontraditional sources of income for interest meo This means that the banking industry
may not realize the reduction in volatility andkrithat some are expecting (Stiroh (2004)).
Therefore, it is argued that specialization in itradal activities results in lower systemic
banking risk. In that sense, financial conglomerais unable to reduce systemic risk similar to
Wagner (2006) theory that diversification redudsk at individual institution level, but from the
financial system’s point of view it just reallocateks among institutions within the financial

system and tend to expose each institution todheesexternal shocks.

In our analysis, we started with the Laeven andingy2007) measure of diversity in banking
activities in our multinomial logistics model. Wablel it as ‘asset diversity’ in our analysis. They

define asset diversity as follows:

1 (Net Loans—Other Earning Assets) (4)

Total Earning Assets

where other earning assets include securities mresiments and total earning assets is the sum
of net loans and other earning assets. This measnréake values between 0 and 1 with higher
values indicating greater diversification. In theéreme case with net loans equal to other earning
assets, this measure is equal to 1 representihgif@rsification. On the other extreme, the no

diversification case is a bit tricky as the meastales 0 values when the banking system is
either completely specialized in loan activitiesigsues no loans at all. In short, the measure
gives the overall level of diversification in bangi activities but does not provide information

about holding portfolios. Though banks are his@hcinvolved in loan-making activities, the
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concept of financial conglomerate has tremendonsheased the scope of financial services that
banks offer nowadays. This measure gives divergasylts in our analysis. We find that a
higher degree of asset diversity reduces the piltyalf¥ coexceedances in Asia, and increases
the probability of coexceedances in Latin Americedel 2, table 4.6). These diverging results
are not necessarily surprising because this measutiee case of low diversification, is unable
to differentiate whether a banking system concésdraon loan-making activities or other
activities. Our conjecture for the different sigosasset diversity measure in Asia and Latin
America is that banking systems in Asia are momtered on loan-making business than in
Latin America. We already reported that Asian bagksystems, on average, have higher net
loans relative to other earning assets (i.e. 54quetrof total earning assets); whereas banking
systems in Latin America, on average, have lowelaans relative to other earning assets (i.e.
44 percent of total earning assets). Thereforeait be argued that banking systems in Latin
America are relatively less involved in loan-makengfivities, so further diversification tends to
increase loan making activities and thus increlhsdikelihood of a banking system being in the
bottom tail. Therefore, based on our findings, wanmot support the argument that
diversification tends to increase banking systeagifity when banks have low net loans
compared to total earning assets. But our findiags based on regional analysis, while other
studies use country level data to corroborate ttzatitional banking activities result in lower

systemic banking risk.

As an alternative to the asset diversity measuggested by Laeven and Levine (2007), we use
loan to total earning assets ratio as a proxy &mkb’ focus on traditional loan-making activities
(i.e. level of diversification).We label it as ‘loaatio’ in our analysis. In that sense, it is
expected that an increase in loan making activiaepercentage of total earning assets would
reduce the probability of fragility in the finantgystem. In model 2A of table 4.6, we report the
effect of diversification in a particular region dhe joint occurrences of extreme negative
returns in that region. We find that an increasiogus on traditional loan making activities
increase the likelihood of a single country excegdHowever, it has no significant impact on a
higher number of coexceedances. Wagner (2006)dudigues that similarities among financial
institutions unambiguously raises the likelihood ®fstemic crisis because a shock that
previously affect only a small part of the finanggstem, now affecting a large portion of the

system and possibly result in failure of the whéleancial system. Thus the increase in
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similarities due to diversification facilitates d¢agion because the failure of one institution
increases difficulties for other institutions wisimilar portfolios. The joint effect can be even

bigger than the sum of individual effects. To inigete this issue further, we incorporate the
heterogeneity in focus on banking activities acrmastries in a region as explanatory variable.
This heterogeneity is measured through the standievdtion of loan/total earning assets ratio
across countries for each individual trading daye \abel it as ‘country heterogeneity’ in our

analysis. We find that more heterogeneity in thanltotal earning assets ratio deteriorates
regional banking system stability in Latin Amer{caodel 2B, table 4.6).

4.5.2.3Competition in Banking Industry

Similar to diversification activities, the literauon the effect of banking competition on banking
system stability is inconclusive. As discussed inbsection 2.2, two views exist, the
competition-fragility view and the competition-siigly view. One may argue that these views
are about competition and individual bank stahildyt not regional banking system stability.
Indeed the theory is not specifically about theeetffof competition and bank stability at the
regional level. But what we are doing here is natstically different from those models. We
aggregate individual bank behavior at the regideatl. If the aggregation is correct, banking
systems at the regional level should behave as\tipzedicts.

Our findings are supportive of the competition-gigbview. We gauge competition in banking
industry through C5 measure of the level of conediain, which is the ratio of total assets of the
largest five banks to total assets of all banks.l&¥el it as ‘concentration’ in our analysis. The
estimates are shown in model 3 of table 4.6. Wd fimat higher level of concentration in
banking industry significantly increases the praligbof 1 and 2 coexceedances in both Asia
and Latin America. Moreover, in Latin America, tinerease in concentration also increases the
likelihood of four or more coexceedances. In temfiseconomic magnitude, we find that 1
standard deviation increase in concentration wiltréase the probability of 1 and 2
coexceedances by 4.106% and 1.012% respectivelixsia; and by 4.338% and 0.958%
respectively in Latin America. These findings angetfor both Asia and Latin America, but the
impact is higher in Latin America. Our support tmmpetition-stability view in Asia and Latin
America may still be consistent with Martinez-Miexad Repullo (2010) U-shaped relationship

between competition and the risk of bank failurleey argue that the competition-stability view
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identified by Boyd and De Nicolo (2005) tends tardoate in monopolistic markets; whereas
competition-fragility view dominates in competitivearkets. We find that the monopolistic
market structure in these regions (the five lardpagtks in the majority of the countries in Asia
and Latin America hold 60 percent of total assdétthe banking system), requires an increase
competition for banking system stability, but weyntiee unable to identify the upward leg of the

U-shaped relationship.

4.5.2.4Capitalization of the Banking System

Bank capital provides a cushion against insolvesicindividual bank level. But from a macro
perspective, the capital adequacy regulationsndividual banks fail to incorporate the systemic
risk on account of correlated portfolio positiomsthe banking system and potential domino
effects as a consequence of interbank exposuresafid Mello (2008)). With this notion we
investigate whether regions with a higher aggredatgree of bank capital exhibit less banking
system fragility. We use the total equity of thgiom-wide banking system instead of focusing
on bank capital for each bank. We label it as ‘@ation’ in our analysis. The results are
reported as model 4 in table 4.6. We find that tgreeapital significantly reduces the probability
of 2 coexceedances in Asia and up to three coegoeed in Latin America. However, we do not
find any significant effect of greater degree opitalization of the banking system on the
probability of four or more coexceedances in Asid &atin America. In sum, it seems that a
better capitalized system reduces the likelihood laiwer number of coexceedances. In contrast,
it does not dampen the likelihood of an extreme Inemof coexceedances. We also investigate
whether the heterogeneity in bank capitalizatiomagncountries play a role in regional banking
system fragility. Results are shown as model 4aainle 4.6. In Asia, we find that the
heterogeneity in bank capitalization across coastwould significantly increase the probability
of banking system fragility in the region. Howevaer, Latin America, there is no significant

impact of heterogeneity in bank capitalization egional banking system fragility.

4.5.2.5Summary of the Effect of Banking System Charatitesis
We now summarize the effects of banking systemadtaristics on regional banking system

fragility. We find that liquidity of banking systens the most important factor to reduce the

'8 We are cautious in interpreting these result (wérethe deteriorating banking system characterigtioceases the
probability of coexceedances or higher coexceedzaleaal to the deterioration of banking system atarsstics, the
exact causality is not very clear in this regard).
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probability of coexceedances in all regions, bet ¢fffect decreases in magnitude for the higher
number of coexceedances in Asia and Latin Amerite result is consistent with alternative
definition of liquidity as well. The banking systerapital also plays significant role in reducing
the probability of coexceedances in the region; éxa@w, we find that the effect of capitalization
is more significant in Latin America as comparedAgia. From the industry point of view, our
findings are supportive of the competition-stapiliiew in the monopolistic market structure in
Asia and Latin America. We find that increase imgetition in banking industry significantly
reduces the probability joint occurrences of exeaemgative return in both regions. The result is
consistent with Martinez-Miera and Repullo (201€juanent that competition-stability view is
dominant in monopolistic market structure. We disd that focus on traditional loan making
activities though increase the likelihood of singleuntry in bottom tail, but no significant
impact on joint occurrences of extreme negativarnstin multiple countries in the region. The
inclusion of banking characteristics increases axgtory power of model in all cases, which
suggest that these characteristics can predictifigusistem fragility in the region. The pseudo-
R2 is around 0.08 in Asia and 0.07 in Latin Ameficamost of the regressions reported in this

section.

4.5.3 Contagion within region and across regions

We now investigate whether there is any evidenaectmtagion within region and across
regions. We define contagion within region as tbetipn of regional banking system fragility

(joint occurrences of extreme negative returnsj thanot explained by the region’s banking
system characteristics and common variables. Cmmtaarross regions is the portion of a host
region’s banking system fragility that is explaingyg the joint occurrences of extreme negative
returns in other triggering regions, after contngll for the host region’s common factors and
banking system characteristics. We capture the ecingiacross-regional contagion by including
the number of coexceedances in the triggering neg® an explanatory variable. Its marginal
change reflects the extent of cross-regional ceomatihirough an increase in probability of joint

occurrences of extreme negative returns in hosbmelgy a unit increase in regional banking

system fragility in triggering region.

In table 4.6, we also reported that McFadden ps&&levith our estimations for the effect of

banking system characteristics and macro factorbamking system fragility, which is around
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8% in Asia and 7% in Latin America. This gives soighea that there is a considerable portion of
joint occurrences of extreme negative return thatat explained by banking characteristics and
common macro factors together. We find similar exice of contagion within region as reported
in Bae, Karolyi and Stulz (2003) that contagiorfetdi$ across regions and it is stronger in Latin
America than in Asia. Moreover, we find that theepdo-R2 is substantially lower in the

emerging market regions (Asia and Latin Americhgréfore, we argue that contagion within

region is higher in emerging market regions, inggah
<please insert table 4.7 here>

For cross-regional contagion, we include the nunab@eoexceedances in the triggering region as
an explanatory variable. If the coefficients ofgbevariables are positive and significant, after
controlling for the host region’s banking systenau@tteristics and common macro factors, then
we interpret this as the evidence of contagion fthat particular triggering region. In order to
evaluate the extent of contagion we take margihahge in coexceedances probabilities of the
host region with respect to change in coexceedaimmcésggering region at the unconditional
mean of the covariates. Following Bae, Karolyi &tdlz (2003), we use 1 day lag for the US
and Latin American coexceedances in case of Astherwise all coexceedances are
contemporaneous. The results are reported in taBleThe upper panel reports the contagion
effect to Asia from coexceedances in other regigvs.find significant cross-regional contagion
in Asia. The contagion effects in Asia from LatiimArica, Europe and the US are reported as
Model 1, Model 2 and Model 3 respectively. Modekgports contagion effect from all triggering
regions simultaneously. The cross-regional contagibect is significant at 1 percent level for
all number of coexceedances when it is triggerethfthe US; whereas, the contagion triggered
from Latin America and Europe have significant effen 2 or more coexceedances in Asia. For
economic significance, we find that the US, on ager has the highest contagion effect to Asia.
Similarly, the contagion effect to Latin Americansported in lower panel of table 4.7. The
cross-regional contagion from all regions is sigaifit for any number of coexceedances in Latin
America at 1 percent level. However, the economigdact is low in case of contagion from Asia
compared to the US and Europe, which makes sensdodgeography and economic ties of
Latin America with the US and Europe. In short, fied that a significant cross-regional

contagion effect from all regions but the magnituifers across regions. In particular, the
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effects of Europe and the US on Asia and Latin Acaeare significantly higher compared to the
effect of Asia and Latin America among themselWdsre specifically, in Asia, the marginal
effect is higher for cross-regional contagion effieom Europe, whereas in Latin America, the
effect from Europe and the US is almost identical.

4.5.4 Response curves of the effect of regional and contagion variables on banking system
fragility

In line with Bae, Karolyi and Stulz (2003) we armdy“coexceedances response curves” to
assess the impact of covariates on the probalmlitgoexceedances. These response curves
provide a complete picture of the effect of changescovariates on the probability of
exceedances compared to the above-mentioned paetiahtive that are estimated at the means
of the regressors because the probabilities arénsatr functions of the regressors. We examine
the effect of common/macroeconomic variables oratieg coexceedances of banking systems
in a region. We separately plot the probabilitycoexceedances as a function of each common
factor and banking system characteristic over thelavrelevant range. These plots permit us to
better assess how the probability of coexceedaamesffected by changes in regressor. The
different areas of the plot correspond to differeméxceedances levels. Plotting the probability
of exceedance as a function of the regressor dvemihole relevant range of the regressor.
Figure 4.4a and 4.4b provide coexceedances resmpomges of Asia for common factors and
banking system characteristics respectively. Shhgilafigure 4.5a and 4.5b show the

coexceedances response curves for Latin America.
<please insert figure 4.4 and figure 4.5 here>

We find that the curves are highly nonlinear thggort the use of a multinomial logistic model.
The increase in conditional volatility strongly reases the probability of all coexceedances
throughout the continuum both in Asia and Latin Altee The exchange rate changes play a
significant role only if it exceeds a certain threkl level. The subtle increase in exchange rate
has negligible impact on the probability of coexda®ces, whereas the effect on probability of
coexceedances increases exponentially with theaserin magnitude of exchange rate changes.
Lastly, the increase in interest rate level hasoatma linear effect on the probability of
coexceedances. As far as the magnitude is concenmefind that only higher interest rate level
can significantly increase probability of coexceasmks. With regard to banking system
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characteristics, we find that aggregate liquiditiyl veduce the probability of all coexceedances
in the entire range in Asia and Latin America. Wserve a flat curve for the effect of banking
system capitalization in Asia; whereas in Latin Aie, it will significantly reduce the
probability of coexceedances. The non-linearitg@@xceedance curve is due to the probability
response of changes in common factors are depengent the current level of the common
factors. This is important because the bankingesydtagility is an extreme event and the effect
of macro factors under extreme condition is not #ane as it could be under normal

circumstances.

455 Banking characteristicin host region and cross-regional contagion

We reported earlier that contagion within regiors hagher likelihood in emerging market
regions than in developed regions. The next inteiggjuestion to ask is whether the banking
system characteristics in emerging market regiomg hany influence on the cross-regional
contagion effect. We specifically investigate wlestlthe host region’s level of aggregate
liquidity, diversification, competition, and capiation dampen cross-regional contagion. We
expect that higher liquidity and capitalizationtbe host region provide better support against
cross-regional contagion; whereas the effect ofemication in banking activities and
competition in banking industry on cross-regionahtagion is ambiguous. In order to test
econometrically, we extend our multinomial logistimodel of cross-regional contagion with
interactions of the cross-regional contagion vdeiadnd the host region’s banking system

characteristics in successive models.

The measurement of interaction effect in nonlineedels is not straightforward as Ai and
Norton (2003) argue that it is not equal to thegmaal effect of interaction term. They provide
an alternative measure, but the magnitude of iotiera effect as well as its standard error is
different for every data point and is generally reno even for a model with no interaction term.
This makes it impossible to draw an overall statitinference for the sample using the Ai and
Norton measure (Greene (2010)). Similarly, there as disagreement among applied
econometricians about interpretation of the intéoac effect. Some use interaction term
coefficient alone to draw inference about interacteffect while others find it incorrect. They
argue that the cross partial derivative of the phility of occurrence with respect to interacted
covariates can, for some observations, have the oposite to that of the interaction term
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coefficient. However, Kolasinski and Siegel (20K)ow that this sign flip results from a

mechanical saturation effect that, in many casesfino importance to researchers primarily
concerned with proportional, rather than absolutegmal effects. For such researchers, the
interaction term coefficient provides a more meghihmeasure of interactive effects than does

the cross-partial derivative of the probabilityeifs
<please insert table 4.8 here>

Hence we report both the interaction term coefficias well as the Ai and Norton (2003)
measure without going into technical complexiti#se upper panel of table 4.8 reports the
results for Asia, whereas the lower panel provieesience for Latin America when including
interaction terms between contagion and regionsi banking system characteristics. In general,
we find that banking system characteristics in Asiad to affect the magnitude of cross-region
contagion when it is triggered from Latin AmericadaEurope; whereas in Latin America,
banking characteristics will affect the magnitudecmss-regional contagion from the US only.
Moreover, liquidity and capitalization in the hastgion have more significant affect on the
magnitude of cross-regional contagion compared it@rsification and concentration. For
example, aggregate liquidity (narrow) and capitdlan in Asia will reduce the magnitude of the
cross-regional contagion effect from Latin Ameridagwever, the interaction effects are
statistically significant for 1 and 4 banking systeoexceedances in Asian region. Moreover,
diversity and concentration will significantly reckithe magnitude of cross-regional contagion
effect from Europe. For Latin America, we find tlahigher liquidity (cash) and capitalization

will significantly reduce the magnitude of crosgjimnal contagion from the US.

In order to evaluate the behavior of interactiofedf over the entire range of explanatory
variable we construct the Ai and Norton (2003) mieagSee appendix 1 for the details of Ai
and Norton (2003) interaction effects and how tadr¢heir graphs). We construct a binary
dependent variable that has value 1 when 2 or mmegceedances occur in the host region else
0. We check the interaction effects of all possdadebinations of banking system characteristics
and cross-regional contagion variables, but for dhke of brevity we report only significant
interactions effects using graphs in figure 4.6. Wl that the graphical evidence though
support our earlier conclusion about the effectbaihking system characteristics on the

magnitude of cross-regional contagion effect, luisimore significant for lower predicted
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probabilities of cross-regional contagion from geging region to host region. This implies that
when there is a strong likelihood of cross-regiarmitagion then banking system characteristics
in the host region fail to affect its magnitude. fdespecifically, we find that liquidity in Asia
will reduce the magnitude of cross-regional cordageffect from Latin America; whereas
diversity and concentration will reduce the magméof cross-regional contagion effect from
Europe (see panel (a) of figure 4.6). For Latin Acee we find that banking system
characteristics (liquidity, concentration and caliation) will reduce the magnitude of cross-
regional contagion effect from the US only (seegbdb) of figure 4.6).

<please insert figure 4.6 here>

4.5.6 Do individual country banking characteristics matter?

Acknowledging the fact that banking system stap#it country level is as important as regional
banking system stability, we investigate what bagksystem characteristics and/or common
macro variables influence the likelihood of an indual country to be part of a coexceedance.
For this analysis, we construct a binary depengartble whose value is 1 when the country
also coexceed with at least one other country éenrdgion; else the binary dependent variable
takes value 0. We use the same set of independeables (macro variables as well as banking
characteristics) as before but now these variadlesobserved both at country level and at the
regional level. We use a probit model to estimaéie probability of a country being part of
coexeedances and control for common variables andtitg characteristics at regional level.
The upper panel of table 4.9 presents results §im And the lower panel shows results for Latin
America. We find that the effect of common variabét country level is similar to the effect at
regional level but their economic magnitude is msictaller.19

<please insert table 4.9 here>

In Asia, we find that aggregate liquidity20 is tineost important factor that reduces the
probability of an individual country to coexceedoywided other countries are already
coexceeding on a particular day. The results aresistent with aggregate liquidity both at

regional level and at country level. Apart from eggate liquidity, a higher level of banking

2 we do not report these results for the sake ofityrev
%2 We use narrow definition of liquidity for countrguel analysis in both Asia and Latin America.
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system capital at country level also significantgduces the probability of that country’s
coexceedance even though regional banking systpitakization is insignificant. Moreover, we
find that the concentration in banking industrycatintry level reduces the probability of that
country to be included in the joint occurrence xtreme low returns. This is different from our
earlier result that supports competition-stabiligw at regional level. At country level, our
results are in favor of competition-fragility viethat intense competition among banking
institutions in a country will increase the chanadsthat country to be included among the
countries have joint extreme negative return oardiqular day. On the other hand, the emphasis
on loan-making activities at regional level inceeabe probability of individual country to

coexceed when other countries have joint occurrehegtreme low returns.

In Latin America, we find that increase in aggregdiquidity and/or banking system
capitalization at regional and country level sigrahtly reduce the probability of an individual
country to coexceed with at least one another ecgumtthe region. The concentration in banking
industry though significant at both regional andirtioy level, but has opposite signs. We find
that higher concentration at regional level incectige likelihood of an individual country to be
part of the countries that have joint extreme negateturns, but at the country level it reduces
the likelihood in similar fashion as in Asia. Redjag diversification, we find that the increase in
focus on traditional loan-making activities at ctsyrievel has a significant positive effect on
probability of an individual country to coexceedtwothers in the region. This result is different
from the incidence of significant positive effedtthe same variable, but at regional level in
Asia.

<please insert table 4.10 here>

Beside factors within region, we also explore whketthe cross-regional contagion effect can
influence the likelihood of an individual country toexceed. To achieve this task we introduce
cross-regional contagion effect through binary atale whose value is 1 when two or more
countries coexceed in the triggering region. Tahl reports cross-regional contagion effect
from triggering region in Asia and Latin America.eWind that contagion effects in Asia are

statistically significant at 1 percent from allggiering regions, but the economic significance is
minimal in case of the United States. However,dbetagion effect from the US is statistically

insignificant when we include the contagion varggbfrom all regions simultaneously in model
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4. Similarly, in lower panel, we find that contagieffects in Latin America from all triggering

regions are also significant at 1 percent levelrédwer, the contagion effect from all triggering
regions remain significant at 1 percent level ewdren they are included simultaneously in
model 4.

4.6 ROBUSTNESS

In this section we analyze the robustness of eardipalysis using alternative model
specifications. First, we check robustness of apetident variable using alternative measures
for regional banking system fragility. In our imitianalysis we define banking system fragility
through the number of coexceedances in the regioa jparticular day. We have five categories
that are 0, 1, 2, 3 and 4 or more; which represi@siumber of countries having joint extreme
negative returns on that day. Higher number of ceesances is thus referred to more fragile
regional banking system. Due to the nature of ogpetident variable we use multinomial
logistics model. Now let assume that we are narested in actual number of coexceedances on
a particular day; rather we are interested in thestjon whether regional banking system is
stable or fragile under given values of commondectind banking system characteristics. We
construct a binary variable with value 1 when 2nwore countries coexceed in the region
(represents fragility of regional banking systersee) (represents stability in regional banking
system). For this analysis we use probit model whén same set of independent variables. We
find that all common variables and banking charasties significantly affect the probability of
banking system fragility in the region. We repastimation results in table 4.11, wherein it is
evident that conditional stock market volatilityyreency depreciation, and increase in interest
rate level will increase the probability of regibreanking system fragility in Asia and Latin
America. Similarly, we find that the increase irgegpate liquidity and competition will reduce
the probability of regional banking system fragilih both regions; whereas capitalization will
diminish the probability of regional banking systefragility in Latin America only.
Diversification in banking activities fails to affethe probability of banking system fragility in
any region. We also investigate the cross-regiaoatagion and results are reported in table
4.12. Once again we find that both Asia and Latmekica are affected significantly by cross-
regional contagion from all other regions. The exnit magnitude of cross-regional contagion
effect from Europe is the highest, followed by tomtagion effect from the US in both Asia and
Latin America.
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<please insert table 4.11 and table 4.12 here>

Second, we check robustness with respect to ousumeaf cross-regional contagion. In our
previous analysis, we follow Bae, Karolyi and Stuf2003) and use the number of
coexceedances in triggering region as contagiocator. But we have multiple countries from
Asia and Latin America; whereas the US and Eurapetraated as single entities. Resultantly,
we have different cross-regional contagion varidbieemerging market regions (Asia and Latin
America have variable with values from 0 to 4) a@edeloped regions (the US and Europe have
binary variable). In order to be consistent amotigceoss-regional contagion variable we
construct a binary cross-regional contagion vaedbt Asia and Latin America, whose value is
1 when 2 or more countries coexceed, else 0. Wehiséndicator variable to re-investigate the
cross-regional contagion that is triggered fromaAsr Latin America in multinomial logistics
model and results are reported as ‘2 or more c@sbarees’ in table 4.13. We find that cross-
regional contagion that is triggered from Asia @tih America is significant for all number of
coexceedance in the host region. In terms of ecanomagnitude we find that cross-regional
contagion has the highest effect on 2 coexceedandesst region. Alternatively, we construct a
binary variable for Asia and Latin America directisom regional banking indices through
Datastream (a similar approach is used for thetoact®on of binary variable for the US and
Europe). This variable has value 1 when daily totafket return lies below 5th percentile on a
particular day. The cross-regional contagion thiotigs binary variable is reported as ‘Regional
Index’ in table 4.13. We find that cross-regionahtagion effect is robust to all specifications of

indicator variables.

<please insert table 4.13 here>

4.7 CONCLUSION

In this chapter we investigate regional bankingeysfragility and explore contagion within and
across regions. We define regional banking systesgility through the number of joint
occurrences of extreme negative returns in bankysjem indices. We use common macro
variables and banking system characteristics alseajory variables of regional banking system
fragility. We find that an increase in regional ddional stock market volatility, a fall in
currencies and a rise in interest rates signiflgantrease banking system fragility in Asia and
Latin America. In terms of banking system charastes, we find that higher regional banking
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system liquidity is the most important factor taluee the probability of coexceedances in all
regions, but the effect decreases in magnitudeHerhigher number of coexceedances. The
banking system capital also plays significant roleeducing the probability of coexceedances in
the region; however, we find that the effect ofitaljzation is more significant in Latin America
as compared to Asia. Regarding the impact of bankompetition, we find that an increase in
competition significantly reduces the probabilifyj@int occurrences of extreme negative returns
in both regions. Furthermore, we find that a fooustraditional loan making activities though
increase the likelihood of a single country in bHatom tail, has no significant impact on joint

occurrences of extreme negative returns in multiplantries in the region.

We also explore contagion within and across regitves define contagion within region as the
portion of regional banking system fragility (joiatcurrences of extreme negative returns) that
is not explained by the region’s banking systenratiaristics and common variables. We find
similar evidence of contagion within region as md in Bae, Karolyi and Stulz (2003) that
contagion differs across regions and it is strongdratin America than in Asia. Moreover, we
find that the pseudo-R2 is substantially lowerhe emerging market regions (Asia and Latin
America); therefore, we argue that contagion witi@gion is higher in emerging market regions,
in general, compared to developed regions. Forsemgional contagion, we find that, in Asia,
the effect is significant at the 1 percent leveldth number of coexceedances when it is triggered
from the US, whereas contagion triggered from LAtimerica and Europe have significant effect
on 2 or more coexceedances. In terms of economignitu@e, in Asia, the cross-regional
contagion effect that is triggered from the US ighlest. In Latin America, the cross-regional
contagion effect from all regions is significant fany number of coexceedances at 1 percent
level. However, the economic significance is lowhe case of contagion from Asia compared to
the US and Europe. In short, we find that crosseregy contagion is significant but differs in
magnitude across regions. The cross-contagionteftdcEurope and the US on Asia and Latin
America are significantly higher compared to théedf of Asia and Latin America among

themselves.

We also explore whether banking system charadtexigt emerging market regions have any
influence on the cross-regional contagion effece fivid that aggregate liquidity significantly

reduces cross-regional contagion from Latin AmenicAsia and from the US in Latin America.
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Banking concentration significantly reduces thetagion effect from Europe in Asia, but it
increases contagion-effect from the US in Latin Aice Asset diversity reduces cross-regional
contagion effect from Europe in Asia only. Capi#ation works only in Latin America in

reducing contagion effect from the US.

Lastly, we investigate what banking system charesties and/or common macro variables
influence the likelihood of an individual country toexceed when other countries in the region
have joint occurrences of extreme negative retdNes find that aggregate liquidity and banking
system capitalization significantly reduces thebatality of that country’s coexceedances in

both Asia and Latin America.

A natural conclusion of this research for policykes is that the policy coordination at the
regional level is needed to ensure financial stgbih the global framework of multinational
financial conglomerates. Banks are the most fragggtutions in the financial industry and their
instability is most costly because of the interligks with other banks and the real sector of the
region. Therefore, central banks that are resptngidr monetary and financial stability to
ensure sustainable economic growth, should caugyioesaluate economic and banking
developments in the whole region next to their owwuntry’s economic and financial

environment.
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Table 4.2(a): Coexceedances in Banking Indice:

Number of Negative Coexceedances Number of Positive Coexceedances
Mean Mean
return return
when>=4 >=4 3 2 1 0 0 1 2 3 >=4  when >=4
CHN -4.69% 19 17 41 113 2497 2451 121 45 17 7 7.32%
KOR -7.40% 28 34 54 74 2497 2451 78 61 27 24 7.42%
PHL -4.16% 33 31 54 72 2497 2451 89 57 21 23 3.35%
TWN -4.66% 30 26 42 92 2497 2451 109 47 16 18 5.52%
INA -5.74% 25 22 53 90 2497 2451 97 56 23 14 6.83%
IND -7.77% 29 22 52 87 2497 2451 84 57 26 23 10.07%
MAL -4.21% 35 41 55 59 2497 2451 74 59 28 29 5.29%
PAK -7.18% 11 18 38 123 2497 2451 100 58 20 12 5.43%
SRI -3.87% 12 8 43 127 2497 2451 115 55 14 6 3.70%
THA -6.06% 38 33 48 71 2497 2451 76 57 27 30 8.58%
Total -5.57% 55 84 240 908 2497 2451 943 276 73 41 6.35%
0

ARG -7.07% 33 29 41 87 2832 2744 102 55 16 17 8.39%
BRA -4.91% 33 30 48 79 2832 2744 97 56 19 18 6.25%
CHI -3.34% 25 17 39 109 2832 2744 103 55 16 16 4.30%
CcoL -4.00% 19 17 41 113 2832 2744 136 39 7 8 4.03%
MEX -6.28% 32 23 44 91 2832 2744 121 38 17 14 6.87%
PER -3.66% 24 15 39 112 2832 2744 122 41 13 14 3.74%
VEN -4.67% 11 13 38 128 2832 2744 148 34 5 3 3.94%
Total -4.85% 40 48 145 719 2832 2744 829 159 31 21 5.36%

The dataset consist of 3784 daily returns from eamimtry during the sample period (July 01, 1994€&zember 31, 2008).
When daily returns are sorted in ascending ortier|dwest five percent data points correspond tgaliiee coexceedances and
highest five percent are labeled as Positive camlaeces. Coexceedance represents the joint occesref coexceedances
across countries by day. A 0 coexceedance meaosumtry exceed on that day in the whole region.il&ity, any number (1,
2, ...n; where n is the total number of countrieshia region) of coexceedances can be observed orea day. We report
negative (left panel) and positive (right panelgxteedances separately. For example, in Asia, Hrer@497 days when no
country has negative coexceedance but it is pestilat a number of countries have positive coexamsess during those days.
We have stratified the number of coexceedancesfmto groups (1, 2, 3, and >=4). At the bottom atle block, the total
number of days is reported for each number of ceedance. For example, out of 3784 trading dayshave observed 908
days when only 1 country negatively exceeds in ASimilarly, we find 240 days when 2 countries ameed (negative) and 55
days when 4 or more countries coexceed in Asiahiwigach region, we also mention how often a paleiccountry exceeds.
For instance, we find that China is the only coymin 113 days out of 908 days when 1 country ha&4b extreme return.
Similarly, there are 19 days out of 55 days whelin€lis among those 4 or more countries that hawe grcurrences of
negative coexceedances. The first (last) columresginean returns when 4 or more countries have imeggiositive)
coexceedance. The bottom row ‘Total’ provide meaturn irrespective of which countries are includetiereas numbers
associated with country are mean return of thaiquéar country when it is among those 4 or morertdes. For example, in
Asia, the average daily return of all countrieshinose 55 days is -5.57 percent. Whereas, the avelaity return for China in

those 19 out of 55 days is -4.69 percent.
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Table 4.2(b): Monte Carlo Evidence onCoexceeances in Banking Indices

Number of Negative (co-)exceedances Number of Positive (co-)exceedances
>=4 3 2 1 0 0 1 2 3 >=4
Panel A: Asia
Actual 55 84 240 908 2497 2451 943 276 73 41
Multivariate Normality 0
Simulated Mean 19.38 70.31 289.64 1020.09 2385.06 2385.26 1019.65 289.81 70.52 18.76
Standard Deviation 5.62 7.25 14.10 26.01 15.69 15.27 25.04 13.27 7.35 5.48
5th Quantile 10 59 267 980 2358 2361 979 268 59 10
95th Quantile 31 83 313 1067 2410 2411 1062 313 83 31
p-value 0.000 0.000 0.000 0.000 0.405 0.245 0.000 0.000 0.000 0.000
Panel B: Latin America
Actual 40 48 145 719 2832 2744 829 159 31 21
Multivariate Normality
Simulated Mean 6.68 35.57 181.39 825.88 2734.48 2734.42 826.27 180.94 35.54 6.83
Standard Deviation 3.48 5.41 11.18 21.51 12.41 12.54 21.28 10.88 5.45 3.56
5th Quantile 2 27 162 790 2714 2714 791 164 27 2
95th Quantile 13 44 200 862 2755 2756 861 200 45 13
p-value 0.000 0.000 0.000 0.000 0.397 0.973 0.000 0.000 0.000 0.000

Table 4.2(b) presents Monte Carlo evidence on i$teilnition of coexceedances in banking indicesgisiovariance matrix

from the observed 3784 daily observation and assgmbrmality conditions.
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Table 4.2(c: Frequency distribution of the number of excess coexceedance in bamd relative to total market indices

Excess Coexceedances Frequency

ASIA
-5 1
-4 6
-3 23
-2 85
-1 405
0 2669
1 525
2 62
3 8
LATIN AMERICA
-3 21
-2 70
-1 368
0 2801
1 481
2 39
3 4

Excess exceedances in baking indices are measymabtracting the number of coexceedances in todaket indices from
the number of coexceedances in banking systemeaadiar each daily observation in both Asia andr#@tmerica. Each
frequency value refers to the number of days fepeetive excess coexceedance in total sample df t3d@@ing days
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Table 4.3: Summary Statistics of Common Macro Variable:

Common Factors Conditional Volatility Exchange Rate Changes Interest Rate Level
% Mean Std Dev. Mean Std Dev. Mean Std Dev.
CHN 29.289 13.844 -0.006 0.056 4.345 3.093
KOR 33.741 18.996 0.016 0.959 7.619 3.678
PHL 21.974 6.977 0.017 0.561 10.370 3.820
TWN 24.230 6.969 0.006 0.304 3.938 2.075
INA 23.034 8.617 0.012 0.283 8.392 2.630
IND 26.331 11.182 0.011 0.876 13.361 7.504
MAL 18.157 12.171 0.011 0.659 4.785 2.225
PAK 26.635 9.733 0.026 0.436 9.600 3.909
SRI 17.617 20.879 0.022 0.257 13.319 3.721
THA 27.627 9.358 0.012 0.606 9.191 3.145
Asia 21.188 9.949 0.013 0.226 8.492 2.838
ARG 24.744 8.816 0.043 1.667 21.488 22.034
BRA 24.047 10.137 0.032 0.935 1.072 0.770
CHI 12.544 4.960 0.015 0.807 0.498 0.210
coL 14.418 7.278 0.028 0.568 16.399 10.325
MEX 19.380 7.427 0.042 0.974 16.485 10.714
PER 18.431 6.591 0.010 0.337 12.793 2.934
VEN 38.986 19.974 0.080 1.869 17.529 9.145
Latin America 23.389 10.842 0.036 0.458 12.140 4.863

Table 4.3 reports mean and standard deviation afanaariables during the sample period for eacttrgurom July

01, 1994 to December 31, 2010. Regional variableshtained by simple average of individual country

100



*s3yS1am se wia1sAs Supjueq jo syasse |e103 Suisn AJaunod jenpialpul jo a8esane-paiysiam
Aq paule1qo aJe sajqelien [euoi3ay ‘0TOZ ‘TE 42qwiadag 01¥66T ‘T0 Ajnf wous Aunod yoea 4oy poliad ajdwes ay1 Sunp sansua1oeleyd walsAs Supjueq Jo UoeIASp piepuels pue ueaw Jodal a|gel ayl

6000 £80°0 €500 €690 T€0'0 b4 2900 888°0 9500 vZeo S00°0 6200 edRwy une
0900 8310 S80°0 8SL°0 €10 79€0 LST°0 €990 7800 79€0 0€00 9010 N3A
100 €00 L¥0'0 £08°0 9900 [4A40) 1600 7680 9600 (07400} vI1°0 0800 Y3id
200 £80°0 €€T0 879°0 €800 6790 910 6€L0 SL00 L61°0 €200 6€0°0 XaN
9¥0'0 1020 S80°0 TLS°0 TET0 9/5°0 S0C°0 08L°0 ET'0 €0€0 €100 €€0°0 102
€100 Y00 9/0'0 9vL’0 ¥.0°0 £L19°0 S0T0 9vL’0 LS00 L0€0 9100 8500 IHD
£00°0 8.0°0 €00 S¥S°0 €00 SSE0 ¥90°0 0TL’0 £90°0 86€°0 000 ST0°0 vyd
€100 110 SL00 €650 LYT°0 69t°0 €ST0 8v.°0 0900 0610 0100 S20°0 DYV
€00°0 €500 €00 S29°0 ¢S0°0 ovso 1600 L06°0 LEO'O €TC°0 600°0 8200 elsy
00 S90°0 S90°0 €09°0 0S0°0 LE9°0 6600 £2L°0 700 1920 ¥00°0 ¥20°0 VHL
S¢00 LL0°0 8110 S¢8°0 1700 €S0 £50°0 €160 Sv0'0 S6€°0 9000 L10°0 N
0v0'0 7900 8€T0 68L°0 LL0°0 SLY'0 7900 §98°0 7900 re0 S200 9110 AVd
S100 8800 €900 o S€0°0 1090 100 86L°0 0200 8870 100 7200 YN
600 6/00 9600 €690 CET0 9€5°0 19T0 S840 LST0 L1€0 00 0S0°0 anl
9000 S90°0 7900 S6v7°0 0800 08t7°0 .00 8580 8€0°0 90€0 6100 SCT0 VNI
0100 LL0°0 0110 06%°0 6v0°0 610 1500 €760 8500 0ST'0 S00°0 700 NML
1100 8110 6v0°0 L65°0 S90°0 [4340) €600 8€8°0 6600 6LT°0 S100 LEO0 THd
1100 1500 790°0 9v°0 €00 ¥85°0 8900 €80 6€0°0 60€°0 0100 ¥50°0 HOM
100 S€00 €800 008°0 7600 8€5°0 1o 8780 0s0'0 SST0 00 1200 NHD
*A3Q P3S uean *A3Q PIS uean *A3Q PIS ueal *A3Q P3IS uea\ *A3Q P3S uean *A3Q PIS uean sonsuaPeIRy)
uonezijeyide) uoleuAU0) oney-ueol Kyisianiq 19ssy Aipinbry sapeoug Aupinbn mouen waisAs Supjueg

sal3slaadeIRY) Supjueg Jo sansnels Alewwns 1y ajqel

101



*A|aA1122ds31 %0T PUB %S ‘%T 18 |[9A3] dued|ludis salouap d pue ‘q ‘e "Aep uaniBe uop=<pue ‘c ‘¢ ‘10
*9°] S9OUBPIIIXI0D JO JAQUINU JOJ SDII0S)LD DAL BUIJIP M “|SPOW $213S130| [BIWOUII|NW Ul d|gelJeA Juapuadap se suinias Ajlep JO S90UBPIIIXD0I JO Jaquinu 3yl asn 3\

SSS0°0 8000 85900 LEVO'O H-opnasd
T6°€TyC- 6519V C- 70°L0T'E- 9€°08T '€~ pooy|axn-301
000°0 q 6£0°0 1000 ,0¢C0 =<
000°0 q 7900 €000 ,¢6T0 €
<000 . SL0°0 0100 ,L1C0 [4
S00°0 . 0V00 1100 %800 T |9A97 31ey 91eta1u|
€000 . 88L0 G100 . €9€C =<
¥00°0 . €650 ¢e00 . 69T°C €
€100 . €€S°0 1900 ,0Tv'T [4
¥S0°0 . 880 0800 090 T s98uey) a1ey a8ueydx3
0000 . 6800 0000 0600 1000 ,t0T0 1000 ,VITO =<
1000 . 000 1000 ,2L00 1000 .00 1000 /800 €
1000 . 7500 000 /SO0 €000 ,9900 €000 . TL00 [4
<000 . 8100 €000 ,0¢00 S000 . €€00 S000 €00 T AljnejoA [euonipuo)
. VOE'8- e 89T°L- 1700 014 . ¥65°8- e CTLO- ST00 ) =<
e €969~ . G819~ €100 8y e €EV6°9- . 66€°G- o0 78 €
e CLV'S- e 1SS~ 8€0°0 ST e 89L°S- . GV6°E- €900 0,44 4
. 0SE°C- . 006°T- 061°0 61, e CCV'C- e S9L°T- oveo 806 T lueisuo)
8vL°0 [43:14 099°0 L6¥7T 0 ase) aseq
VIRIFNV NILYT VISV
qo.d 8y 1490) qgoid 8Yyd 1490) baig X30) qoud 8yd 1490) qo.d 8yd 4§90) baiy X30) $32UBPIIIXI0)
C I°PON T ISPON d9Ahe|d3y  jo'oN C ISPON T I9PON anne|dy  jooN annedaN

AujiSesq waisAs Supjueg |euoiSay pue s103de4 0Jde\ UOWWO) :G Y d|qel

102



,Pue . *|3pow uoissai8a11180] sn am 2doing pue s31eIs PAYIUN Y3 Jod "SIASHAIIRIEYD WIISAS BupjUE] SI|GELIEA [0.3U0D OS[E IM ‘|9A3] S1EJ 153493U1 SFeIdAE PUE S1e) sBURYD S1eJ 98UEYIXD ‘ANI|1E|OA [BU

*A|9A1303dsal %0T PUe %G ‘%T 1e S|9A3| dduediyiusdis sajouap

uod

03 uoi3ppe u| *Aep UBAIS B UO =< PUB € ‘Z ‘T ‘0 *9'1 SIOUBPIIIX0D JO JAQUINU IO} SILIOSIIED dAL} BUIIP I/ [9POW D13SISO| [BILOUIINW Ul d|qelieA Juapuadap Se uinial Ajlep JO S30UBPaIXI0I JO JAGUINU Y} SN I\

800 C€L00 88/0°0 6500 §SL0°0 S6£0°0 97800 60800 ,Ad-0pnasd
mo.mwom.“ ¥€°280¢- 98°€90€- €C'EL0E- 9L'vL0€E- YET190€- T0'TS0€E- 0€'9L0¢€- pooyjax-801
S3IA SIA S3A SIA SIA SIA SIA SIA |97 31eY 1satau|
S3A S3A SIA SIA SIA SIA S3A SIA saduey) a1ey a8ueydx3
S3A S3A S3IA SIA S3IA S3A S3A SIA Ainejoa jeuonipuod
SIA S3A SIA SIA SIA SIA SIA SIA juejsuo)d
£90°0 SSTT =<
6500 90°L ‘ €
G590 L 0TOVT ‘ C
€99°T . 00C°0T T Ay1auadoualaH uonezijeyided
0€E’0- 06°LY- SST°0- 06C°LT- =<
8.5°0 ‘ 90°CE ‘ T0L°0 06597 €
91T ‘ LE'ST- ‘ 0.5°0 06€vT C
LLTT- ‘ TSP'8- ‘ LCET 106 T uonezijeyide)
‘ ‘ 870°0- 0S8°T- =<
700 90C'Y €
8€C0  ,€0V9 C
9960 o ELL'S T uol11eJ3UUO0)
S90°0- 609'9- =<
19¢°0- TLTET- €
0€T0- 60C°0- C
€L6'T 1LE°0T T A11auadoualaH oney ueoq
0ST°0- 0€€"8T- €10~ 08.9T- =<
190°0- 0/9°T- 2000 8991 €
€20°0- 05T £00°0 1891 C
95T  ,8SE8 SOT'T  ,T66°S T oley ueo
€10°0- TT0°€- =<
€€0°0- 9sT°E- €
vieo-  , veeL- C
L2S0-  , €SvE- T ISTSEYNFERS Y
0v0'0 0920 =<
€60°0- , 0€0°0T- €
008'0- ,0LT0C- C
8€C'T- , OVL'ET- T Ayipinbr Japeoug
0¢5°0-  , 0VC'€8- P=<
?0S8°0- ,0Lp'9E- €
SOET-  ,0E0TE- T
T10C-  ,06SVT- T Aipinbry mowieN
viSsv
qoidSyd  e0) qoid8yd  po0) qoid3YyDd 203 qoud8y)  Ha0) qoidSyd  Hoo) qoidSyd  yoo) qoid8yd po0) qoidsyd  yaod $30UBPaVXI0) annesSaN
Vv [SPON v 1I9poIN € I13poN €¢ [3ponN VZI3PO Z13pon VT [3PON T I3PON

Au18ea4 waisAs Sunjueg jeuoi3ay pue sonsuadeIRY) WAsAS Supjueg :(e)o'y 9jqel

103



*A|aA10adsal %0T PUB %S ‘%T 18 S|9A3| aduedlyIusis sajousp
,Pue . "|9pow uoissa18313180| 3sn am 3do.ng pue s33eIS PIYUN Y3 104 "SISLISPEIEYD WIIsAS BujUe S3|GRLIEA [013UOD OS|e 3M ‘|9A3] S1e) 153.93U1 SBRIINE pue S1el sa8ueyd 1el dBUBYIXD ‘Ali|13e|OA [eUORIPUOD

0} UOI1IPPE U *ABP UDAIS B UO H/=< PUB € ‘Z ‘T ‘0 *9’I SIIUBPIBIXI0D JO JBQINU SO SILI0SIIEI DAL BUIJBP M *[9POW D13SISO| [BILIOUI|NW Ul 9|qeLIeA JUBpUAdap Se UIN}dl A|lep JO SIOUBPIIIXI0D JO JBGWINU Y] ASN I

900 12900 T190°0 8090°0 ¥£50°0 v£50°0 06500 L0°0 H-0pnasd
Tesove- “ 68'90v¢- €v'60ve- 9T'0TVC- v6'81VC- v6'81vC- 88VIve- 6'96€C" pooyt|ay11-801
SIA S3IA S3A S3IA S3IA SIA SIA S3IA |2A37 216y 1saJ91u]
SIA S3A S3A S3A SIA SIA SIA SIA saduey) a1ey d8ueydx3
SIA S3IA S3IA S3A SIA S3A SaA SIA Aijnejon feu uoj
SIA S3IA S3IA S3IA SIA S3IA SIA S3IA ueisuo)
w00 seaT p=<
¥00°0- 8LY°0 ‘ €
¥90°0 veee ‘ z
S29°0 ey ‘ T AyauadoualsH uonezijeyide)
SSC°0- ;n 00T°LL- 6€C0-  0L9°TL- P=<
£0T°0- oTEVE- 60C°0- 00T €~ €
L1TT- ‘ . 080°CS- 88T°'T- 09505~ C
v/8Y- ,0T0'SE- 857~ ,086°CE- T uonezijeyide)
8¢0'0  ,0ST'TT =<
910°0 0S€'€ €
810 ,9vLL C
0280 . CC8'S T uoljeJ3ua0uo)
7900 01081 =<
8/0°0 0911 €
SST0 L, W69 C
80 . 05C°9 T Ay1aua8oualay Anuno)
ST0°0- 0LT°E- 2100 LIT'Y =<
£L10°0- 6LC°T- 9000 wue't €
9800 SL8'E 9¢T'0 9LS'S C
S19°0 q 90CY 9940 . 8€E'S T olley ueoq
900°0 680°C =<
€000 9860 €
€900 88LC 4
€8€°0 e 699°C T ISTSENI R ENSY
0€0°0- 6€L°8- =<
1000 LOT'T- €
v91'0- S¥6'9- C
veLo- €IS T Avpinbr Jspeoug
€09°0- . 009°CTC- ¥=<
€99°0- 086’66~ €
69€C- ,00S°00T- ¢
wo'L- ,086TS- T Auipinbr mouten
VORIV NILYT
qoid8yy  ye0) qoid8yd  90) qoid8yd Ho0) qoidSyy  ye0) qoid8yy  yao) qoid8yd 90D qoid8yd 4903 qoidSydy a0 S9J3UEpaaJIX30) annesaN
Vi I3poN v I3poN € I3poN 4z I3ponN VZ [3poN Z I3poN VT I3POIN T I3poN

Ka118eay waisAs unjueg jeuoi3ay pue sonsiialdeley) waisAs Sunjueg :(q)o'y ajqel

104



Table 4.7: Cross-Border Contagion Effect and Regical Banking System Fragility

Cross-Border Contagion to ASIA

Contagion from Other Regions Model 1 Model 2 Model 3 Model 4
Coeff ChgProb Coeff ChgProb Coeff ChgProb Coeff ChgProb
Constant YES YES YES YES
Control for Common Factors YES YES YES YES
Control for Banking Characteristics YES YES YES YES
Negative Coex. In Latin America 1 0.091 0.011 0.057 0.007
2 0248° 0.010 0.149 0.006
3 0442° 0.006 0.360°  0.005
>=4  0.787°%  0.005 0.624°  0.003
Log-Likelihood -3016.27
Pseudo-R? 0.0931
Negative Coex. In USA 1 0.721°  0.090 0.694°  0.106
2 1.418°  0.082 1.2347  0.068
3 13787  0.025 0.979°  0.014
>=4 2.394°  0.032 1.347°  0.007
Log-Likelihood -3007.00
Pseudo-R? 0.0959
Negative Coex. In Europe 1 0.196 -0.005 0.068 -0.014
2 10197  0.058 0.758°  0.041
3 12537  0.027 1.010*  0.021
>=4 2.844°  0.055 2.443°  0.035
Log-Likelihood -3002.98 -2970.46
Pseudo-R? 0.0971 0.1073
Contagion from Other Regions Cross-Border Contagion to LATIN AMERICA
Constant YES YES YES YES
Control for Common Factors YES YES YES YES
Control for Banking Characteristics YES YES YES YES
Negative Coex. In Asia 1 0192°  0.025 0.183°  0.025
2 0490° 0.012 0.451°  0.010
3 0645° 0.004 0.553°  0.003
>=4  0.821° 0.002 0.681°  0.001
Log-Likelihood -2366.57
Pseudo-R? 0.0778
Negative Coex. In USA 1 0.629°  0.072 0.549°  0.070
2 1.589°  0.066 14197  0.054
3 2.071°  0.030 1.812°%  0.020
>=4 2.932°  0.030 2.721°  0.014
Log-Likelihood -2364.43
Pseudo-R? 0.0787
Negative Coex. In Europe 1 0.750°  0.091 0.596 °  0.086
2 16017  0.063 11047 0.034
3 2.327°  0.036 16727  0.017
>=4 3.304°  0.035 2.411°  0.010
Log-Likelihood -2356.96
Pseudo-R* 0.0816

»P ¢ penotes significance levels at the 1%, 5% and 10% repectively.

We use the number of coexceedances of daily reasrependent variable in multinomial logistic modale define five
categories for number of coexceedances i.e. 0, 3,ahd >=4 on a given day. In addition to commarables and banking

characteristics as control variables, we inclugerthmber of coexceedances in other regions asgiontaariables.
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Table 4.8: Banking System Characteristics in Host Region and Cross-Regional Contagion

Characteristics in Host Region --> Narrow Liquidity Loan-Ratio Concentration Capitalization
Coeff  Std Err Coeff  Std Err Coeff  Std Err Coeff Std Err
Contagion from Other Regions Cross-Border Contagion to ASIA
Constant YES YES YES YES
Control for Common Factors YES YES YES YES
Control for Banking Characteristics YES YES YES YES
Latin America 1 -26330° (9.33) -2.860 (2.45) 0.279 (1.50) -56.530°  (20.33)
2 -10.120  (12.49) 3.043 (3.65) 2.780 (2.20)  -14.580 (29.28)
3 -17.810  (17.36) -1.508 (4.67) -0.523 (271)  -39.520 (37.83)
>=4 -38.160 © (22.24) 4.856 (5.03) 0.731 (2.88) -105.500 %  (39.33)
us 1 072 (36.83) 1.010 (6.63) -2.764 (3.86) 41.810 (81.64)
2 13.680  (45.72) 3.151 (8.52) -3.668 (5.01) 26.700 (96.49)
3 13.850  (70.80) 12.600  (11.95) -0.642 (7.12) 10.340  (141.10)
>=4 12.680  (78.05)  -30.640 ¢ (16.40) -28.000°  (9.26) 17.510  (140.40)
Europe 1 -14.430  (44.45) -6.358 (7.19) -6.545 (4.27) -83.810 (80.11)
2 -29.670° (13.49) -4.141 (9.24) -9.395°  (5.44)  -82.050 (96.80)
3 -84330 (21.55) -24.470° (14.04) -19.420° (7.87) 53.400  (128.90)
>=4 -12.630 (65.56) -25.150 ¢ (14.59) -25.370° (8.64) 64.900  (124.90)
Contagion from Other Regions Cross-Border Contagion to LATIN AMERICA
Constant YES YES YES YES
Control for Common Factors YES YES YES YES
Control for Banking Characteristics YES YES YES YES
Asia 1 -14.260  (10.50) -0.232 (2.06) -0.707 (1.16) -9.589 (6.36)
2 -12.381  (17.03) -3.025 (3.27) -1.405 (1.74) 10.490 (10.35)
3 -33.384  (25.71) -3.840 (4.86) -3.000 (2.51)  -16.260 (15.33)
>=4 -30.053  (29.95) -3.811 (5.34) 0.256 (2.72) -9.224 (17.81)
us 1 -16.112  (47.37) -1.864 (6.67) -1.373 (4.38) 13.560 (30.75)
2 -108.704 ¢ (65.45) 4.790 (9.45) 8.000 (5.97) -87.940°  (41.41)
3-183.109° (91.39) 22200 (13.44)  19.230° (8.19) -122.500°  (55.85)
>=4 -177.128 © (103.60) 6.998  (14.85) 10.490 (8.38) -105.700 ¢  (60.46)
Europe 1 -17.39  (41.92) -5.113 (6.98) -6.137 (4.64) 25.580 (26.95)
2 -28.424  (56.24) 1.867 (9.68) -0.528 (6.01) -6.707 (36.82)
3 -0.624 (77.45) -14.760  (14.50) -2.896 (8.05) 19.080 (49.61)
>=4 -95420 (99.41) -25.220 (16.74) -5.432 (8.76) 62.700 (60.35)

The interaction effects between cross-regional contagion and banking system characteristics in regional host are estimated by

using an algorithm developed by King, Tomz and Wittenberg (2003) when including interaction terms. * ® ¢ Denotes significance
levels at the 1%, 5% and 10% repectively.
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Table 4.9: Individual Country Characteristics and Regional Banking System Fragility

Negative Coexceedances Coeff Chg Prob Coeff Chg Prob  Coeff ChgProb Coeff Chg Prob
ASIA

Constant -3.053 ° -3.709 ° -3.680 ° -3.212°

Narrow Liquidity -0.626 ¢ -0.028

Narrow Liquidity (Regional) -8.430° -0.382

Capitalization -1.214°  0.055

Capitalization (Regional) -6.807 0.307

Loan Ratio 0.173 0.008

Loan Ratio (Regional) 0.939°  0.043

Concentration -0.576 °  -0.026
Concentration (Regional) 0.550 0.025
Cond. Volatility YES YES YES YES

Cond. Volatility (Regional) YES YES YES YES

Exchg Rate Chg YES YES YES YES

Exchg Rate Chg (Regional) YES YES YES YES

Interest Rate Level YES YES YES YES

Interest Rate Level (Regional) YES YES YES YES
Log-Likelihood -3577.59 -3580.03 -3581.02 -3565.16

Pseudo-R’ 0.1231 0.1234 0.1237 0.1270

LATIN AMERICA

Constant -1.709 -1.449 -4.079 ° -4.412°

Narrow Liquidity -3.086 -0.098

Narrow Liquidity (Regional) -38.390 -1.221

Capitalization -1.025 -0.035

Capitalization (Regional) -16.251 -0.553

Loan Ratio 0.576 °  0.020

Loan Ratio (Regional) 1.417 0.049

Concentration -0.299 ©  -0.010
Concentration (Regional) 2.643° 0.091
Cond. Volatility YES YES YES YES

Cond. Volatility (Regional) YES YES YES YES

Exchg Rate Chg YES YES YES YES

Exchg Rate Chg (Regional) YES YES YES YES

Interest Rate Level YES YES YES YES

Interest Rate Level (Regional) YES YES YES YES
Log-Likelihood -2010.62 -2042.63 -2051.12 -2049.68

Pseudo-R’ 0.1672 0.1544 0.1505 0.1512

We use a binary dependent variable whose value is 1 when the country coexceeds with at least one more country in the
region using probit model. We use previous set of independent variables but they are now observed at country level as

well as regional level. ® ¢ Denotes significance levels at the 1%, 5% and 10% repectively.
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Table 4.10: Individual Country Characteristics and Cross-Regional Contagion

CROSS-BORDER REGIONAL CONTAGION TO ASIA

Model 1 Model 2 Model 3 Model 4
Negative Coexcedances Coeff  ChgProb Coeff Chg Prob Coeff ChgProb  Coeff ChgProb
Constant YES YES YES YES
Control for Common Factors YES YES YES YES
Control for Banking Characteristics YES YES YES YES
Neg. Coex. In Latin America 0.735°  0.074 0.469°  0.035
Neg. Coex. In the US 0.368 ° 0.027 0.013 0.001
Neg. Coex. In Europe 0.834°  0.084 0.751°  0.070
Log-Likelihood -3849.19 -3896.36 -3752.38 -3727.86
Pseudo-R’ 0.0847 0.0735 0.1080 0.1140
CROSS-BORDER REGIONAL CONTAGION TO LATIN AMERICA
Model 1 Model 2 Model 3 Model 4
Negative Coexcedances Coeff  ChgProb Coeff Chg Prob Coeff ChgProb  Coeff ChgProb
Constant YES YES YES YES
Control for Common Factors YES YES YES YES
Control for Banking Characteristics YES YES YES YES
Neg. Coex. In Asia 0.725° 0.063 0.475° 0.028
Neg. Coex. In the US 0.894°  0.083 0.645°  0.044
Neg. Coex. In Europe 0.994°  0.097 0.732°  0.054
Log-Likelihood -2462.63 -2380.08 -2338.03 -2258.69
Pseudo-R’ 0.0888 0.1194 0.1353 0.1642

We use probit regression with common variables banking characteristics as control variables. Toetagion effect is
measured by coefficient of a binary variable whesleie is 1 when at least 2 countries in other regioexceed else 8.°and®
denotes significance levels at 1%, 5% and 10% oéisgedy.
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Table 4.11: Common Factors and Banking System Chacteristics using Alternative Definition of RegionalBanking System

Dependent Variable is 1 when 2 or Model 1 Model 2 Model 3 Model 4
more coexceedances else 0 Coeff ChgProb  Coeff ChgProb Coeff  ChgProb Coeff  ChgProb
ASIA

Constant -2.708 ° -2.442° -3.808 ° -3.247°
Conditional Volatility 0.032°  0.005 0.035°  0.005 0.035°  0.005 0.035°  0.005
Exchange Rate Changes 0.892° 0.131 0.845°%  0.125 0.851% 0.124 0.844% 0.124
Interest Rate Level 0.125°  0.018 0.101°  0.015 0.088°  0.013 0.097° 0.014
Narrow Liquidity -16.190 °  -2.370

Loan Ratio -1.228 -0.181

Concentration 1.443°  0.210

Capitalization -5.200 -0.762
Log-Likelihood " 992.96 -996.24 -994.88 -996.54

Pseudo-R’ " 016 0.1509 0.1491 0.1516

LATIN AMERICA

Constant -1.264 ° -3.588 ° -4.465 ° -0.791
Conditional Volatility 0.032°  0.003 0.033°  0.003 0.035°  0.003 0.033°  0.003
Exchange Rate Changes 0.258 %  0.022 0.234%  0.020 0.236% 0.021 0.241% 0.021
Interest Rate Level 0.007°  0.001 0.026°  0.002 0.012°  0.001 0.006 °  0.001
Narrow Liquidity -46.400 °  -3.867

Loan Ratio 1.716 0.149

Concentration 2.998°  0.260

Capitalization ] -20.740 % -1.775
Log-Likelihood -632.41 -644.85 -641.48 -639.43
Pseudo-R’ 0.1609 0.1449 0.1508 0.1529

&t and° denotes significance levels at 1%, 5% and 10%extiely.
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Table 4.12: Cross-Regional Contagion using Alternate Definition of Regional Banking System Fragility

Dependent Variable is 1 when or more

Cross-Regional Contagion to ASIA

coexceedances else 0 Model 1 Model 2 Model 3 Model 4
Coeff  ChgProb Coeff Chg Prob Coeff  ChgProb Coeff  ChgProb

Constant YES YES YES YES

Control for Common Factors YES YES YES YES

Control for Banking Characteristics YES YES YES YES

Negative Coex. In Latin America 06337 0130 0.482° 0114

Negative Coex. In USA 0.692°  0.145 0476  0.123

Negative Coex. In Europe 07217  0.154 0.565°  0.090

Log-Likelihood -969.19 -965.29 -965.02 -943.04

Pseudo-R’ 0.1841 0.1821 0.1819 0.2009

Contagion from Other Regions Cross-Regional Contagion to LATIN AMERICA

Constant YES YES YES YES

Control for Common Factors YES YES YES YES

Control for Banking Characteristics YES YES YES YES

Negative Coex. In Asia 0.563°  0.067 0.473°  0.048

Negative Coex. In USA 0912°  0.141 0.782°  0.105

Negative Coex. In Europe 0.951°  0.151 0.707°  0.090

Log-Likelihood -613.21 -602.00 -599.44 -571.84

Pseudo-R® 0.1897 0.2031 0.2029 0.2408

2t and® denotes significance levels at 1%, 5% and 10% otiseédy.
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Table 4.13: Cross-Regional Contagion using Alternative Definitions ofTriggering Shock

Triggering Shock -->

2 or more Coexceedances

Regional Index

Asia Latin America Asia Latin America
Cross-Regional Contagion Coeff  ChgProb Coeff Chg Prob Coeff  ChgProb Coeff  ChgProb
Constant YES YES YES YES
Control for Common Factors YES YES YES YES
Control for Banking Characteristics YES YES YES YES
ASIA 1 0372°  0.028 0.592°  0.077
2 11107  0.064 1.094°  0.057
3 13257  0.029 0.888°  0.012
>=4 23987  0.039 24307  0.039
Log-Likelihood -3020.47 -3025.03
Pseudo-R’ 0.0909 0.0929
LATIN AMERICA 1 023" 0025 0.588°  0.082
2 1.0137 0.035 11137  0.038
3 1.440° 0.016 1576 °  0.019
>=4  1585°  0.006 2.351°  0.013
Log-Likelihood -2367.76 -2365.37
Pseudo-R’ 0.0819 0.0828

3t and°® denotes significance levels at 1%, 5% and 10% otispdy.
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Figure 4.1: Clustering of Negative Extreme Events irBanking Indices
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We define negative extreme event when 4 or moratces have lowest 5 percent returns. Out of
total 3784 trading days, we observe 55 and 40 in@geaktreme events in Asia and Latin America
respectively. On y-axis, we measure the numbeximéme events during each year in our sample

period.
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Figure 4.2: Trend in Common Variables
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Figure 4.3: Trend in Banking Characteristics
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Figure 4 .4(a): Coexceedance Response Curve of Negative Extremet&n in Asia to the Common Variable:
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Figure 4.4(b): Coexceedance Response Curve of Negative Eettre Return in Asia to the Banking Characteristic
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Figure 4.5(a): Coexceedance Response Curve of Negative Extre Return in Latin America to the Common
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Figure

4 5(b): Coexceedance Response

Curve of Negative Extremest®n in

Latin America to the Banking
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Figure 4.6(a): Interaction Effect of Cross-Regional Contagion and Banking System Characterists in Asic
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Figure 4.6(b): Interaction Effect of Cross-Regional Contagion and Banking System Characterists in Latin America
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5 AN INVESTIGATION OF INTER-INDUSTRY CONTAGION:
BANKING AND FINANCIAL SERVICES INSTITUTIONS

Chapter 5 investigates the intra-industry and #mtdustry contagion among banking and
financial services industries. We use multinonagjistics regressions to explain the occurrences
of 2 or more coexceedances in banking, financialiees or both indices with common factors
and banking system characteristics. We exploretitential of intra-industry and inter-industry
cross-regional contagion after controlling for coomm factors and banking system
characteristics. We find that the cross-region&laimdustry contagion is more prominent in
banking institutions than in financial servicestitngions. Banks are more prone to receive Cross-
regional contagion as compared to financial sesviostitutions. Cross-regional contagion is
higher in Asia than in Latin America. In Asia, tleEonomic magnitude of inter-industry
contagion from financial services indices is highgben it is triggered from Europe. In Latin
America, the inter-industry contagion effect fromaincial services indices is highest when it is
triggered from the US, but is only slightly loweh®&n the contagion is triggered from Europe.
However, in general, the cross-regional effect frearope is more dominant than the cross-
regional effect from the US.

5.1 INTRODUCTION

The wave of market integration during the last decdas brought both advantages and
disadvantages due to much stronger linkages of siieneconomies with the international
financial environment. The financial markets haeedme more inter-connected which results in
a higher degree of co-movements in financial ingliCEhis phenomenon has been studied by
researchers with the aim of better understandman€ial contagion (for example, Bae, Karolyi
and Stulz (2003); Gropp, Duca and Vesala (2009gs€ studies limit their analysis either to
general financial indices or to the same industey (ntra-industry contagion). But there is very
little evidence on the effects of shocks in oneustdy to another industry (i.e. inter-industry
contagion). The inter-industry contagion is impotthecause financial liberalization has blurred
the distinction between various types of finanaativities. Resultantly, the emergence of
financial conglomerates has paved the way for gpotafrom one industry to another. For
example, many banks own special purpose vehiclegsn(SPV/SPE) to cater the niche demand
for mortgage, insurance and underwriting serviddsugh banks do not lend significantly to

these special purpose vehicles, their ownershiprests are potentially more significant.
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Therefore, there are several direct channels thraugch these subsidiaries might affect their
parent institutions: i.e. via reductions in banksgberating incomes, via the cost of re-
capitalization and via the direct effect on bank&r 1 capital of any change in the ‘embedded
value’ of a life insurance subsidiary (Stringa daidnks (2007)). Similarly, write-offs on the

portfolio of sub-prime mortgages through mortgaige$. Furthermore, these subsidiaries have
the potential to indirectly affect banks throughpital markets and consumer confidence

channels.

Since the banking sector is a cornerstone of thenfiial system in any country, the crisis in the
banking sector has serious effects on the domasticinternational economy. Therefore, it is
important to identify likely channels of contagion,order to monitor them and help mitigate the
risk of financial crises. That is why, a numbestfdies focus on the nature and the causes of co-
movements in equity prices/financial indices of kbag systems to evaluate contagion (for
example, Degryse, Elahi and Penas (2010)). Thentacd-prime crisis further stresses the need
to evaluate the contagion not only within the bagksector, but also contagion across industries.
Banks involvement in mortgage activities througlkeaal purpose vehicles also increase the
likelihood of an idiosyncratic risk in the mortgagearket spread through the whole financial
system at home and abroad in no time. Contagian tfee non-banking financial sector to the
banking system may potentially have relevant ingtians for financial stability. Consequently,

it is important to identify the inter-industry cagion potential together with intra-industry

contagion potential, in order to monitor them aetphmitigate the risk of financial crises.

In this chapter, we focus on both the intra-indusind inter-industry contagion effects in Asia,
Latin America, the US, and Europe. Our intuition itater-industry contagion follows Lang and
Stulz (1992) that firms using similar input to duze similar output are affected by the same
shock irrespective of their industrial classificati(SIC codes). More specifically, all financial
institutions including banks are competing for flancial liquidity and sell similar financial
products with different brands. Therefore, the mmtelustry contagion may be as costly and
important as the intra-industry contagion and negdilar treatment to limit their adverse

consequences.

The transmission channel for intra-industry cordagwithin banking is bank lending. This

channel is particularly important when other meahdunding is not available to corporate
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customers. Beside bank lending channel the intezapital markets also provide channel for
intra-industry contagion. Cetorelli and Goldber@@8) using quarterly information from all US

banks have shown that globalized banks activaernat capital markets with their overseas
affiliates to insulate themselves partially fromanges in domestic liquidity conditions. The
existence of these internal capital markets diyemntributes to an international propagation of
domestic liquidity shocks to lending by affiliatdaanks abroad. On the other hand, the
transmission channel for intra-industry contagioithin financial services is rather weak.

Financial services institutions are more conneetétd banks than among themselves. That is
why; we find a higher degree of inter-industry @gion in financial services industry. The

financial services institutions often have cretties from banking institutions, these credit lines

form transmission channel for inter-industry coiag

Inter-industry contagion has been assessed befoes wtudying the significance of spillovers
from life insurance to the banking system in araektiterature [see Brewer and Jackson (2002)
for the US and Stringa and Monks (2007) for UK].r@malysis however is unique in terms of
using a set of financial institutions. We includesets managers, consumer finance, specialty
finance, investment services, mortgage finance,tygavestment services and non-equity
investment services in our analysis. Moreover,analysis uses an explicit multinomial logistic
framework to gauge the degree of intra-industry amdr-industry contagion while previous
studies rely on event study methodology. Our metkatploys an approach to assess the
significance of spillovers from either directionstlveen the financial services sector and the
banking system during times of stress. The spillewae originated from direct channels — i.e.
counterparty exposures — and/or from indirect cewia the impact of adverse and unexpected
news on financial markets (Kaminsky and Reinhaf®O®) and consumers’ confidence
(Diamond and Dybvig (1983)). Even though accountata provide accurate information about
interlinkages via direct channels (counterparty osxpes) they are not useful in estimating
spillovers through indirect channels. In contra&sfuity price co-movements capture contagion

effect through all possible channels.

We find that the cross-regional intra-industry @mibn is more prominent in banking
institutions than in financial services institutoriBanks are more prone to receive cross-regional

contagion as compared to financial services insgtitis. Cross-regional contagion is higher in
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Asia than in Latin America. In Asia, the economiagnitude of inter-industry contagion from

financial services indices is highest when itiggered from Europe. In Latin America, the inter-
industry contagion effect from financial serviceslices is highest when it is triggered from the
US, but is only slightly lower when the contagisrtriggered from Europe. However, in general,
the cross-regional effect from Europe is more da@mirthan the cross-regional effect from the
us.

The remainder of this chapter is structured a®¥adl In the following Section, we illustrate our
data set and discuss dependent and control vasiabéetion 3 deals with methodology. Section
4 presents results and finally we conclude in $adhi.

5.2 DATA, DEPENDENT VARIABLE AND CONTROL VARIABLES

Stock prices in addition to accounting data havenbextensively used to assess fragility of
financial markets (see e.g. Bongini, Laeven andnidiaij (2002), Gropp, Vesala and Vulpes
(2004), Gropp, Vesala and Vulpes (2006), Yu-Fu, el and Kadri (2006)). Stock market
valuations reflect future economic activity; thenef, a simultaneous decline in banking indices
in a region reflects an increase in regional baglggstem fragility. We use stock prices of
banking institutions and financial services ingigns from Datastream starting from July 1,
1994 to December 31, 2008 (3784 daily observatiddeyryse, Elahi and Penas (2010) provide
all details on the construction of banking indieesl coexceedances at regional level in order to
assess banking system fragility. In this chapter,canstruct financial services indices and use
banking system indices from Degryse, Elahi and €é2@10) for inter-industry analysis.

<please insert table 5.1 here>

Datastream uses Industry Classification Benchm@®B) for the classification of financial
services institutions. These institutions exclutidanking, insurance and real estate firms; that
is, we include assets managers, consumer finammExsiadty finance, investment services,
mortgage finance, equity investment services anutatuity investment servicés.Following
Bae, Karolyi and Stulz (2003) we use data from HiaA and 7 Latin American countries in
addition to the United States and Europe (Europsoisidered as one region in this analysis).

We construct value-weighted indices of financiakve®s institutions (excluding banks,

! See Appendix 1 for details of Industry ClassifioatBenchmark (ICB) for financial services.
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insurance and real estate) for each country. Talilshows the number of institutions from each
country and also provides sample statistics inalgdiorrelations for the full sample period. In
total, we have 366 institutions from Asia, 104 fravatin America, 45 from the US and 204
financial services institutions from Europe. Wedfithat the marginal daily return on financial
services indices varies across countries and ower. tThe average marginal daily return is
highest in Asia with 0.114% followed by 0.077% imtin America, 0.044% in the US and
0.034% in Europe. We also observe that cross-cpurdriation in marginal daily return is
higher in Asia than in Latin America.

More specifically, In Asia, Pakistan has the hidgreserage daily return (0.202%), followed by
India (0.174%) and China (0.155%). On the loweesifiaiwan has the lowest average daily
return (0.029%). Moreover, China, Korea and Thailame highly volatile markets in Asia.
Whereas In Latin America, Brazil and Venezuelafatend to be on the higher side of average
daily returns with 0.145% and 0.139% respectivdlge daily marginal returns on financial
services indices are also very volatile in thesentres with standard deviations of 2.685% and

2.171% in Venezuela and Brazil respectively.

Correlation among financial services indices dedfurns is higher within Asia (i.e. 0.077) than
in Latin America (i.e. 0.053). Beside within regicorrelations, we also calculate correlations
across regions. We find that financial servicesusgtdy in Latin America is more connected with
the United States and Europe as compared to Agia. cbrrelation coefficients for Latin
America with the United States, Europe and Asiadatd1, 0.146 and 0.036 respectively. On the
other hand, the daily marginal return on finanskvices indices in Asia are more aligned with
marginal daily returns in Europe (with correlatiomefficient equal to 0.132) and marginal daily
return of the preceding day in the United Stategh(worrelation coefficient equal to 0.115).
Moreover, we find that correlations are high amorgghboring countries and more open
economies in Asia. Specially, marginal daily returrMalaysia has high correlations with most
other countries in Asia and the marginal finan@arvices industry Pakistan has highest
correlation with marginal daily return in India.nSlarly in Latin America, marginal daily
returns of financial services in Brazil have highesrrelation coefficients with all other
countries except for Venezuela, which has highetation with Argentina and Chile. Since

trading starts in Asia and ends in Americas on\ergiday. So the information available in
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America at noon is not available to Asia on the salay. Therefore, in line with Bae, Karolyi
and Stulz (2003), we also report correlation ceedfits of marginal daily returns in financial
services indices in Asia with the previous tradday behavior in Americas. We find a higher
correlation of daily return in Asian markets withetprevious day’s daily return in the United

States.

5.2.1 Tail behaviour of banking and financial servicesindices

Since our main interest is on the fragility of bangkand financial services institutions, we focus
on the behavior of negative tail of the distribatiof daily returns on banking and financial
services indices. We follow the view that extreméy (negative) market return reflects
problems in the financial sector on each day. Wimdextreme low return as the returns that are
below the 5th percentile of daily return distrilutiand refer to this as axceedanc®f the
return on the financial services index. Since w&eh&8784 daily observations of financial
services index for each country; therefore the Eiv®6 returns (or " percentile) is the 190
observation during the entire sample period forheaountry when returns are arranged in
ascending order. We use tHB @ercentile observation as a threshold to decidetir a country
on a particular day exceed or not. Then we coastlcount variable indicating the number of
countries in lower tail for each trading day in aample. We also right trim the count variable
and limit its range from 0 to 4, where 0 means aontry in the region has negative extreme
return on that trading day and 4 indicates 4 oravamuntries in the region have negative return
simultaneously on a given trading day. When mudtigduntries have negative extreme return on
a given day then we refer this phenomenomeggative coexceedance of that industry in those

countries.
<please insert table 5.2 here>

Degryse, Elahi and Penas (2010) report coexceedart@nking indices during the same period.
We use the same coexceedances in banking indidissichapter. Moreover, in table 5.2, we
report the frequency of count variable for 0, 1323nd 4 or more joint occurrences of extreme
low returns (coexceedances) within a region on diqodar day. We also indentify which

countries “participate” in those extreme events dmiv often. There are more negative
coexceedances in Asia compared to Latin Americee Migher coexceedances in Asia are

expected on account of higher number of countri€s Asian countries compared to 7 Latin
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American countries). In our sample, we find thadréhare 2462 trading days when there is no
negative extreme return in Asia compared to 2746ty days when there is no negative
coexceedances in Latin America. Similarly, there @84 and 815 trading days when only one
country witness extreme negative returns in Asid &atin America respectively. On the
extreme side, we find that there are 39 tradingsdalyen 4 or more countries coexceed in Asia
compared to 14 days in Latin America. Malaysia lwsn the most recurring participants (30 out
of 39 trading days) of the extreme event when rhore countries in bottom tail on a given day.
On the other hand, Pakistan and China seldom peatécin the extreme event trading days. In
Latin America, Brazil, Chile and Mexico participat8 times of the total 14 trading days when 4
or more countries in the bottom tail. Whereas, \Zeleéa has never been a country among 4 or
more countries coexceed on a given trading day.al&%@ report the daily return on the day of
extreme event (4 or more countries coexceed) focaalntries in our sample. We find that, in
Asia, Korea has the highest negative returns (98,3@n average) whenever it is one of the
countries that coexceed on a particular day. InnLAmmerica, Brazil has the highest negative
return (-6.27%, on average) if it includes in coig#® that coexceed. We have also found that the
negative daily return is higher in Asia (-4.81%egrge over all countries) compared to Latin
America (-3.38%, average over all countries). Muep we have found clustering of
coexceedances in financial services indices du20@g for Asia and Latin America as shown in

figure 5.1.
<please insert figure 5.1 and figure 5.2 here>

It is interesting to mention here that the coexededs in financial services are highly correlated
with the coexceedances in banking services indrogs Degryse, Elahi and Penas (2010). We
first make a visual investigation for inter-indystinterdependence and check whether the
coexceedances in banking indices lead to coexceedan financial services indices or the vice
versa. Figure 5.2 reports how often the coexceeant banking indices are matched with
coexceedances in financial services indices infthe regions. Blue columns represent the
percentage of matched coexceedances against cdarces in banking indices on the same
day. The red columns show the percentage of codaocees in banking indices that lead to
coexceedances in financial services indices onsémee day or the following day. The green

columns represent the percentage of coexceedancksancial services indices that lead to
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coexceedances in banking indices on the same d#yedollowing day. To better understand
these percentages we discuss one in detail. Fon@gain Asia, we investigate how often the
coexceedances in banking indices are followed Bxoeedances in financial services indices.
We find that there are 379 trading days when 2 orentoexceedances are observed in banking
indices. Out of 379 trading days, there are 178ingadays (about 47.2%) when 2 or more
coexceedances in banking indices are matched witr fhore coexceedances in financial
services indices on the same trading day. It is pfsssible that the coexceedances in banking
indices has an influence on financial services aeslion the following day, therefore, we
investigate further and find that there are 22%litg days (about 59.4%) when 2 or more
coexceedances in banking indices are matched witr fhore coexceedances in financial
services indices either on the same day or theviilig day. Similarly, we check the occurrences
of coexceedances in financial services indices @hatfollowed by coexceedances in banking
services indices. We find that there are 220 tdiays (about 56.7%) when 2 or more
coexceedances in financial services are matcheld 2vior more coexceedances in financial

services indices.

A similar analysis has been conducted for Latin Aoz the US and Europe as reported in

figure 5.2. We find that the matching percentageshaghest in the US that represents higher
degree of inter-industry interdependence in the WBereas these percentages are lowest in
Latin America. However, the percentage of matcluiogxceedances is lower compared to other
regions. Another interesting feature is that theerimdustry interdependence is higher from

financial services to banking institution in algrens except Asia.

<please insert figure 5.3 here>

5.2.2 Dependent variable for inter-industry interdependence

In this case we refer to the state of financiagifiey through the number of coexceedances in
financial services as well as banking servicescesli We consider four possible scenarios; first,
when neither banking indices nor financial servicetices has 2 or more coexceedances in a
region (i.e. financial stability in banking and dimcial services industries); second, when there
are 2 or more coexceedances in only the bankingcssr indices (i.e. fragility in banking
industry only); third, when 2 or more coexceedance®nly financial services indices (i.e.

fragility in financial services industry only); and@inally the fourth, when 2 or more
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coexceedances in both banking services and finaseraices indices (when both banking and
financial services industries are fragile). Now eomstruct a category variable that takes value 1,
2, 3, and 4 to represent the state of financiailitg on that particular day in the region. Figure
5.3 illustrates how often each of these possibdma@cos occurs in each region. In Asia, we find
that 588 trading days (16% of total trading daysun sample) have 2 or more coexceedances in
banking services or financial services indices othbOut of 588 trading days, there are 179
trading days when both banking services and firss@rvices have more than 2 coexceedances.
Whereas in Latin America, there are 378 tradingsdefnen 2 or more coexceedances are
observed in any of the banking or financial serviclices; of which, only 79 trading days have
both. This reiterates the low interdependence oking and financial services in Latin America.
On the other hand, in the US, we have observetetdst number of trading days with 2 or more
coexceedances (i.e. 246 trading days); howevelhdh&ing and financial services indices often
have exceedances together. In other words, we aathat the banking and financial services
have high degree of interdependence in the US.ulofde, we have similar result to the US;
there are 258 trading days with exceedances andtrd@ihg days when both banking and
financial services indices have exceedances simedizsly.

5.2.3 Motivation for control variables

In this chapter we are particularly interestechia ¢valuation of the fragility of financial service
industry as a result of changes in common variddgls within region and across regions. Since
banks are not only closely inter-linked with finalandustry but also provide major resources
through special-purpose-vehicles, we assess rdgioagility of financial services industry
through regional economic fundamentals and chaiatits of the banking system. We include
three common variables as a proxy for economicdurehtals, “regional conditional volatility”,
changes in the exchange rate, and interest ratesiwith Bae, Karolyi and Stulz (2003). From
regional banking system characteristics, we inclodeking system liquidity, diversification of
banking activities, banking competition, and theitaization of the banking system as control

variables. In the remaining of this section, wetbyi motivate each of these control variables.
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5.2.3.1Common shocks

Stock market volatility is negatively associatedhwoverall stock returns (Whitelaw (2000),
Bekaert and Wu (2000), Wu (2001) and Brandt andgké004)). The higher conditional
volatility corresponds to a higher probability oflaclining market that has a negative impact on
portfolio returns in general. Therefore, we expbett increase regional stock market volatility
will result in higher number of joint occurrencelsextreme negative returns in banking as well
as financial services institutions. To evaluateithpact of stock market volatility we incorporate
regional conditional stock market volatility as explanatory variable in our model. Secondly, a
sudden sharp depreciation of the domestic currexdns vulnerability to regional financial
system. Large financial institutions that are ulsuaperated in multiple regions with various
currencies; often at high risk owing to an unexpdctharp movement in exchange rate. This
notion has extensively debated in financial literat and report significant evidence that
exchange rate risk exacerbate banking system ifsagilluring crises (Kaminsky (1999),
(Kaufman (2000), Hutchison and Glick (2000)). Wedrporate the average of daily exchange
rate changes of all countries in the region asndependent variable in our model to check its
effect on the probability of coexceedances. Lastlyjncrease in interest rate level would have a
negative impact on profitability of financial ingtlions because of higher occurrences of non-
performing loans. Therefore, ceteris paribus, @nease in interest rate level is likely to increase
banking fragility. The interest rate level genegraibntrol the effect of business cycle variables
including domestic inflationary pressures, increaséoreign interest rates, shift towards tight
monetary policy and lax regulatory framework owtodginancial liberalization (Galbis (1995)).
We introduce interest rate level as a control \deian our model in order to isolate the effect of
business cycle. In general, we expect that bankistifutions are more inter-linked to the rest of
the economy than other financial services insbngi therefore, banking institutions are more
receptive of the common shocks. Moreover, the effiéthe three common factors is not same
for banks and other financial services institutioRer example, interest rate level has more
importance in banking industry because of its imiaedimpact on banks’ core activities.
Similarly, the effect of exchange rate depends upmn magnitude of operations in other

currencies, which are typically dominated by banks.

<please insert table 5.3 here>
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In order to implement these control variables we falowing definitions. For stock market
volatility, we estimate the conditional variancetloé stock market indices using a GARCH (1,1)
and then take average of the all countries in @orefpr the regional conditional volatility. We
use the International Finance Corporation (IFC)icesl from Asia and Latin America for
gauging stock market volatilities in these regiansl the S&P 500 index for the United States
and Datastream International Europe Index for Eewrdp first column of table 5.3, we report
mean and standard deviation of conditional votgtwer the entire sample period. We find that
stock market in Latin America is more volatile witonditional volatility of 23.39 percent
compared to 21.19 percent in Asia. The second camfiaior that we control for is the change
in exchange rate. We calculate the daily changexithange rate against US dollar for each
country in Asia and Latin America. In case of th8,We use a basket of four currencies (i.e.
GBP, JPY, CHF and EUR) to valuate exchange ratagds For Europe, since EUR and GBP
are the two major currencies, we take equal-wetyhieerage of EUR and GBP exchange rates
changes against USB.Similarly daily change in exchange rate is alsotloa higher side in
Latin America compared to Asia as shown in columrFiBally, we use the 1-year interbank
interest rate level as third common factor. Foriaeal representations, we compute equal-
weighted average of interest rate level in coustiéthin each region. We also find a high
volatility including higher interest rate level lratin America (4.86 percent) compared to Asia
(2.84 percent). Figure 5.4 compares the trend ofngon factors in the sample period for Asia
and Latin America. We find that conditional volayilincreases significantly in both regions
during the last two years, which is expected ormactof turbulence in stock markets after sub-
prime crisis. We find that daily exchange rate gemthough volatile but remain under 5 percent
in our sample except for the crisis period (Asiasis 1997 and Argentina crisis 2002). Interest
rate level declines in both regions till 2004 anheit a moderate increase in recent years.

<please insert figure 5.4 here>

5.2.3.2Banking system characteristics and regional finahsystem fragility
Following are the banking characteristics that pdayole in determining the fragility of the

financial system including financial services ihgibns. We compute these banking

2 Since our sample starts from June 1994; therefoecuse country-weighted average of exchange raestg
USD of euro currencies for daily observations ptaothe introduction of EUR.
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characteristics based on annual balance sheetofldianks in each individual country from
Bankscop#&® Since these variables are available on annuas basi use the annual value of the
preceding year for all daily observations of therent year. Moreover, the regional values are
calculated by averaging individual country leveltada The regional banking system

characteristics are weighted-average of individwoaintries.

5.2.3.2.1 Aggregate banking system liquidity

Aggregate banking system liquidity is the firstdiof defense against liquidity shocks. Financial
services institutions also park corporate fund®ugh interbank markets; therefore, from a
macro perspective, adequate levels of liquidityusthdoe maintained to absorb any sudden
shock. The lack of aggregate liquidity at the bagksystem level may lead to a channel of
contagion that not only affects banking systemaish financial services industry across regions.
We therefore include aggregate banking systemdityuin our analysis, and investigate its
impact on regional fragility of financial servicasstitutions. We use a narrow definition of
liquidity, that is, the ratio of cash and cash gglént assets to total assets. We call this vaaiabl
‘liquidity’ hereafter. We find that banking systeim India and Pakistan are holding high cash
reserve relative to total assets. The cash holdifigadia and Pakistan are 12.55 percent and
11.56 percent of the total assets respectively emetpto 2.8 percent on average in Asia.
Similarly, in Latin America, Venezuela holds 10.érgent of the total assets as cash or cash

equivalent compared to regional average of 2.88quer

5.2.3.2.2 Diversification of banking activities

De Nicolo, Bartholomew, Zaman and Zephirin (20049vide evidence that the increase in
financial conglomeration encourages banks to movaydrom traditional commercial banking
activities and offer a range of financial instrurtsethat directly compete with the offerings of
financial services institutions. Whether the rasgltoverlap between banks and financial
services institutions would increase fragility aoyde stability to the financial system as a
whole is an intriguing question. More recently, Denghe (2010) finds that banking system
fragility, measured through an increase in ban&d’ldeta, aggravates when banks engage in

non-traditional activities in addition to their eocommercial banking activities. Since interest

3 From Bankscopgwe retrieve data for all banks from 1994 to 2008each region. We find that some banks
report both consolidated and unconsolidated aceoimthe bank scope. Therefore, in order to eliteirdouble
entries, we use consolidated accounts when avajlatiierwise unconsolidated accounts.
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income is less risky than other revenue streamis, argued that specialization in traditional
activities result in lower systemic banking risk.that sense, financial conglomeration is unable
to reduce systemic risk. Wagner (2006) and WagB@ei() theoretically argue that multiple
activities of commercial banks though reduce risikdividual bank level, but from the financial
system’s point of view it raises the likelihoodsyfstemic crisis because a shock that previously
affect only a small part of the financial systerownaffects a large portion of the system and
possibly results in failure of the whole financsgistem. In this strand of literature we find a tilt
that banks should focus on their core loan-makiogiress because diversification increases
banking system fragility. However, in this analysise are also interesting in testing the
hypothesis whether diversification in banking atiéa increases or decreases regional fragility
of financial services industries. Our conjectur¢higt the diversification in banking would give
more resources to non-bank financial services fiamd hence provide stability in the financial
services industry. In order to measure the extemittich banks are involved in traditional loan-
making activities compared to non-traditional atis, we calculate net loans to total earning
assets for each country and label it as ‘divemita’ in our results. We find that net loans are
about half of the total earning assets in almdsta@intries; however, the focus on loan-making
activities is slightly higher in Asia (53.96%) coarpd to Latin America (44.40%).

5.2.3.2.3 Competition in banking industry

The existing literature on the relationship betwe&empetition and stability is inconclusive.
There exists “Competition-Fragility” view that mooempetition leads to lower loan rate and
lower profit margins. Consequently lower revenuesmf performing loans makes banks
operations more risky and ultimately increasesilitagpf the whole financial system (Marcus
(1984); Keeley (1990); Demsetz, Saidenberg and h&tra(1996)). Alternatively, the
“Competition-Stability” view suggests that compieiit lead to lower interest rates, which in turn
lead to lower probability of loan default, and hergafer banks (e.g. Boyd and De Nicolo
(2005)). In order to evaluate how competition dffieagility of banking and financial services
institutions, we use the ratio of total assetsigfést five banks to total assets of all banks as a
measure of competition (i.e. C5 measure) for eambnity in the region. We label it as
‘concentration’ in our analysis. The regional measis the weighted average of individual
country in the region using banking system totak&sas relative weights. We find that banking

systems in Asia are, on average, relatively moreeotrated than the ones in Latin America. Sri
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Lanka, China and Pakistan are among most concedtbanking systems in Asia, whereas Peru,

Venezuela and Chile are highly concentrated bankys¢ems in Latin America.

5.2.3.2.4 Capitalization of the banking system

Lastly, the ability of banking systems to absorlbeign shocks depends on the degree of
capitalization of the banking system. Ceteris p&ja more capitalized banking system should
be more stable because a higher capital base psoddcushion against insolvency. Liu and
Mello (2008) argue that fulfilling the capital raggments at individual bank level is not
sufficient to prevent systemic crisis. We use thpital base of the banking system as a whole to
evaluate whether the capital base of the bankirsgery provides a cushion against regional
fragility of financial system including banks anidancial services institutions. Our measure of
capital is the total equity that includes commoarsek and premium; retained earnings; reserves
for general banking risks and statutory resenass hbsorbing minority interests; net revaluation
of AFS securities; FX reserves included in equitd aevaluations other than securities deemed
to be equity capital. We label it as ‘capitalization our results. We find that banking systems in

Asia, on average, maintain low capital to totakasatio compared to Latin America.
<please insert table 5.4 here>

Table 5.4 shows the mean and standard deviatiobaiioking characteristics for each country as
well as at regional level during the whole sampeiqul. We find that Latin America has more
liquid asset as percentage of total assets comparesia. Moreover, Asia focus more on
traditional banking activities (loan business), Ha@g concentration in banking activities and
relatively lower capital ratio compared to Latin Arica at regional level. As far as the time
dimension is concerned, figure 5.5 shows that tieess increasing trend in liquid asset to total
asset ratio in both Asia and Latin America. We abserve a decline in traditional banking
activities (loan business) in both regions overetifihere is no particular trend in concentration
of the banking industry. Lastly, capital ratio hasreased from around 8 percent to 10 percent in

Latin America and hovered around 5 percent in Asia.

<please insert figure 5.5 here>
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5.2.3.3Inter-industry and intra-industry contagion

We evaluate intra-industry and inter-industry cgida after controlling for common variables.
Inter-industry contagion is important because lix#hks and other financial services institutions
are trading the same stuff; therefore, they aretlpiexposed to the same junk products.
Moreover, the non-bank financial institutions hadiferent roles in different regions. For
instance, in the US, since the passage of the Grdmach-Bliley Act in 1999, non-bank
financial institutions have very similar operatioas banks, so much so that they can raise
deposit directly from the public. However, in othregions, non-banks financial institutions are
not allowed to raise deposit directly. These ddferes in operational environment may have an

impact on inter-industry cross-regional contagion.

In this context we differentiate intra-industry ainter-industry contagion by origin of shock and
its consequence. When the triggering and reciprehistries are same, it is called intra-industry
contagion. We refer intra-industry contagion whiee thange in probability of banking system
fragility is due to shock in the banking system. fBa other hand, when triggering and recipient
industries are different, it is called inter-indysicontagion. For example, if probability of

banking system fragility is affected due to shogkfiinancial services industry, then we call it
inter-industry contagion. For contagion within @gi we are interested in intra-industry
contagion of financial services institutions; howevacross regions, we investigate inter-
industry contagion as well as intra-industry comagamong financial services and banking

institutions.

5.3 METHODOLOGY
In existing literature, there are very few studibat specifically investigate inter-industry

contagion. We find that Brewer and Jackson (2002) &tringa and Monks (2007) study inter-
industry contagion between banks and life insuranmapanies in the US and UK respectively.
These research papers use event-study methodaldgydstigate cumulative abnormal returns
around some given announcement events. The inerdmough event study methodology is
based on strict assumptions about modeling therataiaeturns. More recently, Bernoth and
Pick (2009) use panel data estimation to foredsestfinancial fragility of banks and insurance
companies. We use multinomial logistics modelsseas how fragility of banking and financial

services institutions is affected by common factmnking system characteristics and cross-

135



regional contagion. The dependent variable in oadehis a count variable that is linked to the
number of coexceedances in financial services amkibg services indices in a region on a
given day. Our methodology is an extension of B&apolyi and Stulz (2003) and Gropp and
Moerman (2004), wherein we use a different speatiion of dependent variable that explains the
tail behavior of both banks and financial servisetices using number of coexceedances in the
region. We estimate financial fragility in bankisancial services indices or both as a function of
common macro variables and banking system chaistater The general multinomial logistics
can be illustrated as:

P = % (1)
where x is the vector of covariates arg] the vector of coefficients associated with the
covariatesG(B;x) is a logistic distribution andh is the number of categories in the multinomial
model. The model is estimated using maximum loghitood function for a sample af

observations as follows:
logL = XL, X2, IlogP; 2)

wherel;; is an indicator variable whose value is equal tbttie i™" observation fall§™ category
and O otherwise. In our case, we have four categare. 1, 2, 3, and 4; each representing the
state of financial fragility in banking and finaatiservices industries as mentioned in section
5.2.2.

For the simplest case of constants only, we estirf@ir parameters. We introduce additional
variables like conditional volatility, exchangeeathanges, etc. in various models. But for each
additional variable introduced in the model, wechaeestimate additional parameters; therefore,
we opt for parsimonious specification as much assiise. Moreover, the coefficients from

discrete choice models are difficult to interpriterefore, we report marginal effect that are
obtained by differentiating the probability for é&aoutcome with respect to unit change in
independent covariate on a given day being evaluae unconditional mean value of

independent variables. Since marginal effects in-lmear models are different for each set of
data points in explanatory, we need to be carefuhaking inferences based on single set of

observations (see Kolasinski and Siegel (2010j)doent discussion on this issue). The marginal

136



effect can sometimes even change signs; therefagecompute the response of probability
measures to the full range on values of independariables. The sum of probabilities of all
four categories must equal to 1 and we show th@oreses of probabilities across whole range of
independent variables through “coexceedances respmurve”.

In order to evaluate the inter-industry cross-raglocontagion, we introduce the number of
coexceedances in banking and financial servicegandn other regions in separate models.
After controlling for the common shocks and bankisgstem characteristics, the marginal
change of coexceedances in other region would kigmgs-regional contagion in the same

industry as well as other industry.

5.4 RESULTS

A higher number of coexceedances indicate fragdftyhe financial system. In this chapter, we
evaluate the potential of inter-industry contagitmough the number of coexceedances in
financial services and banking indices within regiand across regions. We label regional
fragility when two or more coexceedances occur $Ar Latin America (the definition applies

to both financial services industry and bankingteryg. In the case of the US and Europe, the
regional fragility refers to the exceedance of baglor financial services indices. Our dependent
variable captures the state of regional fragilityfinancial services industry and/or banking
system. We assess how banking system characteretid macro factors affect the regional

fragility.
<please insert table 5.5 here>

Table 5.5 provides estimation results using a maitiial logistic model. We report the
estimation result for Asia and Latin America. Inetlirst column, we report the relative
frequencies for all categories of our dependentabdes. Since there are no covariates, the
relative frequencies represent the probabilitiestld respective outcomes. In Asia, the
probability of no regional fragility in banking dinancial services industry is 84.46%. We also
find that the probability of regional fragility inanking system and financial services industry are
5.29% and 5.52% respectively. However, the probiglaf worst event that both banking system
and financial services industry have more than ¢eexceedances on a particular day is 4.73%.

Similarly, in Latin America, the probability of negional fragility is 90.01%, probability for
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regional fragility of banking system is 4.07%, pabbity for regional fragility of financial
services industry is 3.83% and the probability fegional fragility in both banking system and
financial services industry is 2.09%. We find thia@ probability of regional fragility in either
industry is higher in Asia compared to Latin Amaric

5.4.1 Common factorsand regional fragility in banking and financial services

In model 1 of table 5.5, we explain regional fragiln banking and financial services industry
by including conditional volatility, changes in faexchange rates and interest rate level at
regional level. We report marginal effects to easduthe impact of a unit increase in control
variable for each category of our dependent vagialMe find that an increase in the conditional
volatility adds fragility in the banking system afidancial services industry in all regions. The
effect of an increase in conditional volatility p@sitive for all cases; however, the economic
significance is highest for the fragility in finaat services industry. The 1% increase in
conditional volatility increases the probability reéfgional fragility of banking systems by 0.23%;
regional fragility of financial services industry 10.27% and 0.25% increase in probability of
regional fragility of banking system and financsarvices industry together. We also check in
the same model whether the fall in currencies, \@rage, increase the probability of financial
fragility in banking and financial services indystiVe find that an increase in daily exchange
rate has the highest economic magnitude among atinwon factors in Asia. The 1%
depreciation of domestic currencies, on averageease the probability of regional fragility of
banking system and financial services industry by9% and 4.33% respectively. On the
extreme case, a same depreciation of domesticnmiesewould lead to increase in probability of
higher coexceedances in banking system and finaserices industry together by 6.98%.
Moreover, we evaluate the effect of monetary pobeoyfinancial fragility by inserting interest
rate level as control variable in the same moded. filkd that the increase in interest rate level
would significantly increase financial fragility &l cases. The 1% increase in interest rate level
would increase the probability of regional fragiliin banking by 0.98%, the probability of
regional fragility in financial services industry 8.39%, and the probability of regional fragility
in both banking and financial services by 0.36%.partial derivatives are significant at the 1%
level and the pseudo®Rs 11%.
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Similarly, in Latin America, we find that the in@®e in conditional volatility increases the
probability of the regional fragility of banking stgm and financial services industry. The
depreciation of domestic currencies, on averags, dignificant impact on the probability of
regional banking system fragility but fails to affehe probability of regional fragility in the
financial services industry. It also affects theol@bility of fragility in both banking and
financial services industry together. Last but ti@ least; interest rate level has a significant
impact on the probability of regional banking swystéragility only. In terms of economic
magnitude, the 1% increase in conditional volgtiitould increase the probability of regional
fragility in banking system by 0.13%, the probalibf regional fragility in financial services by
0.11% and the probability of regional fragility imoth industries together by 0.08%. The
marginal effects are significant at the 1% level #re pseudo-Ris 10%.

To summarize, we find that all common factors hasggnificant impact on banks and financial
services in Asia. An increase in regional condiiostock market volatility, a fall in currencies
and a rise in interest rate levels significantlgrease financial fragility in both banking and
financial services industries in Asia. In Latin Anee, conditional volatility affects both
industries but exchange rate depreciation andeasteate level affect only the banking system.
This is in line with our expectation that intereate and exchange rate would have higher
implications for banking system than financial $eeg institutions. In terms of economic
significance, we find that exchange rate depremiatias the highest impact in Asia and Latin
America. Moreover, we find that the common varigbleollectively explain around 10%
variation of the regional fragility in banking afidancial services industries (pseuda-R1% in

Asia and 10% in Latin America).

5.4.2 Banking system characteristics and regional financial fragility

Beside common factors there are banking systemactaistics that affect both banks and
financial services institutions in a similar faghidecause our main focus is to investigate the
inter-industry contagion, we also study the efieicbanking system liquidity, diversification in
banking activities, competition in the banking istty and capitalization of the banking system.
We include these regional banking system charatiesiin our previous multinomial logistic

regressions in addition to common macro factors.iWtf®@duce banking system characteristics

139



one by one in successive models while controlliogdommon macro factors. In Model 2 to

Model 5 of table 5.5, we report our estimation hssior Asia and Latin America.

5.4.2.1Banking System Liquidity

Banking system liquidity is important not only fimdividual banks to get funds from the money
market without paying extraordinary premiums, blgoaprovide opportunity to non-bank
financial services institutions to manage theiuidtty. The sufficient level of aggregate banking
system liquidity would improve the efficiency oftémbank market. We test the hypothesis
whether the increase in aggregate banking systquidity would reduce the probability of
financial fragility in banking or financial servisendustry. We use cash and cash equivalent as
percentage of total assets as a measure of liguiditmodel 2 of table 5.5, we report the effect
of the liquidity on the probability of financialdgility in banking and financial services industry.
The results are in line with Degryse, Elahi and @&e(®2010) that increase in liquidity would
reduce financial fragility.

In Asia, we find that a higher liquidity significiy reduces the probability of financial fragility
of banking, financial services and both. But inrierof economic magnitude, the effect is much
higher for banking system than the financial sesimdustry. We find that 1 standard deviation
increase in liquidity would decrease the probabitf 2 or more coexceedances in banking
indices by 0.439%, 2 or more coexceedances in diahservices indices by 0.106% and 2 or
more coexceedances in both by 0.192%. But in Latrerica, liquidity significantly reduce the
fragility of banking system only (i.e. 1 standardvihtion increase in liquidity reduce the
probability of 2 or more coexceedances in bankiysiesn by 0.104%). Liquidity does not have
any significant impact on financial service indystir both industries together. With the
inclusion of liquidity of banking system, the pset@ has increased from 11% and 10% to 12%
and 11% in Asia and Latin America respectively. Hiffect of liquidity is more significant in
Asia compared to Latin America. Moreover, amongustdes, we find that the liquidity has
higher impact on banking system compared to firedrs®rvices industry. In Asia, the banking
system provide more liquidity to the financial Sees institutions, that is why, we observe that a
liquidity shock that affect banking system would/@digher likelihood of affecting the financial
fragility of financial services institutions as Wweln Latin America, liquidity affects only the

banking system fragility with no significant impamt financial services institutions.
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5.4.2.2Diversification in Banking Activities

There is an inconclusive debate about the rolewarsification in banking activities on fragility
of the banking system. Recently, De Jonghe (20i§)eathat financial stability reduces when
banks engage in non-traditional activities in addito their core commercial banking activities.
But Degryse, Elahi and Penas (2010) find no sigaift impact of bank’s focus on traditional
loan making activities on the regional fragility lméinking systems. In this analysis, we use loan
to total asset ratio in order to investigate whethe banks inclination towards traditional loan-
making activities would affect the probability ahdncial fragility in banking and financial
services industries. We use loan to total earnsgp@ ratio as a proxy for banks’ focus on
traditional loan-making activities (i.e. level aidrsification). In model 3 of table 5.5, we report
the effect of the focus on loan-making activities the financial fragility of banking and
financial services industries in Asia and Latin Amoa We do not find any significant effect of
an increasing focus on traditional loan makingwtotis on financial fragility in banking or
financial services in Asia. However, in Latin Anwj we find that traditional loan-making
activities increase the probability of fragility imanking system only. In term of economic
magnitude, we find that 1 standard deviation ingega traditional loan-making activities would

increase the probability of banking system fragiliyy 0.640%.

Our findings are in line with Barth, Caprio and e/ (2006) surveys about the impact of bank
regulation on bank performance and financial sitgbiThey conducted three surveys during the
last decade and reported key characteristics okibgrenvironment in each country. These
surveys report that, in general, bank’s ownershipan-financial firms is more restricted in Asia
than in Latin America, which means that there sslscope for diversification in Asia compared
to Latin America. Moreover, the percentage of fgneowned banking system assets to total
banking assets is comparatively low in Asia as wHflese restrictions provide less room for
diversification in banking activities, and hendastvariable fails to affect the fragility of eithe
banking system of financial services in Asia.

5.4.2.3Competition in Banking Industry
Similar to the effect of diversification in bankiragtivities, there exist divergent views on the
effect of competition on regional fragility of bang system and financial service industries (i.e.

the competition-fragility view and the competitistability view). Degryse, Elahi and Penas
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(2010) use similar methodology to provide evideimcsupport of the competition-stability view

for banking systems at regional level.

Bikker and Haaf (2000) discuss 15 different measurieconcentration and their relationship.
The most widely used measures remain k banks ctmaten ratio (CR) and Herfindahl-
Hirchman index (HHI). The k bank concentrationaat a discrete measures, which are simple
and requires limited data. Supporters of discredasures maintain the view that the behavior of
a market that is dominated by a small number ofdaized banks is very unlikely to be
influenced by the small-sized in the market; themefthe calculation of concentration indices on
the basis of the entire bank size distribution wobe unnecessarily large-scale, while only
marginally changing the final results. Critics aghé& the view that every bank in the market
influences market behavior and stress a severdwdiagage of discrete indexes: they ignore the
structural changes in those parts of the industinychv are not encompassed by the index of
concentration. On the other hand, HHI accountslidnanks according to their market share and
thus explains the entire size distribution of bar8«sch measures stress that structural changes in

all parts of the distribution influence the valddlte concentration index.

In our analysis, we mainly focuses on the crossregy contagion that is often transmit through
large financial institutions. Small financial irtstions neither have reach nor expertise to extend
international operations. Therefore, banks’ coneiain ratio better serves our purpose;
however, we use HHI as a robustness check. Wetlliatdthe results from HHI are very similar
to C5 measure of concentration. The estimatestarersin model 4 of table 5.5. For banking
industry, we find similar result to Degryse, Eladmd Penas (2010) that a higher level of
concentration significantly increases the probgbihf financial fragility in banking industry in
both Asia and Latin America; however, the levetohcentration does not have any significant
impact of financial fragility of financial servicesmdustry in either region. The 1 standard
deviation increase in concentration would incregeprobability of banking system fragility by
0.612% and 1.444% in Asia and Latin America respelst Moreover, in line with Degryse,
Elahi and Penas (2010), we find that the impacoofcentration is higher in Latin America than

in Asia.
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5.4.2.4Banking System Capitalization

Finally, we explore how banking system capitalizatiaffects regional fragility of banking
system and financial services institutions. Our snea of capital is the region-wide total equity
that includes common shares and premium; retaiagdrgs; reserves for general banking risks
and statutory reserves; loss absorbing minoritgredts; net revaluation of AFS securities; FX
reserves included in equity and revaluations othan securities deemed to be equity capital.
We find that an increase in capitalization woulduee banking system fragility in both regions
and financial fragility of financial services in fia America only. Degryse, Elahi and Penas
(2010) assert that greater capital though sigmfigareduces the probability of banking system
fragility in Asia and Latin America, but the econemrmagnitude is higher in Latin America. We
find a similar results that 1 standard deviatiogréase in capitalization would reduce the
probability of regional fragility of banking systeby 0.360% and 1.430% in Asia and Latin
America respectively; whereas the same increasapitalization would reduce the probability
of regional fragility of financial services indugtby 1.232% in Latin America only. Here also,
our findings are in line with Degryse, Elahi anch®& (2010) that the impact of capitalization on

regional fragility is higher in Latin America tham Asia.

5.4.2.5Summary

In summary, we find that the increase in liquidieduce the regional fragility of both banking
system and financial services institutions in Asidgereas, in Latin America, the increase in
liquidity decreases the regional fragility of bamiisystems only. The increase in capitalization
significantly reduces the probability of financfehgility of banking system in Asia; whereas, it
reduces the probability of financial fragility obth banking and financial services in Latin
America. Our findings are supportive of the conpmtistability view that increase in
competition would significantly reduce the probahibf banking system fragility; however, it is
not significant for financial fragility of financliaservices institution in both Asia and Latin
America. We also find that focus on traditionalngaaking activities increase the likelihood of
regional banking system fragility in Latin Americaly. Lastly, we also observe that regional
fragility of banking systems is reduced with thergase in liquidity and capitalization and is
increased with the increase in concentration buérdification fails to affect banking system
fragility in Asia. In Latin America, an increase liguidity and capitalization would reduce

banking system fragility; whereas, an increase amcentration and diversification would
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increase banking system fragility. The regionalgility of financial services is reduced by
increase in liquidity in Asia and by capitalization Latin America. Other factors do not have

any significant effect on regional fragility of Ancial services in these regions.

5.4.3 Coexceedance response curves of the common factors and banking system
characteristics

The Coexceedance response curves provide a compldtee of the effect of changes in
independent variables on the probability of coedeeees. These curves are important because
probabilities are not linear functions of the resg@s. We plot the probability of coexceedances
as a function of the common factor and bankingesgystharacteristic at the entire range. The
different areas of the plot correspond to differeméxceedances levels. Figure 5.6(a) and 5.6(b)
provide coexceedances response curves of the comfactors and banking system

characteristics respectively.
<please insert figure 5.6 here>

We find that the curves are highly nonlinear thggort the use of a multinomial logistic model.
At low level of conditional volatility, there is gih probability of no coexceedances in either
industry. The economic magnitude of the increaseainditional volatility on banking system
fragility is higher in Asia than in Latin Americ&n the other hand, the exchange rate changes
and interest rate level has higher impact on ban&ystem characteristics in Latin America than
in Asia. Among the banking system characteristiesfwwd that aggregate liquidity will reduce
the probability of all coexceedances in the emtargge in Asia and Latin America. We observe a
flat curve for the effect of banking system divécsition in Asia; whereas in Latin America, it

will significantly reduce the probability of no coseedances.

5.4.4 Intra-industry and inter-industry cross-regional contagion

We also evaluate intra-industry and inter-industnygss-regional contagion after controlling for
common variables. Intra-industry contagion existemfinancial fragility in one industry affects
the probability of financial fragility in same thedustry; whereas, inter-industry contagion refers
to the phenomenon when financial fragility in omelustry affects the probability of financial

fragility in other industry. In order to evaluateoss-regional contagion we introduce a binary
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variable for each industry in other regions as amatory variable in separate models. For
example, we have a binary variable for banking stiduin Latin America, whose value is 1

when banking system in Latin America is fragilee(i2 or more coexceedances of banking
indices in Latin America on that day) otherwise ttadue is zero. We can call this variable a
‘trigger’ that reflect fragility in an industry fagach region. We have 4 triggers from each region:
1) there are 2 or more coexceedances in eithelifigok financial services indices 2) there are 2
or more coexceedances in banking only 3) there2amr more coexceedances in financial
services only 4) there are 2 or more coexceedaimcd®th banking and financial services

industry simultaneously. From each triggering regiwe use 1 trigger at a time to evaluate the
impact of the financial fragility of that industrgn banking, financial services and ‘both

industries together’ in the host region. Therefave,have three marginal effects for each trigger

in one regression beside control variables.
<please insert table 5.6 here>

In Table 5.6, we report the impact of cross-regiamaa-industry and inter-industry contagion in
Asia and Latin America. The first column shows ifm@act on banking system only, the second
column presents the effect on financial servicdg and the third column illustrates the effect on
both industries simultaneously. The intra-industnpss-regional contagion is marked with
shaded area. In general, after controlling foreffect of common factors and banking system
characteristics, we find that the 2 or more coeaagees in either banking or financial services
indices from all regions would significantly incesathe probability of financial fragility of
banking and financial services industries. Bankes raore prone to receive cross-regional as
compared to financial services institutions. Intrdustry contagion is more prominent in
banking institutions than in financial servicestitugions. Cross-regional contagion is higher in
Asia than in Latin America. Banks from all regiclesd to affect banking systems in both Asia
and Latin America. Financial services in Latin Amarare completely immune to any shock
from Asia. Banks do not affect financial servicedustry in other regions; the only exception is
the European banking system that affects finanse@lices industry in Asia. In Asia, the
economic magnitude of inter-industry contagion frionancial services indices is the maximum
when it is triggered from Europe. Whereas in L&merica, the inter-industry contagion effect

from financial services indices though the maximarihren it is triggered from the US, but it is
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slightly lower when the contagion is triggered framrope. However, in general, the cross-

regional effect from Europe is more dominant tHas WS>

More specifically, the banking institutions domiadinancial systems in all major economies;
therefore, the economic magnitude of inter-industigss-regional contagion effect that triggers
through banking system is higher than financialises industry. For example, in Asia, 2 or
more coexceedances in banking indices in Europddiaioarease the probability of fragility of
financial services by 5.5%. Whereas, 2 or more ceedances in financial services indices in
Latin America, the US and Europe would increaseptiodability of fragility of banking system
by 2.6%, 0.6% and 5.9% respectively. In Latin Aroariwe find that the inter-industry cross-
regional contagion effect when 2 or more coexceegaim financial services indices in the US
and Europe would significantly reduce the probapiif banking system fragility by 7.6% and
7.2% respectively.

We also explore the effect of the same trigger falhiriggering regions simultaneously in one
model but do not report results for the sake oWibyg however, we find that the results are

robust.

5.5 CONCLUSION

This chapter investigates the effect of common mdactors (conditional volatility, exchange

rate changes and interest rate level) and bankistgrs characteristics (liquidity, diversification,

concentration and capitalization) on financial fliag We also explore the intra-industry and

inter-industry contagion among banking and finanegavices industries. We refer Intra-industry
contagion when financial fragility in one industifects the probability of fragility of the same

industry; whereas, inter-industry contagion exigken financial fragility in one industry affects

the probability of fragility in other industry. Wse stock prices of banking institutions and
financial services institutions at regional lewebirder to assess fragility in banking and finahcia
services industries. The negative coexceedancksancial services are highly correlated with
the coexceedances in banking services indices, hwhiotivates the investigation of inter-

industry contagion.

%! In order to check that the inter industry effect fimel is something particular within the financectss; we have
done a similar exercise with banking indices arel fibod sector indices (instead of the financiavises sector
indices). We find that inter-industry cross-regiboantagion is not significant in this case. Werdi report these
regressions for the sake of brevity.
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We find that an increase in regional conditiortatk market volatility, a fall in currencies and a
rise in interest rate levels significantly incredisancial fragility in both banking and financial

services industries in Asia. In Latin America, ctiahal volatility affects both industries but

exchange rate depreciation and interest rate kféett only the banking system. This is in line
with our expectation that interest rate and exchaiage would have higher implications for the
banking system than financial services institutidnsterms of economic significance, we find
that exchange rate depreciation has the highesaamim Asia and Latin America. Among

banking system characteristics, we find that tleeeiase in liquidity reduce the regional fragility
of both banking system and financial services tastins in Asia; whereas, in Latin America, the
increase in liquidity decreases the regional figgibf banking systems only. The increase in
capitalization significantly reduces the probapildf financial fragility of banking system in

Asia; whereas, it reduces the probability of finahdragility of both banking and financial

services in Latin America. We also find that a ®am traditional loan making activities increase
the likelihood of regional banking system fragilityLatin America only. We find that the cross-
regional intra-industry contagion is more prominamtbanking institutions than in financial

services institutions. Banks are more prone toiveceross-regional contagion. Cross-regional
contagion is higher in Asia than in Latin Amerida.Asia, the economic magnitude of inter-
industry contagion from financial services indicefighest when it is triggered from Europe. In
Latin America, the inter-industry contagion effé@m financial services indices is highest when
it is triggered from the US, but is only slightlpwer when the contagion is triggered from
Europe. However, in general, the cross-regionactffrom Europe is more dominant than the

cross-regional effect from the US.
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Table 5.1: Summary Statistics of Daily Returns on FinancibServices Indices for a Period from Jul 01, 1994tDec 31, 200¢

CHN KOR PHL TWN INA IND MAL PAK SRI THA ARG BRA CHI coL MEX PER VEN USA EUR
No. of Institutions 16 85 34 41 66 33 20 20 17 34 2 23 29 13 8 19 10 45 204
Mean (%) 0.155 0.121 0.123 0.029 0.108 0.174 0.070 0.202 0.094 0.069 0.022 0.145 0.080 0.079 0.028 0.045 0.139 0.044 0.034
Std. Dev. (%) 2.911 2.841 1.988 1.934 1.743 2.434 2.162 1.854 1.446 2.763 1.472 2.171 0.897 1.812 0.791 0.728 2.685 1.749 0.988
Median (%) 0.000 0.000 0.000 0.000 0.000 0.000 -0.001 0.000 0.000 -0.028 0.000 0.000 0.004 0.000 0.002 0.004 0.000 0.014 0.051
Minimum (%) -14.895 -14.175 -12.157 -10.095 -10.990 -25.091 -15.273 -9.688  -13.491 -15.469 -9.166  -19.319 -7.970 -13.793 -16.634 -8859 -35.706 -15.799 -9.202
Maximum (%) 35.597 24.575 17.939 13.837 14.715 36.581 28.263 26.321 23.644 23.673 10.198 20.414 15.006 17.798 12.772 22.850 35318 16.717 10.132
Correlations CHN KOR PHL TWN INA IND MAL PAK SRI THA ARG BRA CHI coL MEX PER VEN USA EUR
CHN 1.000 0.047 0.052 0.050 0.036 0.020 0.025 0.022 0.051 0.047
KOR 0.047 1.000 0.019 0.117 0.054 0.033 0.020 -0.013 -0.018 0.190 0.131
PHL 0.045 0.121 1.000 0.066 0.137 0.086 0.069 0.030 0.005 0.001 0.190 0.148
TWN 0.043 0.224 0.085 1.000 0.033 0.134 0.037 0.044 0.027 0.019 -0.010 0.199 0.140
INA 0.056 0.159 0.090 0.147 1.000 0.019 0.133 0.071 0.071 0.050 0.004 0.026 0.150 0.103
IND 0.024 0.054 0.066 0.056 0.078 1.000 0.009 0.034 -0.004 0.020 0.018 -0.019 -0.034 0.050 0.029
MAL 0.063 0.179 0.145 0.168 0.144 0.125 1.000 0.030 0.079 0.084 0.049 0.010 -0.018 0.035 0.168 0.082
PAK 0.017 0.024 0.012 0.021 0.053 0.030 0.032 1.000 -0.013 -0.006 -0.010 0.017 0.020 0.001 -0.006 -0.015 0.002
SRI -0.010 0.013 0.032 0.039 0.007 0.017 0.054 -0.006 1.000 0.011 0.015 0.020 0.008 0.019 0.023 0.007 0.049 0.061
THA . 0.049 0.193 0.120 0.133 0.113 0.093 0.245 0.058 0.023 1.000 0.030 0.058 0.037 0.035 0.017 -0.007 0.018 0.120 0.080
Asia 0.077 0.030 0.115 0.083
ARG 0016 0044 0045 0035 0025 0030 0067 -0002 0028 0053  1.000
BRA 0.045 0.101 0.098 0.077 0.104 0.022 0.072 0.018 0.048 0.074 0.148 1.000
CHI 0.011 0.055 0.055 0.064 0.077 0.028 0.116 -0.004 0.021 0.083 0.082 0.182 1.000
coL 0.026 0.082 0.061 0.064 0.114 0.028 0.080 0.028 0.013 0.059 0.023 0.124 0.070 1.000
MEX 0.031 0.035 0.022 0.022 0.045 0.028 0.034 0.028 0.004 0.037 0.046 0.083 0.062 0.034 1.000
PER 0.031 0.027 0.052 -0.016 0.045 -0.004 -0.008 -0.002 0.000 0.002 0.003 0.057 0.037 -0.001 0.050 1.000
VEN -0.004 -0.012 -0.002 0.018 -0.003 0.024 0.021 0.018 -0.005 0.010 . 0.035 0.014 0.037 0.026 -0.003 0.013 1.000
Latin America 0.036 0.053

United States -0.012 0.089 0.035 0.054 0.110 0.005 0.031 0.000 0.018 0.070 0.143 0.376 0.158 0.120 0.124 0.058 0.011 1.000
4 v

0.040 0.141
Europe 0037 0208 0157 0171 0244 0072 0197 0013 0053 0172 0088 0320 0211 0221 0100 0072 0011 0343  1.000
’ 14
0.132 0.146

We report data from 10 Asian countries, 7 Latin Aigcen countries, the USA and European block. Asiaantries include
China (CHN), Korea (KOR), Philippines (PHL), TaiwgmWN), India (INA), Indonesia (IND), Malaysia (MAL. Pakistan
(PAK), Sri Lanka (SRI) and Thailand (THA). Wherehatin American countries include Argentina (ARB)azil (BRA), Chile

(CHI), Colombia (COL), Mexico (MEX), Peru (PER) antenezuela (VEN).We report number of firms offerifigancial

services that are included from each country/regummary statistics include mean, standard dewiatinedian, minimum,
maximum and correlations of daily banking indexures as reported in Datastream. The correlationgpper right matrix are
between daily returns of Asian countries in dand those of Latin America, the United States Bacbpe in day-1. Averages

of correlations that are presentedid, represents regional correlations of block abowkadjacent to the statistics.
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Table 5.2: Summary Statistics of (C+) exceedances forinancial Services Indices from Jul 01, 1994 to D&1, 200€

Number of Negative (co-)exceedances

Mean
return
when>=4  >=4 3 2 1 0
CHN -1.26% 8 9 43 130 2462
KOR -7.32% 23 36 58 73 2462
PHL -5.00% 26 28 59 77 2462
TWN -4.66% 23 25 68 74 2462
INA -5.26% 24 31 49 86 2462
IND -5.31% 13 26 60 91 2462
MAL -5.80% 30 33 60 67 2462
PAK -3.68% 6 10 51 123 2462
SRI -3.20% 12 14 34 130 2462
THA -6.62% 23 28 56 83 2462
Total -4.81% 39 80 269 934 2462
ARG -3.02% 3 8 64 115 2745
BRA -6.27% 13 21 52 104 2745
CHI -2.36% 13 24 57 96 2745
coL -4.74% 9 9 39 133 2745
MEX -1.78% 13 20 48 109 2745
PER -2.10% 10 15 39 126 2745
VEN 0 5 53 132 2745
Total -3.38% 14 34 176 815 2745

The dataset consist of 3784 daily returns for fai@nservices institutions from each country. Widggily returns are sorted in
ascending order, the lowest five percent data paiatrespond to Negative exceedances and highegpdrcent are labeled as
Positive exceedances. Coexceedance representititeofcurrences of exceedances across countrieslagy A zero
exceedance means no country exceed on that d&g iwhole region. Similarly, any number (1, 2, ...Mene n is the total
number of countries in the region) of coexceedanaesbe observed on a given day. We report negatiggceedances i.e. in
Asia, there are 2462 days when no country has ivegaxceedance but it is possible that a numbepohtries have positive
exceedances during those days. We have stratHiechimber of coexceedances into four groups (8, 2nd >=4). At the
bottom of each block, the total number of dayejsorted for each number of coexceedance. For examopt of 3784 trading
days, we have observed 934 days when only 1 coumrggatively exceeds in Asia. Similarly, we find 268ys when 2
countries coexceeds and 39 days when 4 or mordr@ainoexceeds in Asia. Within each region, we atention how often a
particular country exceeds. For instance, we firad China is the only country on 130 days out ¢f 88ys when 1 country has
lowest extreme return. Similarly, there are 8 daysof 39 days when China is among those 4 or roouatries that have joint
occurrences of negative coexceedances. The filsimeo gives mean returns when 4 or more countriege hzegative

coexceedances. The bottom row ‘Total' provide mestarn irrespective of what countries are includetiereas numbers
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Table 5.3: Summary Statistics of Common Variables from JulD1, 1994 to Dec 31, 20

Common Factors

Conditional Volatility

Change in Exchange Rate

Interest Rate Level

Mean Std Dev. Mean Std Dev. Mean Std Dev.
CHN 0.2929 0.1384 -0.0001 0.0006 0.0434 0.0309
KOR 0.3374 0.1900 0.0002 0.0096 0.0762 0.0368
PHL 0.2197 0.0698 0.0002 0.0056 0.1037 0.0382
TWN 0.2423 0.0697 0.0001 0.0030 0.0394 0.0208
INA 0.2303 0.0862 0.0001 0.0028 0.0839 0.0263
IND 0.2633 0.1118 0.0001 0.0088 0.1336 0.0750
MAL 0.1816 0.1217 0.0001 0.0066 0.0478 0.0222
PAK 0.2663 0.0973 0.0003 0.0044 0.0960 0.0391
SRI 0.1762 0.2088 0.0002 0.0026 0.1332 0.0372
THA 0.2763 0.0936 0.0001 0.0061 0.0919 0.0315
Asia 0.2119 0.0995 0.0001 0.0023 0.0849 0.0284
ARG 0.2474 0.0882 0.0004 0.0167 0.2149 0.2203
BRA 0.2405 0.1014 0.0003 0.0094 0.0107 0.0077
CHI 0.1254 0.04%6 0.0001 0.0081 0.0050 0.0021
coL 0.1442 0.0728 0.0003 0.0057 0.1640 0.1033
MEX 0.1938 0.0743 0.0004 0.0097 0.1648 0.1071
PER 0.1843 0.0659 0.0001 0.0034 0.1279 0.0293
VEN 0.3899 0.1997 0.0008 0.0187 0.1753 0.0915
Latin America 0.2339 0.1084 0.0004 0.0046 0.1214 0.0486
United States 0.1584 0.0791 0.0000 0.0044 0.0413 0.0172
Europe 0.1503 0.0766 0.0000 0.0054 0.0443 0.0148

Summary statistics include mean and standard dewiaf 3784 daily observations for each country.

Table 5.4: Summary Statistics of Banking Characteristics from 1994 t®00¢

Banking System  Liquid Assets/ Total Assets Asset Diversity Loan / Total Earning Assets Concentration (C5) Capital Ratio
Characteristics Mean Std Dev. Mean Std Dev. Mean Std Dev. Mean Std Dev. Mean Std Dev.
CHN 0.1552 0.0503 0.8479 0.1244 0.5381 0.0923 0.8000 0.0835 0.0355 0.0117
KOR 0.3095 0.0394 0.8318 0.0680 0.5841 0.0340 0.4637 0.0640 0.0508 0.0108
PHL 0.2789 0.0991 0.8377 0.0931 0.4318 0.0651 0.5972 0.0486 0.1182 0.0115
TWN 0.1503 0.0583 0.9227 0.0509 0.4920 0.0486 0.4901 0.1102 0.0768 0.0098
INA 0.3063 0.0379 0.8576 0.0742 0.4799 0.0798 0.4952 0.0624 0.0647 0.0062
IND 0.3167 0.1569 0.7847 0.1612 0.5357 0.1325 0.6927 0.0956 0.0791 0.0916
MAL 0.2882 0.0200 0.7979 0.0708 0.6011 0.0354 0.4420 0.0627 0.0882 0.0151
PAK 0.3414 0.0644 0.8553 0.0616 0.4746 0.0766 0.7886 0.1375 0.0616 0.0396
SRI 0.3947 0.0448 0.9135 0.0572 0.5322 0.0414 0.8248 0.1184 0.0774 0.0249
THA 0.2613 0.0408 0.7265 0.0992 0.6367 0.0496 0.6032 0.0655 0.0646 0.0223
Asia 0.2134 0.0370 0.9073 0.0909 0.5396 0.0518 0.6254 0.0425 0.0528 0.0035
ARG 0.1901 0.0599 0.7483 0.1527 0.4686 0.1474 0.5929 0.0749 0.1114 0.0128
BRA 0.3975 0.0669 0.7101 0.0640 0.3550 0.0320 0.5446 0.0726 0.0783 0.0067
CHI 0.3067 0.0570 0.7456 0.1052 0.6170 0.0737 0.7464 0.0761 0.0471 0.0130
coL 0.3028 0.1337 0.7803 0.2051 0.5762 0.1312 0.5713 0.0850 0.2009 0.0456
MEX 0.1971 0.0748 0.7389 0.1622 0.6291 0.0835 0.6484 0.1326 0.0867 0.0240
PER 0.2398 0.0955 0.8924 0.0906 0.4720 0.0657 0.8074 0.0467 0.0732 0.0141
VEN 0.3623 0.0819 0.6531 0.1568 0.3623 0.1345 0.7581 0.0846 0.1582 0.0597
Latin America 0.3244 0.0563 0.8879 0.0624 0.4440 0.0312 0.5928 0.0529 0.0873 0.0089
United States 0.3786 0.0223 0.9488 0.0324 0.5068 0.0303 0.1514 0.0235 0.0701 0.0038

Europe

Summarystatistics include mean and standard deviatiorv8f3laily observations for each coul
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Table 5.5: Multinomial Logistics Regression with Regional Common Factors and Regional Banking System Characteristics

No. of Relative Model 1 Model 2 Model 3 Model 4 Model 5
Coex Freq Coeff ChgProb Coeff ChgProb Coeff ChgProb Coeff ChgProb Coeff ChgProb
ASIA
Base Case 1 3196 0.8446
Constant 2 200 00529  -6.533° -2.270° -5.802 ° -8.963 ° -5.228°
3 209  0.0552 -4,901° -3.852° -4.960 ° -6.320° -7.599 °
4 179  0.0473 -5.880 ° -3.633° -5.554 ° -7.809 ° -8.341°
Cond. Volatility 2 0.065° 0.0023 0.064 °  0.0022 0.064° 0.0023 0.065°  0.0022 0.064° 0.0023
3 0.061° 0.0027 0.059° 0.0026 0.061° 0.0027 0.060 *  0.0026 0.061° 0.0026
4 0.079° 0.0025 0.079° 0.0025 0.079° 0.0025 0.079*  0.0024 0.079° 0.0024
Avg. Chg. ER 2 1.106 * 0.0379 1136 % 0.0377 1.112°% 0.0383 1.113* 0.0373 1.092 % 0.0380
3 1.022 7 0.0433 10387 0.0441 1.0237  0.0433 1.020°  0.0430 1.036 7 0.0430
4 2.160°  0.0698 2.179°  0.0697 2.163° 0.0700 2.169° 0.0689 2.188° 0.0689
Avg. Int. Rate Level 2 0.261° 0.0098 0.101° 0.0036 0.267° 0.0101 0.246 *  0.0090 0.247°  0.0094
3 0.096 ° 0.0039 0.060  0.0026 0.096° 0.0039 0.084° 0.0034 0.110° 0.0045
4 0.122° 0.0036 0.037  0.0010 0.125° 0.0037 0.105°  0.0030 0.138°  0.0040
Liquidity 2 -14.130 * -0.5150
3 -3.444° -0.1250
4 -7.457 ° -0.2250
Diversification 2 -1.693 -0.0655
3 0130  0.0112
4 -0.778  -0.0242
Concentration 2 4.035° 0.1440
3 2431  0.1030
4 3.247  0.0984
Capitalization 2 -21.970 ¢ -1.0310
3 48.500  2.2620
4 43,550  1.3870
Log-Likelihood -1918.1 -1908.9 -1917.9 -1914.5 -1914.8
Pseudo-R’ 0.11 0.12 0.11 0.11 0.11
LATIN AMERICA
Base Case 1 3406 0.9001
Constant 2 154  0.0407 -5.486 ° -2.729° -8.547 ° -10.740 * 0.181
3 145  0.0383 -4.077° -2.089 ° -4.505 ° -3.978 ° 0.718
4 79  0.0209 -6.718 ° -8.626 ° -4.326 -3.605 -7.283°
Cond. Volatility 2 0.045°  0.0013 0.052° 0.0014 0.048° 0.0014 0.054 °  0.0015 0.049° 0.0013
3 0.037° 0.0011 0.041° 0.0012 0.037° 0.0011 0.037* 0.0011 0.040° 0.0012
4 0.087 %  0.0008 0.085°  0.0007 0.085°  0.0007 0.083*  0.0007 0.088*  0.0008
Avg. Chg. ER 2 0.360° 0.0104 0.370° 0.0102 0.364° 0.0102 0.368 °  0.0100 0.391° 0.0105
3 0.282  0.0083 0.297 ¢ 0.0087 0.285  0.0084 0.291  0.0086 0.312° 0.0090
4 0.566 °  0.0049 0.580° 0.0049 0.568 °  0.0049 0.578 *  0.0048 0.586° 0.0051
Avg. Int. Rate Level 2 0.086 ° 0.0026 0.053° 0.0016 0.074° 0.0022 0.036  0.0010 0.030° 0.0009
3 -0.013  -0.0005 -0.047  -0.0015 -0.016  -0.0006 -0.012 -0.0004  -0.080 -0.0025
4 0.004  0.0000 0.030  0.0003 0.019  0.0002 0.043  0.0004 0.009  0.0001
Liquidity 2 -7.993° -0.2270
3 -5.318  -0.1590
4 5.079  0.0482
Diversification 2 6.981° 0.2050
3 1.031  0.0272
4 -5.680  -0.0531
Concentration 2 9.545 % 0.2730
3 -0.195  -0.0135
4 -6.052  -0.0544
Capitalization 2 -58.940 * -1.6020
3 -46.780 7 -1.3800
4 5.242  0.0755
Log-Likelihood -1245.2 -1238.9 -1243.1 -1236.3 -1232.9
Pseudo-R’ 0.1 0.11 0.1 0.11 0.11

Table 5 shows multinomial regressions with dependent variable is a count variable with four categories i.e. whose value of 1, 2, 3 and 4. The value is 1when
there is neither banking indices nor financial services indices have 2 or more coexceedances in a region. This variable has value 2 when there are 2 or more
coexceedances in only the banking services indices. Similarly, the variable gets value 3 when 2 or more coexceedances in only financial services indices.

Finally, the value 4 represents that there are 2 or more coexceedances in both banking services and financial services indices.

at the 1%, 5% and 10% repectively.

a,b,c

Denotes significance levels
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Table 5.6: Inter-Industry and Intra-Industry Cross- Regional Contagion

Banks Financial Srv. Both Banks Financial Srv. Both
Coeff ChgProb  Coeff  ChgProb Coeff  ChgProb  Coeff ChgProb  Coeff ChgProb  Coeff  ChgProb
ASIA LATIN AMERICA

Control for common macro factors YES YES YES YES YES YES
Control for banking system characteristics YES YES YES YES YES YES
Trigger (2 or more coexceedances)
ASIA .
Either Banking or Financial Services Indices 0.699 °  0.023 ’ -0.152 -0.005 1764 % 0.022
Banking Index only 0770° 0029  -0.201 -0.006 1.641° 0.026
Financial Services Index only ’ -0.392 -0.010 r 0.202 0.007 ’ 0.194 0.002
Both Banking and Financial Services indices 0918 °  0.037 i’ -0.390 -0.010 1.314° 0.019
LATIN AMERICA
Either Banking or Financial Services Indices 0.989 °  0.047 0.619°  0.028 11957 0.052
Banking Index only 0.673°  0.029 i’ 0.449 0.019 1.077*  0.050
Financial Services Index only 0.587 ¢ 0.026 0644 ° 0038 " 0.133 0.002
Both Banking and Financial Services indices 1.548 %  0.098 ’ 0.668 0.023 1701 °  0.099

United States

Either Banking or Financial Services Indices 0.900 °  0.040 0224 0.003 1692 *  0.095 1557  0.071 1.229°  0.045 22427 0.041
r r r r
Banking Index only 0480 °  0.022 -0.720  -0.026 0722 ¢ 0.032 0779  0.029 0.456 0.013 1236 ¢ 0.018
r r r
Financial Services Index only 0.340 0.006 0.901°  0.050 1.688° 0.112 1364 °  0.076 0.510 0.016 -0.293  -0.003
r
Both Banking and Financial Services indices 1.124°  0.057 0.268 0.003 1.714°  0.103 1.675°  0.082 1557  0.068 2.614°  0.062
Europe
Either Banking or Financial Services Indices 1.248 *  0.061 0798 ° 0.034 1.855°  0.103 1.515°  0.066 1414°  0.056 2.551°  0.048
v r ’
Banking Index only 0.444°  0.015 0.890° 0055 0886 ° 0.037 0717 °  0.027 0.186 0.004 0991 ¢ 0.013
r r
Financial Services Index only 1114 0.059 0.535°  0.020 1.437°  0.082 1462 °  0.072 1.857 % 0123 -0.421  -0.004
Both Banking and Financial Services indices 1448 0.079 0.738°  0.026 2.054° 0134 1510 °  0.069 1215°  0.044 2.999 °  0.085
a, b, c

Denotes significance levels at the 1%, 5% and 10% repectively.

Table 5.6 reports the potential of cross-regionabiindustry and inter-industry contagion in Aared Latin America. The first
column shows the impact on banking system, thergkcolumn presents the effect on financial servares the third column
illustrates the effect on both industries simulmumy. We investigate four cases from each triggeriegion: 1) there are 2 or
more coexceedances in either banking or finaneilices indices 2) there are 2 or more coexceedandganking only 3) there

are 2 or more coexceedances in financial serviods 4) there are 2 or more coexceedances in botkibg and financial
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Figure 5.1: Clustering of Negative Extreme Events itFinancial Services Indice
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We define negative extreme event when 4 or moratci@s have lowest 5 percent returns. Out of
total 3784 trading days, we observe 39 and 14 mdrevents in Asia and Latin America
respectively. On y-axis, we measure the numbeximéme events during each year in our sample

period.
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Figure 5.2: Interdependence of Banking and Financial Serees Indice:

Inter-Industry Interdependence

M Banks and Fin. Srv. On the Same Day
B Banks to Fin. Srv.
& Fin. Srv. To Banks
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Figure 5.2 reports how often the coexceedances ankibg indices are matched with

coexceedances in financial services indices in fthe regions. Blue columns represent the
percentage of matched coexceedances against cderces in banking indices on the same day.
Whereas red columns show the percentage of coexaeesl in banking indices that are matched

with coexceedances in financial services indicethersame day and the following day.
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Figure 5.3: Extreme Negative Returns it Banking and Financial Services Indice

Asia Latin America
B No Coexceed. B Coexceed. in Banks B No Coexceed. B Coexceed.in Banks
W Coexceed.in Fin. Serv. B Coexceed. In Both W Coexceed.in Fin. Serv. B Coexceed. In Both

200; 5% 154; 4%

209; 6%
145; 4%

179;5%

79;2%

USA Europe
B No Coexceed. B Coexceed. in Banks B No Coexceed. B Coexceed.in Banks
[ Coexceed.inFin. Serv. B Coexceed. In Both M Coexceed.inFin. Serv. B Coexceed.InBoth

56;1% 68; 2%
19

56;1% 68; 2%

134; 4% 122:3%

The dark blue area represent the number of datfseinvhole sample when there is no extreme negegiven in any of the
banking and financial services industry. The coluamthe right shows the number of days when bankidgstry or

financial services industry or both have 2 or njonet extreme negative return in the region.
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Figure 5.4: Trend in Common Macroeconomic Factor
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The regional common factor is the simple averagallofountries in the region. We calculate thesedis for each trading
day in our sample.
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Figure 5.5: Trend in Banking Characteristics
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The regional banking system characteristics arghted average of individual countries in the raegising total assets of

the banking system as weights.
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Figure 5.6(a): Coexceedances Response Curves for CommondviaFactors
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Figure 5.6(b): Coexceedances Response Curves for Bankings&m Characteristict
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Appendix 1

Ai and Norton (2003) provide a correct way to estienthe magnitude and standard errors of

interaction effects in non-linear models as follows

Let y denote the raw dependent variable for a genemalinear model. Let the vectar be a
k x 1 vector of independent variables, o= (x4, x,, x5 --- x;). The expected value gfgivenx
is

Elylx] = F(x, )

where the functiorF is known up tof and is twice continuously differentiable. L&tdenote
either the difference or the derivative operat@pehding on whether the regressors are discrete
or continuous. The interaction effect xaf and x, on y is the crosslerivatives (or differences)
given by

N’F (x, B)
Hz = Ax,Ax,
and the estimated value of interaction effect is
A’F (x, )
iz = Ax,Ax,

where 8 is a consistent estimator gf The continuity of F and consistency @fensures the
consistency of (i;, to u;,. They also provide standard error and asymptaticance of the
estimated interaction effeqgt,,. Moreover, they argue that the magnitude and ssici
significance of the interaction effect varies by aation. It can even change sign for variant
observations of the same independent variablesgftire, it is advised to draw graphs for
relevant inference. The graphs in the text are draging their methodology. The continuous
concave line is the marginal effect of the intdmactterm computed by standard procedure;
whereas, dots show the correct interaction effEoe statistical significance of the interaction
effect is shown in adjacent graph, i.e. wheneverzitvalue lies above or below the confidence
interval lines shows significant of the interactieffect.
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Appendix 2

Consolidated foreign claims of reporting banks - immediate borrower basis
On individual countries by nationality of reporting banks / Amounts outstanding
In millions of US dollars

Jun.1994 Jun.1995 Jun.1996 Jun.1997 Jun.1998 Jun.1999 Jun.2000 Jun.2001 Jun.2002 Jun.2003 Jun.2004 Jun.2005 Jun.2006 Jun.2007 Jun.2008

EUROPE
All countries 790731 923557 1060306 1286411 1429315 5968119 6529632 6965324 8139558 10074284 11765896 14456466 16793137 21952861 25085466
Developed countries 90065 110529 125823 151531 190415 4750731 5276802 5617721 6710670 8492067 9875734 12051088 13916823 17994403 19958070
Europe 40304 52222 61289 64836 85094 3057116 3293750 3461620 4203006 5286346 6193284 7684411 8864463 11860538 13754119
United States 1227024 1454298 1668156 1955626 2517742 2865744 3493894 4087123 4966754 4767750
Asia & Pacific 90359 123419 160045 200455 184934 191624 190345 173752 192807 224247 276762 365213 470779 658289 817780
11,43% 13,36% 15,09% 15,58%  12,94% 3,21% 2,92% 2,49% 2,37% 2,23% 2,35% 2,53% 2,80% 3,00% 3,26%
China 15737 20222 25458 30122 32592 29407 28314 25694 27258 30819 38847 45031 73237 124189 160067
Chinese Taipei 12467 17063 16803 17687 16878 15132 18499 14391 18755 24930 41363 41216 46876 66682 78254
Philippines 2218 3165 5267 9436 11537 10272 10853 9940 11418 12263 14217 14704 16111 17439 17428
South Korea 14993 22615 30448 41550 31505 31086 32105 30353 37889 47001 54785 114970 154669 192325 227272
India 6800 10625 11345 13721 14536 19706 20031 21286 21116 28221 37898 42912 58560 87388 126698
Indonesia 9520 14347 20177 25566 22397 23789 23834 20096 20146 22221 20933 23939 25726 35050 35824
Malaysia 5495 6330 8485 15285 12257 10467 21526 20973 22067 24715 28296 38620 41115 49868 59827
Pakistan 1751 2912 3457 3685 3934 4211 4402 4452 4807 3904 3787 3745 4513 11025 11460
Sri Lanka 408 635 701 701 659 1214 1280 1562 1312 1436 1684 2049 2525 3013 4217
Thailand 9001 12425 21205 23650 17086 18570 20079 15999 17103 15632 16427 14134 16019 19034 20582

Latin America/Caribbez 106753 119691 140153 197914 264981 264721 296137 347573 303090 297042 309482 378260 430062 559243 733860
13,50% 12,96% 13,22%  15,38%  18,54% 4,44% 4,54% 4,99% 3,72% 2,95% 2,63% 2,62% 2,56% 2,55% 2,93%

Argentina 18161 22480 23350 32563 47805 53623 56992 55119 26988 26552 24373 21090 21437 26901 29197
Brazil 31283 32673 41584 64258 95129 76065 85357 92774 80610 67733 72854 105834 132999 199972 297520
Chile 6873 8687 11280 15714 19532 32657 31903 32204 30574 30880 33304 39129 46966 53272 70419
Colombia 4352 5511 6821 11334 14150 12566 11077 10636 9797 7976 7903 9078 10846 17061 17982
Mexico 25316 26204 30654 44550 48775 48963 68145 113201 115427 127581 132119 158255 170523 202873 242836
Peru 1986 3781 6170 6897 8863 9134 12431 12906 11578 10599 10379 11021 7770 9530 15569
Venezuela 8339 7098 6802 10919 13036 12339 14720 16187 13832 13383 14747 17756 21118 25343 27037
USA

All countries 191920 206579 243407 308914 310586 659730 709522 778682 799446 788623 972818 1026596 1275295 1720241 1722788
Developed countries 24674 27758 32232 36725 36782 387525 429602 496449 491283 512541 637850 642364 813630 1107930 1037229
Europe 6035 5989 6306 8342 8747 287411 327976 351078 366016 382631 492382 497823 642079 842522 773421
United States - - - - -

Asia & Pacific 40191 47397 59340 74794 60053 62764 66003 63860 74674 68343 117725 131867 148940 208050 221295
China 656 1176 2251 3592 2932 3535 2979 4790 6298 4670 6861 11199 17660 29766 30565
Chinese Taipei 7022 9273 9889 11799 10659 11072 11707 11569 16690 15471 19601 19431 16287 16130 26848
India 3863 4049 4427 5483 5273 5997 6508 7289 7633 10392 13759 17866 22924 44351 43171
Indonesia 3232 3413 5071 6992 4425 5394 5039 3763 3016 2951 2637 3243 4360 8368 8534
Malaysia 5503 4978 6140 7622 4942 6462 7281 7482 7997 8243 10490 11804 11340 13511 14047
Pakistan 1680 1706 2123 2443 2237 1634 1180 1030 1035 1108 1153 1204 1843 2077 1603
Philippines 3255 3807 5335 7115 5800 5832 5491 4764 4972 4457 4682 4278 4288 4916 5175
South Korea 9070 12537 14466 16712 14319 14468 17998 16089 20961 15413 52858 56035 59735 72993 71951
Sri Lanka 193 55 38 60 84 90 105 108 151 208 203 220 269 366 327
Thailand 4751 5739 7549 9814 6031 4896 4525 4131 4122 3952 4143 4878 7782 5688 5391
Latin America/Caribbez 71340 72621 83871 98149 110498 110003 106583 110933 127028 112433 105695 123804 133052 156386 182150
Argentina 11936 13450 15373 18830 24202 26533 26562 23122 10389 7888 5626 5732 6448 6822 7122
Brazil 18588 17726 28321 30280 34118 26714 28890 33425 29161 21492 22371 26667 27785 36077 47413
Chile 6938 8934 8925 10649 11461 8696 8054 7648 6738 7226 7226 8832 9141 7436 6464
Colombia 2779 3333 3684 5040 5391 5053 3965 4104 3589 2476 2200 2766 3893 7180 6527
Mexico 22143 20867 18566 21765 20165 26493 23403 27262 63209 61121 57850 68292 76046 80493 94028
Peru 494 573 939 1592 2845 2937 2504 2401 1976 1720 1656 1357 1292 2590 3722
Venezuela 5108 3790 3039 3590 4212 4032 3973 3557 2517 2317 1896 2007 1820 2566 2494
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Appendix 3

Industry Classification Benchmark (ICB) for finaakservices industry

8700  Financial 8770 Financial 8771 Asset Companies that provide custodial,
Services Services Managers trustee and other related fiduciary
services. Includes mutual fund
management companies.
8773 Consumefr Credit card companies and providers| of
Finance personal finance services such |as
personal loans and check cashjng
companies.
8775 Specialty Companies engaged in financial
Finance activities not specified elsewhere.
Includes companies not classified under
Equity Investment Instruments or Nop-
equity Investment Instruments engaged
primarily in owning stakes in a
diversified range of companies.
8777 Investment Companies providing a range [of
Services specialized financial services, including
securities brokers and dealers, onljne
brokers and security or commodity
exchanges. r
8779 Mortgage Companies that provide mortgages,
Finance mortgage insurance and other related
services.
8980 Equity| 8985 Equity| Corporate closed-ended investment
Investment Investment entities identified under distinguishirng
Instruments Instruments legislation, such as investment trusts
and venture capital trusts.
8990 Non-equity 8995 Non-equity Non corporate, open-ended investment
Investment Investment instruments such as open-ended
Instruments Instruments investment companies and funds, unit
trusts, ETFs, currency funds and split

capital trusts.
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Appendix 4

Total Export of all commodities to regional countries in Latin America Million USD
2008 Argentina Brazil Chile Colombia Mexico Peru Venezuela
Argentina - 13,273 4,714 810 1,337 1,313 1,420
Brazil 17,606 --- 4,792 2,295 4,281 2,299 5,150
Chile 983 3,849 --- 705 2,210 1,297 1,210
Colombia 649 133 849 --- 617 855 6,092
Mexico 3,367 1,315 1,587 3,032 -- 1,180 2,310
Peru 895 147 1,841 709 299 1,079
Venezuela 1,808 12 1,167 930 284 95 ---
2004

Argentina --- 34,576 5,412 3,831 273 1,032 498
Brazil 96,677 --- 7,391 2,556 1,044 3,958 636
Chile 32,520 425 --- 1,421 308 1,307 499
Colombia 16,730 36 141 254 525 544
Mexico 187,980 417 573 555 -- 624 179
Peru 12,726 36 358 719 262 --- 229
Venezuela 39,887 19 560 344 1,042 441 ---
2000

Argentina --- 26,341 6,991 2,674 131 326 295
Brazil 55,119 --- 6,238 1,248 516 1,713 354
Chile 18,215 639 --- 969 236 816 439
Colombia 13,158 56 284 191 230 373
Mexico 166,294 337 689 545 -- 500 210
Peru 6,866 26 221 263 144 --- 151
Venezuela 30,948 23 1,129 149 853 275 ---
1996

Argentina --- 23,810 6,615 1,766 183 248 254
Brazil 47,746 5,170 1,055 432 679 298
Chile 15,407 700 --- 947 194 146 325
Colombia 10,648 52 119 182 89 613
Mexico 95,661 536 974 756 -- 467 228
Peru 5,835 38 239 123 120 --- 96
Venezuela 23,072 64 747 206 1,250 151 ---

Source: UN Contrade Database
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Total Export of all commodities to regional countries in Asia Million USD
2008 China Korea Philippines Taiwan India Indonesia Malaysia Pakistan  Srilanka Thailand
China 73,932 9,132 2,602 31,585 17,193 21,455 6,051 1,630 15,636
Korea 91,389 5,016 24 8,977 7,934 5,794 840 627 5,779
Philippines 5,469 2,523 8 194 603 1,958 44 9 1,509
Taiwan 245 2 16 0 1 4 0 0 2
India 10,094 3,773 755 6 2,659 3,034 1,773 2,838 2,005
Indonesia 11,637 9,117 2,054 5 7,163 6,433 930 354 3,661
Malaysia 18,945 7,759 2,925 15 7,413 6,215 1,719 424 9,512
Pakistan 727 208 115 0 355 63 138 217 88
Sri Lanka 48 35 3 1 418 40 46 71 78
Thailand 15,998 3,639 3,462 28 3,369 6,253 9,783 637 342
2004

China 27,812 4,269 1,618 5,936 6,256 8,086 2,466 695 5,802
Korea 49,763 3,379 36 3,632 3,678 4,480 591 243 3,249
Philippines 2,653 1,113 3 89 376 2,070 20 8 1,064
Taiwan 391 4 12 0 0 7 0 0 5
India 4,099 970 363 2 1,206 1,040 522 1,400 857
Indonesia 4,605 4,830 1,238 8 2,171 3,016 416 238 1,976
Malaysia 8,496 4,460 1,943 6 3,015 3,063 702 346 6,026
Pakistan 301 182 29 0 158 57 66 135 61
Sri Lanka 17 18 3 1 385 8 9 39 18
Thailand 7,098 1,851 1,829 5 912 3,210 5,297 434 183
2000

China 11,292 1,464 710 1,561 3,062 2,565 670 445 2,243
Korea 18,455 3,360 54 1,326 3,504 3,515 404 380 2,015
Philippines 663 1,173 5 64 183 1,377 8 8 1,206
Taiwan 259 1 2 --- 0 0 7 0 0 2
India 735 439 174 1 390 531 164 594 525
Indonesia 2,768 4,318 820 3 1,151 1,972 149 179 1,026
Malaysia 3,028 3,280 1,726 6 1,924 1,706 396 227 3,549
Pakistan 245 264 38 1 65 112 53 82 63
Sri Lanka

Thailand 2,816 1,264 1,080 5 492 1,337 2,805 201 174
1996

China 7,500 1,015 573 686 1,428 1,370 623 192 1,255
Korea 11,377 1,906 62 1,177 3,198 4,333 358 345 2,664
Philippines 328 371 1 37 142 687 18 6 780
Taiwan 264 5 3 0 0 2 0 0 2
India 615 518 184 2 592 531 157 477 447
Indonesia 2,057 3,281 688 0 531 1,110 125 107 823
Malaysia 1,909 2,407 937 7 1,206 1,218 645 158 3,203
Pakistan 119 273 51 2 42 139 39 83 97
Sri Lanka

Thailand 1,869 1,013 631 10 243 963 2,015 147 138

Source: UN Contrade Database
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Appendix 5

List of banks that are included in the indices of dferent countries

CHINA

Bank of Beijing ‘A’

Bank of China 'A'

Bank of Communications 'A’

Bank of Nanjing ‘A’

Bank of Ningbo 'A’

China Citic Bank 'A’

China Construction Bank 'A'

China Merchants Bank 'A’

China Minsheng Banking 'A’

Huaxia Bank 'A'

Industrial and Commercial Bank of China
A

Industrial Bank ‘A’

Shanghai Pudong Development Bank 'A'
Shenzhen Development Bank 'A'

SOUTH KOREA

Cheju Bank

Daegu Bank

Jeil Mutual Savings Bank
Jeonbuk Bank

KB Financial Group

Hana Financial Group
Shinhan Financial Group
Woori Finance Holdings
Industrial Bank of Korea
Jinheung Mutual Savings Bank
Korea Exchange Bank

Korea Mutual Savings Bank
Busan Bank

Pureun Mutual Savings Bank
Seoul Mutual Savings Bank
Shinmin Mutual Savings Bank
Solomon Mutual Savings Bank

PHILIPPINES

Asiatrust Development Bank

Banco de Oro Unibank

Bank of the Philippine Islands

China Banking

Chinatrust (Philippines) Commercial Bank
Citystate Savings

First Metro Investment

Metropolitan Bank and Trust
Philippine National Bank

Philippine Bank of Communications
Philippine Savings Bank

Philtrust Bank

Rizal Commercial Banking

Security Bank

Union Bank of the Philippines

TAIWAN

Bank of Kaohsiung

Cosmos Bank Taiwan

Entie Commercial Bank
Chang Hwa Commercial Bank
Far Eastern International Bank
King's Town Bank

Ta Chong Bank

Taichung Commercial Bank
Taiwan Business Bank
Taiwan Cooperative Bank
Union Bank of Taiwan

INDIA

Allahabad Bank

Andhra Bank

Bank of Baroda

Bank of India

Bank of Maharashtra
Bank of Rajasthan
Canara Bank

Central Bank of India
City Union Bank
Corporation Bank

Dena Bank
Development Credit Bank
Dhanalakshmi Bank
Federal Bank

Hdfc Bank

ING Vysya Bank

Icici Bank

Industries Bank Housing
Indian Overseas Bank
Idbi Bank

Indian Bank

Jammu and Kashmir Bank
Karnataka Bank
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Karur Vysya Bank

Indusind Bank

Oriental Bank of Commerce
Punjab National Bank
South Indian Bank

State Bank of India
Lakshmi Vilas Bank

State Bank of Bikaner and Jaipur
Prime Securities

Syndicate Bank

UCO Bank

Union Bank of India

AXxis Bank

State Bank of Mysore

State Bank of Travancore
Vijaya Bank

Yes Bank

INDONESIA

Bank Artha Graha Internasional
Bank Bukopin

Bank Bumi Arta

Bank Bumiputera Indonesia
Bank Central Asia

Bank Capital Indonesia

Bank Mutiara

Bank Danamon Indonesia
Bank Eksekutif Internasional
Bank International Indonesia
Bank Kesawan

Bank Ekonomi Raharja

Bank Mandiri

Bank Mayapada Internasional
Bank Mega

Bank Negara Indonesia

Bank Cimb Niaga

Bank Windu Kentjana

Bank OCBC Nisp

Bank Nusantara Parahyangan
Bank Per Annum Indonesia
Bank Permata

Bank Rakyat Indonesia

Bank Swadesi

Bank Victoria International
Bank Tabungan Pensiunan Nasional
Bank Himpunan Saudara 1906

MALAYSIA

Affin Holdings
AMMB Holdings
Bimb Holdings

Cimb Group Holdings

EON Capital

Hong Leong Bank

Hong Leong Financial Group
Malayan Banking

Alliance Financial Group
Public Bank

RHB Capital

PAKISTAN

Meezan Bank

Allied Bank

Arif Habib Bank

Askari Bank

Atlas Bank

Bank Al Habib

Bank Al-Falah Limited

Bank of Khyber

Bank of Punjab

Bankislami Pakistan

First National Bank Modaraba
Samba Bank

Faysal Bank

First Credit and Investment Bank
Habib Bank

JS Bank Limited

Kasb Bank

MCB Bank

Mybank

Habib Metropolitan Bank
National Bank of Pakistan
The Royal Bank of Scotland
Network Microfinance Bank
NIB Bank

Silkbank

Soneri Bank

Standard Chartered Bank (Pakistan)
United Bank

SRI LANKA

Capital Reach Leasing
Commercial Bank of Ceylon
Dfcc Bank

Hatton National Bank
Housing Development Finance Bank
Merchant Bank

National Development Bank
Nations Trust Bank

Per Annum Asia Bank
Sampath Bank

Peoples Merchant Bank
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Seylan Bank
Seylan Merchant Bank
Vanik Incorporation

THAILAND

Bangkok Bank

Bank of Ayudhya
Cimb Thai Bank
Kasikornbank
Kiatnakin Bank

Krung Thai Bank
Siam City Bank

Siam Commercial Bank
Thanachart Capital
TMB Bank

Tisco Financial Group

ARGENTINA

Banco Galicia 'B'

Banco Macro 'B'

Banco Rio 'B’

BBVA Banco Frances 'B'
Bpat

Grupo Financiero Galicia 'B'

Hipotecario 'D'

BRAZIL

ABC Brasil PN
Amazonia ON
Alfa Invest PN
Santander BR PN
Banco Brasil ON
Itauunibanco PN
Banco Minas Preference
Banese PN
Banestes ON
Banpara ON
Banrisul PNB
BRB Banco PN
Bicbanco PN
Bradesco PN
Cruzeiro Sul PN
Daycoval PN
EST Piaui ON
Merc Brasil PN
Merc Invest PN

Nossa Caixa ON
Indusval PN

Nord Brasil PN
Pine PN

Parana PN

Sofisa PN
Panamericano PN

CHILE

Bbvacl

BCI
Bsantander
Chile
Corpbanca
SM-Chile 'B'
Sudamer 'A'

COLOMBIA

Bbvacol
Bogota
Bcolombia
Santander
Colpatria
Pfhelmbank
Grupoaval
Popular
Occidente
PF91DAVIVI
Villas

MEXICO

Banca Quadrum Sponsored ADR 1:1

GBM 'O’
Compart 'O
Gfinbur 'O’
Finamex 'O
Gfnorte 'O’
Ixegf 'O
Sanmex 'B'

PERU

ADCOMEC1
CONTINC1
BANCOMC1
INTERBC1
BANFALC1
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CSCOTIC1
BRIPLEC1
CREDITC1
SCOTIAC1
FINANCC1
Incatrk
MIBANC1
NCFC1

VENEZUELA

Banco Canarias de Venezuela
Banco Caribe 'A’

Banco Confederado

Banco de Venezuela

Banco Exterior

Banco Activo Banco Comercial
Banco Nacional de Credito

Banco Occidental de Descuento Banco
Universal

Banco Provincial

Banesco Banco Universal
Bannorte

Central Banco Universal
Corporation Banca

Fondo Comun CA Banco Universal
Inverunion Banco Comercial
Fivenez Banco Inversion

Mercantil Servicios Financieros 'A'
Venezolano de Credito
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