l_’__l
TILBURG 0}%?%_? ¢ UNIVERSITY
l‘jf’l

Tilburg University

On the maximum likelihood estimation of multivariate regression models containing
serially correlated error components

Magnus, J.R.; Woodland, A.D.

Publication date:
1990

Link to publication in Tilburg University Research Portal

Citation for published version (APA):

Magnus, J. R., & Woodland, A. D. (1990). On the maximum likelihood estimation of multivariate regression
models containing serially correlated error components. (Reprint series / CentER for Economic Research; Vol.
23). Unknown Publisher.

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

» Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
* You may not further distribute the material or use it for any profit-making activity or commercial gain
« You may freely distribute the URL identifying the publication in the public portal

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Download date: 13. Jan. 2022


https://research.tilburguniversity.edu/en/publications/d2c3de60-5961-45db-932f-865b93ba00ac

I

gg23 Omic Research ”"m
On the Maximum Likelihood Estimation

1990
of Multivariate Regression Models
Containing Serially Correlated Error
Components

C

23

by
Jan R. Magnus and
Alan D. Woodland

Reprinted from International Economic Review,
Vol. 29, No. 4, 1988

S Reprint Series
g9 no. 23




CENTER FOR ECONOMIC RESEARCH
Research Staff

Anton Barten

Eric van Damme

John Driffill

Frederick van der Ploeg

Board

Anton Barten, director
Eric van Damme

John Driffill

Arie Kapteyn .
Frederick van der Ploe

Scientific Council

Eduard Bomhoff Erasmus University Rotterdam

Willem Buiter Yale University

Jacques Dréze Université Catholique de Louvain

Theo van de Klundert Tilburg University

Simon Kuipers Groningen University

Jean-Jacques Laffont Université des Sciences Sociales de Toulouse
Merton Miller University of Chicago

Stephen Nickell University of Oxford

Pieter Ruys Tilburg University

Jacques Sijben Tilburg University

Residential Fellows

Philippe Deschamps Université de Fribourg

Jan Magnus London School of Economics

Neil Rankin Queen Mary College, London

Arthur Robson University of Western Ontario

Andrzej Wrobel London School of Economics

Liang Zou C.0.R.E., Université Catholique de Louvain

Doctoral Students

Roel Beetsma
Hans Bloemen
Chuangyin Dang
Frank de Jong
Hugo Keuzenkamp
Pieter Kop Jansen

Address: Hogeschoollaan 225, P.0. Box 90153, 5000 LE Tilburg, The Netherlands
Phone : +31 13 663050

Telex : 52426 kub nl

Telefax: +31 13 663066

E-mail : "center@htikub5.bitnet"



CatiR REPRIINT

On the Maximum Likelihood Estimation
of Multivariate Regression Models
Containing Serially Correlated Error
Components

by
Jan R. Magnus and
Alan D. Woodland

Reprinted from International Economic Review,
Vol. 29, No. 4, 1988

Reprint Series
no. 23



INTERNATIONAL ECONOMIC REVIEW
Vol. 29. No. 4. November 1988

ON THE MAXIMUM LIKELIHOOD ESTIMATION OF
MULTIVARIATE REGRESSION MODELS CONTAINING
SERIALLY CORRELATED ERROR COMPONENTS*

By JAN R. MAGNUS AND ALAN D. WOODLAND!

I. INTRODUCTION

Ever since the important paper by Balestra and Nerlove (1966), econo-
metricians and statisticians have made extensive use of error components models,
that is, regression models whose crror terms are the sum of two or more indepen-
dent components. Error components models are typically (although not exclu-
sively) used in analyzing panel data, and the sharp increase in availability of
pancl data in recent years has led to a renewed interest in such models.

In the three-error components model, the error structure is

(1.1 W, =¢, + ; + €, P= s @t = Visies T

where ¢, and y; are the time-specific and the cross-section-specific components,
and {¢,}, (g} and {g;,} are mutually independent white noise sequences. More
popular (and easier to estimate) is the two-error components model where either
;= 0or ¢, =0.In this paper, we shall concentrate on the two-error components
model with error structure consisting of ¢, and time-specific component e,: the
time-specific, two-error components model. Most of the subsequent analysis,
however. applies equally well to the cross-section-specific, two-error components
model.

Although linear and nonlinear regression models with two- or three-error com-
ponents have performed well in empirical applications, there are two major areas
for generalization within the error components framework. First, there is the need
to allow for possible serial correlation in the disturbances, and secondly we wish
o be able to handle multivariate error components models where the compo-
nents are vectors rather than scalars. Let us briefly discuss these two gener-
alizations.

The discussion of serial correlation within the error components framework
originates with Lillard and Willis (1978), who used the two-error components
model in which {g,} is assumed to follow a first-order autorcgressive AR(1)
process with a single autocorrelation coefficient applicable for all i. They esti-
mated the parameters of their model by a two-step procedure. Revankar (1979)

* Manuscript received October 1986: revised September 1987,

' Magnus's rescarch was supported in part by the Netherlands Organization for the Advancement
ol Pure Research (ZWO). Woodland's research was supported by Grants from the Social Services
and Humanities Research Council of Canada and the University of Sydney. We are greatly indebted
to Greg Delina, Mira Kempisty, Shyama Roy, and David Ryan for exceptional research assistance,
and to J. S, Cramer and the referees for helpful comments.
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708 JAN R. MAGNUS AND ALAN D. WOODLAND

studied the three-error components model (1.1) in which {e,} follows an AR(1)
process. He too proposes a two-step estimator. The properties of the maximum
likelihood estimator for the Lillard-Willis model were studied by Anderson and
Hsiao (1982). Similar models were presented by Lillard and Weiss (1979) and
Hause (1980). MaCurdy (1982) generalized the error structure of Lillard and
Willis to a more general time-series process for {¢,}. Pagano (1974) and Revankar
(1980) studied error components models of a slightly different sort where the
error structure can be written as

.2 u, =e, + ¢, t=1, 000 T,

where the first component {e,} follows an AR(p) process and the second (indepen-
dent) component (¢} is white noise. See also King (1986).

A multivariate, two-error, components model was first estimated by Chamber-
lain and Griliches (1975) using maximum likelihood (ML) techniques. A full
treatment of multivariate two error components analysis by maximum likelihood
(but without serial correlation) can be found in Magnus (1982).

The aim of this paper is to study the multivariate version of the time-specific,
two-crror components structure, where the components are vectors rather than
scalars, allowing serial correlation in both components. In fact, even more gener-
alization is possible. It suffices to assume that {e,} and {¢,} are independently and
normally distributed vectors with zero means such that

(1.3) Ee¢e, =9, and Eg,é&)=4,;u,4,
Sk = sy B EIT =N oo i

where I is positive semidefinite and A positive definite. The T x T matrices
G =(y,) and M = (y;;) can be taken as the covariance matrices of arbitrary
autoregressive moving average (ARMA) processes. We shall show that full ML
cstimation of regression models (linear or nonlinear) with a time-specific, two-
crror components structure defined by (1.3) is feasible, even though the dimension
of the covariance matrix and the number of parameters can be very large.

The model dealt with in this paper should be of particular interest to analysts
of panel data sets in which the number of individuals is relatively small. Such
data sets include those consisting of a time series of observations on different
industrics (as in our empirical example), states, or countries. In this type of panel
data set, it is often desirable to include a pure time component in the disturbance
to account for shocks common to all industries, states, or countries. If the time
component is included as a vector of fixed effects, the number of parameters
increases with the number of time series observations. Accordingly, it is more
appropriate to include the time component as a random vector.

The plan of the paper is as follows. In Sections 2 and 3, we discuss the
multivariate nonlinear regression model where the disturbances have a time-
specific. two-error components structure and both components follow AR(1) pro-
cesses. Theorem | shows that the likelihood function can be written as a function
of matrices of small dimension, allowing full ML estimation of the whole system.

In Scction 4 we specialize to the linear regression model in which the matrix of
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explanatory variables does not depend on i. This situation arises quite often, for
example, when “the regressors are function of prices only, and each of the ¢
industrics faces the same prices. (This is, in fact, the case in our empirical example
of Section 5.) Theorem 2 then shows that we can concentrate the likelihood
function with respect to the regression parameters, which dramatically facilitates
the optimization.

An empirical example is provided in Section S, where we study the interfuel
substitution possibilitics in Dutch manufacturing. In this illustrative example,
annual data on the cost shares and prices of various fuels in each of six manufac-
turing industries are used to estimate the model by maximum likelihood. The
example shows that it is practical to take account, simultaneously, of contempo-
rancous correlation between cost shares of fuels in all industries and serial corre-
lation of each component of the disturbances.

Scction 6 summarizes our conclusions. Finally, the appendix gives the math-
cmatical background of Theorems 1 and 2, and provides the tools for extending
the theory to the more general structure.

2. A MULTIVARIATE ERROR COMPONENTS MODEL WITH SERIAL CORRELATION
Let us consider a set of nonlinear regression equations
(2.1) Yi =S Xy B) + Uy (N (R X t =005 Ty

where y,. f, and u, are p x ! vectors, the nonrandom inputs X, are p x [
matrices, and the unknown parameter vectors f; are k; x 1 vectors. We shall
make the following assumption regarding the disturbances.

AssUMPTION 2.1. The p x 1 disturbance vectors {u,} decompose as.

w,=e +¢, EY VR 3 i =ly s T
where

¢ =pe .y + 0, =2 555 T
and

‘;i|=1’3i‘:—|+’:.‘”z’l.~,' i=1...,q g I

with initial conditions

ey =(1—p) V2, and g =(1 —a?)~ Y22y,

The vectors (v,) are iid. N(O, I'), T positive semidefinite; the vectors {n,} are i.i.d.

N(0. A), A positive definite; the sequences {v,} and {n,} are independent; and
x| < L pl<1.2;,>0(=1,...,q).

If we think of our data as arising from a combined time-series cross-section of
¢ industries over T years, then the disturbance vectors u,;, are composed of a
vector which is ditferent for each industry, and a common vector, which reflects
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macrocconomic disturbances affecting all industries in the same manner. Both
vectors can be subject to autocorrelation.

In order to asscss the appropriateness and flexibility of Assumption 2.1, let us
consider some special cases.

Cuse (i): 2= p =0, 2, = 1. The disturbance vector can be written as
Uy =0, + 1.

This is the multivariate version of the well-known, two-error components model,
as introduced by Balestra and Nerlove (1966), which suggests itself naturally
when combining time-series data with cross-section data.? In the present case, the
disturbances u;, are vectors so that the error components are matrices, vis a vis I’
and A. This multivariate extension-of the two-error components model was ex-
tensively studied in Magnus (1982).

Cuse (ii): T =0, 4, = 1. Here we have

My = AWy + Migs

i.c.. first-order vector autocorrelation. Notice that the autocorrelation parameter
% is assumed to be the same for every industry; this has an important practical
reason, which we shall discuss later in this section. Also notice that we have a
single parameter x rather than a p x p matrix A.?

Cuse (i1): T =0,2=0. Now
Uy = ;-allz'li. = N(O' /.'i A)

This specification is intermediate between a Zellner-type seemingly unrelated
regression model for all industries combined [u;, ~ N(0, A)] and a Zellner-type
scemingly unrclated regression model for each industry separately [u, ~
N0, A)].

Cuase (iv): x = 0. Then
5172
“i:="l+’~l/ Nie» e, = pe_, +v,
i.c.. two error components with the common component subject to auto-
correlation.
Case (v): p=0. Then
U, =0, + €irs &y = asl.l- ) + )‘illz”in
* A linear multiple regression model with covariance matrix as in case (i) was first estimated by
Chamberlain and Griliches (1975) using LM techniques.
* The reason for this is provided by Berndt and Savin (1975), who show that all diagonal elements

of a dingonal matrix of autocorrelation parameters must be equal to be consistent with the adding-up
property of share equations.
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ic, two error components with the residual component subject to auto-
correlation.

Cuase (Vi): 2 = p. Then
G Sl si1f2
Ui = XU,y * Wies Wi =1, ¥ /'i/ My -

This is the mirror image of cases (iv) and (v). Cases (iv) and (v) have two error
components with one component subject to autocorrelation; case (vi) has auto-
correlation with a residual consisting of two components.

From these six cases we conclude that Assumption 2.1 is a flexible assumption
to make, and that it allows interesting hypotheses to be tested.

Let us define

(22) Uy = Uy o M3y onis Mi)5 u=(uy, uy, ..., up).

One may then verify that the covariance matrix takes the form

(2.3) Q=Euu'=A®MI®A+u’®M‘,®F
where
1 a a2 - QT
l x 1 o LI
M, = x? 2 1 at=3] ,
I —x° i .
471 a'r'-z aT=Y 1

M, is defined similarly (with p instead of a), 1is a ¢ x 1 vector of ones, and A is
the diagonal ¢ x ¢ matrix with 4, ..., 4, on the diagonal. Note that, without a
further constraint, only ratios of the 4's can be identified, not the A's themselves.
We thercfore normalize the 2's in the following convenient way.

ASSUMPTION 2.2, The g x q matrix A is normalized by tr A™! = gq.

Since the complete covariance matrix Q is of the order pqT x pqT, ML esti-
mation of model (2.1) under Assumption 2.1 is only feasible if we can express the
determinant and inverse of Q in terms of matrices of lower dimension. The next
section shows that this is possible, duc to the Kronccker structure of Q. This
Kronecker structure is destroyed if « (or p) is allowed to differ over industries,
and the expressions for Q, [Q| and Q™' become cumbersome and impractical in
that case.

3. THE LIKELIHOOD FUNCTION

With M, as defined in (2.4) and M, defined similarly (with p replacing a), we
can now prove the following results, showing that the likelihood can be written
as a function of p x p matrices only, even though the complete covariance matrix
is pg T x pyT.
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THeOREM 1. Consider the nonlinear regression model (2.1) under Assumptions
2.1 and 2.2. Let Q be the T x T matrix
Tl —a)2 _g 0 - 0 O |
0 1 —a -+ 0 0
0= :
(3.1 . - - 7
0 0 0 - 1 —a
| O 0 g = @ Q]
so that QQ' = M [ ', and let Z be an orthogonal T x T matrix such that
(3.2) ZQM,QZ =E,

where = is a diagonal matrix with &,, ..., & on the diagonal. Define the T x T
matrix S = (a,) by S = QZ, and the p x p matrices W, by

(3.3) W,=A+q¢,T, =L oo T
Then the log-likelihood function is
(3.4) L= —(1/2gTp In 2n—(1/2)In |Q|—(1/2u'Q™ "4,
with
9 pT T
(3.5) 1Q| = (n 5-;) (1 —a?)™P A1~ 0T T W)
i=1 =1
and
T q
(3.6) WQ lu=3Y (1 +6a%) ¥ /'.f’u},A"u,,—qi;A“ﬁ,)
=1 Jj=1

=k

q
— 22 y (Z ’.‘J'l“}'A_l“J.nn —qﬁiA"ﬁm)
j=1

=1

vo § (5 o) w(§ o)

=1 \s=1

where 3, =0, =0,86,=1(t=2,..., T—1),and

q
(3.7) Ujy =Yy _fl(xjn ﬂj)v a, = (1/q) z ;'j-luj"
J=1
ProOF. The proof proceeds by applying the lemmas of the appendix taking

L=AM=M, G=M,, and a=1=(l, 1, ..., 1). In particular, we use (A.4),
(A.5), and (A.19). For a full proof, see Magnus and Woodland (1987a). Q.E.D.

Theorem | allows substantial generalisation. In fact, it appears from the Ap-
pendix that essentially the same result holds for

(3.8) Q=LAIMR®RA+ad ®GCGRT
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where L is a positive definite g x ¢ matrix (not necessarily diagonal), aisa g < 1
vector (whose components are not necessarily equal), and M and G arc arbitrary
T x T matrices (M positive definite, G positive semidefinite). In particular, M
and G can be covariance matrices of very general ARMA processes. (In Theorem
1 both M and G represent an AR(1) process.)

Theorem | shows that although the complete covariance matrix is pgT x pgT,
the likelihood function only contains p x p matrices. Evaluation of L is therefore
casy and inexpensive. Even so, the total number of parameters can be large. It
scems worthwhile, therefore, to investigate whether concentration of the likeli-
hood with respect to the f§ parameters is possible. It turns out that concentration
is indced possible, but only in a somewhat restricted class of linear models. The
next section deals with this case.

4. THE LINEAR CASE

In Sections 2 and 3, we considered a set of nonlinear regression equations given
by (2.1). Let us now consider the following set of linear regressions:

(4.1) Yo =X, B: + uy, i= 1 coin G, = T

where y;, and u, are p x | vectors, the nonrandom inputs X, are p x k matrices,
and the unknown parameter vectors f3; are k x 1 vectors. Notice that the inputs
X, are the same for each i. This is essential. Without this feature, much of the
subsequent treatment would not lead to tractable results.

In this section, we shall investigate whether in the linear model (4.1) con-
centration of the likelihood function with respect to the f parameters is feasible.
The following theorem shows that this is the case.

THeOREM 2.  Consider the linear regression model (4.1) under Assumptions 2.1
and 2.2. The maximum likelihood equations for By, f,,..., B, are
4.2) Bi=0Qr'di+Q;'d,

and the “asymptotic covariance matrix "’ of the ML estimators ﬂl, o [?q is given
by

(4.3) asvar (B) = 47" + (1/9XQz ' — Q1Y)
and
(4.4) ascov (B, B) =(1/gXQ5' — Qi) i#),
where
T T-1
(4.5) di=3 (1+6a%c —a Z (Clis1 T Cheq
=1 =1
T T . T
(4.6) d= z (z O Xl) wl-l( E O 51)’
s=1 \r=1 1=1
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; =4
‘47) Ql = z (] + 6,&2)C" —a Z (Cl.l*l ¥ Cl+l.l)'
1=1 L
T T ’ ¥
(48) Q2 = z (z G'"X,) wl— l(z al.lxt)v
s=1 \r=1 =1

and

q
(4.9) Ca=X,AT'X,, =X, A"'0u—7) F=0/0) T 47"V

i=1

while 3, and o, are defined in Theorem 1.

Proor. From Magnus (1978, Theorems 1 and 3), the ML equation (first-order
condition) for f# = (f},..., By) is

B=XQ 'X)"'xQ 'y
and the “asymptotic covariance matrix” of the ML estimator f is

as.cov (f) =(X'Q 'x)"1*

Again, we apply the results of the Appendix, taking N=1I, a=1, L = A, and
using (A.7), (A.8), (A.11), (A.13), (A.14), and (A.18). A detailed proof is available in
Magnus and Woodland (1987a). QE.D.

Given the ML cquations for §,..., B, from (4.2), we may now define

= q
(4.10) i, =y, — X, B, u, = (l/q) Y ;'
j=1

and replace u;, and &, with 4 and G, in (3.6) and, hence, in (3.4). Thus, we obtain a
concentrated log-likelihood function containing only m=p(p + 1) + g+ 1 pa-
rameters (', A, A, 2, p). Maximization of the concentrated log-likelihood function
yiclds ML estimates for these m parameters, and (4.2) can then be used to obtain
ML estimates for the remaining gk parameters. That this is a worthwhile pro-
cedure is shown by our empirical example (Section 5). There we have p = 3,
g =6, and kK =9, so that, of the 73 parameters to be estimated, 54 are con-
centrated out of the likelihood function.

The information matrix, which yields the asymptotic variances and covariances
of the ML estimators, is block-diagonal (Magnus 1978, Theorem 3). For the
“structural ™ parameters f§; we find from (4.3),

asvar (f) = 24,07 + (1/gXQ; ' — Q7))

Denoting the m covariance parameters (I', A, A, a, p) as 0, 0,, ..., 8,, we can

* Strictly speaking, we should differentiate between the function Q and the true (unknown) value of
€. say Q,,. Thus the asymptotic covariance matrix of fis (X'Qy X)™".
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compute the symmetric m x m matrix ¥ with typical element

et anrt
; i =t —— Q).
4.11) ¥ tr( 20, Q 20, )

The matrix 2¥ ! then gives the asymptotic variances and covariances of §,, ...,
.2

Two problems remain. The first is that maximization of the concentrated log-
likelihood function with respect to I', A, A, « and p does not guarantee that the
estimate for [ is positive semi-definite, A positive definite, 4(i = 1, .... q) positive,
|2| < 1.and |p| < 1. Hence, we write

=L L, and A=L,L,,

where L, and L, are lower triangular.matrices, and maximize the concentrated
log-likelihood with respect to the lower triangular elements of L. and L,, and the
/;+ under the constraint that the diagonal elements of L_ and L,. and the /; are
all nonncgative.® This procedure ensures that ML estimates for I’ and A are
positive semi-definite, but it does not imply nonsingularity of A.

The second problem is that most estimation procedures of dynamic error
components models produce inconsistent estimates. A unified treatment of this
problem underlining the importance of initial values is given in Sevestre and
Trognon (1983). While the maximum likelihood estimator will not be consistent
as ¢ increases with T fixed (although the inconsistency is likely to be slight, see
Sevestre and Trognon 1985), it will be consistent and asymptotically normal as T
increases for given ¢: see Heijmans and Magnus (1986a, 1986b) for regularity
conditions in a more general context. The latter case (where T increases and g is
fixed) is the one we have in mind in this study and an empirical example is
described in the following section.

5. AN EMPIRICAL ILLUSTRATION: INTERFUEL SUBSTITUTION
IN DUTCH MANUFACTURING

In this section, we illustrate the model discussed above by estimating it using a
combined time-series, cross-scction data sct relating to the inputs of fuels in
various Dutch manufacturing industries. In particular, we estimate a system of
fuel cost share equations for six industries taking into account contemporaneous
and serial correlations in the disturbances by using our error components model.

In recent years there has been substantial interest in the cffects of rapidly
changing energy prices upon industrial structure and the demand for energy and
non-cnergy inputs. Not only have cenergy prices been changing relative to the
prices of other inputs, but prices of the various cnergy inputs have also been
changing relative to each other. Our empirical application is concerned with
measuring the changes in the mix of four types of energy inputs in response to

* Magnus (1978, Theorem 3).
“ See Magnus (1982, p. 247 and footnote 7).
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changes in the relative prices of these inputs using annual time-series data for six
manufacturing industries in The Netherlands. The substitution between energy
and non-energy inputs in The Netherlands was studied by Magnus (1979). Pre-
vious attempts to measure the substitution and complementarity relationships
between fuels in The Netherlands are by Pindyck (1979) and Griffin (1977), both
of whom use aggregate data. In contrast, the present study represents a disaggre-
gated approach, using combined time-series and cross-section data for six sepa-
rate industries within the Dutch manufacturing sector.

We distinguished between four types of energy: (i) solid fuels (COAL), (ii) liquid
fuels (OIL), (iii) natural and manufactured gas (GAS), and (iv) electricity (ELEC).
We also distinguish between six industries of the Dutch manufacturing sector: (i)
food, beverages and tobacco products (FOOD), (ii) textiles (TEXT), (iii) paper
and paper products (PAPR), (iv) chemical industry (CHEM), (v) building materi-
als, earthenware, glass, and glass products (BLDG), and (vi) fabricated metal
products, transport equipment, and mechanical and electrical engineering
(METL). The six industries combined account for roughly 75 percent of Dutch
manufacturing output.” Data requirements prohibit further disaggregation.

Under the assumption that each industry faces the same energy prices, the
estimation requires data for price indices of COAL, OIL, GAS, and ELEC, and
input costs for each of the four energy types in each industry. The time period is
1958 to 1976, for this is the period during which the data collected by The
Netherlands Central Bureau of Statistics are available.®

In order to model the energy outlays of different industries, we assume that
each industry minimises its cost in two stages, whereby the optimal mix of fuel
inputs is chosen in the first stage, and in the second stage the optimal amount of
“aggregate energy” is chosen along with other variable inputs and outputs.” This
assumption implies that we can investigate the substitution possibilities between
the various fuel inputs without having to concern ourselves with substitution
between fuel inputs and other commodities.

Assuming, in addition, that the functional form for the unit cost function in the
first stage is the translog function due to Christensen, Jorgenson, and Lau (1973),
we obtain the following cost share equations:

(5.1) yu=b,+ Y bylnp,+u, i=1..4q
k=1
t=41.... T=19,

where y;;, denotes the share of fuel input j in the total energy cost of production

7 The main industry left out is the basic metal industry. From 1958-1968 this industry was a net
producer of gas. Since we wished to concentrate upon the demand for the inputs of energy, rather
than on their supplies, the basic metal industry did not fit into our framework.

¥ A full documentation and discussion of the data (in Dutch) is provided in Magnus and Vastenou
(1978). The data are tabled in the Appendix to Magnus and Woodland (1987b).

¥ The “two-stage optimization™ is equivalent to homothetic separability of fuel inputs from all
other inputs and outputs in the technology. See Shephard (1970, p. 143-146).
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in industry i at time t, p,, is the price of the kth fuel input at time ¢ (which is the
same for each industry), the u;; are disturbances, and the parameters b'; and bj;
satisfy'°

(52) b= b 2 by=1, Y b, =0

j=1 j=1
Since we are dealing with shares, the disturbances are constrained by Y., u;;, =
0. This implies that we may arbitrarily drop one of the n equations, say the last,
in each year and for each industry (for example, see Barten 1969). Incorporating
the parameter restrictions, we can write (5.1) as

(5.3) Y= X,Bi + u,
with
Y = Qries Yairs Yau)'s Uiy = (Ui, Ugips Uz
1 0 0 ¢,, ¢ ¢35 O 0 0
X,=10 10 0 ¢, 0 ¢, ¢35 0],
0 0 1 0 0 ¢1, 0 ¢1| ¢31

where ¢, = In (p;,/ps,).j = 1,2, 3, and
Bi= (bfn b':z’ bfa’ b‘u' b‘u' b‘u- b‘zp b‘n’ bgs)’-

The model described by (5.3) thus fits into the framework developed in pre-
vious sections. In the present case, T =19,9g=6,p=n—1=3,and k = 9. Also
notice that the matrix of explanatory variables is independent of i and so the
results of Section 4 apply.

We shall assume that the disturbance vectors u,, are distributed according to
Assumption 2.1. The stochastic specification thus employs a multivariate error
components model involving serial correlation. This model specifies that the
vector of random disturbances in the system of share equations is composed of a
vector which is different for each industry, and a common vector, which reflects
macro-economic disturbances affecting all industries in the same manner. As a
result, the disturbances for the different industries are correlated with each other,
requiring joint estimation of the share equations for all industries on efficiency
grounds. Moreover, both components of the disturbance vectors are assumed to
follow first-order autoregressive processes. Thus, the model involves both con-
temporaneous and intertemporal correlations between disturbances. It is esti-
mated by the method of maximum likelihood. QOur tests show that both the
intertemporal correlations and the correlations between the industry disturbances
are not negligible and, hence, that there are efficiency gains arising from joint
cstimation of the industry share equations.

'® The first set of restrictions are the symmetry restrictions required for identification. The remain-
ing restrictions are necessary and sufficient for the cost function to be homogeneous of degree one in
prices or. equivalently, for the share equations to sum to unity and be homogeneous of degree zero in
prices.
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TaABLE 1
PARAMETER ESTIMATES FOR TRANSLOG COST FUNCTIONS®

FOOD TEXT PAPR CHEM BLDG METL
b 11030 0927 1468 0578 2076 0671
(0424) (0417) (0469) (.0490) (0420) (0430

bo 3088 2376 2216 .1643 1914 .1339
(.0862) (.0857) (.0896) (0912) (.0859) (.0866)

g 2071 .1523 12533 2742 2910 .1498
(0856) (.0853) (.0875) (.0885) (.0855) (.0859)

h, 3811 5174 3784 .5037 .3100 16492
(0278) (0270) (0330) (0354) (0274) (:0286)

b - 0157 —.0242 —.0819 10603 —.0822 0162
(0430) (:0406) (0574) (.0634) (0417) (.0452)

heo —.0683 — 0605 —.0510 —.0519 —.0453 —.0205
(.0407) (.0384) (0547) (.0605) (.0395) (.0429)

b, 0832 0597 .1398 0519 10893 10009
(0237) (0227) 10299) (.0325) (0232 (.0246)

bes 0007 0250 — 0069 —.0603 0382 10034
(0271) (.0254) (.0369) (.0410) (0262) (.0286)

Biss 0604 11320 0695 2489 1049 1142
(0614) (.0589) (0771) (.0839) (.0600) (.0637)

P 0470 0291 0253 —.0165 .0063 0044
(0428) (0421) (0480) (:0504) (0424) (.0436)

he, — 0391 —.1006 —.0438 —.1805 — 0660 —.0982
(0259) (.0241) (0362) (.0404) (0249) (0275)

b — 0386 —.0109 — 10944 10200 — 0263 10830
(0424) (0419) (.0459) (.0475) (0421) (:0429)

by —.0915 —.0779 —.0707 —.0555 —.0693 —.0883
(0185) (0175) (0252) (0279) (0180) (.0196)

by .1300 .1535 1214 12963 0971 1831
(0303) (.0285) (0415) (.0462) (0293) (0321)

* Asymptotic standard errors are in parentheses. Fuels are indicated by C =coal, O = oil,
G = gas. E = electricity.

Since the model (5.3) describes the type of linear regression equations investi-
gated in Section 4, Theorem 2 applies and we can concentrate the likelihood
function with respect to the 54 B, parameters of the share equations. The con-
centrated likelihood function then contains only 19 independent parameters, con-
sisting of 6 lower triangular elements of A, another 6 for I', 5 A parameters and
the autoregression parameters a and p. The full covariance matrix in this empiri-
cal example is of dimension Tg(n — 1) = 19 x 6 x 3 = 342. The decomposition
of the inverse and determinant of the covariance matrix, as provided by Theorem
1, requires calculation of inverses and determinants of matrices of order 3 rather
than of the full covariance matrix. Thus, Thcorems 1 and 2 allow considcrable
simplification of the computational burden involved in calculating the likelihood
function.

The full model was estimated by maximizing the concentrated log-likelihood
function with respect to the 19 covariance parameters.'' The f; estimates are
presented together with the estimates of their asymptotic standard errors in
Tablc 1.

Approximately one half of the parameters of the share equations are signifi-

' The ML estimates were obtained using the Quasi-Newton algorithm by Fletcher (1972).
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TABLE 2
ESTIMATES OF COVARIANCE PARAMETERS*

A‘
COAL OIL GAS ELEC

COAL 2.87 (.44)

OIL —1.15 (.42) 5.37 (.82)

GAS —.93(.32) —2.64 (.51) 3.03 (.47)

ELEC —-.79 (.25) —1.58 (.37) .54 (.25) 1.84 (.28)

r'

COAL 2.72 (1.05)

OIL .20 (1.54) 13.08 (4.57)

GAS 2.32 (1.63) —11.96 (4.29) 13.23 (4.49)

ELEC —.61 ( .48) —1.32(1.01) 1.05 ( .96) .87 (.39)

Autocorrelation
A parameters

FOOD TEXT PAPR CHEM BLDG METL -1 P
8175 6271 2.2214 2.9321 7139 1.0101 .7398 9378
(.1698) (.1267) (.4686) (.6187) (.1468) (.2116) (.0385) (.0372)

* Asymptotic standard errors are in parentheses. Estimates of parameters and standard errors of
A* and I'* are the values in the table multiplied by 10~ %, Since the i’s are normalized by Zf_, i, ' =
6. the / estimate for METL and its standard error were obtained indirectly.

cantly different from zero, using a 5 percent type I error probability.!? In addi-
tion, about 40 percent of the price coefficients are significantly different from zero,
showing the importance of the dependence of fuel cost shares upon the relative
prices of the four fuels. For example, in most industries b is significantly posi-
tive, indicating that an increase in the price of gas will cause an increase in the
cost share of coal. A more detailed analysis of the estimates of the substitution-
complementarity relationships between fuels is provided in Magnus and Wood-
land (1987b).

The ML estimates for A*, I'*, 4,, and the autocorrelation parameters « and p,
together with the estimates of their asymptotic standard errors are presented in
Table 2.'*> We see that the I'* parameters are roughly twice the size of the A*
parameters (as measured by their traces), which underlines the importance of the
disturbances e, (which affect all industries in the same way) relative to the distur-
bances ¢; (which differ from industry to industry). It is remarkable that the sign
patterns of A* and I'* are the same, but for one element. Ignoring for the
moment the autocorrelation parameters « and p, the disturbance covariance
matrix for the ith industry is I'* + ,; A* in every year, and since the 1;’s are in the
order of unity, the sign of an element of I'* + 4, A* is the same as the sign of the
corresponding element of A*. Since all non-price effects are represented by the

'? Since there are only 19 years of observations, it is doubtful if the asymptotic theory would hold
and so the significance tests must be interpreted cautiously.

'Y A* and T'* are the full 4 x 4 covariance matrices of which A and T are lhe 3 x 3 north-west
submatrices. The last lines of A* and I'* have been reconstructed using the adding-up constraint.
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TaBLE 3
TEST OF COVARIANCE RESTRICTIONS®

Restriction r=0 A=1 a=0 p=0 a=p
L 769.21 831.24 793.43 830.50 847.81
LR Statistic 161.81 37.74 113.36 39.22 461

+ L denotes the loglikelihood of the restricted model. The loglikelihood of the unrestricted model is
1* = 850.11. The likelihood ratio statisticis LR = 2(* — L).

disturbance, the elements of A* indicate that non-price factors affecting the cost
share of a particular input will, in general, have an opposite effect on the cost
shares of the other inputs. (The exception is gas — electricity.) The matrix I'*
represents the covariances between input shares which are common to all indus-
tries. Thus, for example, if one industry uses a larger than average amount of gas
then the share of coal and oil will tend to be smaller in every industry, since ygc
and j4o are negative. Also, since I' has significantly positive diagonal elements, if
one industry has a larger than average share for an input (say oil) then all other
industries will tend to have larger than average shares for that input as well. It is
in this manner that the error components formulation models the overall allo-
cation effects of economy=wide disturbances.

The / estimates in Table 2 show that, while the hypothesis that 4, =1 in all
industries is rejected (as we shall see shortly), only three industries (TEXT, PAPR,
and CHEM) show a Z value which is significantly different from one. The covari-
ance matrices of the disturbances in the CHEM and PAPR industrics arc some-
what “larger™ than average, while the covariance matrix of the disturbances in
the TEXT industry is somewhat “smaller.”

Finally, the cstimates of the two autocorrelation parameters, & = .74 and g =
.94, are both highly significant, thus firmly rejecting the hypothesis of time inde-
pendence.

As we indicated in Section 2, several special cases of the general covariance
structure are of interest. We therefore estimated the following five restricted
versions of the model: T =0, A=1,a =0, p =0, a = p.!* The resulting likeli-
hood ratio (LR) statistics are presented in Table 3. Each of these hypotheses is
rejected at the 5 percent significance level.'® These results confirm the significance
of our assumption regarding the covariance structure.

The test result, I’ # 0, indicates that the error component, e,, which is common
to all industries, is an important part of the disturbance vector in our empirical
application. It thercfore justifies the approach taken, whereby the share equations

'+ It is not obvious how the hypothesis H,: I' = 0 should be tested. One problem is that I' lies on
the boundary of the parameter space, if H, is true. Another is that nuisance parameters are present
only under the alternative hypothesis, i.e. if we write I’ = ¢ with tr ' = I, then " = 0 is equivalent
to a* = 0 irrespective of the values in I'. See Moran (1971) and Davies (1977). In our case the LR
statistic, though not strictly applicable, is sufficiently large (161.81) to reject Hgwith confidence.

'S At the S percent significance level the critical 2 values are 3.84 (1 degree of freedom) and 11.1 (5
degrees of freedom): at the | percent level we have 6.63 (1 degree of freedom) and 15.1 (5 degrees of
freedom).
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of the six industries were estimated jointly rather than separately for each indus-
try. The result that A # [ indicates that the disturbance covariance matrices for
the six industries are not the same. Finally, the tests on parameters « and p
demonstrate that both of the two-error components are subject to serial corre-
lation, but that the first-order autocorrelation parameters are different.

These test results show, therefore, that the data are not consistent with any of
our model’s special cases of the covariance structure for the disturbances. This
modecl is fairly general in that it allows for contemporaneous correlation between
disturbances within and between industries, as well as serial correlation, in a way
that is parsimonious regarding parameters. The model also allows a significant
decomposition of the likelihood function. The question of whether this specifi-
cation would be rejected in favour of some more general model is beyond the
scope of this paper.

6. CONCLUSION

In this paper, we extend the two-error component regression model to deal
simultanecously with the case where each component is a vector (multivariate
error components) and with the case where each component is serially correlated.
The model is discussed and the maximum likelihood estimator analyzed. In
particular, in the nonlinear regression context it is shown that the determinant
and inverse of the covariance matrix can be decomposed so that the likelihood
function can be evaluated by calculating determinants and inverses of order at
most p (the number of equations).

In the case of a linear regression model where the matrix of explanatory
variables does not depend upon the cross-section, it is shown that the likelihood
function may be analytically concentrated with respect to the regression parame-
ters, thus permitting the ML estimates to be obtained by maximizing the con-
centrated log-likelihood function with respect to only the covariance parameters.

In addition, the asymptotic covariance matrix for the ML estimators is ob-
tained. The paper also shows how the results may be extended to deal with more
complicated covariance structures for the error components.

The model and ML estimation procedure are illustrated by applying them to a
combined cross-section, time-series data set on fuel consumption in six Dutch
manufacturing industries over the post-war period.

The usc of combined cross-section and time-scries data requires special atten-
tion to the stochastic specification. The error components structure for the distur-
bance in a univariate regression model is well established in the theoretical
literature. Our generalization of this model allows for the usual correlations
between disturbances in the fuel equations, for the correlation between distur-
bances in the different industries (via the error components structure), and for
corrclations between disturbances in different time periods. These correlations are
achicved by a minimal number of covariance parameters. Our empirical results
show that the interindustry and the intertemporal correlations are significant,
indicating that joint estimation of the complete set of industry fuel share equa-
tions is justified on grounds of efficiency.
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Despite the large number of parameters to be estimated, the error components
model we specify is relatively easy to estimate by maximum likelihood. It should
be useful in a variety of contexts, especially since multivariate data are becoming
increasingly available as combined cross-section and time-series.

London School of Economics, England
University of Sydney, Australia

APPENDIX
SOME MATRIX RESULTS USEFUL FOR MULTIVARIATE TWO ERROR
COMPONENTS ANALYSIS

The three lemmas in this appendix give the mathematical background of Theo-
rems 1 and 2. They also provide the tools for extending the theory to more
general covariance structures. The proofs, which make repeated use of Lemma
2.2 of Magnus (1982), are given in detail in Magnus and Woodland (1987a).

Let L, M and A be positive definite matrices of orders g x g (¢ =>2), T x T
and p x p, respectively. Let G and I' be positive semidefinite matrices of orders
T x T and p x p, respectively, and let a #0 be a g x 1 vector. Let S be a
nonsingular T x T matrix with columns o,, ..., o1, such that

(A.1) SMS=1; and S'GS=Z=

where Z is a diagonal T x T matrix with nonnegative diagonal elements £,, ...,
&,.'e Define

(A.2) x=daL 'a, W, =A+aTl, b= oo Ts
and
(A.3) Q=LOM®®PA+ad ® G®T.

Lemma A.l gives the determinant and the inverse of the very complicated
qTp x ¢Tp matrix Q in a manageable and computable form.

LEMMA Al The qTp x qTp matrix Q defined in (A.3) is positive definite with

determinant

(A.4) Q| = |L|""|M#P|A|9~ DT TT (W)
=1

and inverse

(A.5) Q V=(L"—f)L 'ad’'L")y @ M™* @ A~}

&
+ (/oL 'ad’'L ® Y (0,0, ® W, ")

' The matrix § can be constructed as follows: let Q be a square matrix such that M ™' = QQ’, and
let Z be an orthogonal matrix such that Z'Q°GQZ = Z (diagonal). Then S = QZ has the desired
properties. See also Bellman (1970, p. 58).
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Now. in addition to the matrices defined above, let X, X,, ..., X be p x k
matrices such that the matrix
(A.6) X=X, X e X o)

has full column-rank k. Let N be a ¢ x r matrix (1 < r < g) with full column-rank
r and define

(A.7) X=N@® X, Lo=(N'L"'N)™* and b=N'L"'a
Denote by p** and o, the st-th element of M ™! and S, respectively. Defining
T T
(A.8) 0;=Y Y #*X,A7'X,

s=11=1
and

T T ’ T

(A.9) Q=Y (Z a,,X,) W,“(z an,),
s=1 s=1

we obtain Lemma A.2.

LimMA A2, The k x k matrices Q, and Q, defined in (A.8) and (A.9) are both
positive definite. Furthermore, if the g x 1 vector a is a linear combination of the
columns of N . then

(A.10) X'Q'X =(Ls' — (1/a)bb)) @ Q, + (1/a)bb’ @ Q,
and

(A1) (X'Q7'X)"' = (Lo — (1/a)Lobb'Ly) ® Q7' + (1/a)Lobb'Ly ® Q3 .

REMARK. The assumption that a lies in the column-space of N is made for
simplicity only. It will be satisfied in most applications; in particular, it is satisfied
in our application. Without this condition the expressions become somewhat
more involved.

Finally, let y; (=1, ..., q; t=1, ..., T) be px 1 vectors and define the
qTp x 1 vector

(A.12) Y =011 Yizs ooos YiTs ooes Yor)-

Denote by 27 and I; the ijth element and jth column of L™!, respectively, and
define

T T
(A.13) =3 X WX Ay,
s=11=1
q
(A.14) c=(l/a) Y (a'l)c;,
Jj=1

(A.15) d= )T: (é a,,X,)’ W,“(i a..y'.),

s=1
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where

(A.16) Vs = (1/a) Z (a’lj)yjs'

d=1

LEMMA A.3. Ifais a linear combination of the columns of N, then

q
(A.17) XQ'ly=b®@ @d—0+ Y (N; ® c)

]

q
(A.18) (X'Q7'X)'X'Q 'y=Lob ® (Q;'d— Q7'+ Y (LoN'l; ® Q7 '¢c),
j=1

and
T T q ‘q
(A19) yQly=3% ¥ u"(): 2 i“y:,A"y,.—ay",A“f,)
s=11=1 i=1 j=1
T  j ’ T
+a ) (Z U,..V,) W,"(Z a.nfs)~
=1 \s=1 s=1
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