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THE POWER-SERIES ALGORITHM APPLIED TO
POLLING SYSTEMS WITH A DORMANT SER~~R

J.P.C. Blanc and R.D. van der Mei
Tilburg University, P.O. Box 90153
5000 LE Tilburg, The Netherlands

Abstract
We consíder a cyclic polling system in which the server is allowed to rest at a queue when the
entire system is empty. The performance of such a system is analyzed by means of the power-
series algorithm (PSA), a tool for the numerical evaluation and optimization of a broad class of
queueing models. The applicability of the PSA is extended towards polling systems in which the
server is allowed to rest at a queue, instead of having to move along the queues, when the
system is empt}. Numerical examples will show that this extension may lead to considerable
improvements of the performance of the system. Moreover, we consider the question at which
queues the server should rest when the system is empty; a heuristic approximation method is
proposed and tested.

1. Introductioo

A polling system consists of a number of queues, attended to by a single server. Polling systems
are widely used to model computer and communication systems and are also applicable in the
areas of manufacturing and maintenance (cf [12, 14]). In the polling literature the server is
usually assumed to be switchíng when not serving, particularly when there are no customers in
the system, because it is assumed that the server has no global information on the status of the
queues. In computer-net`vork and telecommunication applications the overhead involved to
control the server and the buffer contents is believed to oui`veigh the possible benefits from
resting. The purpose of the present paper is to develop a means for quantifying the benefits from
resting. In applications, this gain can then be compared with the loss due to an increased
o~erhead. Moreover, it is ínteresting in its own right to gain insight into the perfotmance of
sstems in which the server is allowed to rest. Throughout, s}s[ems in which the server is
allowed to rest at a queue when the system is empt} will be referred to as dormant server
s}stems, as opposed to non-dormant server systems, in which the server keeps on moving along
the queues when the s}stem is empty.

Polling s}'stems in wfiich the server is allowed to rest at a queue are generally hard to analyze by
means of mathematical techniques, except for some special cases (cf [(~8]). Consequently, there
is a need for numerical algorithms to gain insight into the behavior of such systems. In this
paper we focus on the use of the PSA, a numerical tool for evaluation and optimization of the
performance of a broad class of multi-queue models, such as a number of polling models (cf.
[1-3, 10]). The basic idea of the PSA is the transformation of the non-recursively solvable
(infinite) set of balance equations into an, in principle, recursively solvable set of equations by
adding one dimension to the state space. This transformation is realized by means of power-
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series expansions of the state probabilities as functions of the load in light traffic. In this paper
the applicability of the PSA is extended towards polling systems in which the server is allowed
to rest at a queue when the system is empty. We will consider a model in which the server visits
the queues in cyclic order and at each visit of the server to a queue the customers are served
according to the so-called Bernoulli service discipline (cf [I1]).
In the vast majority of papers about polling systems the server is assumed to be either serving or
switching. As an exception, for a two-queue model with exhaustive service at both queues,
Eisenberg [8] considers a s}stem with either altemating or strict priority, in which the server
rests at a queue when the system is empt}. Liu, Nain and Towsley [13] show that, in order to
minimize the amount of unfinished work in the system at any time, the server should neither
switch nor rest when at a non-emph queue; moreover, they show that for symmetrical systems
the server should rest at a queue when the entire system is empty. Borst ( 6] shows that for cyclic
polling systems with globally gated service in which the server is allowed to rest only at one
particular queue, the waiting times are smaller ( in the increasing convex ordering sense) than in
the non-dormant server case. A pseudo-conservation law for cyclic polling systems with
mixtures of exhaustive, gated, I-limited and globall} gated service is derived in [7].

The rest of the paper is organized as follows. In Section 2 the model is described in detail. In
Section 3 the global balance equations of the s}stem are formulated and in Section 4 a complete
computation scheme to derive the coefficients of the power-series expansions of the state-
probabilities is obtained. In Section 5 the extension of the PSA is used to gain insight into the
improvements of the performance that can be made by allowing the sener to rest; numerical
examples will show that the performance of the system may be strongly improved, especially in
light and medium loaded systems in which the switch-over times are considerable. Apart from
the question whether it makes sense at all to allow the server to rest at a queue, in Section 6 we
consider the problem at x~hich queues the server should rest when the s}stem is empty; a simple
and fast-to-evaluate heuristic approximation method to solve this optimization problem is
proposed and tested.

2. ~Iodel description

Consider a polling system consisting of s queues, Q~ ,.. ,Q, , each queue ha~ ing infinite capacity.
The queues are attended to by a single sener, who visits the queues in a cyclic order. Customers
arri~e at the queues according to independent Poisson processes; the arrival rate at Q, is denoted
by ?., , i-1,..,s. The service times of the customers at Q, are assumed to have a Coxian distribu-
tion consisting of `Y; exponential phases; with probability n~~ a senice is composed of phases cp,
~-l,.,l, cp-1,...,`Y; , and the transition rate from phase ~y is ft;W , W-1,...,`Y; , i-1,...,s. Let
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p"~-(Q;k' ,...,[3;k~) be the vector of k-th moments of the service time distributions, k-1,2,... . The
times needed by the server to move from Q,-, to Q, are assumed to be Coxian distributed with
parameters `Y`; ,~i ", no" , cp-1,...,`Yo , which aze defined in a similar way as those of the service
time distributions, i-1,...,s; let a"' be the vector of k-th moments of the switch-over time
distributions and let a~ be the k-th moment of the total switch-over time per cycle of the server
along the queues, k-1,2,... .

It is assumed that all interarrival times, service times and switch-over times are mutually
independent. At each queue the customers are served on first-in-first-out basis.
The server is allowed to rest at a queue when the entire system is empty. More specifically, we
allow the server to rest at sonre of the queues; throughout, the set of indices corresponding to
these queues, referred to as the dormant set, is denoted by D.

The number of customers that is served during a visit of the server to a queue is determined by a
so-called Bemoulli schedule, i.e., a vector q-(q, ,.,q,) of probabilities which are used as follows.
When the server arrives at a non-empty queue, at least one customer at that queue is served;
when at a service completion epoch at Q~ that queue is not empt}, then with probability qh
another customer at that queue is served. Note that the case qh-0 corresponds to the I-limited
service discipline and the case qh-1 to the exhaustive service strategy. When the server arrives at
Qh while it is emph~ or when the server has just emptied Qh , the behavior of the server depends
on whether or not the entire system is empty at that instant. If the system is non-empry at that
particular instant or if h~D, then the server proceeds to the nezt queue and otherwise, the server
rests at Qh and waits for the ne~t customer to arrive. As soon as a customer arrives at the
s}stem, the server immediatel~ resumes its acti~ities. If the first arriving customer arrives at Q~ ,
then that customer is taken into service immediately; othen~ise, the server starts moving to the
next queue.

The offered load p, to Q, and the total offered load p to the system are defined by

:
P~~-~~a~rr~ i-1,...,s, p:-~p . (I)

Because p will be used as a variable in the PSA, we define the following quantity

a, : -1~, I P . (' )
referred to as the relative arri~al rate at Q, , i-1,, .,s. Let a-( a, ,.. ,a,).
Necessary and sufficient conditions for polling systems in the non-dormant server case have
been derived in [9]. Because in cases in which the ergodicity becomes critical the opportunity of
resting arises with a probability which tends to 0, we suspect that the same conditions are
necessary and sufficient in the dormant server case. For the present model these conditions read:

p~l tora~(1-q~)~~ 1, i-1,..,,s. (3)

In the sequel we will assume that condition (3) is satisfied and that the system is in steady-state.
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Throughout this paper we will need the notion of the following index set. For a given D we
partition the set { I, ..., s} into the subsets {Up(i)};Ep , defined by

Uo(i):-{i} v {lshss~jffD (j-h,...,i-1)} ( ieD); (4)

here, the indices j should be read as j mod s if j~s. In words, for ieD, Up(i) corresponds to the

set of queues h for which Q, is the first queue in D that is visited after the server has started to
move from Qh-, to Q,, .

3. Balance equations

For the case of a non-dormant sener, the global balance equations for the present model are

given in [3]. In order to extend these balance equations towards the dormant server case, we

adopt the same notation as in [3]. Denote by N-(N, ,...,N,) the joint queue length vector. [n order

to transform the queue length process into a Markov process we introduce a triple (H, Z, ~) of

supplementan~ variables. Here, H will denote the index of the queue which is being served or is

being switched to or at which the sener is dormant; the variable Z will indicate whether the

server is dormant (Z--1) or switching (Z-0) or serving (Z-1); the variable ~, which is only

defined in the cases Z-0 and Z-1, will indicate the actual phase number of either the switch-

over time or the service time.

We define the state probabilities as follows: for netJ~, h-1,...,s, 5-0,1, cp-1,,..,Y'h ,

p(n,h,{,~p):-Prl(N,H,Z,~) -(n,h,[,~p)};

and for hED,

P(O,h.-1):- Pr1(N,H,Z)-(O,h,-1)},
i.e., the probabilit} that the server is dorrnant at Q~ (heD).

The balance equations read: for neN', nx0, h-1,...,s, tp-1,.,`Yh ,

P~a'Frh.~n~
i-

p(n,h,0,cp)-p~a~p(n-e~,h,0,cp)Iin~~O}
l-~

` 4~h~v ~P(n,h,O,~P'1)Il~p~grh}.ph-ttnh.ap(n,h-1,0,1)lln -0}h-1 -

t
ph,~~nh.wp(n-eh-~,h-1,1,1)~1-qti.~l{nti-~~01~

s
t przn'~ ~ a~p(O,h-1,-1)Iln-e~}llh-lED};

~-~
~.h-1

(5)

(6)

(7)

here, the first term on the right hand side indicates an artival of a customer into the s}stem; the

second term indicates a phase transition of the switch-over time from Qh-, to Qh ; the third term

indicates an arrival of the server at Qh-, , which is empty at that particular instant, so that the
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server directly proceeds to Qh ; the fourth term indicates a service completion at Qn-,; the fifth
term indicates that a customer arrives at Q~ (jxh-1) when the system is empty and the server is
dorrnant at Qn-, .
Similarly, one may verify that we have, for h-1,...,s, cp-1,..,`Yh ,

IP~a~'I~h~~1P(O.h,O,W)-t~e~~ IP(O,h,O,~P'1)I{~p~~hl
l i-1

' f ilh-117rh,~p(O,h-1,0,1) t pti.lt~h'Wp(Ch I,h-1,1,1)lllhffDl;

and for neR)s, h-1,...,s, cp-l,...,`1'h , nh~0,

P~a~'V~h ~ J P(n.h,1,W)-P~a~P(n-e~,h,1,W)1{n~~0i
1'1 j-1

1'~~1 n,h,l, tl lí ~iplJ. o.l,al.~
n h,0 1t iih P( ~ ) ~ h iih h P( )

t qhp~,'Inh'~p(nteh h 1 1)tpahnti.~p(O,h,-1)Iln-ehll{hEDJ;

and for hED,

s
P~ a~P(D,h,-1)-Wn'IP(eh,h,1,1)'{~ío,''p(O,h,0,1).
i-

Because the sener cannot be serving at an empty queue we have for h-1,...,s, cp-1,...,`I'h ,

p(n,h,l,cp)-0, if nh-0,

and, according to [he law of total probabilit~, we have

s I W~
~ P(O,h,-1) ' ~ ~ ~ ~ P(n,h,C,W) - 1.
h`~ népFh`1C`0~-1

(8)

(9)

(10)

(12)

4. The computation scheme .
The basic idea of the PSA is the expression of the state probabilities as power series in the

offered load p. For the non-dormant server case a complete computation scheme to calculate all
coefficients for the state probabilities is given in [3]. In this section we extend this computation

scheme to the dormant server case.

The approach in [3] relies on the following propem: for ne;y, h-1....,s, ~-0,1, cp-1. .,`Yh ,

P(n.h,C,~P) -0(Pn' n'), (P 10). (13)

h1oreover, we have for heD,

p(O,h,-1)- O(1), (p10). (14)
Based on properties ( 13) and ( 14), we introduce the following power-series expansions for the
state probabilities: for ne1~, h-1,...,s, y0,1, cp-1,..,`Yh ,
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P(n,h,C,~P) -P~' ~'~ Pk6(k;n,h,C,W); (IS)
k-0

and for hED,

p(O,h,-I)- ~ pkb(k;0,h,-1). (16)
k-0

Substituting (15) and (16) into the balance equations (7), (8), (9) and (10) and equating
corresponding powers of p yields a set of linear relations between the coefficients of the power

series. For simplicity of the discussion, for ~-0 ~~e esplicitly distinguish the cases n-Q n-e; ,
i-1,...,s (cf (18) and (19) below). The relations read as follows: for nEI~, nx0, n~e, (i-1,...,s),

h-1,...,s, cp-1,...,`Yh , k-0,1,... ,

ph.~b(k;n,h,O.~P)-1rh~~ ~b(k~n~h~0,W.1)I{~~~h}

s
t ~ a~~b(k;n-e~,h,0,~p)I{n~~0'r - b(k-1;n,h,0,~p)~{k~0}~

I-~
, ~h.i'Rh.~b(k-l;nteti-,,h-1,1,1)1{k~0}~1-qh-,1{nh-,~0}~

t ph'',nti'~b(k;n,h-1,0,1)1(nh-~-01;

for i-1,..,s, h-1....,s, cp-1,...,`Yh , k-0,1,... ,

Irn~~b(k;e,,h,0,w)- F~n~m~~b(k;e,,h,0,~p t 1)N~p~`yhl

s
{ a~b(k;0,h,0,cp) - ~a~b(k-1;e~,h,0,cp)I(k~0'r

i-~

t lkti'',nh'"b(k-l;e~-eh.,,h-1,1,1)I(k~0}il-qh-~l{h-1-i}~

t ~ ~,o,'',ah'~b(k;e~,h-1,0,1)

- nh'~a b(k;0,h-1,-1)I{h-leD}]Ifh-lxi};

for h-1,...,s, y~-1,..,~Yh , k-0,1,-. ,

~kh~~b(k;0,h,0,W) - ph ~-'b(k;0,h,0,~p ~1)Ii cp~~Pn1

- ~a~b(k-1;O,h,O,cp)I{k~0}
~-~

' ~wn.i`~h.~vb(k;0,h-1,0,1)

{ p;,'',ah'~b(k-l;eti-,,h-1,1,1)IIk~O!]I'h-1ffD};

for ne í~, h-1,...,s, ~p-1....,`1'n . nh~0, k-0.1.... ,

(18)

(19)



~

fln ~b(k:n,h,1,W)- I~n~~~tb(k;n,h,1,W.1)1{~~~h}

' F~n~)nn~~b(k:n,h,0,1) ' 4hFtn~~nti~~6(k-l;n-eh,h,l,l)1{k~0!

5 20
t ~ a~lb(k;n-ej,h,l,~p)Ifn~~O} - b(k-l;n,h,l,~p)1{k~0}~

j~)

t ahah'~b(k;0,h,-1)1{n-eh}IIhED};

and for heD, k-Q,l,... ,

s
~ ajb(k;0,h,-1) - F~n~f 6(k;eh,h,1,1)' Wn~lb(k'1;O,h,0,1).
l`)

( )

(21)

For nx0 and nxe, (i-1,...,s), relations (17) and (20) express the coefficients b(k;n,h,~,rA) in terms

of lower order with respect to the partial ordering ~ defined in (3]. Hence, the only states that

require further attention are the states with y0 and either n-0 or n-e, (i-1,.,s), the states with

~-1, and the states with ~-1 and n-e, (i-1,. ,s).

Consider the states with y-0 and n-0 and let k be fixed, k-0,1,... . It follows from (19) that if

D~~d, then according to the ordering ~ in [3], the coefficients b(k;0,h,0,~p), h-1,...,s, cp-1,...,`Yh ,

can be calculated recursi~ely, starting with a coefficient b(k;Qh,O,`Y~) for which h-IeD. If D-fd

then a set of s linear equations has to be solved to compute the coefficients b(k;0,h,0,cp), h-1, ..,s,

tp-1.....`Yn (cf [3]).

As for the coefficients b(k;0.h,-I), heD, k-0,1,... , substituting (21) into (19) and (20) leads to

the following set of linear equations for the coefficients b(k;0,h,-I), heD:

~~ a,~b(k;0,h,-1)- ~ ( ~ a~l 6(k;0,1,-1) ' Y(k;h), (2'-)
` 1 ;eD l ,eU~fh) J

where ~(0; h):-0, heD, and for heD, k-1,2.-. ,

r l v' W~
I~a; 1 ~ ~ b(k-1;e,,i,1,W) `~ ~
1111`l ,EU ( h) V-1 -1 -

Y(k;h) - - S 5 6(k-1;e,,1,0,~D)
o . I ~ )

t ~ ~ p~'fb(k-l;e~te~,1,1,1)
ie Up(h) I`)

(23)

o ~p
S W~ ( 5 l

~ ~ a,l~~ b(k;0,1,0,~D) - I~a, J ~ ~ b(k;0,i,0,~D).
l`L'~(h) ll`l W-1 1~-1 I,EL'D(hl ~`l
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However, one may verify, by summing over heD, that the set of equations (22) is dependent.

An additional linear equation follows from the law of total probability (12). Substituting (15) and
(16) into (12) implies:

~ b(k;0,h,-1)- Y(k), (24)
hED

~tihere Y(0):-1 and for k-1.2, .,

~ o
S 1 ~A S ~A

Y(k) - - ~ ~ ~ ~ b(k-nt-...-n~;n,h,C.~P) -~ ~ b(k;0,h.0,N). (25)
o~~~... ~,stn-t t-o~:i n-i w-i

Now, in order to obtain the coefficients b(k;0,h,-1), heD, from the set of equations (22) (and

(24)), the terms in y(k; h) have to be known; that is, for each heD, k-0,1,... , the terms b(k;0,h,
-1) have to be of higher order than all terms in (23). Moreover, once the coefficients b(k:0,h,-1),

hED, are known, the coefficients b(k:e„h,0,tp), I,h-1,...,s, cp-1,..,`Yh , and the coefficients

b(k;eh.h,l, cp), h-1,...,s, cp-1,..,`Ph , can be computed recursively according to (18) and (20)

respectively, k-0, l, ..

In practice, limitations on storage capacity and computation time restrict the number of
coefficients that can be computed. 7he reader is referred to [3] for a discussion on the com-

plexity of the PSA. Here, it will be assumed that the coefficients of the power series are

computed up to a given power Mmu of p.

Summarizing, the coefficients can be computed according to the following computation scheme:

step 1: M:-O;
step 2: determine b(M;O,h,O,c~), h-1....,s, cp-1,..,`Ph , according to (19);

step 3: for all (k;n,h,y,cp) for which k t n~ t... t n, - Mrl, nx0, n~e, ( i-1,...,s),

determine b(k:n,h,0,w), h-1,...,s, ~Q-`Yh ,..,1, according to (17) and b(k;n,h,l,cp), h-1,. ,s,

cp-`Yn ,... 1, according to (20), in increasing order of (k;n,h,s,~) w.r.t ~;

step a: determine b(M:O.h,-1), hED, according to (22) and (24);

srep .i: determine b(M;e„h,0,~p), h, 1-1,...,s, rp-`Yn ,..,1, according to (18);

srep 6: determine b(M;eh,h,l,y), h-1....,s, cp-`YM1 ,..,1, according to (?0);

step 7: M:-MtI;

step 8: if M~Mmat then return to step 2; othernise, STOP.

Remarks:

For the case D-O, step 4 in the computation scheme vanishes. It is readily verified that the

resulting computation scheme corresponds to the one given in [3].

For the case k-0, it follo~es from (?2), (24), Y(O)-1 and y(0; hr0 (h-1,..,s) that for heD,
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~ a~ ~ z~
b(~;~,h,-1) - tEUp(h) - iEUD(h)

S 5

~ a~ ~ z~

which corresponds to the light-traffic limit of the system.

(26)

5. Numerical examples

In this section the extension of the PSA, discussed in Sections 3 and 4, is used to gain insight
into the performance of systems in which the server is allowed to rest at a queue when the
system is empty. We ~vill give some rough guidelines on the qualitative behavior of the system
performance, illustrated by numerical examples. Throughout, we take as performance measure
the following average waiting time function:

C(D) :- ~ c,EW ,
~-(

(27)

i.e., an arbitrary weighted sum of the steady-state mean waiting times at the various queues.
Here, the weights are assumed to be non-negative. Let c-(c, ,., c,).

For ease of the discussion, in the numerical examples discussed in this section, we will take
c,:-?.,~(E~-~ ~~), i-1, .,s, so that C(D) can be interpreted as the mean waiting time of an arbitrary

customer arriving at the s}stem. Throughout the rest of this paper, q, will be taken to be I for all
i, i.e., all queues are served exhaustivel}, and the service times and switch-over times will be
assumed to be exponentiall} distributed, unless indicated othentise. Denote b} D' the subset of
{ 1,...,s} which minimizes ( 27) over all subsets D of { I,. .,s}. Throughout this section, the symbol
"oio" indicates the relati~e improvement which can be made by allowing the server to rest,
defined by

C(a) - C(D~) x 100~.
C(e)

Note that C(~c ) is the average waiting time function ( 27) in the non-dormant sercer case.

(28)

In order to examine the influence of the offered load to the system on the improvements of the

perfortnance of the system that can be made b} allowing the server to rest, C(PJ) and C(D')
have been computed for various values of the offered load for a model with the following set of

parameters: s-3; all arri~al rates are equal; R"'-(1, l, I); a"'-(r, r, r); all switch-over times are
Coxian distributed with squared coefficient of variation a. For all these models, we have D'-{ I,

2, 3}(cf. [ 13]). Tables 5.1 and 5? show the waiting cost (27) for various values of p and a.
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Tables 5.1 and 5.2 show that the performance of the system can be strongly improved by
allowing the server to rest when the entire system is empty. Moreover, it is shown that the
relative decrease of the waiting cost decreases when the offered load to the system is increased.
The latter is due to the fact that the opportunity of resting occurs less frequentl}' when the
offered load is increased.

In order to examine the influence of the mean switch-over times on the relative improvements
that can be made by resting, we have computed the performance of a system with the following
set of parameters: s-3; a-(0.50,0?5.0.25); [3"'-(l, 1, 1); a"'-(2r, r, r), for various values of p
and r. Tables 5.3 and ~.4 show the performance measures for q-(0, 0, 0) and q-(I, l, 1)

respectively. Tables 5.3 and 5.4 illustrate that when the mean switch-over times are increased,
starting with a,(-4r)-0, the relative improvement of the performance increases for low values of
a, and decreases for higher values of a, . This phenomenon is due to the trade-off between the
fact that possible improvements would increase for increasing values of a, on the one hand and
the fact that the opportunity of resting occurs less frequently for increasing values of a, on the
other hand.

In order to examine the effect of the variability of the switch-over times, consider the same
model as in Table 5.4, with r--0.25, so that a"'-(0.50,0?5,0.25). Moreover, we assume that the

switch-over [imes to move from Q, to Q3 and from Q~ to Q, are exponentially distributed and
that the times needed by the sener to move from Q, to Q are Coxian distributed with squared

coefficient of variation a. Table 5.5 shows the values of the performance measures for various
values of p and a. Table ~.5 illustrates that the benefit of the opportunity of resting increases

considerably with increasing variability of the switch-over times.

Finally, we examine the effect of the asymmetry in the arrival rates. To this end, consider the
polling model ~cith the following set of parameters: s-3; a-(,fi(y}2),V(yf2),l~(yt2)), so that the
ratios benveen the arrival rates are y:l:l; (3'"-(I, 1, I); all service times are exponentially
distributed; a"'-(0.50,0.25,0.25); the switch-over times from Q, to Q, are Coxian distributed
with squared coefficient of variation 4.00; all other switch-over times are exponentially distribu-
ted. Table ~.6 shows the performance of the system for various values of p and y. Table 5.6
illustrates that the benefit of the opportunity of resting increases with increasíng asymmetr} of
the arrival process.

"w'e Clnpha~ILe ihaí, in praciice, the variability of the switch-over times will generally be smaller
than in the examples considered in this section. However, we have constructed the examples
such that the various effects are illustrated clearly. In general, the benefits of the possibility of
resting decrease with decreasing variability of the switch-over times ( cf Table 5.5 and [7J).
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6. Opdmization

In this section we consider the question at which queues the server should be allowed to rest
when the system is empry or, in other words, the problem of detet~nining an optimal dormant set
D'. This problem might be solved numerically either b} formulating the problem as a semi-
Markov decision problem (cf. [7] (Remark 4.1)) or by complete enumeration of the performance
measure for all 2' subsets of D. However, the time and memory requirements of both approaches
increase exponentially with the number of queues, so that their use is restricted to fairly small
systems. For this reason, we propose and test in this section a simple heuristic approximation,
for which the time requirements are negligible and which yields fairly accurate results over a
wide range of admissible system parameters. This heuristic approximation is based on the

obsenation that the choice of an appropriate dormant set D is most critical in light-traffic
systems. Motivated by this observation, we propose to approximate the optimal dormant set D'
by

~~(aPP) :- lim D', (29)
PIo

i.e., the light-traffic limit of D'. Denote by nh the light-traffic limit of the probability that the
server is dormant at Qh , h-1,...,s; here, the limits are taken in such a way that the ratios between

the arrival rates are kept fixed ( cf (2)). Note that ah-ó(O;O,h; I), heD (cf. (26)).

Then the light-traffic limit of [he waiting cost function ( 27) can be expressed as follows: for
Dx(L',

and

s ,

Ilm C(D) - L~~ ~ Rh ~ Ok~)
P:~ ~.1 heD k~A.l

~.~

:

-~ ~h L c, L ok~~l -' jJ nnYe~
heD ~1 k~h-l ~ heD

~.~

(JO)

o ~
lim C(m) -?~ c~; (31)
P.o 20~ ~-t

here, indices k should be replaced b} k mod s if~k~s. l;sing the definition of yh (h-1,...,s) in (30),
we define

S:-{iE1,...,sIY;SY~íÍ-1,...,s)I. (32)

Then one may verify that S indeed minimizes (30) (and (31)) over all subsets of {l.. ,s}; to this

end, ii shouid aiso be noted that (3i) can not be sirictiy smaiier ~han the minimai vaiue of (3"v).
Therefore, we propose to approximate the optimal dormant set D' by D'(app) -S.

Remarks:

The index set S in (32) can be directly obtained by calculating yh , h-1,..,s, and selecting the
indices h which yield the minimal value of yh . The time requirements to obtain D'(app~S are
negligible.
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The set which minimizes the light-traffic limit of C(D) is not neccessarily uniquely determined;
in fact, any non-empty subset of S, yields the optimal value in (30). However, we propose to
approximate D" by S, rather than by any proper non-empty subset of S, because in the former
case the proposed approximation is in agreement with the fact that in symmetrical systems with
exhaustive service at all queues, the mean amount of work in the system (i.e. c,-p;) is minimized
for D'-{1,...,s} (cf [13]).

In order to check the qualih of the heuristic approach presented above, we have computed D'
and D'(app) for a fairly wide range of feasible system parameters.

First, we consider a number of 3-queue models with the following set of parameters: a-(0.8,0.4,
0.4); (3"'-(0.5,0.~,1.0): a"'-(2r,r,'kr); the switch-over times are all Coxian distributed with
squared coefficient of variation a; the weights of the cost function are (5, l, 1). Table 6.1 shows
the results for various values of a and r, here, the relative error "o~o" is defined by

C(D'(aPP)) - C(D~) k 100~a . (31)
C(D')

One may verify that we have D'(app)`{ l} in all considered cases.

Consider also the following 6-queue model: a-(O.S,O.I,O.I,O.1,0.1,0.1); p"'-(l, l, 1, I, I, 1);

a"'-(0.~,0.3,0.5,0.3,0.5,0.3); the switch-over times from Q, to Q, , from Q, to QS and from Qb to
Q, are Coxian distributed with squared coefficient of variation 10; all other switch-over times are
exponentially distributed; c-(0.375,0.125,0.12~,0.12~,O.125,0.12~). Table 6.2 shows the results
for various values of p and for q-(0, 0, 0) and q-(I, I, 1). Note that in this model we also have
D'(app)-{1}.

Remarks:

Note that expression (30) depends on the switch-over times only through their means and
moreover, that (30) is also independent of the Bernoulli vector q. As a consequence, ihe same
insensitivity properties also hold for the approximated optimum D'(app), defined in (29).
However, as illustrated in Table ~.4, the optimal dormant set may indeed depend on the

variability of the scitch-over times (cf. Tables 6.1 and 6.2). Hence, the accuracy of the approxi-
mation ma~ become poor when the variabilitv of the switch-over times is verv laree. In practice.

however, the variability of the switch-over times is generally smaller than in the examples
discussed in this section.

In this section we have considered the problem of finding an optimal dortnant set for gíven
Bemoulli service disciplines at the queues. Altematively, one may also consider the problem of
determining an optimal set of Bernoulli parameters for a given dormant set. Properties of the
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Bernoulli schedule which minimizes C(fá) (cf. (27)) are discussed in Blanc and van der Mei [4).
In order to determine an optimal set of Bemoulli parameters numerically, they propose to use the

PSA, which has been extended towards the computation of derivatives of performance measures
w.r.t. the Bernoulli parameters in [~]; we emphasize that the Iatter approach can be directly

extended to the model discussed in this paper.

Acknowledgement: The authors wish to thank Onno Boxma for useful comments.
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Table S.1 Conrparison betxeen dormant and non-dormant server spstems; r-0.50.

Table .i.? Comparison betx~een dorrnanr and non-dormant sen~er systenrs; r-1.00.

p-0.30 p-0.70

r C((C7) D' C(D') oro C(4~.) D' C(D;) o~o

0.05 0.64 {I} 0.55 15.3 3.47 {1} 3.37 2.7

0.25 1.69 { I} 1.22 27.7 m - r -

0.50 3.65 { 1} 2.79 23.6 0~ - x -

1.00 I 9.92 { 1} 18.63 6.5 ~c - ~ -

1.50 m - ~ - oo - x -

2.00 ~n - x - ~c - oo -

Table 5.3 InJluence of the n:ean sx~itch-over times; q-(0, 0, 0).

a- I .00 a-5.00 a-20.00

P C(Cd) C(D~) oro C(Cd) C(D') oro C(~d) C(D') aro

0.10 1.04 0.69 34.1 2.17 0.81 65.5 5.92 0.95 839
0.30 1.52 1.21 20.1 2.64 1.42 46.2 6.39 2.10 67.2
0.50 2.38 2.13 10.2 3.50 2.52 28.1 7.25 3.74 48.5
0.70 4.38 4.21 3.9 5.50 4.79 13.0 9.25 6.62 28.4
0.90 14.38 14.29 0.6 15.50 15.12 2.5 19.25 17.83 7.4
0.95 29.38 29.32 0.2 30.50 30.24 0.9 34.25 33.31 2.7

a-1.00 a-5.00 a-20.00

p C(~) C(D') aro G(~J) C(D') oro C(~) C(D") oro

0.10 3.83 2.64 31.1 8.33 3.55 57.5 23.33 6.45 72.4
0.30 4.79 4.17 13.0 9.29 6.55 29.5 24?9 14.05 42.2
0.50 6.50 6.25 3.8 I1.00 9.62 12.5 26.00 20.29 22.0
0.70 10.50 10.43 0.6 15.00 14.45 3.7 30.00 27.42 8.6
0.90 30.50 30.50 0.0 35.00 3~3.92 0.3 50.00 48.61 2.8
0.95 60.50 60.50 0.0 65.00 64.99 0.1 80.00 77.93 2.6
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Table 5.4 InJTuence of the mean switch-over times; q-(1, 1, 1~.

p-0.30

a C(P1) D" C(D') oro C((11) D

0.25 1.16 {1} 0.82 29.1 3.66 {1}
0.50 1.19 {I} 0.82 30.5 3.69 {1}

I.00 1.25 { 1} 0.84 33.2 3.75 { I}
5.00 I.75 { I} 0.92 47.5 4.25 { 1,2

10.00 2.38 {1} 1.02 60.1 4.89 {1,2,
20.00 3.63 {1,2} 1.20 67.0 6.13 {1,2,

Table ~. ~ Influence of the variabilitv of the switch-over times.

p-0.30 p

y C((ZS) D' C(D') o~o C((d) D'

0.25 1.62 {2} 0.91 37.4 4.09 {2,3}

].00 1.64 { 1} 0.99 39.2 4.17 { 1,2,3

2.00 1.63 {1} 0.90 44.7 4.13 {1,2}

3.00 1.61 {I} 0.83 48.6 4.05 {1}

5.00 I.59 { 1} 0.73 53.8 3.92 { 1}

]0.00 1.55 {1} 0.62 60.1 3.74 {1}

Tuble 5.6 In,Jluence of [he asymmetry in the arrival rates.

p-0.30 p-0.70

r C(QJ) D' C(D') oro C((Ó) D' C(D') oro

0.05 O.S9 { I} 0.50 16.3 2.62 { l} 2.53 3.5
0.25 1.25 {1} 0.84 33.1 3.75 {I} 3.49 7.1
0.50 2.07 { 1} 1.39 33.0 5.17 { 1,2} 4.88 5.6

1.00 3.71 {I} 2.78 25.3 8.00 {1,2,3} 7.79 2.6
1.50 5.36 {1,2} 4.34 19.0 10.83 {1,2,3} 10.70 1.3

2.00 7.00 {1,2} 5.99 14.4 13.67 ,{1,2,3} 13.58 0.6

p-0.70

' C(D' ) orn

3.44 5.9

3.46 6?

3.49 7. I

} 3.70 12.9
3} 3.95 19.1

3} 4.41 28 0

-0.70

C(D') o~o

3.60 11.8
} 3.74 ] 0.4

3.65 I I.5

3.51 13.2
3.29 16.1

2.98 20.3
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p r a D" C(D") C(D'(app)) o~o

0.1 0.01 0.25 { 1} 0.58 0.58 0.0
0.1 O.O l ] 0.00 { I} 0.59 0.59 0.0

0.1 0.15 0.25 {l} 1.18 1.18 0.0
0.1 0.15 ]0.00 {1} I.51 1.51 0.0

0.1 0.50 0.25 { 1} 3.18 3.18 0.0
0.1 0.50 10.00 { 1} 6.63 6.63 0.0
0.5 0.01 0.25 { I} 5.05 5.05 0.0
0.5 O.O l 10.00 { 1} 5.06 5.06 0.0
0,5 Ql5 0.25 {1} 7.13 7.13 0.0
0.5 0.15 10.00 {1,2} 8.80 8.94 1.6
0.5 0.50 0.25 { I} 13.98 13.98 0.0
0.5 0.50 10.00 {1,2,3} 25.85 27.64 6.9
0.8 0.01 0.25 { 1} 19.84 19.84 0.0
0.8 0.01 10.00 {]} ]9.86 19.86 0.0
0.8 0.15 0.25 { 1} 25.52 25.52 0.0
0.8 0.15 10.00 { 1,2,3 } 28.49 28.85 1.3
0.8 0.50 0.25 { 1,2} 41.18 41.22 0.1
0.8 0.50 10.00 {1,2} 60.25 61.19 1.6

Table 6.l The accuracy ojC(D"(app)~ versus CÍD"); s-3.

q-(0. 0, 0) q-(1.1.1)

p D" C(D') C(D"(aPP)) oro D' C(D") C(D'(aPP)) aro

0. I { 1} 1.48 L48 0.0 { 1} I.32 1.3Z 0.0
0.3 {2,6} 5.99 5.99 0.1 { 1,3~i} 2.61 2.67 2.3
0.5 - oo ao - { ]~i} 4.44 4.52 1.7

0.7 - x ~ - {1-6} 8.15 8.21 0.7
0.8 - oo ~ - { ]~i} 12.51 12.55 0.3

Table 6.? The accuracy ojC(D'Íapp)) versus C(D"~; s-6.
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